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Supervisor’s Foreword

Artificial photosynthesis (AP) research involves designing and building physical
systems that mimic natural photosynthesis by using solar energy to convert water into
hydrogen and oxygen, leading also to the endothermic conversion of carbon dioxide
into organicmolecules. IfAP could bemade efficient and scalable, itwould offer away
of storing solar energy as chemical bonds in a ‘fuel’. Although it is well known that
electricity generated by photovoltaic cells can be used to electrolyse water, it might
advantageous to combine these two steps in a single device. Early research on AP
focused on single materials that split water when illuminated, but later research has
tried to mimic more closely the modular processes that occur in chloroplasts. Hence,
photosynthesis needs a minimum of three components bolted together: (1) the exci-
tation centre (chlorophyll in natural photosynthesis/semiconductor in AP) converts
the energy of photons into a separated electron and hole; (2) the fuel-forming elec-
trocatalyst (hydrogenase or ferredoxin NADP+ reductase in natural photosynthesis)
uses excited electrons to split water and produce hydrogen or organic molecules;
(3) the hole-quenching electrocatalyst converts water into oxygen (the
oxygen-evolvingMnCaO cluster in natural photosynthesis) releases electrons that are
required to fill the vacancies (‘holes’) left in the valence orbitals (or band) when
electrons are excited, thus completing a cycle.

In work leading up to 2012, prior to Andreas Bachmeier starting in Oxford as a
Graduate Scholar at St John’s College, my group had drawn attention to obser-
vations we had made regarding the superb efficiency of enzymes as electrocatalysts
when attached to suitable electrode materials. Hence, the idea behind attaching
enzymes to semiconductors was that the resulting hybrids could provide informa-
tion on how efficient AP could be, were catalysts as good as enzymes to be
available. Enzymes use abundant elements rather than precious metals and they
excel at fast, long-range electron transfer with small reorganisation energies. We
know the 3D structures of the active sites and have spectroscopic information on
different states, and these active sites and surroundings can be systematically
modified by genetic engineering.
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In his doctoral research, Andreas studied the behaviour of hybrid modular AP
systems, investigating several types of enzyme linked to various semiconductors
differing in surface properties, bandgap, and energies of valence and conduction
bands. His thesis thus combines the principles of structural enzymology with the
physical chemistry of semiconductors. Andreas explored different enzyme/material
combinations and obtained very interesting results, fostering new mechanistic ideas
that resulted in five peer-reviewed publications. One line of reasoning to stem from
these experiments was that enzymes are able to ‘trap’ catalytic electrons, using a
combination of distance and low reorganisation energy to compete with destructive
recombination (a model also applicable for charge separation in natural
photosynthesis).

One of the most pressing problems in AP development is how to scale up
economically: at present, researchers are focused on tiny bench-scale demonstra-
tions. Owing to the huge availability of fossil resources, hydrogen and hydrocar-
bons have little commercial value and it is difficult to encourage any investment by
the private sector. Andreas initiated studies of other systems that might give more
valuable products than H2 or C1 compounds. He looked into the possibility of using
enzymes containing useful natural chromophores to monitor photo-driven catalytic
electron transfer.

In a related project, Andreas worked with Dr. Will Myers to use pulsed EPR
spectroscopy to study a particularly active hydrogenase to learn more about its
mechanism. Formaldehyde intercepts the catalytic cycle at a highly reduced state,
and he was able to propose options for the structure of a highly reduced interme-
diate of a [FeFe]-hydrogenase trapped by binding of formaldehyde.

Oxford, UK Prof. Fraser A. Armstrong, FRS
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Preface

Artificial photosynthesis, an important route towards future supply of renewable
energy, seeks to convert sunlight into storable chemical energy such as fuels.
Building upon the principles of biological solar energy conversion, artificial pho-
tosynthesis can be broken down into four essential processes: harvesting of visible
light, charge (electron–hole) separation, oxidation of water to dioxygen, and fuel
formation. Importantly, unlike natural photosynthesis, artificial photosynthesis is
solely dedicated to efficient formation of fuels and is not restricted by the avail-
ability of arable land.

Both water oxidation and fuel formation require efficient and selective catalysts.
This work utilises certain metalloenzymes, which have evolved to catalyse
fuel-generating reactions such as the formation of H2 or the reductive activation of
CO2 to carbon-based fuels with unmatched efficiencies. In contrast to most artificial
catalysts, these enzymes are composed solely of abundant elements and operate
efficiently at neutral pH. Thus, although not suitable for scale-up, they can be used
to mimic conditions under which future devices will have to operate and provide
design criteria for the components of applied technologies.

In this thesis, physico-chemical techniques are used to study the mechanism of
[FeFe]-hydrogenases, the most proficient H2-evolving catalysts that rival platinum
in activity, by investigating how reversible inhibitors intercept transient enzyme
states. The interaction of fuel-forming enzymes with light-absorbing semiconductor
electrodes is also explored, leading to the construction of a photoelectrochemical
cell for the selective, light-driven reduction of CO2. Furthermore, this thesis
demonstrates that metalloenzymes can be used to establish new directions in arti-
ficial photosynthesis research, driving endergonic organic reactions such as specific
C=C hydrogenation.

Munich, Germany Andreas S.J.L. Bachmeier
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Chapter 1
Introduction

1.1 Rationale for Artificial Photosynthesis

New sources of energy have to be utilised to empower us to address the world’s
growing energy demand, which is projected to double by 2050 and triple by the end
of the century [1–3]. The global human power requirement in 2009 was approxi-
mately 16 TW; more than 10,000 nuclear power plants would be needed to satisfy
this demand [4]. In 2012, fossil fuels (oil, gas, coal) comprised more than 80% of
the world’s primary energy supply (Fig. 1.1), followed by biomass (10%, much of
it simple deforestation [5]) and nuclear fission (4.8%)—all renewables combined
only accounted for 3.5% [6].

Although fossil fuels sources are dwindling, problems and challenges do not arise
from availability: projections estimate the global oil resources to 50–150 years,
natural gas to 200–600 years, and coal to almost 200 years [4]. Rather, it is the
effects caused by releasing ever more amounts of anthropogenic carbon dioxide into
the atmosphere when fossil fuels are burned. The existence of climate change and
global warming caused by increasing atmospheric CO2 levels is now widely
accepted among the scientific community [7, 8], albeit less so in the general public.
According to Thomas [4], to combat global warming, it is of vital importance,
amongst other things, to decrease the liberation of CO2 into the atmosphere to a
minimum, seek new ways to harvest and convert CO2 into useful products, pursue
existing and develop new ways of implementing the principles of green chemistry
and clean technology including the development of a hydrogen economy, and evolve
and extend new ways of utilising renewable sources of energy. Sunlight is by far the
most abundant of all carbon-neutral energy sources and therefore constitutes the
most viable option to address the latter challenge on a global scale. More energy
from sunlight strikes the Earth in one hour (1.19 � 1014 kWh) than all the energy
currently consumed on the planet in one year (1.14 � 1014 kWh) [1].

Solar electricity (photovoltaics, PV) is an established technology with com-
mercialised silicon-cells obtaining solar conversion efficiencies > 20% [9]. Solar
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cells are familiar in society as artificial, engineered devices that utilise sunlight and
convert its energy into electricity. Although variations of this approach are widely
used nowadays, for example on house roofs, electricity generally cannot be easily
stored: cost-effective and efficient large-scale energy storage systems that can buffer
the intermittency of solar-electricity generation are not yet available. Moreover,
solar energy could and should be converted directly into chemical energy, i.e. a
portable fuel such as hydrocarbon(s) or hydrogen, that can be stored, used when
needed, and is suitable for powering transport. The direct conversion of sunlight
into fuels, e.g. using a photoelectrochemical cell, is known as artificial photosyn-
thesis, because it mimics the action of green plants. Defined most loosely, artificial
photosynthesis means using solar energy to make fuels in vitro, i.e. without a living
organism.

Artificial photosynthesis research seeks to develop robust synthetic systems,
inspired by Nature’s design principles, for the direct conversion of CO2 and water
to fuels, e.g. methanol, hydrogen, or hydrocarbons (‘solar fuels’), or valued organic
chemicals (‘solar chemicals’). Whereas solar fuels have the potential to, ultimately,
‘power the planet’, solar chemicals may one day replace the myriad chemicals
currently derived from petroleum (see Fig. 1.2).

However, whereas solar electricity is an established technology, artificial pho-
tosynthesis is still in its infancy. Even though the goal of artificial photosynthesis
has been rigorously pursued since the first report of electrochemical photolysis of
water by Fujishima and Honda [10] (using a photoelectrochemical approach based
on the n-type semiconductor TiO2), systems developed thus far rarely possess
efficiencies above 5% (notable exceptions are given in Refs. [11–17]). The aim is to
produce devices with efficiencies greater than 10%, increasing to 20% in the longer
term. A vision on how a future centred on energy provision by solar fuels could
look like is depicted in Fig. 1.3: provided a ‘hydrogen economy’ [18] will be
established and the challenge of hydrogen storage solved [19, 20], solar hydrogen
can be used as a ‘clean’ transportation fuel. Alternatively, carbon-based fuels such
as methanol [21] can be used to power transport, complementing their use as
feedstock in a future solar chemicals industry, where they would provide replace-
ments for exiting petrochemicals and value-added downstream products.

Oil, 31.4%

Coal, 29.0%

Natural gas, 
21.3%

Biofuels and 
waste, 10.0%

Nuclear, 
4.8%

Hydro, 
2.4%

Other, 1.1%
Global total primary energy supply 2012 

Total: 13,371 Mtoe = 1.56∙1014 kWh  

Fig. 1.1 World total primary
energy supply 2012, data
taken from Ref. [6]. Peat and
oil shale are aggregated with
coal, ‘other’ includes
geothermal, solar, wind, heat
etc. Mtoe = million tons of oil
equivalent
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1.2 Principles of Photosynthetic Energy Conversion

1.2.1 Energy Flow in Biology and Photosynthetic
Efficiencies

Biology developed the capacity to efficiently capture solar energy and use it to
power the synthesis of organic molecules more than 3 billion years ago (oxygenic
photosynthesis appeared on our planet approximately 2.5 bn years ago [22]); today,
photosynthesis produces more than 100 billion tons of dry biomass annually [23].
All fossil fuels burned in our time, i.e. oil, gas, and coal, were provided by pho-
tosynthesis with energy originally derived from sunlight [24]. A general under-
standing of how Nature uses photosynthesis to convert sunlight into chemical
energy is needed to identify the key components chemists have to mimic in their
pursuit to devise efficient artificial photosynthetic systems.

Biological energy flow is schematically depicted in Fig. 1.4 [22, 23, 25]. The
resources needed for photosynthetic energy conversion, water, sunlight, and carbon
dioxide, are of almost unlimited abundance. As illustrated in Fig. 1.4, water is split
into oxygen and hydrogen (equivalents) in the photosynthetic light reactions—O2 is
released into the atmosphere whereas ‘hydrogen’ is combined with carbon dioxide to
form sugars and other organic matter [22] (the immediate end product being the

Products from petroleum
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Fig. 1.2 A selection of the variety of products that are derived from fossil resources. Adapted
from Ref. [4]
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monosaccharide D-glucose [26]). Combustion of biomass and fossil fuels originating
from photosynthesis (or metabolisation of organic molecules that constitute food by
the process of respiration, i.e. in vivo oxidation) leads to recombination of the stored
hydrogen equivalents with oxygen, thereby completing the cycle. From an energetic
point of view, the synthesis of organic molecules represents a way of storing
hydrogen and therefore storing solar energy in the form of chemical bonds [22].

A maximum efficiency for the conversion of light to stored chemical energy (dry
carbon matter) of approximately 5% has been calculated [23, 26], a value that is
rarely reached due to several loss mechanisms, illustrated in Fig. 1.5. The net
efficiency of photosynthesis averaged over Earth’s surface (both land and oceans) is
*0.15%; for modern food crops energy storage efficiencies of 0.5–1.0% are
typical, and only short-term yields can be as high as *4% [26]. Despite these low
efficiencies, about ten times the amount of the current world energy consumption is
stored annually by photosynthesis and it is important to note that the imperative for
any photosynthetic organism is replication, not the accretion of biomass [26]. The
different loss mechanisms illustrated in Fig. 1.5 make immediately apparent that an

Fig. 1.3 Schematic representation of possible future energy provision by solar fuels, their use as
transportation fuels, and integration into existing chemical technologies. Reprinted with
permission from the Royal Society of Chemistry. Copyright The Royal Society of Chemistry 2012
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Fig. 1.4 Diagram depicting the flow of energy in biology [22, 23, 25]. Solar energy is used by
photosynthesis to oxidise water to oxygen and hydrogen equivalents, which are stored in the form
of organic molecules such as glucose. Upon combustion or metabolisation, energy is released
while oxygen is consumed. Reprinted with permission from Ref. [22]. Copyright 2009 The Royal
Society of Chemistry

Fig. 1.5 Energy losses in photosynthesis according to Ref. [26]
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intrinsically simpler synthetic device, solely dedicated to converting solar to
chemical energy and capable of utilising the solar spectrum to a maximum extent
offers possibilities for much higher conversion efficiencies.

1.2.2 The Photosynthetic Reactions

1.2.2.1 From Light-Absorption to Carbon Dioxide Fixation—A Brief
Overview

In oxygenic photosynthetic organisms (plants, algae, and cyanobacteria), the pho-
tosynthetic apparatus involved in the light reactions is embedded in the thylakoid
membrane [26]. Two reaction centres (protein complexes in which light energy is
converted to electrochemical potential) termed Photosystem I (PSI) and
Photosystem II (PSII) are coupled to provide sufficient energy to oxidise water and
reduce CO2 (Fig. 1.6). Two photons are required to drive each electron through this
system, commonly termed the ‘Z-scheme’. Energy storage is accomplished by rapid
separation of the initial oxidants and reductants of the primary charge separation
events so as to avoid wasteful recombination reactions [26].

In all types of photosynthetic organism, light-harvesting antenna systems funnel
excitation energy rapidly to the respective reaction centre [27, 28] through Förster
resonance energy transfer on a sub-nanosecond time domain. The overall energy
transfer rates are faster than the singlet excited state lifetimes of the pigments
involved, requiring these to be located in close proximity, with typical
centre-to-centre distances being 10–15 Å [26]. Approximately 250 pigments service

Fig. 1.6 Cartoon showing the electron-proton transport chain of oxygenic photosynthesis in the
thylakoid membrane. Copyright Professor James Barber, Imperial College London. See main text
for key abbreviations
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a reaction centre in plants and algae; the main molecules bound to light-harvesting
proteins are chlorophyll a, chlorophyll b, and carotenoids [26].

Once excitation energy arrives at the reaction centre from the light-harvesting
system, primary charge separation occurs, followed by secondary electron flow to a
terminal electron acceptor, ferredoxin (Fd) in PSI and quinone (QB) in PSII (see
Fig. 1.6) [26]. As mentioned above, in oxygenic photosynthetic organisms the two
photosystems work together to oxidise water and reduce ferredoxin; two photons
are needed to drive one electron from water to Fd.

PSI and PSII are coupled by cytochrome (Cyt) b6f, which acts as a
plastoquinol-plastocyanin oxidoreductase and facilitates the maintenance of the
electrochemical potential gradient of protons across the thylakoid membrane nee-
ded to convert ADP to ATP [26]. Reduced ferredoxin is used to convert NADP+ to
NADPH, which, together with ATP, is required to convert CO2 to carbohydrates.

Carbon dioxide fixation takes place separately from the light-driven reactions in
the stroma or cytoplasm [26]. Photosynthetic organisms can carry out the required
transformational sequences in the dark; hence, the processes of carbohydrate for-
mation are often referred to as the ‘dark’ reactions. The most common pathway of
photosynthetic carbon assimilation is the C3 or reductive pentose cycle, which
operates in algae and most plants [26]. Central to this sequence is the Calvin cycle,
the complex metabolic pathway by which plants incorporate CO2 as carbohydrates
[29]. In short, carboxylation of the CO2 acceptor ribulose-1,5-biphosphate (RuBP),
catalysed by the enzyme RuBisCO (ribulose-1,5-biphosphate carboxylase-
oxygenase), is followed by reduction of the primary product to a 3-carbon sugar
phosphate and regeneration of RuBP [30].

When comparing the reversible potential for water splitting into hydrogen and
oxygen [Eq. (1.1)] with the reversible potential for the reduction of CO2 to car-
bohydrate and water [Eq. (1.2)] it becomes apparent that, from an energetic
standpoint, water splitting lies at the heart of photosynthetic solar energy storage
[31, 32]. Only a mere 0.01 eV more energy (on an electron equivalency basis) is
stored in the production of carbohydrates:

2H2O ! 2H2 þO2 DG� ¼ 1:23 eV ð1:1Þ

6CO2 þ 6H2O ! C6H12O6 þ 6O2 DG� ¼ 1:24 eV ð1:2Þ

The light-driven redox chemistry of PSII [Eq. (1.3)] closely resembles the water
splitting reactiondescribed inEq. (1.2):water is oxidised to dioxygen and the reducing
equivalents (‘hydrogen’) leave the photosystem in the form of reduced plastoquinol
(QBH2) [22], at an estimated [33, 34] midpoint potential (Em(QBH2/QB) = −0.06 V
[35, 36]) similar to the thermodynamic potential for H+/H2 interconversion.

2H2Oþ 2QB þ 4hmþ 4Hþ
Stroma ! 2QBH2 þ 4Hþ

Lumen þO2 ð1:3Þ

The reaction described in Eq. (1.3) is coupled to acidification of the lumen and
alkalisation of the stroma [37] (see Fig. 1.6). Because of the important similarities

1.2 Principles of Photosynthetic Energy Conversion 7



between Eqs. (1.2) and (1.3), the next section will cover the processes occurring in
PSII in more detail.

1.2.2.2 Water Splitting by Photosystem II

Figure 1.7a depicts a cartoon representation [37] of a 1.9 Å resolution crystal
structure of PSII [38]. Photosystem II is a homodimeric complex [39], the reaction
centre consists of two proteins, D1 and D2, with the electron transfer processes
occurring mainly on the D1-side [40]. Some of the symmetrically related D2
cofactors are non-functional, whereas others are functionally active and seem to
play a role in protecting PSII against photoinduced damage [22].

As illustrated in Fig. 1.7b, initial electron-hole separation occurs after excitation
of the primary electron donor P680, which is composed of four chlorophylls located
in close proximity (known as PD1, PD2, ChlD1, and ChlD2). In P680*,1 the
excited-state electron is likely delocalised over all four chlorophyll centres, but the
initial electron donation occurs from ChlD1 [22]. Electron transfer to the primary
electron acceptor pheophytin a (denoted ‘Phe’ in Fig. 1.7) occurs on the ultrafast
time domain with a lifetime of approximately 3 ps; subsequent electron transfer to
the intermediate, bound plastoquinone QA occurs within 300 ps [33, 34, 37, 41].
The latter event, termed ‘stabilisation step’ [42] comes at an energetic cost in the
range of 0.6 eV [43]. These two electron transfer events are followed, on the kinetic
timeline, by hole injection from P680+ into the redox active tyrosine Yz, regener-
ating the ground state of the former [42]. This step is accompanied by proton
transfer to the nearby (with respect to Yz) D1His190, resulting in the formation of a
neutral tyrosine radical [42], which then oxidises the oxygen evolving cluster OEC
(as described in more detail below). Finally, electron transfer from the reduced
primary quinone acceptor QA

− to the secondary two-electron acceptor plastoquinone
QB occurs on the ls to ms regime, mediated by a non-haem Fe centre that is ligated
by four histidine ligands [22]. Once QB has accumulated two electrons and two
protons [compare Eq. (1.3)] it departs from the reaction centre via the hydrophobic
lipid phase of the membrane and enters the electron/proton transfer chain illustrated
in Fig. 1.6 [22]; it is replaced by an oxidised plastoquinone molecule from the
membrane-soluble plastoquinone pool [39].

cFig. 1.7 a Cartoon representation of Photosystem II based on a recent 1.9 Å resolution crystal
structure (PDB code 3ARC) [38]. The main electron transfer components and the OEC are
highlighted. b Schematic illustration of kinetic and thermodynamic parameters of the
charge separation events in PSII. Key abbreviations are defined in the main text. Reprinted with
permission from Ref. [37]. Copyright 2012 Elsevier

1The superscript ‘*’ commonly refers to the excited that of a molecule/group. This notation is used
throughout this thesis.
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Although the series of electron transfer events described above comes at a
significant energetic cost (see Fig. 1.7b), Nature has engineered and optimised these
processes, making the quantum efficiency of charge separation approach 100% [41,
44]: ‘barrierless’ forward electron transfer over great distances occurs at maximum
rate, while destructive recombination is greatly retarded and rendered kinetically
unfavourable. The theory that mathematically links the thermodynamics and
kinetics of electron transfer events, developed first and foremost by Marcus, is
discussed in Sect. 2.4.

The processes in Fig. 1.7 that govern the splitting/oxidation of water to dioxygen
occur in the OEC, located off-centre towards the D1 side of the core reaction centre
complex of PSII [29]. To achieve O2 evolution, a catalyst must survive the pro-
duction of very electrophilic and highly oxidising intermediates, which seems at
first incompatible with organic chemistry. Biology has indeed adopted a cofactor
that is ‘mineral-like’ but housed in a subunit that is regularly replaced to offset
oxidative damage (vide infra). The OEC has a composition of [4MnCa–5O] (where
the Mn ions are commonly designated Mn1 to Mn4 and the oxygens are referred to
as O1–O5) and serves as the ‘benchmark’ catalyst for O2 evolution: it is capable of
operating at neutral or near-neutral pH under ambient conditions [31], achieving
turnover frequencies (TOFs) > 100 s−1 (the hypothetical maximum being ca.
500 s−1 [39]) at a relatively modest overpotential, compared to synthetic analogues,
of approximately 400 mV [36]. The [4MnCa–5O] complex self-assembles by an
oxidative mechanism [45] involving the photooxidation of Mn(II) ions bound to
the apo-coordination environment [46] of the PSII complex to Mn(III), with the
oxidising equivalents being passed through the P680–Yz pathway depicted in
Fig. 1.7 [31].

As the water splitting reaction produces toxic reactive oxygen species, the
turnover number (TON) of the OEC is limited to approximately 106; subunit D1,
which supplies most of the ligands to the [4MnCa–5O] cluster, is replaced as
frequently as every 30 min [31, 47], being damaged by the intense photocatalytic
activity. This process is accompanied by the disassembly of the OEC, which
reassembles upon re-insertion of D1 [31].

The crystallographic model of PSII resolved to 1.9 Å resolution firmly estab-
lished the cubane motif of the OEC depicted in Fig. 1.8a, proposed by Barber (apart
from the position of Mn4 [40]), Dau et al. [48], and Siegbahn [49, 50], even though
photoreduction of the electrophilic Mn-complex upon X-ray exposure caused sig-
nificant Mn-O/N and Mn-Mn/Ca distance elongations (reviewed in Ref. [37]).

As established by Kok [52], the OEC undergoes a series of five different redox
states known as S0 to S4 (see Fig. 1.8b), which represent successively more oxi-
dised forms [29]. According to this model, the system advances through the cycle
by single electron/proton transfer steps, each following excitation of P680, until O2

is spontaneously, i.e. within 1 ms [53], released upon formation of the transient S4
state. In the dark, S2 and S3 decay back to the dark-stable S1 state, meaning
approximately three-fourths of the OEC appear to be in the S1 state, with one-fourth
being in state S0 (S4 is unstable and occurs only transiently) [29].
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Whilst the Kok cycle formally explains the observed pattern for O2 release, it
does not provide mechanistic details on how O–O bond formation occurs. Although
the precise mechanism is still under debate [36, 37, 39, 54, 55], a more detailed
picture is emerging thanks to recent progress from both experimentalists and the-
oreticians. Two main, competing mechanistic proposals have evolved over the last
one and a half decades: Brudvig and co-workers put forward a mechanism in which
O2 formation occurs by nucleophilic attack of a Ca-bound water molecule on a
highly electrophilic Mn(V)-oxo species at Mn4 [56, 57]. In contrast, a radical
coupling mechanism, in which dioxygen is formed between an oxyl radical in the
centre of the cluster and a Mn-bridging l-oxo ligand, has been championed by
Siegbahn [49, 50, 58–60].

Recently, multifrequency, multidimensional magnetic resonance spectroscopy
revealed a detailed picture of the electronic configuration of the S3 state [61],
meaning that all S-states prior to O2 release in the transiently occurring S4 state
have now been trapped at low temperatures and characterised [54, 62]. As indicated
in Fig. 1.8b, the [4MnCa–5O] cofactor is assigned to an all-octahedral (Mn(IV))4
complex, with all Mn ions being coordinatively saturated through six-fold coor-
dination. Hence, all S-state transitions before S4 represent Mn-centred oxidations.

Lubitz and co-workers established that this all-octahedral coordination geometry
is achieved through inclusion of an additional, water-derived hydroxyl ligand at
Mn1 (along the Mn4-Mn1 axis) upon one electron oxidation of S2 [61]. However, it
remains to be determined whether this second, late binding substrate represents an

Fig. 1.8 a Structural representation of the OEC and coordinating residues according to the crystal
structure presented by Shen et al. [38], computationally optimised for the dark-stable S1 state [51].
All labelled side chains apart from Glu354 belong to the D1 protein. Abbreviations are defined in
the main text. b Sequential steps leading to O2 formation according to Kok [52]: electrons and
protons are released in an alternating pattern, starting from the S1 state, until O2 release
spontaneously occurs in the S4 state. Reprinted with permission from Ref. [39]. Copyright 2015
Elsevier
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additional water molecule binding from bulk solvent or a repositioned terminal
oxygen ligand of Mn4 (W2 in Fig. 1.8a) or Ca (W3 in Fig. 1.8a). Conversely, the
early binding substrate water is incorporated into the cluster via Ca(II) at the start of
the Kok cycle, i.e. at S0 [54]. Presumably, the structural flexibility the OEC shows
in the S2 state (‘open’ vs. ‘closed’ geometry) makes the inclusion of this additional,
late binding water ligand possible. The S3 state characterised by Lubitz et al. is
similar to recent S3 models proposed by Siegbahn [60], the calculations of whom
suggest that the flexibility of the S2 state is lost upon formation of the S3 state [63],
with the cluster then adopting an ‘open’ geometry.

Regardless of the precise identity and origin of the additional hydroxyl ligand at
Mn1 in S3, O–O bond formation most likely proceeds by coupling of the two
proximal oxygens ligated to Mn1 and Mn4 [61], in contrast to the reaction of an
Mn4-oxo species with a Ca-bound water/hydroxide ligand. The final oxidation
towards S4 can then either be substrate-centred [64], generating the Mn(IV)-oxyl
radical proposed by Siegbahn [50, 58, 60], or metal-centred, resulting in the for-
mation of a Mn(V)-oxo species proposed by Brudvig et al. [56]. While such
high-spin Mn(V)-O species are unknown in other biological contexts [53], a met-
alorganic variant has been synthesised [65]. The fact that the Mn4 and Mn1 ions
carry opposite spin in S3 [61] would, in a radical-coupling mechanism, lead to the
development of opposite spin on the two substrate oxygens in the S4 state,
decreasing the barrier for O–O bond formation [50, 58, 60] such that it is signifi-
cantly lower than for the nucleophilic attack mechanisms preferred by Brudvig and
colleagues [36]. An oxo/oxyl radical coupling mechanism is also supported by
substrate water exchange studies, reviewed in Refs. [54, 55, 62].

Although we cannot yet discriminate between the two putative pathways, the
scientific community is rapidly advancing to close the remaining gaps in the
mechanism of photosynthetic dioxygen formation. Emerging experimental tech-
niques such as time-resolved X-ray spectroscopy and diffraction [66, 67], which
allow studying the structural and chemical dynamics of the OEC under functional
conditions, could soon provide concluding evidence.

1.2.3 Using Photosystem II as a Guide for Assembling
an Artificial Photosynthetic System

The highly engineered processes of natural photosynthesis, ‘perfected’ by evolu-
tion, are highlighted in Sect. 1.2.2. Understanding the Natural system allows
identification of the essential components chemists have to mimic for assembling
artificial photosynthetic systems and, moreover, the processes that Nature does not
carry out with sufficient efficiency. Hence, there is room for improvement, as
discussed below.

First, despite the complexity and intricacy of photosynthetic organisms, biology
has no difficulty in constructing these in rapid and reliable stages by
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‘polymerisation’ and self-assembly processes that follow a blueprint. Hence, the
problem of short-lived activities can be compensated by the replacement of
worn-out parts, such as catalyst repair of the OEC described in Sect. 1.2.2.2.
Herein lies a lesson for artificial photosynthesis, because outside biology there is no
automatic repair mechanism for oxidative damage: a useful synthetic oxygen
evolution catalyst must therefore be stabilised under oxidising conditions and avoid
organic ligands.

Second, the photosynthetic reaction centres are not only able to efficiently
generate free charge carriers (by utilisation of low-energy near-infrared photons),
but, crucially, can achieve spatial electron-hole separation across long-distances,
with carefully tuned redox potentials so as to minimise energy loss as heat.

Third, even a reaction as thermodynamically demanding as water oxidation
[compare Eq. (1.1)] is catalysed with high turnover frequencies under environ-
mental conditions, i.e. by proton-coupled electron transfer catalysis using
earth-abundant elements at (near) neutral pH, ambient pressure and temperature,
and with minimal driving force (overpotential). An important feature, identified by
Lubitz et al. [61], could be the ability of the OEC to incorporate the second
substrate water late in the catalytic cycle in a concerted process coupled to S2
oxidation, to avoid slow, two-electron reactivity. Replicating these features con-
stitutes a grand challenge for the synthetic community.

However, the natural photosynthetic apparatus (Fig. 1.6) imposes certain limi-
tations an artificial system needs to address and overcome. First and foremost, these
are the complexity of the photosynthetic organism and the resulting efficiency
limitations. An engineered device has to be intrinsically simpler in design, with its
sole purpose being the conversion of solar energy to chemical molecules. Further,
even a process as highly optimised as photosynthesis suffers from some form of
energy-mismatch, i.e. the limited ability to reconcile single-photon charge-
generation with two types of multi-electron catalysis—the four-electron chem-
istry of water oxidation and two-electron ‘hydrogen’ formation. While the OEC has
a hypothetical maximum TOF of approximately 500 s−1, the observed turnover rate
of PSII is 25–88 O2 s

−1, with kinetic limitations arising mainly from slow plasto-
quinol (H2QB) exchange [39].

To summarise, a future artificial system has to be made from robust materials
comprising earth-abundant elements, using inexpensive and scalable processes.
Independent of its design architecture, it must contain light-absorbers that can
utilise the electromagnetic spectrum to a maximum extent, even 1000 nm infrared
light contains enough energy to effect water splitting. Further essential components
include charge-separators such as membranes that prevent recombination and back
reactions, and multi-electron catalysts for both water oxidation and fuel-formation
that can keep up with the solar-flux, have the ability to synchronise proton and
electron transfer to avoid high-energy intermediates, operate at the limit of
reversibility and do not kinetically limit the overall process, and, last but not least,
work under benign conditions.

These restrictions make apparent that an artificial photosynthetic system will
have to functionally mimic natural photosynthesis, not structurally. One ought to
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remember that, as Blankenship puts it [29], “although both airplanes and birds are
devices that fly, they work in very different ways. Yet, they must obey the same
laws of physics. If birds and other flying creatures did not exist, it is unlikely that
people would have ever invented airplanes, as the idea would simply have been too
far outside of the realm of possibility. The existence of natural photosynthetic
systems provides the inspiration and the conceptual framework for artificial pho-
tosynthetic devices, even if the details of the implementation are entirely different in
the two systems.”

1.3 The Individual Components of Artificial
Photosynthetic Systems

1.3.1 Light-Absorption and Charge Separation

1.3.1.1 General Considerations

Independent of the type of light-harvester employed (e.g. molecular dye or semi-
conductor), optimal electronic coupling to the respective, ideally reversible and
highly efficient multi-electron catalyst for oxygen evolution and fuel-formation
needs to be ensured. Properties to be enhanced are, amongst other things, wave-
length and absorption efficiency, exciton propagation and charge separation, and the
lifetime(s) of the charge-separated state(s).

1.3.1.2 Molecular Dyes

Building on the principles of photosynthetic light-absorption and charge separation,
much effort has been put into mimicking naturally occurring antenna systems.
Many organic or organometallic pigment architectures have been designed over the
past decades, examples include tris(bipyridine)ruthenium(II) derivatives [68] or
supramolecular porphyrin based systems [69, 70] including the recently developed
‘high-potential’ porphyrins [71]. A distinct advantage of these types of molecular
light-absorber is that their (excited-state) energy levels can be precisely tailored
through synthetic modifications. Further, their photochemistry, particularly the
kinetics of charge separation and recombination, is well established: in addition to
having large extinction coefficients in the visible region, these types of dye possess
long-lived charge-separated (triplet) states, allowing for electron/hole injection into
a catalyst before recombination occurs [68, 72, 73]. Yet, their lack of robustness
and durability, especially under the harsh conditions of water oxidation, makes
molecular dyes unsuitable for incorporation into tightly integrated systems.
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1.3.1.3 Metal-to-Metal-Charge-Transfer Units

An interesting approach toward visible-light capture and electron-hole separation
has been developed by Frei: all-inorganic oxo-bridged binuclear metal-to-metal
charge-transfer (MMCT) units [74] combine the advantage of broad absorption well
into the visible region, known for molecular dyes, with the robustness of metal
oxides. Integration of MMCT units into silica scaffolds allows scalability and
provides opportunities for separating reduction and oxidation sites, while the redox
potentials can be tailored through the use of different abundant first row transition
metal centres [75]. These units, some of which show remarkable charge-separated
state lifetimes (ls-regime) [76], have been employed to drive water oxidation [77,
78], as well as CO2 reduction [79, 80]. Recently, MMCT units have been incor-
porated into an integrated system capable of reductively activating CO2 using water
as the electron source [81].

1.3.1.4 Semiconductors

Natural photosynthetic light-harvesting pigments can also be mimicked by semi-
conductors, e.g. in the form of particles (nano, micro) or (porous) electrodes.
A guide to optical and electronic properties of some important semiconducting
materials is shown in Fig. 1.9, alongside electrochemical data (reduction potentials)
for fuel- and O2-forming reactions under neutral conditions. The investigator needs
to consider both n- and p-type conductivity of materials, their carrier mobilities and
band gaps, and how the conduction and valence band potentials are suited,
respectively, for fuel formation or O2 evolution. The values shown are for the bulk
materials, but they still provide a good guide as to what is expected for the
respective nanoparticles and highly porous structures. Attachment of external,

Fig. 1.9 Electronic band structures of selected n-type (blue) and p-type (red) semiconductors at
neutral pH, as well as reduction potentials for O2 evolution, CO2 reduction, and H2 formation
from water. Reprinted with permission from Ref. [83]. Copyright 2015 Springer
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visible-light-absorbing sensitisers such as the pigments described in Sect. 1.3.1.2
can greatly enhance the absorptive abilities of wide-band gap materials that would
otherwise be transparent in the visible region of the electromagnetic spectrum; this
approach is based on the advent of dye-sensitised solar cells (DSSCs) [82], which
commonly use n-TiO2 as large band gap semiconductor, modified with ruthenium
polypyridyl sensitisers. The surface chemistry of the material becomes important
when considering strategies for attaching sensitisers and catalysts.

In Fig. 1.9 the electronic band structures of selected n-type and p-type semi-
conductors are represented by blue and red lines, respectively. To be useful for
artificial photosynthesis, the conduction band minimum must be more negative than
the reduction potential of the fuel-forming reaction (H2 evolution or CO2 reduc-
tion), and the valence band maximum must be more positive than the reduction
potential of the oxidation reaction (ideally O2 evolution from water). Metal oxides
such as TiO2 satisfy these conditions, but at the cost of a wide band gap, resulting in
lower utilisation of the solar spectrum. Some non-oxide materials, e.g. chalco-
genides and nitrides, can have a smaller band gap due to the contribution of less
electronegative S and N atoms to the valence band. The stability of the semicon-
ductors in water must also be considered, as chalcogenides, among other materials,
can undergo self-decomposition in water under irradiation [84].

Some materials are only suitable for half of the overall reaction, due to insuf-
ficient positioning of either the conduction band or valence band. For example,
BiVO4, an n-type material that has been used in conjunction with a variety of water
oxidation electrocatalysts [85, 86], is only useful for O2 evolution due to its con-
duction band minimum lying more positive than the H2 evolution potential [87].
To construct an overall water splitting system, such materials can be used with an
applied bias in a photoelectrochemical set-up or in conjunction with another
light-absorbing material that is able to evolve H2 or reduce CO2 (see Sect. 1.4).

1.3.1.5 Photovoltaics

Due to rapid progress of the photovoltaic community [9], especially in emerging
PV technologies (see Fig. 1.10), the ‘brute force’ approach of directly using solar
cells to power ‘dark’ electrocatalysis can also be considered. Whereas the
multi-junction cells that have previously been deployed in artificial photosynthetic
systems [11–15] were too intricate and costly to allow for scale-up, new tech-
nologies are on the horizon that have the potential to overcome the Shockley–
Queisser efficiency limit for single band gap cells of approximately 34% [88].
These include third generation cells [89–91] and strategies such as multiple-exciton
generation [92] and singlet-fission [93, 94].

Of particular interest are organometal trihalide perovskite-based solar cells
[95–97], most commonly using methylammonium lead triiodide as the
light-absorber [98] (see Fig. 1.11 for a structural representation). Originally
employed as visible-light sensitisers for liquid-electrolyte TiO2–based DSSCs [99],
a paradigm shift occurred when Snaith established, using mesoporous Al2O3
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instead of TiO2 (the former being unable to accept electrons from the sensitiser),
that the perovskite itself acts as the charge-transporter and must therefore have a
high charge-carrier mobility [100]. Indeed, the effective diffusion length is rela-
tively large in CH4NH3PbI3 [101, 102]; values exceeding 1 lm have been reported
for a mixed halide (iodide-chloride) variant [101]. With a reported efficiency of
10.9%, this new, unoptimised type of cell already rivalled highly optimised DSSCs

Fig. 1.10 Compilation of the highest confirmed conversion efficiencies for research cells of
different photovoltaic technologies, confirmed by independent, recognised test laboratories. This
plot is courtesy of the National Renewable Energy Laboratory, Golden, CO, USA

Fig. 1.11 Ideal cubic structure of perovskite, with the general formula ABX3, consisting of
corner-sharing octahedra (BX6) with the A-cation occupying a 12-fold coordination site. In
CH3NH3PbI3, A is the monovalent cation CH3NH3

+, B represents the divalent cation Pb2+, and X
corresponds to the monovalent halide anion I−. Reprinted with permission from Ref. [106].
Copyright 2015 American Chemical Society
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[103]. Subsequent to this seminal discovery, it was established that complex
nanostructures are not vital to cell performance and thin films created by vapour
deposition offer even higher efficiencies [104]. Values as high as 20% [105] have
been realised only two years after the initial report by Snaith.

Although few stability studies have been performed so far [107, 108] and it is yet
unclear whether these perovskite-based cells can meet the stringent norms for
outdoor photovoltaic applications [97], a reported efficiency decrease of less than
20% after 500 h of operation [107] can certainly be regarded as encouraging [98].
The toxicity of lead also needs to be addressed, as CH3NH3PbI3 converts to the
known carcinogen PbI2 under humid conditions [97]. However, less than 10,000
tons of lead would be needed for a production capacity of 1000 GW per year
compared to 4 million tons used per year for lead-acid batteries [98]. The spec-
tacular rise of perovskite cells prompted their integration into artificial photosyn-
thetic systems and, indeed, Grätzel and colleagues realised a device with a
solar-to-hydrogen (STH) efficiency of 12.3% [16], using two perovskite cells
connected in electrical series. Their approach takes advantage of the high photo-
voltage offered by CH3NH3PbI3; a related study using silicon photovoltaics relies
on four cells connected in series [17].

1.3.2 Water Oxidation Catalysis

As outlined in Sect. 1.2.2.2, the four-electron/hole chemistry of water oxidation is
thermodynamically and kinetically challenging. Following billions of years of
evolution, Nature has evolved the mineral-like OEC that serves as the benchmark,
both in terms of achieved turnover frequencies at low driving force and its com-
position of earth-abundant elements.

In the synthetic world, the best contenders are transition metal oxides, apart from
a few transition metal complexes that are, most notably, based on Ru (originally
developed by Meyer [109, 110]) or Ir (pioneered by Crabtree [111–113]).
Furthermore, a bipyridine-isoquinoline ruthenium complex co-developed by Llobet
and Sun exhibits a water oxidation TOF of 300 s−1 under acidic conditions, which
is comparable to the rates of PSII in vivo (100–400 s−1) [114]. Although the TON
of 8400 might indicate chemical stability, the compound degrades within a minute.
Furthermore, these performance measures were achieved under the large driving
force provided by the highly oxidising Ce(IV) ion (E0 = +1.76 V vs. the standard
hydrogen electrode, SHE) [115]. The development of other molecular water oxi-
dation electrocatalysts has recently been reviewed by Åkermark and colleagues
[116]. Several groups have achieved photocatalytic O2 evolution catalysed by
molecular catalysts interacting with/coupled to different types of light-absorber such
as tris(bipyridine)ruthenium(II) sensitisers [117–119], perylene diimide derivatives
[120], dye-sensitised TiO2 [110, 121–125], WO3 [126], and BiVO4 [127].

The catalytic activity and stability of several heterogeneous oxygen evolution
catalysts has recently been ‘benchmarked’ by Jaramillo and co-workers, at a current
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density of 10 mA cm−2 that corresponds to a 10% solar-to-fuel conversion efficiency
(Fig. 1.12) [128]. In alkaline solution, every non-noble metal system achieved this
current density at similar operating overpotentials between 0.35 and 0.43 V.
However, only iridium oxide (IrOx) is stable under oxidative conditions in acidic
solutions. It is important to note that although benchmarking experiments are easiest
to carry out in acidic or basic media, a future artificial photosynthetic system will
have to operate at neutral pH, ideally using waste or sea water. Iridium oxide closely
approaches the efficiency and stability required for the ultimate use in integrated
artificial photosynthetic systems, demonstrated both under electro- (see Fig. 1.12)
and photocatalytic conditions—for example, a TOF of 40 s−1 has been demonstrated
for colloidal IrO2 particles under a modest overpotential of 370 mV [129]. Iridium
oxide has also been deposited onto semiconductor surfaces such as hematite [130]
and TiO2 [131, 132] for light-driven photoelectrocatalytic water oxidation. However,
iridium oxide is not a viable catalyst for future large-scale systems as it is the least
abundant stable element in the upper continental earth crust [133].

The good news, however, is that in the context of the ability to operate efficiently
at neutral pH, first-row transition elements do feature well: even the isolated OEC
is predicted to be a good O2-evolving catalyst [83]. To be efficient, the catalyst must
be able to store four oxidising equivalents at the right potential and/or stabilise
intermediates just sufficiently so that they are not too tightly bound. Further, as
described in Sect. 1.2.3, the water oxidation catalyst must either be durable and

Fig. 1.12 Comparison of
catalytic activity, stability,
and electroactive surface area
for heterogeneous water
oxidation catalysts in acidic
and basic media. The
overpotential requirement for
operation at 10 mA cm−2 of a
given catalyst after t = 2 h is
plotted against the
overpotential requirement at
t = 0. Hence, the dashed line
indicates a stable catalyst.
Only catalysts with activity
and stability parameters
falling into the non-shaded
area of the plot have sufficient
activity to be considered
benchmarks. Adapted with
permission from Ref. [128].
Copyright 2013 American
Chemical Society
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robust, or have the ability to undergo self-repair. The Co (‘Co–Pi’) and Ni oxide
catalysts developed by Nocera and co-workers are good examples of heeding this
latter requirement [134, 135]. Interestingly, the amorphous cobaltate films in Co–Pi,
as established by X-ray absorption spectroscopy [136, 137], are nearly identical
structural congeners of the PSII–OEC: both systems are of partial cubane structure
with identical metal-metal (d = 2.82 Å) and metal-oxo (d = 1.89 Å) distances [31].
The discovery of this type of catalyst sparked intense research activity across the
scientific community. Several groups have achieved photoelectrocatalytic water
oxidation by interfacing cobalt oxide electrocatalysts with semiconductor electrodes
made of ZnO [138], Si [139, 140], TiO2 [141], Fe2O3 [142, 143], WO3 [144], and
BiVO4 [145–149].

Another class of emerging heterogeneous electrocatalysts for water oxidation are
metal oxyhydroxides such as FeOOH and NiOOH [150, 151], recently interfaced
with photoanodes made of TiO2 [152] and BiVO4 [153, 154]. Choi et al. serially
applied dual layers of both FeOOH and NiOOH on a nanoporous BiVO4 pho-
toanode, with the former reducing interface recombination at the BiVO4/OEC
junction and the latter creating a more favourable Helmholtz layer potential drop at
the OEC/electrolyte junction (NiOOH) [155]. The resulting BiVO4/
FeOOH/NiOOH photoanode achieves a photocurrent density of 2.73 mA cm−2

square at a potential as low as 0.6 V vs. the reversible hydrogen electrode (RHE),
even without doping the underlying BiVO4 semiconductor layer.

Yet, despite progress being made in the area of water oxidation catalyst
development, new materials will have to be developed to collectively address
efficiency, durability, and abundance of materials. Novel experimental techniques
such as pulsed-laser ablation [156, 157] or photochemical metal-organic deposition
[158], in combination with high throughput screening techniques [159–162], may
greatly accelerate this search.

1.3.3 H2 Formation

1.3.3.1 Molecular Catalysts

Platinum is well established as a reversible catalyst for hydrogen production, but it
is too rare to allow it to be scaled up for global artificial photosynthesis and there is
much interest in finding alternatives. Hence, extensive research activities are being
carried out, most promisingly in the areas of organometallic and solid-state
chemistry. Well-known contenders from the organometallic world are cobalt
tetraazamacrocycles [163–167] such as cobaloximes [168, 169]. Originally devel-
oped as model compounds for vitamin B12 [170], these species have been explored
extensively as catalysts for the hydrogen evolution reaction over the past three
decades. Mechanistically, Gray and colleagues established that a transiently
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generated Co(III)-hydride is reduced to the Co(II) hydrido complex, which, upon
protonation, yields molecular hydrogen [171]. Theoretical calculations from
Hammes-Schiffer [172] showed that in addition to this monometallic pathway,
favoured at high acid concentrations, these complexes can also undergo bimetallic
reactions in which both two Co(III)–H or two Co(II)–H complexes can react to
produce H2. It is worth noting that despite the great deal of mechanistic insight
these complexes offer, there is still much room for improvement, particularly in
terms of stability (TON), TOF, overpotential requirement, and solubility in water
(Fig. 1.13).

More recently, a family of nickel bisdiphosphine electrocatalysts has been
pioneered by DuBois [174, 175]. These molecules are based on a nickel (II) redox
platform and feature a pendant amine base in close proximity to the metal.
Mechanistically, dihydrogen formation occurs by reaction of a Ni(II)-hydrido
complex with a protonated amine–N. The Ni(II) hydride is proposed to be gener-
ated by initial reduction of a Ni(II) species to Ni(I) followed by protonation of the
pendant amine, transfer of a second electron leading to a monoprotonated Ni(0)
complex and eventual hydride formation after protonation of a second pendant
amine–N [176]. Alternatively, two consecutive reductions can occur prior to the
first protonation step, leading to an unprotonated Ni(0) intermediate [177].

Both turnover frequencies and overpotential requirements of this family of
catalysts can be tailored through ligand modification. Through rational design,
turnover frequencies of 106,000 s−1 have been achieved in a mixture of acetonitrile
and water [173]. Derivatives modified with amino acids have been shown to
catalyse H2 production/oxidation fully reversibly at elevated temperatures in
aqueous suspension, highlighting the importance of the outer coordination sphere
[178]. This study, where an arginine-modified variant emerged as particularly
proficient catalyst, addresses the lack of water solubility most of the DuBois-type
complexes suffer from [166], albeit at the cost of synthetic complexity.

Both cobaloximes and DuBois-type catalysts have been ‘heterogenised’ through
immobilisation on a variety of materials, including carbon nanotubes [179–181],
and, for light-driven H2 evolution, semiconducting materials such as TiO2

[182–185], CdSe [186], Si [187], NiO [188], and GaP [189], as well as ‘soft’

Fig. 1.13 Well-known molecular hydrogen evolution catalysts. a Cobaloxime complex (L is
typically H2O or CH3CN) [169]. b Nickel bisdiphosphine catalyst developed by DuBois [173]
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materials including self-assembling hydrogel scaffolds [190]. Advances in the
development of hybrid photocatalysts for solar-fuel production are reviewed by Loo
et al. [191].

1.3.3.2 Solid-State Catalysts

The activities of a variety of heterogeneous hydrogen evolution catalysts have been
evaluated under standardised conditions, showing that most catalysts exhibit much
lower specific activity than Pt, which still serves as benchmark in both acidic and
alkaline solutions [192]. However, progress is being made and several new
non-precious metal electrocatalyst materials, sulphide and phosphide derivatives in
particular, have emerged as promising contenders for electrochemical hydrogen
evolution under harsh acidic conditions, offering nearly platinum-like catalytic
performance [193].

The isostructural materials molybdenum sulphide (MoS2) and tungsten sulphide
(WS2) [194–196] (the latter being slightly less active [166]), both well established
catalysts for hydrodesulphurisation [197], are considered promising due to their
high electrocatalytic activities and stabilities over a wide pH range [166]. Although
the precise mechanism of H2 formation by these layered S–M–S (M = Mo or W)
materials is still unclear, Jano and colleagues recently established that terminal
disulphide units are involved in the reduction of protons by amorphous molybde-
num sulphide [198]. Light-driven H2 evolution has been demonstrated with
molybdenum sulphide catalysts deposited on light-absorbing p-Cu2O cathodes
[197, 199], Si photoelectrodes protected by thin Ti [200] and MoS2 layers [201], Si
nanowire photoelectrodes [202], an organic photovoltaic cell [203], and
CdSe-seeded CdS nanorods [204].

Cobalt phosphide (CoP) is another well established hydrodesulphurisation
material that was recently rediscovered as an efficient HER catalyst. Being of
the MnP structure, electrodes constructed from CoP nanoparticles display high
stability2 in acid, i.e. no significant degradation occurs over 24 h of continuous
operation at −20 mA cm−2, and show an overpotential requirement of −85 mV at
this cathodic current density, compared to −25 mV for the Pt control electrode
[205]. An estimated per active site TOF of 0.046 s−1 has been reported.

Nickel-based materials have also received much attention as hydrogen evolution
electrocatalysts, with Ni being a significantly more abundant element than
molybdenum (which is part of MoS2 catalysts) [206]. Most Ni-alloys are unstable in
acidic solution, in contrast to two recently explored nickel phosphide phases, Ni2P
[206], another well-known hydrodesulphurisation catalyst, and Ni5P4 [207].
Nanostructured Ni2P, which adopts the hexagonal Fe2P structure, has been pre-
dicted to be a highly efficient HER catalyst by density functional theory already in
2005 [208]. Of particular interest is its (001) surface, which has exposed Ni and P

2From a basic research perspective.
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sites and exhibits an ‘ensemble’ effect, whereby proton acceptor and hydride
acceptor centres are both present to facilitate catalysis. The overpotential require-
ments of Ni2P compare favourably with other non-Pt HER electrocatalysts in acidic
solutions [206]. However, the catalyst electrodes are not stable in base; Ni2P
quickly degrades to Ni in 1.0 M KOH under rapidly declining HER performance.
This stands in contrast to Ni5P4, which is stable in both acid and base. This nickel
phosphide phase shows geometric activities on par with bulk platinum catalysts and
superior catalytic efficiency compared to Ni2P [207], with estimated turnover fre-
quencies per surface atom being 200 times greater in both acidic and basic media
(3.5 and 0.8 s−1 at η = 0.1 V, respectively). However, on a per active site basis,
Pt-foil still displays a two orders of magnitude higher TOF in acid (assuming an
atomically flat surface). Apart from one report dealing with iron phosphide
nanoparticles immobilised on TiO2 particles [209], light-driven hydrogen evolution
using recently established transition metal phosphide materials has yet to be
demonstrated.

1.3.3.3 Hydrogenases

Looking at nature for inspiration, hydrogenase enzymes are exceptional catalysts
for H2 production and oxidation. With turnover frequencies exceeding 103 s−1

[210], their active sites rival Pt in performance [211, 212]. Both main classes of
enzyme, [FeFe]- and [NiFe]-hydrogenases [210, 213] (see Fig. 1.14 for structural
representations of the respective active sites), catalyse the two-electron intercon-
version of protons and dihydrogen in mechanisms involving a metal-bound hydride
and a proton (bound to a nearby base), similar to the type of mechanism favoured
for the molecular electrocatalysts synthesised and investigated by DuBois

[NiFe]-H2ase[FeFe]-H2ase

Fe

Ni

Fe

Fig. 1.14 Active sites of [FeFe]-hydrogenase from Clostridium pasteurianum (left, PDB code
3C8Y) and [NiFe]-hydrogenase from E. coli (right, PDB code 3USC). Regions considered to be at
the focus of the catalytic transformation are indicated by ovals. Note the structural similarity
between the [FeFe]-Hydrogenase active site and the functional analogue depicted in Fig. 1.13b,
i.e. a pendant amine base placed above the reactive metal centre
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(described in Sect. 1.3.3.1), which can thus be considered functional analogues of
the enzymes. Yet, these molecular catalysts show inferior performance on a per
catalyst active site basis when compared to hydrogenases incorporated into artificial
photosynthetic systems [214].

Although [FeFe]-hydrogenases are more active H2 producers than the [NiFe]
analogues, they are inactivated irreversibly by trace O2 [213]. The [NiFe]-hydro-
genases are less sensitive to O2 and some even function in air, but they are less
active H2 producers, partly because H2 binds tightly and is a strong inhibitor. One
exception is the subclass known as [NiFeSe]-hydrogenases: these enzymes, in
which one cysteine ligand to Ni is replaced by selenocysteine, are excellent H2

producers that retain some activity in the presence of O2 [215]. The respective
mechanisms of the two classes of hydrogenases are described in more detail in
Sect. 1.6.

1.3.4 CO2 Reduction

1.3.4.1 General Considerations on the Reduction of Carbon
Dioxide to Fuels and Chemicals

We established in Sect. 1.2.2.1 that it is the water splitting chemistry of PSII that
accounts for virtually all of photosynthetic energy storage; fixation of CO2 in the
photosynthetic dark reactions does not store additional energy [Eqs. (1.1)–(1.2)].
However, from a practical perspective, transforming CO2 in the reduction
half-reaction can be beneficial. Carbon dioxide can be reduced to liquid fuels such
as methanol, which offer much higher volumetric energy densities than hydrogen.
Such an approach would obviate the need to develop a hydrogen storage infras-
tructure for later use as transportation fuel [75]. Further, CO2 could form the basis
of a future solar-chemicals industry, in which drop-in replacements for existing
petrochemicals and other value-added products derived from petroleum (compare
Fig. 1.2) will be made by artificial photosynthesis, for example via formation of
methanol as a C1 intermediate [216].

Multi-electron catalysts are required to achieve the reduction of CO2 to liquid
fuels/chemicals. Carbon dioxide is a difficult molecule to activate: the HOMO is
localised on the two O-atoms and the linear molecule must bend and convert to a
C-bonded carbonyl. The large reorganisation energy required to form this bent
1-electron reduced radical anion CO2

•− is reflected in its thermodynamic potential of
−1.9 V [Eq. (1.4)] [217].

From a thermodynamic perspective, the most demanding step in multi-electron
reduction of CO2 is its initial two-electron reduction to CO or formate intermediates
[218, 219] [Eqs. (1.5)–(1.6)]. Indeed, provided upon the availability of suitable
reversible catalysts, the thermodynamic potentials for HCHO, CH3OH and CH4

formation [218, 219] from CO2 given in Eqs. (1.7)–(1.9) suggest that coupled
multi-electron, multi-proton steps can be performed at less cathodic potentials [220]
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(the standard potentials summarised in Eqs. (1.4)–(1.9) are referenced to pH 7
under aqueous conditions, 1 atm gas pressure, 25 °C, and 1 M solutes).

CO2 þ e� ! CO��
2 E0 ¼ �1:90V ð1:4Þ

CO2 þ 2Hþ þ 2e� ! COþH2O E0 ¼ �0:53V ð1:5Þ

CO2 þ 2Hþ þ 2e� ! HCOOH E0 ¼ �0:61V ð1:6Þ

CO2 þ 4Hþ þ 4e� ! HCHOþH2O E0 ¼ �0:48V ð1:7Þ

CO2 þ 6Hþ þ 6e� ! CH3OHþH2O E0 ¼ �0:38V ð1:8Þ

CO2 þ 8Hþ þ 8e� ! CH4 þ 2H2O E0 ¼ �0:24V ð1:9Þ

Numerous synthetic homogeneous and heterogeneous electrocatalysts have been
developed and interfaced with light-absorbers to achieve photodriven reduction of
CO2 [219, 221]. However, progress in this field has been quite limited compared to
other areas of artificial photosynthesis research [222] and most synthetic catalysts
do not afford reactivity beyond the two-electron reduction of CO2 to CO or for-
mate. Nonetheless, it is important to note that although an ultimate goal of artificial
photosynthesis is to produce liquid fuels (such as methanol) directly, both CO and
HCOOH are valuable feedstock in industrial processes, e.g. the Fischer-Tropsch
process that converts carbon monoxide and hydrogen into hydrocarbons [223].

1.3.4.2 Heterogeneous Electrocatalysts for CO2 Reduction

Most heterogeneous electrocatalysts for CO2 reduction suffer from high overpo-
tential requirements and low faradaic efficiencies that result in product mixtures
[224, 225], a direct consequence of the multiple reduction pathways illustrated in
Eqs. (1.4)–(1.9).

Much research has focused on using transition metals as catalysts, which have
been shown to produce a variety of CO2 reduction products [222]. However,
evolution of H2 is the preferred pathway at most of them [226]. Copper, for which
CO2 reduction has been first demonstrated in 1985 [227], has been extensively
investigated [228–231]. Even so, large overpotentials are typically required and up
to 16 different CO2 reduction products (C1–C3) have been identified [232]. Yet,
despite its lack of specificity, Cu is the only known transition metal capable of
reducing CO2 in multiple reducing steps to yield carbon-based chemicals such as
methane, ethylene, etc. [222, 232]. Other transition metal electrodes and nanos-
tructures [233] that show activity towards CO2 activation, with varying selectivity,
are Au [234–236] and Ag [237–239], both selective and active for CO [236], as
well as Sn, which shows pronounced activity towards the formation of formate
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[226, 240, 241]. However, all of these examples suffer from significant overpo-
tential requirements.

In a density functional theory study, Nørskov examined the mechanism of CO2

reduction on metal surfaces, considering the following steps for the two electron
reduction to CO [236]:

CO2ðgÞþ � þHþ ðaqÞþ e� $ COOH� ð1:10Þ

COOH� þHþ ðaqÞþ e� $ CO� þH2OðlÞ ð1:11Þ

CO� $ COðgÞþ � ð1:12Þ

In Eqs. (1.10)–(1.12), COOH* and CO* denote adsorbed intermediates and *
refers to a free step site. Figure 1.15 shows the calculated free energy diagram for
CO2 reduction through this scheme on Au(211) and Pt(211) surfaces. On Au(211),
the free energies of the initial and final states are the same and the standard free
energy of CO desorption is close to zero, but initial formation of adsorbed COOH*
is associated with a high increase in free energy at the reversible potential.
Therefore, increasing the driving force makes COOH formation easier and results in
increased CO production. In contrast, for Pt(211), COOH* is very stable and CO2

activation will be exergonic. However, desorption of CO is associated with a large
change in free energy, but this ‘non-electrochemical’ step does not affect the free
energy directly. Comparing the reaction pathways at the two different metals,
Nørskov et al. suggest accordingly that improved CO evolution activity could be
obtained by finding a catalyst where the binding of COOH is stronger than on Au
(211) or where the binding of CO is weaker than on Pt(211) [236].

In an interesting recent development, Koper and co-workers devised a system
capable of reversibly interconverting CO2 and formate (Fig. 1.16) [242] by elec-
trodepositing palladium onto a polycrystalline platinum substrate. The authors
hypothesised that a Pd-Pt alloy electrode is formed, which slows down CO poi-
soning compared to bare Pd. Further, it is assumed that the alloy is covered by a
thin layer of Pd, the effect of which is to suppress hydrogen adsorption. However,
the activity decreases significantly over the course of the 20 voltammograms

Fig. 1.15 Free energy
diagrams for CO2

electroreduction to CO on Au
(211) and Pt(211) at the
reversible potential, denoted
U0, and at an overpotential of
0.35 V. Reprinted with
permission from Ref. [236].
Copyright 2013 American
Chemical Society
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depicted in Fig. 1.16; this decay is attributed to electrode-poisoning by CO, which
is also formed in the potential window around the reversible potential for HCOOH
formation/oxidation. Simultaneous evolution of hydrogen during CO2 reduction is
also detected. Hence, despite the important demonstration of reversible behaviour
for CO2/CO interconversion, the system is severely limited by both lack of stability
and selectivity.

Over the past decade, the transition metal catalysts described above have been
interfaced with light absorbing materials for photoinduced CO2 reduction. Notable
examples include Cu-sensitised p-Si nanowires [243], photocatalytic CO2 reduction
by Cu–Au nanoalloys supported on TiO2 [244], as well as Cu-nanoparticle deco-
rated graphene oxide [245]. Several recent review articles [219, 246–248] provide
comprehensive overviews on approaches towards photocatalytic CO2 reduction by
heterogeneous transition metal catalyst/semiconductor light-absorber composites.

1.3.4.3 Molecular CO2 Reduction Catalysts

Notable organometallic CO2 reduction electrocatalysts include Ni(II)-cyclam sys-
tems originally devised by Sauvage and co-workers [249], and Lehn’s Re(bpy)
(CO)3X catalysts, with X being Cl− or Br− [250, 251]. Both classes of catalyst have
been intensively studied and developed further by many research groups [218].
However, rhenium is among the least-abundant elements on Earth. A recent
advance is the incorporation of an earth-abundant manganese ion as the metal
centre into the bipyridyl-tricarbonyl ligand environment, which lowers the over-
potential for CO2 reduction by 0.4 V while maintaining selectivities and Faradaic
efficiencies that are comparable to the rhenium analogues [252]. Both cyclam [253]
and bipyridyl-carbonyl (Re and Ru) complexes have been used in systems for
light-driven CO2 reduction [254–256].

Fig. 1.16 Cyclic voltammograms (20 consecutive cycles) showing reversible formic acid
oxidation and CO2 reduction by a Pd–Pt electrode. Experimental conditions: scan
rate = 50 mV s−1, 0.2 M NaH2PO4/0.2 M Na2HPO4 buffer (pH 6.7, saturated with CO2),
25 mM NaHCOO. Reprinted with permission from Ref. [242]. Copyright 2015 Elsevier
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Iron tetraphenylporphyrins developed by Savéant and colleagues represent
another class of molecular electrocatalysts for the conversion of CO2–CO that are
based on earth-abundant metal ions [257]. Modification of the porphyrin-
framework with ortho-phenol moieties results in a high local concentration of
protons being available, which significantly enhances catalysis by the transiently
generated iron (0) complex. Reduction of CO2 is catalysed with an average TOF of
3500 s−1 over 4 h at an overpotential requirement of approximately 0.5 V, which
represents a significant advance for synthetic catalysts, but still constitutes a sub-
stantial energetic cost. This catalyst has been employed to effect photocatalytic CO2

reduction in acetonitrile (but not water), using the organic photosensitiser
9–cyanoanthracene and trimethylamine as electron donor [258].

A further, interesting approach developed by the group of Bocarsly constitutes
the utilisation of the pyridinium ion as homogeneous catalyst for the six-electron
reduction of CO2 to methanol, with comparatively modest overpotentials of
200 mV being sufficient to drive the reaction [259]. Photoreduction of CO2 using
the pyridinium ion in conjunction with a p-GaP photocathode has also been
demonstrated [260], and initial mechanistic studies suggested that the one-electron
reduced pyridyl radical PyH• acts as electron shuttle and activates CO2 [261, 262].
However, this proposal has been questioned in a recent mechanistic study con-
ducted by Savéant [263], who calls for a more careful examination of the actual role
of the pyridinium ion, as the reduction of this species in conjunction with a plat-
inum electrode did not involve the pyridyl radical and neither methanol nor formate
could be detected in preparative-scale electrolyses.

Approaches toward photo- and photoelectrocatalytic reduction of CO2 using the
molecular catalysts described in this section have recently been reviewed by the
groups of Fujita [264], Loo [191], Kubiak [219], and Perutz [265].

1.3.4.4 CO2 Reduction in Biology

Although they are not suitable for large-scale applications, enzymes lead the way as
CO2 reduction catalysts, meeting the criteria of minimal driving force requirement,

CODH FDH
Ni

Fe W

Fig. 1.17 Active sites of CO dehydrogenase II (CODH) from Carboxydothermus hydrogenofor-
mans (left, PDB code 3B52) and tungsten containing formate dehydrogenase from Desulfovibrio
gigas (right, PDB code 1H0H). Regions considered to be at the focus of the catalytic
transformation are indicated by ovals
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high stability, as well as high selectivity, i.e. the ability to form specific products
with high Faradaic efficiencies [222]. Similar to hydrogenases that are able to
reversibly catalyse the hydrogen evolution reaction (Sect. 1.3.3.3), certain enzymes
act as reversible CO2 reduction catalysts with unprecedented efficiency and
specificity: in biology, two-electron reduction of CO2 is catalysed by two very
different types of enzyme, formate dehydrogenases and carbon monoxide dehy-
drogenases (Fig. 1.17). Both are electroactive on conducting electrodes and set
excellent benchmarks for the performance that must be possible with small
molecular or surface catalysts. Through proton-coupled electron transfer (PCET),
these enzymes are capable of avoiding the high energy CO2

•− radical intermediate in
favour of the two-electron reduced species CO or HCOOH.

Formate dehydrogenase (FDH) was among the first enzymes to be studied in the
context of artificial photosynthesis. A paper published by Parkinson and Weaver in
1984 describes how electrons from a photoexcited p-InP photocathode are trans-
ferred via methyl viologen to the enzyme, which carries out CO2 reduction to
formic acid [266]. Photogenerated electrons in the semiconductor can be produced
with wavelengths of up to 900 nm. More recent work has shown that both tungsten-
[267] and molybdenum-containing [268] FDH are reversible electrocatalysts when
adsorbed directly on graphite electrodes, although immobilisation on semicon-
ducting materials for photodriven CO2 reduction has yet to be demonstrated.

Carbon monoxide dehydrogenases (CODHs) fall into two main types, aerobic
and anaerobic, but it is the latter class, containing a [Ni4Fe–4S] cluster, that were
established to be excellent electrocatalysts for CO2 reduction to CO [269]. The
anaerobic enzymes operate virtually reversibly, contrasting markedly with the sit-
uation for small molecular and heterogeneous catalysts described in the previous
two sections. As is the case with hydrogenases, the surrounding outer-shell envi-
ronment probably holds the secret to the very high activity. Evidence suggests that a
bond forms between the C-atom and the Ni subsite, which is very nucleophilic in
the reduced enzyme: an O-atom is then removed (as oxide/hydroxide) by the
pendant Fe in a PCET process that is exquisitely organised by the side chains of
appropriately positioned residues [269, 270]. Considerations regarding the mech-
anism of CO2 reduction by CODH will be presented in more detail in Sect. 1.6.

The supremacy of CODH over metal electrocatalysts inspired an interesting com-
parison by Nørskov and co-workers [236], who argued the importance of the active site
of CODH being able to attack CO2 at two atoms (Ni–C and Fe–departing O)
simultaneously, stabilising a bound intermediate without also stabilising bound CO, in
contrast to metallic surfaces. Figure 1.18 compares the calculated electrocatalytic
activity towards CO2 reduction, i.e. the TOF per site vs. applied potential, for CODH
and Au(211), showing reversible behaviour for CODH and significant overpotential
requirements in either direction for the Au surface.

To summarise, major scientific breakthroughs are needed to make each of the
different components described in Sect. 1.3 efficient, robust, scalable, and, last but
not least, composed of inexpensive and abundant materials. All these are necessary
requirements for artificial photosynthesis to achieve scalability and, ultimately,
commercial viability.
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1.4 Strategies for Integrated Systems

1.4.1 Integrating the Individual Components

As described in Sect. 1.3, the essential components of a solar-fuels device are a
light-absorber, multi-electron electrocatalysts for water oxidation and
fuel-formation, a conducting electrolyte, and a means of product separation, such as
a proton conducting but gas impermeable membrane. A major challenge in inte-
grating these different components, independent of the actual design architecture, is
to achieve efficient charge transport between the different components, without
losing large fractions of transient carriers in side or back reactions, or being trapped
at defect sites [75]. A further inherent difficulty is the need to reconcile
single-photon, charge generation events with multi-electron catalysis.

The individual components can be assembled to form integrated systems of
varying intricacy. The two limiting cases, categorised by Gray according to their
complexity, technological maturity, and projected manufacturing cost [271], are
aqueous photocatalyst colloids and commercial photovoltaic modules connected to
discrete electrolysers, with various integrated photoelectrochemical design archi-
tectures lying somewhere in-between (Fig. 1.19). Some of these approaches have
recently been evaluated in terms of efficiency criteria and resulting design impli-
cations [272], and from a technical and economic feasibility perspective [273–275].

It is important to remember that even though individual components might be
efficient, robust, and scalable, this does not imply that they can be arbitrarily
combined to form viable integrated systems [271], they must be compatible with
each other. Moreover, new challenges arise when reactions are being driven under
real operating conditions by transiently generated carriers instead of half systems

Fig. 1.18 Comparison of electrocatalytic activity for CO2/CO interconversion as a function of
applied potential at a metal surface [Au(211)] and an enzyme (CODH). On CODH, the turnover
changes sharply through the equilibrium potential, suggesting a reversible interconversion of CO2

and CO, while a significant overpotential is required on Au(211). Reprinted with permission from
Ref. [236]. Copyright 2013 American Chemical Society
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relying on sacrificial reagents or externally applied bias: it is now becoming a
recurring theme that the electrocatalytic activities of catalysts for artificial photo-
synthesis observed in standard, ‘dark’ electrochemistry experiments are often orders
of magnitude higher than the turnover frequencies observed under photo- and
photoelectrochemical conditions. Although this is yet to be firmly established, it
seems that the major reason for the lower rates observed in light-driven experiments
is that the charge carriers are transient and there is unfavourable competition with
destructive charge carrier recombination, which is thermodynamically preferred—a
formidable challenge that needs to be addressed.

1.4.2 Photochemical versus Photoelectrochemical
Water Splitting

1.4.2.1 Photoelectrochemical Cells

The first proof-of-concept example of photoinduced water splitting was a photo-
electrochemical cell (PEC) developed in 1972 by Fujishima and Honda [10]. In this
system, the reactions are driven by UV light absorbed by a TiO2 photoanode. The
electrons excited into the TiO2 conduction band are transferred through an external
circuit to a ‘dark’ platinum cathode, where the H2 evolution reaction takes place.
Water is oxidised by high-energy holes in the TiO2 valence band, the latter reaction
being energetically costly as it proceeds via high-energy intermediates such as
hydroxyl radicals [276].

Photoelectrochemical cells can be constructed from single p-type or n-type
semiconductor materials to give single band gap devices (where the second
half-reaction takes place at a dark electrode similar to the Fujishima–Honda system
above) or from two semiconductors connected in series, i.e. forming a dual band

Fig. 1.19 Schematic of three device architectures available for solar-driven water splitting,
ordered according to their relative technological maturity and projected costs to manufacture.
Reprinted with permission form Ref. [271]. Copyright 2013 American Chemical Society
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gap device [277]. In dual band gap photoelectrochemical cells, combinations of
semiconductor materials with different band gaps and complementary absorption
characteristics should be employed to utilise the solar spectrum to its maximum
extent, particularly to harvest low-energy photons in the near-infrared region.
A dual band gap photoelectrochemical cell is depicted schematically in Fig. 1.20.

In Fig. 1.20, the minority carriers generated in the photoelectrodes carry out the
electrochemical reactions, with charge separation being assisted by the electric
fields that arise at the semiconductor/electrolyte (or semiconductor/catalyst) inter-
face. In the case of an n-type semiconducting photoanode, a depletion layer pre-
vents oxidative currents in the dark (see Sect. 2.3 for a general description of the
underlying principles). Upon illumination, the electron-hole pair is separated by the
electric field of the space-charge region, resulting in a photooxidation current:
electrons, the majority carriers, move through the conduction band into the bulk of
the material (and to the counter electrode for fuel-formation). In the valence band
the minority carriers, holes, move to the semiconductor/electrolyte interface where
they drive the water oxidation reaction. p-Type materials show analogous beha-
viour, but with holes as majority carriers; they are dark anodes and photocathodes.

One of the inherent advantages of a ‘wired’ photoelectrochemical cell is that this
design utilises fast electronic conductivities: an electronic conductor completes the
circuit between the anode and the cathode by a relatively long path, but with the
ionic path being as short as possible [278]. Placing the two electrodes in close
proximity limits ‘bottleneck’ effects of the intrinsically lower ionic conductivities.
Progress made on photoelectrochemical cells for artificial photosynthesis has been
reviewed by several authors [277, 279–284] and notable examples of recently
developed photoelectrochemical cells for artificial photosynthesis are given in Refs.
[11, 12, 131, 243, 285–300].

In ground-breaking work from 1998, Khaselev and Turner established the
proof-of-principle for efficient photoelectrocatalytic water splitting using
visible-light, achieving a solar-to-hydrogen efficiency of 12.4% [12]. The reported
cell structure consists of a top layer of p-GaInP2, connected in series, via a tunnel
junction, to a GaAs p/n bottom photovoltaic cell on a GaAs substrate. In this

Fig. 1.20 Schematic
representation of a dual band
gap photoelectrochemical cell
for water splitting with water
oxidation taking place at the
n-type photoanode and proton
reduction at the p-type
photocathode. Reprinted with
permission from Ref. [83].
Copyright 2015 Springer
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‘D4’-configuration (‘dual-absorber—four-photons’), two-photons are required to
produce one electron in the external circuit and four-photons are required for the
formation of H2. Hydrogen is produced at the semiconductor electrode and the
water oxidation reaction takes place at the Pt counter electrode. However, despite
proving that STH efficiencies > 10% are possible using a single integrated device,
the instability of the materials (degradation under use within days) and the use of
non-abundant materials make this device unsuitable for manufacturing on the scale
needed for global fuel generation [75].

‘Wireless’ PEC architectures, in contrast to the wired cell designs described
above, provide a direct connection between anode and cathode with the ionic
conductor taking a much longer path. The ‘wireless’ p/n-PEC device configura-
tions, first developed by Nozik and referred to as ‘photochemical diodes’ [301], are
intrinsically simpler in structure and are thus projected to be more suited for a
low-cost, manufactured device [277]. The intimate integration of the
light-harvesting, charge separation and chemical bond-forming functions into one
single structure is advantageous compared to a multi-component process in which
electricity is a tangible intermediary: integration avoids the cost and system con-
straints associated with electrical contacts, wires, and inverters [3]. Consequently,
several ‘wireless’ integrated architectures for artificial photosynthesis have been
designed and evaluated both theoretically [302–305] and experimentally [15, 306–
309] in recent years; an example of an artificial leaf is depicted in Fig. 1.21 [31].
Notably, a ‘free-standing’ monolithic device developed by Jacobsson et al. [15],
consisting of three series interconnected copper indium gallium selenide (CIGS) PV
light-absorbers coupled with two platinum catalysts for water oxidation and
hydrogen evolution, achieves a STH efficiency of 10% (the US Department of
Energy target [11] and threshold for economic and technological compatibility
[15]), rivalling the efficiency achieved by Turner. Although the use of non-cost
effective precious metal catalysts prevents further scale-up, the device has important
value from a proof-of-principle viewpoint.

Fig. 1.21 Wireless solar-fuel generator (‘artificial leaf’) developed by Nocera and co-workers,
comprising a Co–Pi oxygen evolving catalyst (Sect. 1.3.2) and a NiMoZn alloy for H2 evolution.
Reprinted with permission from Ref. [31]. Copyright 2012 American Chemical Society
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1.4.2.2 Photochemical Systems

To study the mechanistic interplay between catalysts and light-absorbing compo-
nents, it is advantageous to examine the water oxidation or fuel-forming
‘half-systems’ separately through photochemical experiments in (ideally homoge-
neous) solution: equilibria can be shifted in the desired direction and reaction rates
can be controlled through the use of sacrificial reactants (in very large excess).
Mechanisms can be elucidated through a variety of spectroscopic tools (e.g.
steady-state UV/Vis or time-resolved optical spectroscopy), most of which are
easiest to perform in solution.

Aside from the difficulty of product separation in a colloidal approach, it is
extremely unlikely that light-driven overall water splitting, i.e. simultaneous water
oxidation and fuel production could occur efficiently at a single nanoparticle site.
Reasons include the lack of spatial charge separation to suppress recombination and
destructive back reactions, as well as the difficulty in dealing with two sets of highly
reactive intermediates during a four-photon cycle. Nevertheless, colloidal semi-
conductor nanocrystals are excellent light-harvesting elements for artificial photo-
synthetic model systems because they are strong light-absorbers with tuneable
particle size, shape, electronic structure, absorption spectra, and surface chemistry
[310–317].

Figure 1.22 schematically illustrates the principle for a system catalysing
fuel-formation driven by a sacrificial electron donor [184]. Domen pioneered the
approach of using semiconductor powders for photocatalytic water splitting, such as
in his laboratory’s elegant study from 2006: using a solid solution of (Ga1–xZnx)
(N1–xOx), impregnated with nanoparticles of rhodium-chromium mixed oxide
[318], hydrogen and oxygen have been shown to evolve stoichiometrically in the
expected 2:1 ratio under visible-light irradiation (k > 400 nm), with an external
quantum efficiency of approximately 2.5% at 420–440 nm. The system shows
remarkable stability, no noticeable degradation was observed after repeated runs for
35 h. Following Domen’s seminal work, a variety of fuel-forming catalysts have

Fig. 1.22 Cartoon representation of a semiconductor nanoparticle-based ‘half’-system for
hydrogen evolution in colloidal solution [184]. A molecular DuBois-type hydrogen evolution
catalyst (NiP) is immobilised on a TiO2 semiconductor particle, co-sensitised with a
visible-light-absorbing tris(bipyridine)ruthenium(II) dye (RuP). Ascorbic acid (AA) acts as
sacrificial electron donor and respective carrier dynamics are indicated. Reprinted with permission
from Ref. [83]. Copyright 2015 Springer
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been coupled with nanoparticulate, colloidal semiconductor materials (both for CO2

reduction and H2 evolution), either through directed immobilisation or non-specific
‘bimolecular’ interactions, and integrated ‘colloidal’ systems have also been
devised [319–337].

Many of the semiconductor/molecular catalyst systems developed thus far focus
on dye-sensitised TiO2 nanoparticles and Cd-chalcogenide nanostructures of vari-
ous geometries. Both types of material offer several advantages: their photochem-
istry and excited-state kinetics are well established [338, 339] and the conduction
band edges (see Fig. 1.9 for a guide) provide enough driving force to effect the
fuel-forming reactions.

Both TiO2 and CdS are n-type semiconductors that normally form a depletion
layer at open circuit potential. A positive charge is associated with the space-charge
region (Sect. 2.3.3), which is reflected in an upward bending of the band edges at
the semiconductor/electrolyte interface [340]. Size becomes crucial: at the macro-
scale, excited electrons in the conduction band migrate from the surface into the
interior and render the material unsuitable for light-harvesting applications for the
fuel-generating half-reaction. However, at the nanoscale, formation of a
space-charge layer is improbable due to the tiny dimensions. Semiconductor
nanocrystals with very small particle diameters do not contain enough electrons to
support an effective space-charge layer. In practice, this lack of space-charge effects
applies to both nanoparticle suspensions and highly porous electrodes [341]. Hence,
on the nanometre scale, both TiO2 and CdS are useful light absorbers for
light-driven fuel formation.

Commercially available TiO2 nanoparticles (such as ‘P25’, an 80:20 mixture of
rutile and anatase) are widely used in self-cleaning wall paint (exploiting hydroxyl
radicals generated by UV radiation). The disadvantage for artificial photosynthesis
is their transparency towards visible light, with band gaps of 3.03 eV for rutile and
3.20 eV for anatase, respectively [342]. To overcome this issue, TiO2 is commonly
sensitised with molecular dyes, most commonly tris(bipyridine)ruthenium(II)
derivatives [68, 82] and high-potential porphyrins [71]. These types of sensitiser
have large extinction coefficients in the visible region and long-lived
charge-separated (triplet-) states, leading to efficient charge injection from the
chromophore to the semiconductor [73, 338]. Due to the position of its conduction
band potential (Fig. 1.9), TiO2 provides only a marginal driving force for fuel
formation, especially for CO2 reduction. This disadvantage however will pose little
problem for a reversible electrocatalyst. Owing to a combination of advantages that
include low cost, TiO2 has been widely used in research on DSSCs and is one of the
best-characterised semiconductor materials.

In contrast to TiO2, CdS, which has a band gap of 2.3 eV, absorbs visible light
below a wavelength of about 540 nm. The conduction band edge of bulk CdS lies
at a significantly more negative potential than for TiO2: with Ecb = −0.87 V vs.
SHE (pH 6.0) [343], a much larger driving force is available for fuel-forming
reactions (consider for example the reduction of CO2 to CO, which has a reduction
potential of −0.46 V vs. SHE, at pH 6.0).

1.4 Strategies for Integrated Systems 35

http://dx.doi.org/10.1007/978-3-319-47069-6_2


1.4.3 The Combination of Photovoltaics and Electrolysis

Despite the additional complexities, constraints, and potential costs imposed by the
need for electrical contacts, wires, inverters, etc. [3], an approach in which light
absorption by photovoltaic devices is physically separated from ‘dark’ electro-
catalysis has several distinct advantages: firstly, the rapid advancement of photo-
voltaic cell development (Sect. 1.3.1.5) offers the potential for solar-conversion
efficiencies much higher than what is achievable with conventional semiconductor
photoelectrodes. Further, there is no need to precisely match the light-absorber with
the catalysts in order to make them compatible for device integration. Instead, the
type of light-harvester is irrelevant for catalysis as long as sufficient voltage is
(steadily) supplied to drive the water oxidation and fuel-forming reactions. To
overcome restrictions imposed by the intermittency of solar irradiation, other
sources of renewable electricity such as wind power could also be utilised.
Professor Stephen Chu, former US Secretary of Energy, for example proposed to
use cheap night-time electricity to split water and produce liquid hydrocarbons
through the concomitant reduction of CO2 [344].

Many non-oxide semiconductor electrodes undergo decomposition by photo-
corrosion or photopassivation when in contact with aqueous electrolytes in solution
[84]. Attempts at protection have been undertaken and, among others, amorphous
TiO2 [345–347] and NiOx [348] coatings have been demonstrated to stabilise and
protect Si, GaAs, GaP, and CdTe photoanodes. However, it remains to be seen
whether such an approach will be viable in the long-term. Conversely, there is no
need to protect intricate and fragile semiconductor surfaces from aqueous envi-
ronments when catalysis is separated from the light-harvesting events. Recently,
two papers established the general feasibility of this approach on a bench-scale
level. Nocera and Grätzel respectively achieved solar-to-hydrogen efficiencies
greater 10% using photovoltaic cells based upon silicon (10% STH [17]) and
CH3NH3PbI3 (12.3% STH [16]) connected in series to dark electrocatalysts.
Importantly, both architectures consist of earth-abundant materials.

Grätzel’s example is particularly elegant: the simplistic design features the same
catalyst material for both the OER and the HER, a bi-functional Ni–Fe layered double
hydroxide material that is grown on a Ni foam surface. The high photovoltage of the
perovskite absorber permits the use of only two PV cells connected in series, as
opposed to the system devised by Nocera, which relies on four cells connected in
series. Further, the operating point of the water-splitting cell lies very close to the
maximum power-point of the perovskite photovoltaic tandem cell. A photovoltaic
efficiency of 15.7% is converted into 12.3%STHefficiency, i.e. minimal energy is lost
in converting electrical to chemical energy. Currently, the system is limited by the
instability of the perovskite solar cell, which degrades within hours [349].3

3Use of a single band gap material in a tandem configuration is also not ideal: combining a
perovskite cell with a different semiconductor of similar band gap could further enhance the solar
conversion efficiency [349].
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Further, there is still room for catalyst improvement: more proficient catalysts
with lower overpotential requirements are needed to keep up with the development
of future photovoltaic cells of even higher efficiency, or to compensate for some
loss in available photovoltage by substitution of one of the PV components by a
lower-voltage silicon cell.

1.5 The Role of Enzymes in Artificial Photosynthesis

1.5.1 General Considerations

Enzymes set the benchmark for water oxidation, hydrogen production, and CO2

reduction catalysis (see Sects. 1.3.2–1.3.4). Thus, the obvious question arises if
enzymes can add value to artificial photosynthesis, not for technology development
and scale-up, but to gain mechanistic insight at a fundamental level and establish
design criteria for future all-inorganic devices.

Enzymes make possible the design and construction of bench-scale test systems
that are instructive because the chemical reactions of solar-fuel production are
rendered so fast and efficient that they are expected not to limit the overall per-
formance of a device. If attached to light-absorbers so that interfacial electron
transfers are fast, metalloenzymes can serve as smooth, proficient depolarisers to
allow electron flow. Exploitation of enzymes in this way makes possible the
evaluation of semiconducting materials for artificial photosynthesis development in
cases where those materials may be highly suited for light harvesting but very poor
catalysts.

There is an interesting connection between redox catalysis that occurs on the
surface of a photoexcited semiconductor and electrocatalysis that occurs at elec-
trodes [343]. Extensive investigations using a suite of techniques called protein film
electrochemistry (PFE, Sect. 2.2), have established that many redox enzymes cat-
alysing artificial photosynthetic transformations are extremely fast and efficient,
despite their giant size [213, 350]. This information is implicit in numerous
observations: fuel-forming electrocatalytic reactions such as H2 evolution and CO2

reduction are reversible when catalysed by the appropriate enzyme and require only
a minimal overpotential to operate in either direction. Given the crucial importance,
for scaling up artificial photosynthesis, of having catalysts based upon inexpensive,
abundant materials, it is highly significant that these investigations have proved that
solar-fuel production does not require precious metal catalysts like Pt, Ru, or Ir.
Indeed, experiments with enzymes show instead that in the right atomic environ-
ments, the 3d elements Mn, Fe, Ni, and Cu perform excellently. Importantly also,
these inexpensive, ‘dressed-up’ catalysts perform under ambient, neutral conditions.
Studies with enzymes provide hints at other advantages, such as the ability of an
enzyme to trap and accumulate all the charge carriers (electrons or holes) required
for the reaction (e.g. two for H2 evolution, four for water oxidation).
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1.5.2 Photosystem II in Artificial Systems

Highly electrophilic intermediates have to be stabilised under the harsh conditions
of water oxidation, prohibiting the use of any soft material. Nonetheless, PSII has
been incorporated and studied in a variety of artificial photosynthetic systems. The
enzyme displays photoelectrocatalysis when interfaced with different
light-absorbing nanomaterials—the light-harvesting and catalytic components
being inseparable parts of the same super-molecule.

Using the technique of protein film photoelectrochemistry [351], cyanobacterial
PSII has been shown to be electroactive on mesoporous indium tin oxide (meso–
ITO) electrodes, and catalytic water oxidation was observed under red light irra-
diation [352]. Orientation-controlled adsorption of PSII on meso-ITO through
electrostatic or covalent interaction with self-assembled monolayers of organic
linker molecules on the ITO surface improved interfacial electron transfer and
substantially enhanced the turnover frequencies for light-driven oxygen evolution
[353]. Other recent reports include O2 evolution by His-tagged PSII immobilised on
Au-nanoparticles [354] and incorporation into redox-active polymers [355–357].
Enzyme-based photovoltaic cells have also been devised [35, 358].

However, it has to be re-emphasised that there is no repair mechanism outside
biology and artificial photosynthetic systems using PSII in vitro are prone to quick
degradation [210], limiting the value such systems can bring about.

1.5.3 Fuel-Forming Enzymes for Artificial Photosynthesis

1.5.3.1 Configurations

In contrast to water oxidation, the reducing chemistry of fuel-formation relies on
nucleophilic attacks and insight from molecular and/or biological components
incorporated into artificial photosynthetic systems can be very useful: enzymes can
remove the related burden of poor catalytic activity and high overpotential
requirement.

Following seminal demonstrations of photochemical reduction of CO2 and H+

by metalloenzymes in 1984 [266, 359], various strategies have been used to link
redox enzymes to light-harvesters. Tight electronic integration between enzymes
and light-absorbers can be achieved through four main strategies (Fig. 1.23):
(a) non-specific interaction with light-absorbing components, (b) specific
covalent-linkage, (c) immobilisation on porous semiconductor nanoparticles, and
(d) photoelectrodes. (Much less advantageous in this respect are multi-component
‘cascade’ systems, which depend on regenerating freely diffusing components
such as NAD(P)H, as devised for light-driven, FDH-catalysed CO2 reduction
[360–362].)
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1.5.3.2 Photoenzymes

‘Photoenzymes’ can be formed as short-lived encounter-complexes between sen-
sitiser and protein in bimolecular reactions, or by covalent dye-attachment on
selected protein sites (created by introducing specific anchoring groups via
site-directed mutagenesis). A photoenzyme formed by covalently attaching a
polypyridine Ru(II) photosensitiser to a [NiFe]-hydrogenase was reported by Peters
and co-workers [364]. The authors used an amine functionality on one of the
Ru-ligands to form amide bonds with various carboxylates on the protein surface.
Visible-light-driven H2 production was observed (even in the presence of O2) using
ethylenediaminetetraacetic acid as a sacrificial electron donor, but the system still
relied on a soluble mediator (methyl viologen), reflecting the poor electron transfer
rates resulting from nonspecific coupling. Reisner and co-workers used Eosin Y, a
polyaromatic photosensitiser that drives H2 evolution by [NiFeSe]-hydrogenase
through efficient bimolecular electron transfer, without the need for a redox
mediator, using triethanolamine (TEOA) as sacrificial donor [365]. The powerfully
reducing nature of excited Eosin (E = −0.91 V vs. NHE) also ensured adequate O2

tolerance.

Fig. 1.23 Cartoons depicting different strategies for enzyme-light-absorber interaction, exempli-
fied with a hydrogenase enzyme. a ‘Photoenzyme’, b ‘fusion protein’ comprising hydrogenase
wired to Photosystem I, c hydrogenase immobilised on a semiconductor nanoparticle, d photo-
electrochemical cell with hydrogenase attached to a semiconductor photocathode. Reprinted with
permission from Ref. [363]. Copyright 2015 Elsevier
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1.5.3.3 From Photoenzymes to Fusion-Complexes: The Limiting
Case of Stoichiometric Architectures

Lacking specific linkages, the aforementioned photoenzymes depend on a pro-
portion of orientations being productive, as well as bimolecular reactions. An
alternative approach is to attach enzymes stoichiometrically to light-harvesting
components using specific linkages. Photocatalytic activity of nitrogenase, for
example, has been achieved in this manner [366]: a variant of the
molybdenum-iron-protein, specifically derivatised with a Ru-photosensitiser,
reduces protons to H2 and acetylene to ethylene when illuminated.

Photosystem I can be fused with hydrogenases [367], such as in the intricate
example from Golbeck and co-workers, where a fusion complex is produced by
tethering PSI to the [FeFe]-Hydrogenase CaHydA from Clostridium aceto-
butylicum through an alkane-dithiol molecular wire [368]. The dithiol tether con-
nects the two enzymes by binding at their respective solvent-exposed [4Fe–4S]
clusters. Overcoming the diffusion limit, the nanoconstruct is, under illumination,
twice as active as natural cyanobacterial photosynthesis in terms of electrons per
second per PSI.

1.5.3.4 Enzymes on Semiconductor Nanoparticles

Overall rates of 1:1 fusion systems, comparable to synthetic molecular ‘dyads’
[120, 369], will always be controlled by the slower component, a limitation that
need not apply if enzymes are attached to nanoparticles. The amount of immo-
bilised catalyst (and, if necessary, molecular sensitiser) can be varied, allowing
control over the reaction rates of the different components. The band gap deter-
mines the spectral region that can be utilised, while valence and conduction band
potentials determine, respectively, the oxidising and reducing ability of the pho-
toexcited material. The challenge is to find materials that present these fundamental
properties to greatest advantage for specific enzymes: several successful systems
have been described, each assembled using electrostatic interactions or small linker
molecules.

Obtaining stable and efficient linkages between catalysts and semiconductor
surfaces is crucial but far from being a simple task. The linkage can be a deciding
factor in terms of charge transport yields and chemical robustness under reaction
conditions. A large fraction of electrons or holes is typically diverted by destructive
side or back reactions, or trapped at defect sites, resulting in low photochemical
quantum yields. Ideally, enzymes should be attached such that the electron
entry/exit point, usually lying close to the protein surface, comes into close contact
with the semiconductor surface, thus minimising the interfacial electron tunnelling
barrier. Due to their relatively large dimensions, this problem is far greater for
enzymes than for molecular catalysts. A covalent linker improves stability but need
not improve interfacial electron transfer rates. Efficient charge transport is crucial at
every stage of the catalytic cycle, but for efficient catalysts that operate close to
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reversibility, charge injection from the excited semiconductor to the catalyst is most
critical. This step is always in direct competition with several destructive decay
processes in the semiconductor such as photoemission, non-radiative decay, and
intersystem crossing.

Several strategies for linking enzymes to semiconductor materials are in use.
Electrostatic interactions can be exploited, using variations in pH and ionic com-
position, and utilising favourable charge distributions on the enzyme surface. For
example, the surface of TiO2 is covered with hydroxyl groups that are in acid–base
equilibrium with H2O, and the enzyme’s electrostatic surface can be computed from
a crystal structure. Electrostatic interactions alone usually result in a wide distri-
bution of enzyme orientations on the semiconductor and may limit experiments to
certain narrow pH regimes in which semiconductor and the optimal contact region
on the enzyme have opposite charges.

Semiconductor surfaces can be modified with small linker molecules to give
more specific enzyme attachment. The [FeFe]-hydrogenase CaHydA, for example,
has a positively charged region of surface close to the ‘distal’ [4Fe–4S] cluster lying
at the end of the relay system [370]. This is the site at which electrons enter or leave
the enzyme and, in vivo, engages in a dynamic ET complex with its natural redox
partner ferredoxin. Exploiting this knowledge, CaHydA was attached to CdS
nanorods capped with a monolayer of negatively charged 3-mercaptopropionic acid
(MPA) [310, 371].

Enzymes can be immobilised on carbon nanotubes, resulting in excellent elec-
tron transfer kinetics—usually measured by electrochemical methods. By attaching
CaHydA directly to single-walled carbon nanotubes [372], King and co-workers
obtained an order-of-magnitude increase in catalytic rates for both H+ reduction and
H2 oxidation [373]. Another example has been developed in the course of elec-
trochemical studies where the aim has been to maximise coverage and stability for a
membraneless H2/O2 fuel cell [374]: first, a graphite electrode is pre-coated with
multi-walled carbon nanotubes, modified by binding of 1–pyrenebutyric acid
(through p–p interactions), producing a dense, permeable conducting layer. Second,
a [NiFe]-hydrogenase (Hyd1) from E. coli is introduced to the modified electrode
surface, where it becomes covalently linked to the 1-pyrenebutyric acid units via
peptide coupling to surface lysines. This modification leads to an order-of-
magnitude enhancement of an enzymatic hydrogen–air fuel cell compared to
analogous cells in which the enzymes are conventionally adsorbed on graphite
[375].4

Another strategy to link hydrogenases covalently to graphite electrodes is via
amide coupling to graphite surfaces pre-functionalised with a layer of either
4-aminophenyl or 4-carboxyphenyl moieties, depending on the surface charge of

4The powerful p−p -stacking capability of pyrene moieties has also been exploited to attach small
molecular fuel-forming catalysts to electrodes: Gray and co-workers attached small organometallic
H2 evolving and CO2 reducing catalysts to a graphite electrode via pyrene-appended bipyridine
ligands; even so, the resulting electrocatalytic rates were much lower than observed with enzymes
as catalysts.
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the respective enzyme [376]. Covalent bond formation is again achieved through
peptide coupling (with N-hydroxysuccinimide).

Figure 1.24 depicts H+ and CO2 photoreduction by semiconductor-enzyme
systems. The prototype was established by immobilising hydrogenases on TiO2

nanoparticles co-modified with the visible-light sensitiser RuP (Fig. 1.24a) [377].
A [NiFeSe]-hydrogenase was identified as a particularly proficient catalyst, the
optimised system (enzyme-RuP-TiO2 with TEOA as donor) achieving a repro-
ducible TOF of 50 s−1 (total) enzyme−1 under ambient conditions, thus providing a
benchmark for subsequent systems [378]. Similar dye-sensitised metal oxide sys-
tems have been devised for CODH-catalysed conversion of CO2 to CO, and one
based on RuP-sensitised TiO2-P25 (a rutile-anatase mixture) emerged as clear
winner among several metal oxides, including ZnO and SrTiO3 [379, 380].
A simpler construct, which uses band gap excitation, was assembled using CdS
nanocrystals (Fig. 1.24b) that absorb visible light [381]. Both quantum-dots and
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Fig. 1.24 Cartoons depicting visible-light-driven photocatalytic fuel formation catalysed by
hydrogenase and CODH enzymes immobilised on semiconductor nanoparticles. a [NiFeSe]-
hydrogenase adsorbed on dye-sensitised TiO2 particles. Reprinted with permission from Ref.
[378]. Copyright 2009 American Chemical Society. b CODH attached to visible-light-responsive
CdS nanocrystals. Reprinted with permission from Ref. [381]. Copyright 2012 The Royal Society
of Chemistry
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nanorods were investigated, the CODH-nanorod assemblies proving superior, with
an average TOF of 1.23 s−1 enzyme−1. Semiconductor nanocrystals have also been
utilised for solar H2 production with the [FeFe]-hydrogenase CaHydA, which is
more active than [NiFeSe]-hydrogenase [310, 371, 382]. Using CdTe nanoparticles
(and ascorbic acid as donor), a STH efficiency of 1.8% was achieved under sim-
ulated sunlight with a TOF of 25 s−1 enzyme−1 [382]. In a major step forward, a
per-enzyme TOF in excess of 380 s−1 has recently been achieved for CaHydA
adsorbed on CdS nanorods [371].

Performances of the aforementioned systems for photocatalytic hydrogen evo-
lution and CO2 reduction are summarised in Table 1.1.

1.5.3.5 Photoelectrode Assemblies for Fuel-Formation

With regard to closing the photosynthetic cycle and creating an integrated photo-
electrochemical device, linking enzymes to semiconductor photoelectrodes would
constitute a further evolutionary step compared to the approaches described thus
far. Enzyme-photoelectrode assemblies do not depend on sacrificial reactants and
an external bias can be applied to supply additional driving force if needed. Product
separation is possible by compartmentalisation of the electrochemical cell using a
porous membrane.

A notable example of this approach, using a molecular cobalt cobaloxime cat-
alyst, comes from Sun and co-workers who achieved light-driven H2 evolution by
co-adsorbing the organic pigment P1, developed as organic photosensitiser for
p-type DSSCs [383], and the metalorganic catalyst on NiO [188]. Few other sys-
tems using molecular catalysts anchored on p-type semiconductors exist [189, 253,
255, 291, 384, 385] and no such system building upon a fuel-forming enzyme has
been devised yet. Chapter 5 will address this issue on a proof-of-concept level.

Table 1.1 Overview of enzyme-semiconductor systems for photochemical solar-fuel generation

Semiconductor Enzyme Evolved gas TOF (s−1 enzyme−1) U (%) Reference

RuP/TiO2 NiFeSe H2 50 N/A [378]

RuP/TiO2 CODH CO 0.14 0.07 at 420 nm [380]

CdS CODH CO 1.23 N/A [381]

CdTe CaHydA H2 25 9 at 532 nm [382]

CdS CaHydA H2 380–900 20 at 405 nm [371]
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1.6 The Mechanisms of Fuel-Forming Enzymes

1.6.1 Common Mechanistic Principles

This section will examine in detail the mechanisms and important structural features
of the three classes of fuel-forming enzymes that are of central relevance to this
thesis, [NiFe]-hydrogenases, [FeFe]-hydrogenases, and CODH. The active sites of
these enzymes have evolved to optimise selectivity and reaction rates by tuning
reduction potentials, coupling proton and electron transfers so they are syn-
chronous, and stabilising intermediates by just the right degree (i.e. avoiding
high-energy states). Most attempts to mimic enzymes have focused on the active
site, but it is important to consider how and why the inner coordination complex is
held in such a special environment (the outer shell). Away from the active site,
which is buried and shielded from bulk solvent, electron relay centres have evolved
to have small reorganisation energies, optimal reduction potentials, and separation
distances just short enough to allow fast and efficient electron transfer. The com-
plete enzyme has the capacity to store all the charge carriers (electrons or holes) that
are required to perform a complete half-cell reaction—a property that contrasts with
most small metal-complex catalysts. The charge carriers may be ‘trapped’ within
the enzyme, thus impeding recombination within the semiconductor. How impor-
tant then is the outer shell, with its special environment—a factor distinguishing
redox enzymes from small-molecule electrocatalysts? In enzymes, the outer shell
can be engineered to produce bespoke variants, with atoms and their positions
altered precisely. All this is achieved with earth-abundant elements—demonstrating
what is possible without rare or expensive elements.

Crucially, the active sites shown in Figs. 1.14 and 1.17 are two-centre catalysts,
i.e. they possess acid and base functionalities, located at precise distances apart (a
prime example is the active site of [FeFe]-hydrogenases, where an amine-moiety is
placed right above the Fe-coordination site). Inorganic surfaces can mimic some of
these principles at defects or bimetallic interfaces—but can chemists realise all of
these necessary requirements?

1.6.2 [FeFe]-Hydrogenases

1.6.2.1 Structural Features

Most of the [FeFe]-hydrogenases that have been studied are from green algae,
Clostridia, and Desulfovibrio species [210]. Three enzymes have been crystallised:
the hydrogenase HydA1 from the green alga Chlamydomonas reinhardtii (Cr) has
been crystallised in its apo-form, i.e. lacking a di-iron subdomain that is part of the
active site [386]. Structures of the complete holo-enzymes were determined for
the periplasmic hydrogenase from Desulfovibrio desulfuricans (DdH) [387] and the
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cyctoplasmic Hydrogenase I from Clostridium pasteurianum (CpI) [388], depicted
in Fig. 1.25. The active site, known as the H–cluster, is structurally conserved
among the different types of [FeFe]-hydrogenase. In prokaryotic hydrogenases, it
is buried inside the protein and pathways associated with substrate/product trans-
port such as gas channels exist, as well as components for electron and proton
transfer [210].

Many of the [FeFe]-hydrogenases contain additional FeS clusters (‘F-clusters’),
which are typically spaced within 11 Å [210] and act as an electron relay chain,
providing efficient electron transport between the active site and external redox
partners at the protein surface [389, 390]. The [FeFe]-hydrogenase from Dd con-
sists of two subunits, with the active site and the two additional [4Fe–4S] relay
centres being housed in the large subunit [387]. Its monomeric congener CpI
contains four F-clusters, three [4Fe–4S] and one [2Fe–2S] centre (Fig. 1.25) [388].
Theoretical calculations on this enzyme found the electron-transport process to
activate a water channel, suggesting a coupled mechanism for proton and electron
transport to the active site [391]. The algal enzyme CrHydA1 is unique in that it
does not contain any further FeS clusters in addition to the one that is part of the
active site [386].

Substrate and inhibitors access the active site through hydrophobic gas-access
channels, which are, according the crystal structures obtained so far, much shorter
than the channels in [NiFe]-hydrogenase enzymes [210]. Three putative pathways

Fig. 1.25 X-ray crystal structure of the [FeFe]-hydrogenase I from Clostridium pasteurianum
(CpI, PDB structure 3C8Y). The active site and the FeS centres are represented as spheres and
sticks. Colour coding: iron, orange; sulphur, yellow; carbon, grey; nitrogen, blue; oxygen, red
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that extend from the solvent to the H-cluster and the so-called central ‘C’ cavity
(which leads to the active site) have been suggested [210, 392]. The static ‘A’
channel comprises an elongated cavity, connecting the protein surface to the central
C cavity [387]. A recent computational study suggested O2 diffusion into the
protein proceeds via this channel [392]. A ‘dynamic’ channel, ‘B’, which extends
from the protein to the central cavity, was identified by molecular dynamics sim-
ulations: it was previously suggested to be the dominant route for oxygen transport
[393]. A third channel (‘W’) is lined by hydrophilic amino acids that stabilise water
molecules [392].

Putative proton pathways in both Dd and CpI have been investigated in silico
[394, 395]. In both enzymes, proton transfer to the active site takes place via three
Glu residues, one Ser, one water molecule and one Cys, the latter being located
close to the azadithiolate bridgehead atom of the active site (Fig. 1.26). Genetic
modification of any of the highly conserved residues leads to a drastic reduction in
activity [396], corroborating the computational results. A molecular dynamics study
suggests the same pathway [397].

1.6.2.2 Active Site and Redox States

The ‘H–cluster’ (Fig. 1.26) consists of two components: a binuclear iron subcluster
[2Fe]H that is connected, via a cysteine sulphur ligand, to a cubane [4Fe–4S]H
cluster [210]. The Fe atoms in [2Fe]H, designated ‘distal’ (Fed) or proximal (Fep)
according to their position with respect to the [4Fe–4S]H domain, are each coor-
dinated by CO and CN– ligands and are bridged by an unusual azadithiolate
(adt) ligand that positions a pendant amine–N above Fed.

Aside from an inactive oxidised form known as Hox
inact [where both Fe atoms of

[2Fe]H are Fe(II) and the [4Fe–4S]H domain is oxidised (2+)] and the non-catalytic
one-electron reduced form referred to as Htrans ([4Fe–4S]H

1+ [Fe(II)Fe(II)]), three
active oxidation levels of the H–cluster have been identified by spectroscopy—Hox,
Hred, and a ‘super-reduced’ state known as Hsred [210]. The Hox state ([4Fe–4S]H

2+

[Fe(I)Fe(II)]), which is found in all known [FeFe]-hydrogenases, has the same
overall electron count as Htrans, but contains a mixed valence binuclear subdomain.
One-electron reduction of Hox leads to the formation of Hred ([4Fe–4S]H

2+ [Fe(I)Fe
(I)]), in which the H–cluster is EPR-silent. Addition of a further electron yields the

Fig. 1.26 The active site of
[FeFe]-hydrogenases, known
as the H-cluster. The overall
charge of [4Fe–4S]H is 2+,
but individual charges on Fep
and Fed are still under debate
[398]—both Fep(II)–Fed(I)
and Fep(I)–Fed(II) are
possible combinations
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‘super-reduced’ state, which has been characterised by EPR and FTIR spectroscopy
in the algal hydrogenase CrHydA1, where no F–clusters that would interfere with
the EPR spectrum of the active site are present [376]. In the spectroscopically
accessible resting-form of Hsred, the EPR spectrum is typical for a reduced FeS
cluster, [4Fe–4S]1+, implicating that both the proximal and distal iron are Fe(I).
Lubitz and colleagues proposed that this resting state cannot be stabilised in other
[FeFe]-hydrogenases, as the additional F-clusters present in these enzymes are
expected to quickly reoxidise the reduced cubane subdomain of the H-cluster [376].

A detailed EPR and FTIR study by King and co-workers, also carried out using
CrHydA1, corroborates the characterisation of Hsred by Lubitz, but suggests that the
overall picture is more complex [399]. Further states in which an electron is tran-
siently housed on the H-cluster cubane (i.e. [4Fe–4S]H

1+-moieties) have been
identified. Armstrong and co-workers introduced a nomenclature in which the
steady-state redox levels of the H-cluster dominating at different potentials are
distinguished as Hox, Hox–1, and Hox–2, rather than using the spectroscopic labels
Hred and Hsred [400]. This nomenclature allows for discrimination between catalytic
oxidation levels that have clear overall electronation states, but may have different
protonation states and the oxidation numbers of the individual iron centres are still
vague. The different redox levels of the H-cluster are summarised in Fig. 1.27.

Carbon monoxide, a potent inhibitor of [FeFe]-hydrogenases, binds strongly to
Hox and X-ray crystallography shows CO to bind to Fed [401]. The extrinsic CO
ligand is photolabile and reactivation of the inactivated H-cluster is greatly

Hox
inact [Fe4S4]2+Fe(II)Fe(II)(OH)

Htrans [Fe4S4]1+Fe(II)Fe(II)(OH)

e-

Hox [Fe4S4]2+Fe(I)Fe(II)

Hox−1 = Hred [Fe4S4]2+Fe(I)Fe(I)

e-

Hox−2 = Hsred [Fe4S4]1+Fe(I)Fe(I)

e-

[Fe4S4]2+Fe(I)Fe(0)

[Fe4S4]1+Fe(I)Fe(II)

Fig. 1.27 Overview of the
redox levels and
corresponding spectroscopic
states of the H-cluster in
[FeFe]-hydrogenases
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enhanced under illumination [402]. From CO inhibition, it follows that Fed is most
likely the site at which H2 binds. Carbon monoxide binds less strongly to Hred (it
destabilises the H-cluster [403]) and does not bind to Hsred [400]. The fact that CO
protects against irreversible inactivation by O2 has been interpreted in terms of O2

also binding, initially, at Fed [402, 404], leaving an inactive [4Fe–4S]H domain that
can be reactivated in vitro [405].

1.6.2.3 Artificial Maturation

An excellent example of the special nature of the active sites of metalloenzymes is
provided by a recent discovery made during investigations of the biosynthesis of
[FeFe]-hydrogenases. Two papers which appeared in 2013 showed how the
Fe-carbonyl precursor of [2Fe]H (which shows little catalytic activity in vitro)
becomes extremely active when inserted into the [2Fe]H binding cavity of the
preformed ‘apo-enzyme’ that is already equipped with the [4Fe–4S] cluster [406,
407]. The conversion is shown pictorially in Fig. 1.28a. All that occurs in terms of
the inner-sphere coordination chemistry is that one CO is replaced by the cysteine-S
ligand to link the two components together. The structures of the [2Fe]H precursor,
the apo-enzyme, and the active site of the assembled H-cluster within the binding
cavity are depicted in Fig. 1.28b.

Significant catalytic activity is only achieved upon completion of the insertion
reaction, i.e. formation of the ‘holo’-enzyme, as visualised in an elegant electro-
chemical study by Dr. Suzannah Hexter [408] (Department of Chemistry,
University of Oxford). Figure 1.29a shows cyclic voltammograms of the CrHydA1
apo-protein adsorbed on a pyrolytic graphite electrode, catalytic activity only
commences upon injection of the [2Fe]H precursor complex and increases until the
voltammograms are virtually indistinguishable from native enzyme. Artificially
maturated CrHydA1 displays reversible electrocatalysis and the voltammetric scans
cross the zero-current axis sharply at precisely the thermodynamic equilibrium
potential for H+/H2 interconversion. The kinetics of the insertion reaction/enzyme
activation are depicted in Fig. 1.29b. These experiments demonstrate that the
integrity of the whole enzyme is essential for catalytic activity.

One important possibility is that only the complete H-cluster is able to delo-
calise, or accommodate more easily, a second electron. A recent experiment by
Rauchfuss et al. showed that attaching a ferrocene unit to an Fe-carbonyl analogue
of [2Fe]H conferred catalytic activity for H2 oxidation that was previously absent
[409]. However, the activity remained orders of magnitude lower than for the
enzyme. The discovery outlined above further establishes the importance of opti-
mising the total environment (i.e. the second- and outer-shell atoms, not just the
first coordination shell). Despite the much longer distance that is required to transfer
electrons to and from the buried active site of the enzyme compared to the small
complex, the enzyme is the clear winner. A buried active site poses no problem if
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Fig. 1.28 a Cartoon showing the insertion of the [2Fe]H precursor into the hydrogenase
apo-protein to give active enzyme. Binding of [2Fe]H to the [4Fe–4S]H domain via a cysteine-S
ligand occurs after loss of one CO ligand. The grey box represents the binding cavity, with amino
acids surrounding the active site depicted as black lines. The [4Fe–4S] fragment is shown as an
orange square, and [2Fe]H is depicted as an orange rhombus. b Structural representation of the
insertion reaction. Depictions of the active site and the surrounding cavity were generated in
PyMOL using the PDB structure 3C8Y. Some amino acids are omitted to provide an unobstructed
view of the active site and the surrounding environment. Colour coding: iron, orange; sulphur,
yellow; carbon, grey; nitrogen, blue; oxygen, red

Fig. 1.29 Insertion of the [2Fe]H H–cluster precursor (‘[Fe]MIM’) into the apo-hydrogenase
CrHydA1, monitored by protein film electrochemistry. a Set of cyclic voltammograms, in which
apo–CrHydA1 is adsorbed on a pyrolytic graphite electrode (PGE). [Fe]MIM is introduced into the
electrochemical cell solution (final concentration 230 nM) at −560 mV after the first scan (shown
in red). Consecutive scans are depicted in shades of grey. Conditions: pH 6.1; 5 °C; scan
rate = 30 mV s−1; x = 1000 rpm; 100% H2. b Current response (blue line) observed upon
injection of [Fe]MIM (cfinal = 230 nM) at t = 0. A single-exponential fit of the kinetics of enzyme
activation is depicted as red circles (kobs = 3.3 � 10−3 s−1). Conditions: E = −40 mV; pH 6.1;
15 °C; x = 1000 rpm; 100% H2. Adapted with permission from Ref. [408]
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electron relay centres are present. In addition to providing a fast ‘wire’, these relay
centres, noted as having small reorganisation energies, can trap and store electrons
(or ‘holes’) within the macromolecule.

1.6.2.4 Mechanism

In principle, H2 molecules are formed by the reaction of a metal-hydride (Fe–H–)
with a nearby, protonated base, most likely the bridgehead adt-N (a H+NHR2

moiety). However, due to the high activity of [FeFe]-hydrogenases, it is very
difficult to trap intermediates in the catalytic cycle. During catalytic turnover, the
H-cluster is thought to interchange between three one-electron separated redox
states that have been spectroscopically characterised and identified as/proposed to
be part of the catalytic cycle: Hox, Hred, and Hsred (compare Fig. 1.27) [210, 376,
399]. Starting from Hox, two electrons and two protons are needed to evolve H2.
However, it has not yet been established, experimentally and in a kinetic study, in
which order these events occur.

Scheme 1.1 shows a proposed mechanism, which takes into account recent
observations from both experiment and theory. Therein, formation of a terminal
[410] Fed–hydride and subsequent creation of the dihydrogen-bond is hypothesised
to take place when the enzyme is in the super-reduced electronation level. Recent
experimental evidence for Fed being unprotonated in the reduced Hred state stems
from X-ray absorption and emission (XAE) spectroscopy [411]. Lubitz et al. [376]
conclude from combined EPR/FTIR studies that Fed is also unprotonated in the
spectroscopically accessible resting-form of Hsred [210]. A terminal hydride at Fed
(‘Hsred–H

–’) is proposed to be formed in a rapid, exothermic process following the
first protonation of the adt-bridge in Hsred [210]. Theoretical calculations suggest
that the unpaired electron in Hsred–H

– still resides on the cubane subcluster and only
the second protonation of the adt-ligand triggers electron transfer to the [2Fe]H
moiety, which in turn leads to facile H2 formation [412] in a mechanism similar to
the functional DuBois-type analogues discussed in Sect. 1.3.3.1.

Investigations into the mechanism of H2-formation by [FeFe]-hydrogenases and
the sequential order of protonation and electronation steps are presented in Chap. 3;
[FeFe]-hydrogenase electrochemistry studies presented therein utilise the hydro-
genase CaHydA from the strictly anaerobic bacterium Clostridium acetobutylicum.
As depicted in Fig. 1.30, this enzyme shows little inactivation at high potentials, in
contrast to other [FeFe]-hydrogenases, and can therefore be characterised within a
relatively large potential window [213]. Also containing a series of three [4Fe–4S]
clusters and one [2Fe–2S] cluster, monomeric CaHydA (64.3 kDa) [413] is very
similar to the crystallographically characterised hydrogenase CpI (Fig. 1.25)—both
enzymes share 71% sequence identity [414]. EPR-spectroscopy experiments pre-
sented in Chap. 3 were undertaken using the [FeFe]-hydrogenase CrHydA1 from
the green alga Chlamydomonas reinhardtii, due to its lack of F-clusters (vide
supra).
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1.6.3 [NiFe]-Hydrogenases

1.6.3.1 Structural Features

[NiFe]-hydrogenase enzymes can be broadly categorised into three main sub-
classes: (i) ‘standard’, oxygen-sensitive [NiFe]-hydrogenases, (ii) O2-tolerant
[NiFe]-hydrogenases, and (iii) [NiFeSe]-hydrogenases. The [NiFeSe]-hydrogenase
from Desulfomicrobium baculatum (Fig. 1.31) [415] (henceforth simply [NiFeSe]-
hydrogenase) was used in semiconductor protein film electrochemistry experiments
described in Chap. 4. Forming a subclass of [NiFe]-hydrogenases in which one

Scheme 1.1 Proposed catalytic mechanism for hydrogen formation at the H–cluster based on
recent spectroscopic observations and theoretical investigations [210, 376, 399, 412]. The three
previously characterised redox states Hox, Hred, and Hsred are depicted in blue. Note that due to lack
of conclusive experimental evidence the Fe oxidation states in the [2Fe]H subsite can only be
tentatively assigned to the two individual Fe centres
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Fig. 1.30 Typical cyclic voltammogram of the [FeFe]-hydrogenase CaHydA adsorbed on a
pyrolytic graphite edge electrode, recorded under a H2 atmosphere at pH 6.0. The voltammogram
illustrates the relative stability of this enzyme under oxidising conditions, as well as the
reversibility of catalysis. The zero-current axis is cut sharply at the thermodynamic equilibrium
potential for H+/H2 conversion

Fig. 1.31 X-ray crystal structure representation of the [NiFeSe]-hydrogenase from
Desulfomicrobium baculatum (PDB code 1CC1). The large and small subunits are depicted in
grey and blue, respectively. FeS clusters and the active site are shown as sticks and spheres. Colour
coding: iron, orange; sulphur, yellow; carbon, grey; nitrogen, blue; oxygen, red; nickel, green;
selenium, purple
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cysteine ligand to Ni is replaced by a selenocysteine, [NiFeSe]-hydrogenases are
excellent H2 producers that retain some activity in the presence of O2 [215].

The overall structures of the [NiFe]-hydrogenases show a great deal of similarity
across the three above-mentioned subclasses and most of the enzymes are purified
as heterodimers, with the small subunit containing an FeS electron transport chain,
‘wired’ to the deeply buried catalytic centre that is housed in the large subunit, as
for example in Fig. 1.31 [210]. A substrate/inhibitor pathway and a putative proton
pathway have also been found [210].

Similar to the [FeFe]-hydrogenases, [NiFe]-hydrogenases contain additional FeS
clusters. The electron transfer chain in all three subclasses consists of three FeS
clusters—termed ‘proximal’, ‘medial’, and ‘distal’ with respect to the active
site—located in an almost linear fashion in the small subunit with intercluster
distances of approximately 12 Å [210]. In O2-sensitive [NiFe]-hydrogenases the
proximal and distal cluster are [4Fe–4S] clusters, and the medial cluster is
[3Fe–4S]. Conversely, [NiFeSe]-hydrogenases contain a [4Fe–4S] medial cluster.
Oxygen-tolerant [NiFe]-hydrogenases in turn have a modified proximal cluster,
[4Fe–3S], ligated by two additional cysteine residues compared to the standard
[NiFe]-hydrogenases. One of the thiolates of the cysteine residues substitutes a
sulphide ligand in this FeS centre [210].

The hydrophobic gas channels through which the known gaseous reactants H2,
O2, and CO transfer to the active site in standard [NiFe]-hydrogenases have been
probed experimentally through crystallisation under a xenon-atmosphere [416].
Although the cavities derived from these xenon-bound structures are static models,
they reveal several hydrophobic channels on the molecular surface, which combine
close to the active site [210]. In the [NiFeSe]-hydrogenase, a computational study
identified a hydrogen diffusion pathway in addition to the gas channel found in the
crystal structure [417]; it has been suggested that the existence of such alternative
pathways is required to yield higher amounts of H2 accumulation near the active
site, compared to standard [NiFe]-hydrogenases [210]. Although it has been sug-
gested that one of the origins of the O2-tolarance displayed by certain [NiFe]-
hydrogenases lies in the substrate transfer channels, and a site-directed mutagenic
study [418] created a bottleneck in the hydrophobic gas channel, leading to a lower
gas-diffusion rate, enhanced CO inhibition, and increased O2 sensitivity, it is not
considered essential for O2 tolerance [210]. In order to sustain catalytic activity in
the presence of O2, oxygen is reduced quickly and efficiently to water [419, 420],
which is thought to leave the enzyme via hydrophilic water-filled cavities near the
active site that lead to the molecular surface [421].

Despite several investigations, both experimentally and computationally, a
definitive proton pathway has yet to be established [210]. One model suggests a
pathway wherein a structurally conserved Arg residue positioned opposite the
l-hydrido ligand at the active site acts as initial proton acceptor [422], further
transfer away from the active site is thought to take place (with increasing distance)
via Asp, His, and Glu residues. Substitutions of the conserved amino acids of this
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presumed transfer route impaired the activity of the hydrogenase. A different model
suggests a terminal cysteine at the active site as initial proton acceptor [423],
followed by transfer to a nearby glutamate [424]. It is entirely conceivable that both
pathways play a role in the heterolytic splitting of H2 by [NiFe]-hydrogenases, one
acting as a shuttle for H+, the other one transferring the proton that originally stems
from the hydrido ligand, the other immediate product of H2 cleavage.

1.6.3.2 Active Site and Redox States

Similar to the H-cluster, the active site of [NiFe]-hydrogenases (Fig. 1.32a) also
contains CO and CN– ligands, unusual for biological systems. Four sulphurs from
four strictly conserved cysteine residues are coordinated to the Ni, two of which are
bridging to the adjacent Fe centre and the other two being bound to the Ni in a
terminal fashion [210]. The low-spin Fe(II) ion is coordinated by one CO ligand
and two CN– ligands, strong r-donors that form hydrogen bonds to amino acids
surrounding the active site. A third bridging ligand (not shown in Fig. 1.32), the
nature of which changes depending upon the redox state of the enzyme (vide infra),
is ligated to both the Ni and the Fe centres [210]. Figure 1.32b depicts the active
site of [NiFeSe]-hydrogenase, the only structural difference being the replacement
of one of the terminal cysteine residues by a selenocysteine (SeCys) [415].

Fig. 1.32 Structural representations of the active sites of a [NiFe]-hydrogenase from
Desulfovibrio gigas (inactive, oxidised ‘unready’ form, bridging ligand not shown, and PDB
code 1YQ9) and b [NiFeSe]-hydrogenase from Desulfomicrobium baculatum (reduced, active
from, PDB structure 1CC1)
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The most oxidised states of [NiFe]-hydrogenases are known as Ni–A (com-
monly termed ‘unready’) and Ni–B (‘ready’). Both states are catalytically inactive
and assigned as [Ni(III)Fe(II)], they can be obtained upon exposure to oxygen or
through anaerobic inactivation at high potentials [210]. In Ni–B the bridging ligand
was assigned as hydroxide [425–427], whereas the exact nature of this ligand in
Ni–A is still under debate (a hydroperoxide species was postulated [425, 426]).
Whereas Ni–B is quickly reactivated by H2 (typically within one min), Ni–A
requires a much longer reactivation time (> 1 h) [210].

One-electron reduction of the inactive oxidised states leads to the formation of
different EPR-silent states, which are all in the [Ni(II)Fe(II)] electronation level.
Ni–A reduction yields Ni–SU (‘silent unready’), one-electron reduction of Ni–B
results give the Ni–SIr state (‘silent ready’). The latter is in acid/base equilibrium
with Ni–SIa [428], the most oxidised catalytically active state. Protonation and
dissociation of the bridging OH– ligand is thought to be responsible for conversion
of Ni–SIr to Ni–SIa.

Further reduction by one-electron converts the Ni–SIa state into the active,
reduced Ni–C state. Here, H– is the third bridging ligand and the nickel centre is
formally assigned as Ni(III). Photolysis of Ni–C at cryogenic temperatures yields
distinctive EPR-active states, collectively termed NivL [210], in which the bridging
hydride has migrated as a proton to a nearby basic ligand such as a terminal
cysteine sulphur, leaving behind a [Ni(I)Fe(II)] bimetallic core. The conversion is
reversible; Ni–C can be recovered at elevated temperatures. Ni–L has mainly been
regarded as an artefact of no mechanistic relevance, however, Hidalgo et al.
demonstrated that Ni–L can be generated reversibly in the dark at ambient
temperature under turnover conditions and that it is present under all potentials
during turnover under H2 [429]. More recently, Murphy et al. showed that the
interconversion (in E. coli Hyd1) is a pH-dependent process that proceeds readily in
the dark, suggesting that NivL is a true catalytic intermediate of [NiFe]-hydro-
genases [430].

Additional one-electron reduction of Ni–C leads to the formation of Ni–R, the
most reduced catalytically active state, which has recently been crystallised to a
resolution of 0.89 Å [423]. NivR is EPR-silent and is characterised by a bridging
hydrido ligand bound to the [Ni(II)Fe(II)] binuclear site.

1.6.3.3 Catalytic Mechanism

Although more [NiFe]-hydrogenase states have been characterised by spectroscopy
than for the [FeFe] analogues, the catalytic mechanism of the former is less clear.
A general consensus exists that, following addition of H2 to the open-bridge Ni–SIa
state, heterolytic H-H bond cleavage leads to formation of Ni–R (Scheme 1.2). As
indicated in Sect. 1.6.3.1, two residues are currently favoured to act as base for
initial proton removal, a terminal cysteine ligated to Ni [423], or a strictly conserved
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arginine residue positioned opposite the Ni–Fe site, at a distance of approximately
4.5 Å to the Ni [422]. Recently, a variant of hydrogenase 1 from E. coli has been
crystallised (PDB structure 4UE3), in which this arginine has been exchanged
for a lysine by site-directed mutagenesis. The resulting enzyme is stable and
fully assembled, but shows a 100-fold decreased activity [431], indicating that
this arginine has indeed mechanistic relevance and might serve as initial proton
acceptor in a frustrated Lewis pair mechanism, similar to the adt-N bridgehead in
[FeFe]-hydrogenases.

Oxidation of Ni–R yields Ni–C, which is, upon loss of a further electron and
proton from the l-hydrido ligand, converted back into the Ni–SIa state. It is con-
ceivable that this second proton leaves the active site through a different pathway,
e.g. via one of the terminal cysteine ligands. As suggested in Sect. 1.6.3.2, con-
version of Ni–R into Ni–SIa can also proceed via Ni–L as catalytic intermediate, if
electron transfer is sufficiently slower than proton transfer [429, 430].

Scheme 1.2 Proposed catalytic cycle of hydrogen formation by [NiFe]-hydrogenases, taking into
account recent findings by that suggest Ni–L (blue) is a true catalytic intermediate [429, 430].
Anaerobic inactivation (Ni–B) is shown in grey
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1.6.3.4 Oxygen Tolerance

The two oxidised states Ni–A and Ni–B are involved in inactivation by O2. In
oxygen tolerant [NiFe]-hydrogenases, Ni–B is formed almost exclusively, and O2 is
split into H2O [419, 420] and OH– in a four-electron, three-proton process [210]
(Scheme 1.3). Of special importance in this reactivation mechanism is the unique
proximal [4Fe–3S] cluster [432], which provides two electrons through its ability to
undergo two redox transitions at high potentials: the first electron in the
four-electron Ni–B reactivation is provided by the active site, the second and third
electrons come from the proximal cluster’s [4Fe–3S]3+/4+ and [4Fe–3S]4+/5+ tran-
sitions, respectively, and the fourth electron is provided by the [3Fe–4S]0/1+ couple
of the medial cluster [210, 421, 433–435]. The precise mechanism of Ni–B
reactivation, i.e. the elementary steps, is still under debate and it has yet to be
established that the oxygen species in the bridge originates from complete O2

reduction [210].
Neither Ni–A nor Ni–B have been observed in [NiFeSe]-hydrogenases [436],

which form EPR-silent oxidised states and can only sustain activity in the presence
of O2 when low potentials are applied, i.e. in the hydrogen production regime [215].
Their inability to form the [Fe(II)–O(X)–Ni(III)] inactive states found in other
[NiFe]-hydrogenases suggests a different pathway exists for oxygen inhibition
[436]: the medial [4Fe–4S] cluster, ligated by three Cys and one Ser might play a
role [210], coordination by the more electronegative serine should perturb the redox
potential of the cluster and impact the electronic structure [436]. Further, oxygen
exposure converts the selenocysteine ligated to Ni into oxidised seleninate [437] or
selenate [438] species. Compared to sulphur-oxygen bonds, selenium-oxygen
bonds are more labile [439], a potential reason why the inactivated protein is readily
reactivated and thus exhibits little oxygen sensitivity [215, 440] at low potentials.

Scheme 1.3 The reaction of [NiFe]-hydrogenases with oxygen. O2-tolerant hydrogenases form
Ni–B, which can be rapidly reactivated (green pathway). In ‘standard’ hydrogenases Ni–A is
formed accumulatively (red pathway), a state that requires low potentials and long reactivation
times to restore activity. Anaerobic inactivation is represented by dotted lines. Adapted with
permission from Ref. [210]. Copyright 2014 American Chemical Society
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1.6.4 Carbon Monoxide Dehydrogenase

1.6.4.1 Structural Features and Active Site

Carbon monoxide dehydrogenases can be classified according to two main cate-
gories: the aerobic Mo-CODHs with a Cu–S–Mo(pyranopterin) centre [441] and
the anaerobic Ni–CODHs, which contain a [Ni4Fe–4S] cluster as their active site
[442]. Both classes are monofunctional enzymes. Ni–CODHs are frequently
associated with acetyl coenzyme A synthase (ACS), forming a bifunctional enzyme
which couples CO2 reduction with formation of acetyl-CoA [442].

This work utilises the Ni carbon monoxide dehydrogenase CODH I from the
thermophilic eubacterium Carboxydothermus hydrogenoformans (Ch), a
chemolithoautotroph that is able to grow with CO as its only source of carbon and
energy [269]. This bacterium expresses five different Ni–CODH enzymes [443],
two monofunctional proteins (CODH I and CODH II) which reversibly catalyse the
oxidation of CO [444], the bifunctional CODH III, which is found in a stable
complex with ACS and supports autotrophic carbon assimilation [445], CODH IV,
which based on genomic analysis is suggested to be associated with a multisubunit
enzyme complex for oxidative stress response [270], and CODH V, the role of
which remains unclear.

The crystal structure of CODH II has been determined (Fig. 1.33) [446]. The
homodimeric enzyme contains five metal clusters, three [4Fe–4S] cubanes (two

D

B B’

C’ C

Fig. 1.33 X-ray crystal structure of CODH II from Carboxydothermus hydrogenoformans (PDB
code 1SU7). The two subunits of the homodimeric enzyme are depicted in grey and blue,
respectively. The FeS conduit and the active site are shown as sticks and spheres. Colour coding:
iron, orange; nickel, green; sulphur, yellow; oxygen, red; hydrogen, white
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B-clusters and one known as D-cluster), as well as two active site clusters, known
as C-clusters. The D-cluster, which lies close to the protein surface, covalently links
both monomers; it is coordinated by two cysteines of each monomer at the dimer
interface [443]. Although it is not yet established if it is part of the electron transfer
chain, the D-cluster is ideally positioned to serve as electron entry/exit point.
However, it is not reducible at potentials as low as −530 mV, indicating that it may
serve a structural, rather than an electron-transfer role [447]. The two B-clusters,
each coordinated by the other subunit, are positioned about 10 Å away from cluster
D and approximately 10 Å from the respective active site, i.e. within typical bio-
logical electron transfer distances [389, 448]. In short, the electron transfer chain
may encompass D $ B’ $ C. The active site itself comprises a [Ni4Fe–4S] cluster
[449] (Fig. 1.34), which can be described as [Ni3Fe–4S] cubane cluster with an
extra-cuboidal ‘pendant’ or ‘dangling’ Fe [270].

Ni–CODHs employ two sets of gas channels [443]. One channel is unique to the
monofunctional enzymes and, as revealed by a recent X-ray crystallisation study in
the presence of the inhibitor n-butyl isocyanide, directed to the solvent, allowing
CO and CO2 to rapidly transfer to/escape from the active site [450]. This channel is
blocked by several residues in bifunctional Ni–CODHs, most likely to avoid escape
of the substrates [269]. A second channel coincides with the tunnel that connects
the C-cluster and the active site of ACS (A-cluster) in bifunctional Ni–CODHs
[443]. A recent molecular dynamics and DFT study provides evidence for a further,
dynamically formed gas channel in bifunctional CODH/ACS, through which CO2

might diffuse from the solvent to the C-cluster: Blumberger and colleagues pro-
posed that this channel is formed by two cavities that are transiently created by
protein fluctuations and are thus not apparent in the X-ray crystal structures [451].

A network of hydrophilic, charged residues is responsible for water transfer from
the surface to the C-cluster; protons leave the active site through a chain of four
consecutive histidine residues (His93, 96, 99, and 102), the last of which is in
contact with the solvent [443].

1.6.4.2 Redox States and Catalytic Mechanism

Four redox states have been identified by spectroscopy, they are referred to as Cox,
Cred1, Cint, and Cred2, in order of decreasing oxidation level [452, 453]. The most
oxidised state, Cox, is EPR-silent and catalytically inactive, but can be reductively
activated at potentials below −200 mV [454]. Using Mössbauer spectroscopy, Cox

was assigned as [Ni(II)Fependant(III)]:[3Fe–4S]
1– [452]. One-electron reduction of

Cox yields the paramagnetic (S = 1/2) Cred1 state. Here, the pendant iron is coor-
dinated by an aquo or hydroxyl ligand (OHx) and Mössbauer spectroscopy suggests
[Ni(II)Fependant(II)]:[3Fe–4S]

1– [452].
Cred2 is obtained upon transfer of two electrons from CO oxidation; its operational

midpoint potential of −530 mV [269] coincides with the redox potential of the CO2/
CO couple [Eq. (1.5)]. An X-ray crystal structure with CO2 bound to the active site
(Fig. 1.34) [455], obtained by incubating crystals of CODH II in a bicarbonate
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solution adjusted to −600 mV (where Cred2 prevails) using Ti(III)-citrate, reveals
structural insight into CO2 activation by CODH. A carboxylate bridges Ni and the
pendant Fe as a l2–η

2 ligand, C-bound to square planar Ni. One of the oxygens of
CO2 replaces the hydroxo/aquo ligand at the extra-cuboidal Fe. An O–C–O angle of
133° shows that CO2, which is further stabilised through hydrogen bonding to Lys
and His residues, is in an activated state.

It is still unclear where the two additional electrons in Cred2 reside, involvement
of Ni(0) [452], a Ni(II)-hydride [456], and a Ni–Fe bond (dative metal–metal bond)
[457] have been proposed. EPR spectroscopy suggests that the [3Fe–4S] core
fragment remains unchanged in the two reduced states Cred1 and Cred2 [270]. Hence,
at least one electron must be transferred to the Ni subsite, as it is unclear as to how a
two-electron change could be accommodated by the pendant Fe, which is also
coordinated by sulphide, histidine–N, and cysteine–S [270]. Studies using X-ray
absorption spectroscopy, carried out on two different CODH enzymes subjected to
different oxidation states [458–460], all suggest the Ni subsite is present as Ni(II),
irrespective of the redox state of the enzyme [270]. Results, which seem to dis-
favour formation of a transient Ni(0) state. Half-cycle regeneration to restore the
CO–reactive Cred1 state proceeds via the transient, EPR-silent Cint state, formed by
intramolecular one-electron transfer to the B-cluster.

Regarding the mechanism of CO2/CO interconversion by CODH, crystallo-
graphic and spectroscopic observations, in particular the CO2-bound X-ray struc-
ture, suggest a mode of CO2 activation in which the pendant Fe atom abstracts an
O-atom from the C-coordinated CO2 via a proton-coupled two-electron process,
leaving CO bound to Ni with OH– on the pendant Fe [270] (Scheme 1.4). In the
direction of CO oxidation, CO binding to the Cred1 state of the C-cluster is diffusion
controlled and not rate-limiting [461, 462], the rate of reduction of the B-cluster in
turn is only slightly higher than the steady-state kcat [269, 461], indicating that this
step is partly rate-limiting. CO2 release has also been proposed to be partly
rate-limiting [462]. CO is bound to the Ni in a bent fashion at an angle of 103°,
which could contribute to the high turnover numbers of the enzyme by destabilising

Fig. 1.34 Active site of
CODH II from
Carboxydothermus
hydrogenoformans in its
reduced, CO2–bound form
(PDB structure: 3B52)
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the ground state of the Ni–CO intermediate [269]. When Ni-bound CO is attacked
by the Fependant–hydroxide, a metal carboxylate (vide supra) is formed and the
nickel coordination geometry changes from tetrahedral to square planar. This step is
followed by the generation and release of CO2 and a proton, and the reduction of
the C-cluster from Cred1 to the Cred2 state. Scheme 1.4 depicts two possible path-
ways: formation of a Ni(0) species (A) and formation of a nickel-hydrido inter-
mediate (B).

Since only CODH I was used in this thesis, it will henceforth be abbreviated
simply as CODH. This enzyme shows great similarity with CODH II: the two
isozymes share 58.3% sequence identity and 73.9% sequence similarity, and show
similar patterns of behaviour with regard to selective inhibition by small molecule
inhibitors [444]. Unprecedented turnover frequencies of 31,000 s−1 for CO oxi-
dation have been reported for CODH, with CO2 reduction occurring around one
order of magnitude slower [463].

Scheme 1.4 Possible mechanisms for catalytic CO2/CO interconversion by Ni–CODHs, adapted
from Ref. [270]. a Pathway proposed by proposed by Dobbek [455] and Lindahl [453]; the Ni
centre is formally assigned as Ni(0) in the Cred2 state. b Pathway suggested by Fontecilla-Camps
et al.; in Cred2 a proton is coordinated to Ni in the form of a Ni(II)-hydrido species [456]. His or
Lys residues are possible proton donating/accepting amino acids
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1.7 Aims of This Thesis

One central aim of this thesis is to study and understand the mechanism of
[FeFe]-hydrogenases, Nature’s most proficient fuel-forming catalysts, specifically
by introducing aldehyde molecules as reversible inhibitors (Chap. 3). These can
intercept and trap reactive intermediates such as the elusive super-reduced state
Hsred, making them amenable to spectroscopic characterisation. Insights into the
mechanism of enzymatic H2 evolution can provide design principles for future
all-inorganic systems.

Another objective of this thesis is to study fuel-forming enzymes in the context
of artificial photosynthetic systems, in particular their interaction with semicon-
ducting materials. Chapter 4 deals with the direct electrochemistry of [NiFeSe]-
hydrogenase and CODH adsorbed on TiO2 and CdS electrodes, with the aim of
shedding some light on the marked efficiency discrepancies these enzymes display
under photo- vs. electrocatalytic conditions.

The topic of Chap. 5 is the development of a proof-of-concept system for pho-
toelectrocatalytic CO2 reduction based on the principles outlined in Sect. 1.5.3.5.
The aim is to achieve CODH catalysed CO2 reduction on a p-type dye-sensitised
NiO photocathode.

Current artificial photosynthesis research is focused on H2 production or
reduction of CO2, but the low-value products have little immediate opportunity to
compete with fossil fuels. Chapter 6 aims at establishing new directions for artificial
photosynthesis research, in particular for solar-energy-driven synthesis of organic
chemicals. The catalytic conversion of fumarate to succinate (essentially a catalytic
hydrogenation reaction) catalysed by the enzyme flavocytochrome c3 (fcc3) is
studied in two artificial photosynthetic systems. The objective is to achieve and
investigate, mechanistically, both photo- and photoelectrocatalytic
solar-to-chemical conversion, and draw implications for future systems capable of
effecting solar-driven transformations more elaborate than the production of simple
fuel molecules.

In short, using enzymes in model systems for artificial photosynthesis, this thesis
asks ‘what can we learn from biology?’
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Chapter 2
Theory of Experimental Techniques

2.1 Rate and Efficiency Parameters in Artificial
Photosynthesis

Several spectroscopic and mechanistic tools can be employed to study the intricate
mechanisms of interaction between light-absorbing semiconductors and
fuel-forming enzymes. First, the efficiencies of the fuel-forming reactions have to
be determined, usually via monitoring of product formation by gas chromatography
(GC). The solar-to-hydrogen (STH) efficiency can then be calculated, according to
the following equation [1]:

gSTH ¼ mmolH2s�1ð Þ � ð237; 000 Jmol�1Þ
Pin mWcm�2ð Þ � Area ðcm2Þ

� �
AM1:5G

ð2:1Þ

Here, the directly measured rate of H2 production (mmol H2 s
−1) is multiplied by

the change in Gibbs free energy per mole of H2 (ΔG° = 237 kJ mol−1 at 25 °C). In
the denominator of Eq. (2.1), the incident illumination power density Pin is mul-
tiplied by the illuminated (geometric) electrode area. The illumination source
should closely match the shape and intensity of the air mass 1.5 global standard
G173 (AM 1.5 G) [1].

From the amount of enzyme used, the TON and TOF values on a per enzyme
basis can be determined. In photoelectrochemical cells, solar energy conversion
efficiencies can also be calculated from catalytic current densities, provided the
Faradaic efficiencies ηF for product formation are known. For solar hydrogen
formation, Eq. (2.1) then translates to [1]:
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gSTH ¼ jsc mA cm�2ð Þ � 1:23Vð Þ � gF
Pin ðmWcm�2Þ

� �
AM1:5G

ð2:2Þ

In Eq. (2.2), jsc is the short-circuit photocurrent density normalised to the illu-
minated (geometric) electrode area and the voltage corresponds to the thermody-
namic water splitting potential (based on ΔG°). Similar equations can be formulated
for the reduction of CO2.

Enzymes offer much more selectivity than heterogeneous surface electrocata-
lysts, which often give complex mixtures of products, particularly in the case of
CO2 reduction (see Sect. 1.3.4.2). Therefore, in enzymes, Faradaic efficiencies are
often close to 100%. Enzymes are also sensitive to selective inhibitors, which can
help to confirm whether or not a product or current arises from catalytic conversion.
However, direct product detection is always highly desirable, where possible.

It is important to note that only STH efficiencies (or solar-to-CO2 reduction
efficiencies) measured without the use of sacrificial reagents or applied bias can
serve as benchmark values to compare against other materials/systems. ‘Half-cell’
efficiencies can inflate the apparent performance of a system and cannot be con-
verted into a meaningful device performance metric [1]. Yet, although not suitable
for standardisation, the other efficiency parameters described below can still give
important information about mechanistic details and are valuable for understanding
and improving materials and system performance.

The external quantum efficiency (EQE), equivalent to the incident
photon-to-current efficiency (IPCE), is an important characteristic of a solar-fuel
system (for a primary photochemical process, quantum efficiency (QE) is identical
to quantum yield, U). The EQE describes the fraction of catalytic current generated
per incoming photon flux (‘electrons out per photons in’), taking into account the
spectral variation of incident photons at each energy [1]. The IPCEs are usually
measured by chronoamperometry experiments (see Sect. 2.2.7) under varying
monochromatic light exposure. The internal quantum efficiency (IQE) or absorbed
photon-to-current efficiency (APCE) characterises the inherent performance of a
material/solar-to-fuel system, since losses from reflected or transmitted photons are
subtracted. The APCE can be determined by dividing the IPCE by the absorptance,
ηe−/h+, which is defined as the fraction of electron-hole pairs generated per incident
photon flux and can be estimated from Beer’s law [1].

The aforementioned quantities are important characteristics of solar-fuel sys-
tems, but do not give detailed information about the mechanisms of light-driven
fuel-formation. To characterise the catalytic performances in enzyme/
semiconductor systems, TOF, TON, and rates of electron injection and charge
transport under catalytic conditions (i.e. light exposure and presence of substrate)
are the most valuable parameters.
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2.2 Protein Film Electrochemistry

2.2.1 A Brief Introduction to Protein Film Electrochemistry

Protein film electrochemistry comprises a suite of dynamic electrochemical tech-
niques that reveal intricate mechanistic details of redox enzymes under turnover
conditions. Minuscule samples of protein are adsorbed directly on electrodes to give
mono- or submonolayer films [2]. Enzymes maintain their native function [3] and
their catalytic properties are fully expressed: facile, reversible electron transfer
occurs with the electrode, the potential of which now controls the catalytic activity,
which is monitored through the observed current that acts as a direct measure of the
catalytic turnover rate at any given electrode potential [2].

Carbon is the most common electrode material in protein film electrochemistry.
Particularly the ‘edge’ plane of pyrolytic graphite (PGE) is used, rather than the
hydrophobic basal cut, due to the former’s diversity of aromatic and oxo species
present on the surface and the similarity to a protein’s natural environment [3].
Direct enzyme immobilisation obviates the need for redox mediators, diffusion of
which is known to kinetically limit the superbly fast rates of electron transfer and
catalysis achieved by metalloenzymes such as hydrogenase and CODH.

2.2.2 The Electrochemical Setup

Typically, a standard three-electrode setup is employed in protein film electro-
chemistry experiments [4] (Fig. 2.1).

Apart from PGE as most commonly used working electrode (WE) material, gold
surfaces modified with self-assembled monolayers of alkanethiolate are also
used [4]. Different strategies for enzyme-surface immobilisation are described in
Sect. 1.5.3.4. Counter electrodes (CE) are typically made of platinum (wire or
gauze) and, as the real standard hydrogen electrode (SHE) is rarely practical [5],
secondary electrodes such as the saturated calomel electrode (SCE) or the Ag/AgCl
electrode are commonly used as reference electrodes (RE). The RE should be
placed as closely as possible to the working electrode to limit the effect of elec-
trolyte resistance Rs [1] (vide infra). As depicted in Fig. 2.1, it can be housed in a
separate compartment connected to the cell via a Luggin-Haber capillary. Electrode
rotation at high frequencies ensures rapid delivery (removal) of substrate (product)
to and from the enzyme active site and minimises limiting effects of mass transport.
Use of a water jacket allows precise control of the temperature throughout the
experiment. Specific gas mixtures can be introduced through the headspace of a
gastight cell and the electrochemical setup can be illuminated if necessary.

When a potential is applied between a working electrode and a reference elec-
trode, assuming a finite current i is flowing between the two electrodes, then [6, 7]
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E ¼ ð/w � /w
s Þþ iRs þð/ref

s � /refÞ; ð2:3Þ

where /w and /ref represent the electric potentials of the working and reference
electrodes, respectively.1 /w

s and /ref
s represent the potential of the solution very

close to the working and reference electrodes. With RS being the electrical resis-
tance of the solution between the electrodes, iRS represents the voltage drop in
solution due to passage of current i between the two electrodes; it is characteristic of
the bulk solution and not the electrode reaction [6]. The term /ref

s � /ref

� �
is the

potential drop at the reference electrode, which is fixed by its chemical composition
[7]. Under conditions when iRS is small (< 1–2 mV [6]) such as in microelectrode
experiments, a two-electrode cell can be used to determine the i-E curve, i.e. the
current i as a function of changes in the potential difference at the working
electrode/solution interface (/w � /w

s , the driving force for electrolysis) [7]. In case
of large electrodes or more resistive solutions, however, iRS is no longer negligible,
and changes in applied potential are no longer confined to changes in /w � /w

s

� �
.

In addition to the iRS term being altered, the passage of large currents through the

Fig. 2.1 Schematic diagram of a typical experimental setup employed in protein film
electrochemistry experiments. The electrochemical cell fits tightly against an electrode rotator
and is equipped with gas flow controllers for providing accurate mixtures of gases. Reprinted with
permission from Ref. [2]. Copyright 2009 The Royal Society of Chemistry

1Throughout this thesis, electrode potentials (strictly speaking, potential differences) are denoted
‘E’ and electric potentials are referred to as ‘/’, in agreement with Eq. (2.3).
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reference electrode can change its chemical composition, meaning /ref
s � /ref

� �
may no longer be constant [7].

A three-electrode system (the circuit of which is schematically depicted in
Fig. 2.2), where the current is passed between the working electrode and the
counter electrode only, and the potential of the working electrode is held constant
(a high input impedance ensures that little current is drawn through the RE [6])
circumvents this problem [7].

Except when specifically mentioned, e.g. in photoelectrochemistry experiments
under no external bias described in Chap. 6 of this thesis, PFE experiments in this
work were carried out using a three-electrode system. Two main types of PFE
experiment are presented in this thesis: voltammetry (cyclic voltammetry, CV, and
linear sweep voltammetry, LSV) and chronoamperometry. In voltammetry, the
current is measured as a function of the applied potential, which is swept between
two values. In chronoamperometry, the potential is held constant and the enzymatic
current is measured as a function of time.

2.2.3 Non-faradaic Processes

In protein film electrochemistry experiments, the observed current is usually the
combination of a Faradaic process (which reveals redox transformations of mole-
cules that come sufficiently close to the electrode, i.e. electrons are transferred
across the electrode/solution interface) [5] and a non-Faradaic process, where no
charge transfer occurs across the electrode/solution interface takes place. The latter
process resembles a capacitor:

C ¼ q
E
; ð2:4Þ

where q is the charge stored on the capacitor (in Coulombs, C), E is the potential
across the capacitor (in Volts, V), and C is the capacitance (in Farads, F) [6]. Hence,

Power
supply

V

i

Working electrode (WE)

Reference electrode (RE)

Counter electrode (CE)

Fig. 2.2 Schematic
representation of a
three-electrode circuit
diagram and notation for the
different electrodes, adapted
from Ref. [6]
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non-Faradaic currents are often termed ‘capacitive’ or ‘charging’ currents. When
the working electrode potential is swept across a potential range (such as in
voltammetry experiments), charge will accumulate on its surface; an effect that has
to be counterbalanced by an excess of oppositely charged ions. The result is the
formation of an electrical double layer. This double layer itself consists of several
‘sublayers’ [6]: closest to the electrode surface, at the so-called inner Helmholtz
plane (IHP), ions are specifically adsorbed to the electrode, stripped off their sol-
vation shell. Solvated ions in turn can approach the electrode only up to a distance
that marks the outer Helmholtz plane (OHP). Here, the interaction of these
non-specifically adsorbed ions with the electrode is essentially independent of the
chemical properties of these ions, because only long-range electrostatic forces are
involved [6]. Thermal motion causes the non-specifically adsorbed ions to be
distributed in a three-dimensional region called the diffuse layer, which extends
form the OHP into the bulk of the solution.

In a voltammetric experiment, the current i that is produced upon modulation of
the applied potential equals the change in charge with time:

i ¼ dq
dt

: ð2:5Þ

Combining Eqs. (2.4) and (2.5), the capacitive current ic can be formulated as

ic ¼ C
dE
dt

¼ Cm: ð2:6Þ

Equation (2.6) shows that ic is proportional to the scan rate m (dE/dt). The
magnitude of ic also depends on the resistance in the circuit and, via the capaci-
tance, on the electrode area and the applied potential [6].

In chronoamperometry experiments where the potential is held constant,
capacitive currents are only observed after potential steps. They occur as expo-
nentially decaying transients (‘spikes’), typically decaying within seconds [5]. In
general, the non-Faradaic contributions arising in PFE experiments can be mea-
sured separately in ‘blank’ experiments where no enzyme is adsorbed on the bare
working electrode surface. Subtraction from the total enzymatic current then allows
determination of the Faradaic contribution.

2.2.4 Faradaic Current

Faradaic currents arise upon electrode transfer at the electrode, i.e. they correspond
to redox processes and are governed by Faraday’s law, meaning the amount of
chemical reaction caused be the flow of current is proportional to the amount of
electricity passed [6]. Under equilibrium conditions, there is no net flow of elec-
trons and the Nernst equation (derived in Appendix A) gives the ratio of the
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activities of oxidised and reduced species, often simplified to concentrations ([Ox]/
[Red]) for solutions that show sufficiently ideal behaviour:

Eeq ¼ E0 þ RT
zF

ln
½Ox�
½Red� : ð2:7Þ

In Eq. (2.7), Eeq is the equilibrium potential, E0 is the standard reduction
potential for the redox couple Ox/Red, R is the ideal gas constant, T is the tem-
perature, z is the number of electrons transferred in the process, and F is Faraday’s
constant.

In dynamic electrochemistry experiments, a potential is applied that induces a
current flow. In PFE experiments where a redox enzyme is adsorbed on an electrode
surface, this current provides a direct measure of the catalytic activity of the
enzyme. However, it is important to note that the inherent activity of the catalytic
centre is not the only factor contributing to the observed current at the
enzyme-modified electrode. Conceptually, an enzyme adsorbed on an electrode can
be visualised as a series of resistors (Fig. 2.3) [4]. In this model, catalytic electron
flow is divided into three stages that express the inherent barriers of (i) interfacial
electron transfer (XE), (ii) enzyme catalysis (Xcat), and (iii) substrate mass transport
(Xtrans). To be able to study the intrinsic mechanisms of enzyme action, interfacial
electron transfer and substrate mass transport must not be limiting, i.e. XE and Xtrans

should be as small as possible.

2.2.5 Mass Transport and Interfacial Electron Transfer

In order to minimise Xtrans, hydrodynamic control over substrate delivery to the
active site (and product dispersion away from the catalytic centre) can be exploited

Fig. 2.3 Catalytic electron
flow through an enzyme
immobilised on an electrode
in which the possible
rate-determining stages are
represented by resistors in
series. The electron entry/exit
site is the lower one of the
relay centres indicated as
circles. Reprinted with
permission from Ref. [4].
Copyright 2007 American
Chemical Society
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by rotating the working electrode at high frequencies. At a planar rotating disc
electrode, the current is given by the Levich equation [4]:

iðxÞ ¼ 0:62zFAD2=3t�1=6x1=2c: ð2:8Þ

Here, A refers to the electrode area, D is the diffusion coefficient of the substrate,
t is the kinematic viscosity of the solvent, x is the electrode rotation rate, and c is
the concentration of the substrate. According to Eq. (2.8), the current increases as
the square root of the electrode rotation rate. Eventually, the resistance component
Xtrans will cease to control the current and, depending on the activity of the enzyme,
the linear relationship between the current and x1/2 breaks down as the rotation rate
continues to increase and control passes to the enzyme [4]. Then, the
Koutecky-Levich equation

1
ilimðxÞ

¼ 1
ilim

þ 1
0:62zFAD2=3t�1=6x1=2c

; ð2:9Þ

where ilim(x) is the limiting plateau current at rotation rate x and ilim is the maxi-
mum limiting current achieved at infinite rotation, describes the relationship
between current and rotation rate. Whereas ilim is normally obtained from the
intercept of plotting 1/ilim(x) vs. 1/x

1/2, an approximation can often be obtained by
using a rotation rate above which the current and waveform no longer change
significantly upon increasing x [4]. Alternatively, albeit in a more primitive way,
the electrolyte solution can be sparged with gas close to the working electrode
surface to assist rapid substrate delivery and product removal.

In regards to interfacial electron transfer (XE in Fig. 2.3), the relationship
between Faradaic current and applied potential is governed by the Butler-Volmer
equation, which can be derived as follows [8]. Consider the reversible
charge-transfer reaction occurring at the interface between a metal electrode (M,
phase a) and the solution phase (b)

ðMÞa
ka
�
kc

ðMzþ Þb þ zðe�Þa; ð2:10Þ

where ka and kc are the rate constants for the anodic (oxidation) and cathodic
(reduction) reaction, respectively. At equilibrium, there is no net current flow and
the anodic current density (i.e. current per unit of geometric electrode area) ja,
which, per definition, carries a positive sign, is equal to the absolute value of the
cathodic current density jc:

ja ¼ jcj j ¼ j0: ð2:11Þ

In Eq. (2.11), j0 is defined as the exchange current density, which represents the
balanced Faradaic oxidation and reduction currents contributing to the net zero
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current. In order to drive reaction (2.10) and induce a current, a potential different to
Eeq needs to be applied. The overpotential η is defined as the difference between the
applied potential E and the reversible equilibrium potential:

g ¼ E � Eeq: ð2:12Þ

The resulting current that flows through the system is characterised by the
current density j, which is the sum of ja and jc:

j ¼ ja þ jc ¼ ja � jcj j: ð2:13Þ

Transition State Theory (TST) [9] can be used to derive the rate constants ka and
kc in Eq. (2.10). TST assumes that an activated complex (transition state) is formed
prior to formation of the products in a chemical reaction, and that this transition

state is in equilibrium with the reagents. The free energy of activation DGz is
described by

DGz ¼ �RT lnKz; ð2:14Þ

where Kz denotes the equilibrium constant for formation of the activated complex,
and

k ¼ Ape
�DGz
RT : ð2:15Þ

Here, k is the rate of the reaction and Ap is a constant pre-exponential factor.
Using TST and assuming no potential difference between metal and solution in
Eq. (2.10) (see Fig. 2.4, black curve), the following rate constants are obtained:

k0a ¼ k
0
ae

�DG
0z
a

RT ð2:16Þ

and

k0c ¼ k
0
ce

�DG
0z
c

RT : ð2:17Þ

However, it is important to remember that if, as in Eq. (2.10), charged species
migrate from one phase into another by overcoming a potential difference, one has

to explicitly consider the term zFD/z that describes the electrical work. In Fig. 2.4,
the gradient of zF/ between electrode and solution is depicted in blue, using the
simplest model of a rigid Helmholtz layer. The sum G0 þ zF/ is depicted in red.

Inspection of Fig. 2.4 shows that the value of DG0z þ zF/z greatly depends on
the location of the activated complex within the Helmholtz layer: at positions close
to the outer Helmholtz plane the electric potential has a large influence on the
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anodic process and only marginally affects the cathodic reaction, and vice versa for
positions close to the electrode surface. The symmetry of the barrier to electron
transfer is reflected in the transfer coefficient a, which can range from 0 to 1.
A value close to 0 implies that the transition state closely resembles the reactants,
whereas a value close to 1 represents a transition state similar to the products. In
Fig. 2.4, a shows after which fraction of the Helmholtz layer the transition state is
found, coming from the IHP. For many reactions, a is found to equal 0.5, sug-
gesting that the transition state has intermediate behaviour [7]. Taking into account
the electrical term of the activation energy and, as in the derivation of the Nernst
equation in Appendix A, expressing the potential difference between metal and
solution as E ¼ /m � /s, Eqs. (2.16) and (2.17) can be rewritten as

ka ¼ k
0
ae

�ðDG0za �azFEÞ
RT ¼ k0ae

azFE
RT ð2:18Þ

and

kc ¼ k
0
ce

�ðDG0zc þð1�aÞzFEÞ
RT ¼ k0ce

ða�1ÞzFE
RT : ð2:19Þ

The total current density j, defined in Eq. (2.13), can be expressed as

j ¼ kzFC: ð2:20Þ

Here, C refers to the coverage (‘area concentration’) of the reduced (Red) and
oxidised (Ox) species at the inner and outer Helmholtz plane, respectively. Thus,
zFC corresponds to ‘charge per area’. Combining Eq. (2.20) with
Eqs. (2.18) and (2.19), the anodic and cathodic current densities are [7]

x
d0

d (1- )d

SolutionHelmholtz layerMetal

3

1
2

Fig. 2.4 Schematic
illustration of the activation
energies of anodic and
cathodic processes in
charge-transfer reactions.
Figure adapted from Ref. [8]

86 2 Theory of Experimental Techniques



ja ¼ kazFCred ¼ k0a zFCrede
azFE
RT ð2:21Þ

and

jc ¼ �kczFCox ¼ �k0c zFCoxe
ða�1ÞzFE

RT : ð2:22Þ

Using the state of electrochemical equilibrium as reference point, Eq. (2.11) can
be rewritten using Eqs. (2.21) and (2.22):

j0 ¼ k0a zFCrede
azFEeq
RT ¼ k0c zFCoxe

ða�1ÞzFEeq
RT : ð2:23Þ

Combining Eqs. (2.21) and (2.22), respectively, with Eq. (2.23), and substitut-
ing in the overpotential η [defined in Eq. (2.12)] leads to

ja ¼ j0e
azFg
RT ð2:24Þ

and

jc ¼ �j0e
ða�1ÞzFg

RT : ð2:25Þ

Substitution of Eqs. (2.24) and (2.25) into Eq. (2.13) gives the Butler-Volmer
equation, which describes the current density as a function of overpotential, and lies
at the heart of electrochemical kinetics:

j ¼ j0 e
azFg
RT � e

ða�1ÞzFg
RT

h i
: ð2:26Þ

Consider again the state of electrochemical equilibrium. Solving Eq. (2.23) for
the equilibrium potential Eeq yields

Eeq ¼ �RT
zF

ln
k0a
k0c

� RT
zF

ln
Cred

Cox
ð2:27Þ

With k0c
k0a
¼ K and DG0 ¼ �RT lnK [compare Eq. (2.14)], conversion of DG0 into

E0 [see eq. (A.15)] leads to

Eeq ¼ E0 þ RT
zF

ln
Cox

Cred
: ð2:28Þ

Equation (2.28) becomes identical to the Nernst equation [Eq. (2.7)] by sub-
stituting the area concentrations Cred and Cox for the concentrations [Ox] and [Red].

Figure 2.5 depicts the current-voltage behaviour predicted by the Butler-Volmer
equation [6]. The solid curve reflects the total current, which is the sum of the
anodic and cathodic components [compare Eq. (2.13)], represented by dashed lines.
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For large negative overpotentials, the anodic current ia is negligible and the total
current equals the cathodic current ic, and vice versa for large positive overpo-
tentials. At extreme overpotentials (in either direction), the current levels off,
becoming limited by potential-independent steps, i.e. mass-transfer limitations or by
the maximum turnover frequency according to Eqs. (2.20)–(2.22).

2.2.6 Catalytic Voltammetry

The reversible catalytic processes displayed by the redox enzymes studied in this
thesis (see Sect. 1.6) are characterised, in terms of Butler-Volmer kinetics, by large
exchange current densities j0, meaning that only small overpotentials are required to
induce current flow. Their voltammograms generally adhere to the sigmoidal
wave shapes predicted by Eq. (2.26), in contrast to most synthetic catalysts
(see Figs. 1.17 and 1.19 for the case of CO2 reduction). This discrepancy is
illustrated in Fig. 2.6, where reversible behaviour, displayed by hydrogenases and
CODH, is shown in blue and irreversible reactions are depicted in red.

In protein film voltammetry experiments, deviations from the ideal wave shape
depicted in Fig. 2.6 can arise for example from a distribution of enzyme

Fig. 2.5 Illustration of the Butler-Volmer relationship. The solid curve shows the total current for
a system ½Ox� þ e� � ½Red� with a = 0.5, T = 298 K, il,c = −il,a = il and i0/il = 0.2. The anodic
and cathodic component currents are shown as dashed lines. Note that cathodic currents carry a
positive sign in this figure. Reprinted with permission from Ref. [6]. Copyright 2001 John Wiley &
Sons, Inc.
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orientations on the electrode surface [10], resulting in a dispersion of interfacial
electron transfer rates. This effect is resembled by a residual slope in the
current-voltage curve even at high driving force [11], characteristic for an electron
transfer-limited process. The voltammogram of [NiFeSe]-hydrogenase adsorbed on
a PGE electrode depicted in Fig. 4.3b constitutes an example of catalytic voltam-
metry limited by interfacial electron transfer. Potential dependent inactivation steps
such as the formation of the Hox

inact state in [FeFe]-hydrogenase at oxidising
potentials can also alter the predicted waveform.

In the absence of such non-idealities and when mass transport is not limiting, the
inherent enzyme activity is directly related to the maximum catalytic current, as
outlined in the previous section:

kcat ¼ ilim=zFAC: ð2:29Þ

Equation (2.29) is a variation of Eq. (2.20), where kcat denotes the maximum
turnover frequency at the limiting current ilim. In order to ascertain kcat, the elec-
troactive coverage C needs to be determined. C is different to the gross coverage
(which is based on how much enzyme is applied to the surface) due to, among other
things, the above-mentioned dispersion phenomena [4]. However, in PFE it is
rarely possible to ascertain the electroactive coverage of an enzyme as this requires,
under non-turnover conditions, the detection and integration of reversible signals
(for example, due to FeS redox couples), which are usually vanishingly small. It is

Fig. 2.6 Steady-state electrochemical kinetics visualised by cyclic voltammetry. A reversible
electrochemical reaction (characterised by a large exchange current density) produces a single
sigmoidal wave (blue) that cuts (without inflection) through the zero-current axis at the equilibrium
potential (Eeq) and achieves a potential-independent limiting current in either direction at relatively
low overpotential. If the exchange current density is low, as in most synthetic energy transducing
catalysts, the current is negligible around Eeq and two sigmoidal waves (red), one for either
direction, are separated in potential, emerging from the baseline with an exponential dependence
on potential: a substantial overpotential is required to match the current produced by the reversible
system. Reprinted with permission from Ref. [10]
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the high activity of enzymes that amplifies the current and PFE provides precise and
continuous measurement of the relative catalytic rates in either direction.

Because of the porosity of the electrode materials used in this thesis and the
resulting variation in actual surface area between different experiments, currents
i are generally reported instead of current densities j, in conjunction with voltam-
mograms of the respective bare electrode (as is common in PFE).

2.2.7 Chronoamperometry

Among its many different applications, chronoamperometry (CA) is primarily used
in this thesis to study and determine the kinetics of enzyme inhibition processes,
predominantly in Chap. 3. The black trace in Fig. 2.7a illustrates the principle: the
current is measured as a function of time at a given potential. The potential and time
domains are deconvoluted, in contrast to voltammetry experiments. In the particular
case of Fig. 2.7a, the applied potential is held constant throughout the experiment,
but this need not be the case: potential steps can be introduced to induce changes in
catalytic activity. However, as described in Sect. 2.2.3, these cause transient
non-Faradaic currents that have to be accounted for. In the example of Fig. 2.7a, an
inhibitor is introduced into the electrochemical cell at t = 0, followed by a decrease
in enzyme activity, kinetic analysis of which yields the rate constant of inhibition
kobs.

In the example above, the red curve represents a slow, underlying decay of
enzymatic activity that occurs even in the absence of any inhibitor. This process,
occurring in every PFE experiment, is commonly known as ‘film loss’ and arises
due to several phenomena including desorption of enzyme from the electrode
surface, reorientation of enzyme molecules that results in loss of electronic contact,

Fig. 2.7 a Example of a chronoamperometry experiment (H2 oxidation by CaHydA adsorbed on
PGE at 0.05 V vs. SHE, pH 6.0), in which an inhibitor (acetaldehyde) is introduced at t = 0 (black
curve). Underlying film loss is depicted in red. The red curve is obtained by least square analysis
of the experimental data using Eq. (2.30). b Current-time curve obtained after normalisation by
dividing the raw data displayed in (a) by the exponential fit
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and denaturation of adsorbed enzyme. The effect of film loss is all the more pro-
nounced when the enzyme-modified electrode is subjected to high overpotentials,
high temperatures, and, in rotating disk experiments, high rotation rates. To be able
to determine accurate kinetics from chronoamperometry experiments, the experi-
mentalist needs to correct for film loss, which generally follows mono-exponential
kinetics:

iðtÞ ¼ i0 � i1ð Þe t0�t
sð Þ þ i0: ð2:30Þ

In Eq. (2.30), the time dependence of the current (it) is defined in terms of the
current at the start (t0) of the data to be fitted (i0), the time constant of film loss ðsÞ,
and the limiting current of the exponential (i∞) [12]. Figure 2.7b depicts a nor-
malised current vs. time trace, obtained by dividing the experimental data displayed
in Fig. 2.7a by the exponential fit according to Eq. (2.30) (i.e. dividing the black
curve in Fig. 2.7a by the red curve).

To obtain meaningful data from chronoamperometry experiments, the investi-
gator needs to ensure that mass transport and interfacial electron transfer are not
limiting (vide supra).

2.3 Semiconductor Electrochemistry

The modern era of semiconductor electrochemistry started in 1955 with Brattain
and Garrett’s investigations of the interface between germanium and an aqueous
electrolyte [13]. The field emerged rapidly over the following decades, spurred in
particular by the 1973 oil crisis and the resulting need to establish ways to convert
and utilise renewable sources of energy such as sunlight. Following a decline in the
1980s, triggered, in the U.S., by funding cuts for research into alternative energy
sources by the Reagan administration [14], the field came to life again in the 1990s,
driven especially by the advent of the dye-sensitised solar cell. Throughout the last
decade, research into artificial photosynthesis has been contributing increasingly
more. To name but a few, seminal contributions include Fujishima and Honda’s
demonstration of photoelectrochemical water splitting using TiO2 [15], Grätzel and
O’Regan’s DSSC [16], and the Turner water splitting cell, capable of achieving
STH efficiencies > 10% [17].

2.3.1 The Energy Band Model

The electronic structure of solids is typically discussed in terms of energy bands,
due to the essentially infinite number of atoms that must be considered [18].
Extending the concept of molecular orbitals (MOs), the difference in energy
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between adjacent MOs is, because of the large number of orbitals, so small that the
band can be effectively considered a continuum of energy levels. The highest and
lowest energy levels of a band are termed ‘band edges’ [18].

In contrast to metals, semiconductors have energy gaps between the highest
occupied electron band (valence band) and the lowest unoccupied energy band
(conduction band) (Fig. 2.8). The size of the band gap Eg strongly influences the
electrical and optical properties of the material. As illustrated in Fig. 2.8, a material
is a good conductor of electricity if Eg is small (Eg � kBT) or when the valence and
conduction band overlap [6]: filled and vacant electronic energy levels then exist at
virtually the same energy and electrons can move freely from one level to another
with only small activation energies being required. Conversely, electrons in a
completely filled band have no means for redistributing themselves in response to a
field [6].

If Eg > 1.5 eV, a material is considered an electrical insulator at room temper-
ature [6], but thermal or optical excitation can promote electrons from the valence
band to the conduction band, where they can transfer freely among vacant levels
within the band, i.e. they have electrical mobility. Left behind in the valence band
are vacancies, or holes, that also possess mobility, since the valence band electrons
can rearrange themselves to shift the spatial location and energy of a vacancy [6].
Electrons and holes exist in a dynamic equilibrium. In an intrinsic semiconductor
(Fig. 2.9a), the carrier densities ni for conduction band electrons and pi for valence
band holes are equal and can by approximated by the following equation [6, 19]:

Fig. 2.8 Band formation in solids (at the left of the image) by assembly of isolated atoms
(characterised by orbitals at the far right) into a lattice. Reprinted with permission from Ref. [6].
Copyright 2001 John Wiley & Sons, Inc.
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ni = pi � 2:5� 1019e
�Eg
2kTð Þcm�3 near 25 �Cð Þ: ð2:31Þ

Extrinsic semiconductors are created by doping, i.e. substitution of acceptor or
donor atoms into the semiconductor lattice. Doping with donor atoms (e.g. the
introduction of a group V element (e.g. phosphorus) into a group IV element
semiconductor such as Si) produces n-type semiconductors (Fig. 2.9b) by creating
an energy level Ed just below the conduction band. Most of the donor atoms are
ionised at room temperature, each producing a conduction band electron and
leaving behind an isolated positive site at the donor atom. Hence, most of the
electrical conductivity is due to the conduction band electrons, which are termed
majority carriers. Holes are the minority carriers and account for only a small
contribution to the conductivity. The opposite situation arises for p-type materials
(Fig. 2.9c) (created by doping with acceptor atoms, e.g. introduction of a group III
element such as Al into Si), where acceptor levels Ea just above the valence band
are created. This results in the formation of mobile holes in the valence band and
isolated, negatively charged acceptor sites. In this case holes are majority carriers
and electrons are minority carriers.

Apart from impurity insertion as a means of doping, non-stoichiometric com-
pound semiconductors also give rise to n- or p-type behaviour [20]. This phe-
nomenon is exemplified in Sect. 2.3.3.3 using TiO2 and NiO electrodes.

The Fermi level EF is defined as the energy at which the probability of electron
occupation is 1/2 [20]. In an intrinsic semiconductor at room temperature, EF lies at
the midpoint of the band gap (Fig. 2.9a). Conversely, in extrinsic semiconductors
the location of EF is dependent on the doping level [6]: for moderately to heavily
doped n-type solids EF lies slightly below the conduction band edge, and for
moderately to heavily doped p-type materials the Fermi level is located just above
the valence band edge. Thermodynamically, the Fermi level of a phase a can be
interpreted as the electrochemical potential of an electron in a [6] [compare
Eq. (A.2)], i.e. the Fermi level corresponds to the electrochemical potential of the
electron in the solid [21]:

Ecb

EF

Evb Evb

Ecb
+ + +EF Ed

Evb

Ecb

EF
Ea

(a) (b) (c)

++ + + + + + +

Fig. 2.9 Schematic depictions of the energy levels (bands) in a intrinsic, b n-type, and c p-type
semiconductor materials. Adapted from Refs. [6, 18]
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Ea
F ¼ ~lae ¼ lae � e/a in eVð Þ: ð2:32Þ

The absolute value of EF depends on the reference state: using zero for a free
electron in vacuum, Fermi levels in semiconductors and metals can be determined
by measuring the work function (conduction band edge energies can be determined
from the electron affinity) [6]. As in metal electrodes, the Fermi level in semi-
conductors changes upon application of a potential [18].

2.3.2 The Semiconductor/Solution Interface

Consider the formation of a junction that forms between a(n idealised) semicon-
ductor surface and a solution containing a redox-couple Ox/Red upon immersion of
the semiconductor into the liquid redox-electrolyte. When thermodynamic equi-
librium is attained, the electrochemical potentials ~le must be equal in both phases.
The redox potential of the electrolyte solution, given by the Nernst equation
Eq. (2.7), can be identified with the Fermi level in the electrolyte [20].2 In other
words, the Fermi levels equilibrate under transfer of charges between the semi-
conductor and the solution phase [6]. If EF lies above the solution potential, as is
typically the case for n-type materials at open-circuit [18], electrons will transfer
from the semiconductor to the solution, with the former becoming positively
charged (depleted) and the latter carrying a negative charge (Fig. 2.10a).
Charge-transfer equilibration in a doped semiconductor removes carriers from the
most easily ionisable sites, i.e. dopant atoms [22]. In principle, it could also be the
electrochemical potential of the solution that shifts during equilibration. However,
in accordance with double layer theory, the side of the interface containing the
lower concentration of charge carriers experiences the greater change in potential
upon a potential modulation [21], and even with dilute concentrations of redox
species (< 10 lM), the number of available states per unit energy in the solution far
exceeds the number present in a semiconductor [23]. Hence, there is little negative
movement of the electrochemical potential of the solution during equilibration upon
formation of a semiconductor/liquid junction, and the Fermi level for both phases in
the equilibrium is principally equal to the initial value of the solution redox
potential [23].

Unlike in metals, the excess charge in the semiconductor after equilibration does
not reside on the surface; it is instead distributed across the so-called space-charge
region. This region is comparable to the diffuse double layer found at the electrode
interface in solution (see Sect. 2.2.3) and extends well into the material, with
nominal dimensions of the so-called depletion layer width W typically being in the

2In electrochemistry the standard hydrogen electrode is traditionally used as reference scale,
whereas it is common in solid-state physics to use the electron energy in vacuum. The SHE
electrode lies at approximately −4.5 eV vs. the vacuum level [20].
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range of 10–1000 nm [20]. The corresponding, adjacent Helmholtz layer width, in
contrast, is normally in the range of 0.4–0.6 nm. Therefore, assuming a simple
model in which the space-charge region and the Helmholtz layer comprise two
capacitors in series, the space-charge region usually determines the total capacity of
the interface (in a metal, in contrast, the high electronic conductivity cannot support
an electric field within the material; almost all the potential drop at the interface
occurs within the Helmholtz layer) [20].

The electric field in the space-charge region affects the electrochemical potentials
of electrons, i.e. their local energy, and the band energies are different to the field
free semiconductor bulk [6]. The band positions at the interface do not change, as
almost the entire potential drop between bulk semiconductor and solution occurs
across the space-charge region, rather than at the semiconductor/solution interface.
The number of charges that need to be transferred is generally far larger than the
number of dopant atoms that are present in one atomic layer of the solid [22] (the
implication being that the above-mentioned depletion width W is a function of the
donor density, ND).

A positive charge in the space-charge region causes the band energies to become
more negative with increasing distance from the surface, until they remain flat in the
field free bulk. This effect is termed band-bending. In the example of Fig. 2.10a, the
bands bend upward with respect to the energy levels in the bulk semiconductor. The
space-charge region in this case is also referred to as depletion layer, as the majority
charge carriers of the semiconductor have been removed from this region [18].
Consistent with the electric field in the depletion layer, excess electrons would
move into the semiconductor bulk and holes would migrate towards the surface.
The opposite situation arises for p-type materials (Fig. 2.10b), where, at
open-circuit, the Fermi level is generally lower than the redox potential of the
electrolyte [18]. Hence, a negative charge is associated with the space-charge region
and the bends bend downward, again forming a depletion layer.

If the Fermi level of the semiconductor and the redox potential of the solution
have the same energy even before equilibration, there is no net transfer of charge
and hence no band-bending [18]. The corresponding potential is termed the
flat-band potential Efb. No electric field and no space-charge region exist at Efb. It is
worth noting that electrostatic adjustments analogous to the band-bending
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Fig. 2.10 The semiconductor solution interface at open-circuit for a an n-type semiconductor and
b a p-type semiconductor. Adapted from Ref. [18]
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phenomena at the semiconductor/electrolyte interface described in this section
occur whenever two dissimilar phases are in contact, e.g. in the case of
semiconductor/metal or semiconductor/gas junctions [20].

2.3.3 The Semiconductor/Electrolyte Junction Under
Applied Bias

2.3.3.1 Qualitative Description of the Semiconductor/Liquid Interface
Under Applied Bias

Further to the properties of semiconductor/electrolyte junctions at open circuit,
interesting effects arise upon application of an electrostatic potential. As mentioned
in the previous section, applying a potential shifts the Fermi level of the semi-
conductor electrode, similarly to metallic electrodes. The band edges in the interior
of the semiconductor (i.e. the bulk, away from the space-charge region) undergo a
concomitant change in energy [18].

Assuming that all of the applied bias drops across the space-charge region
(compare Sect. 2.3.2), only the majority carrier population within the semicon-
ductor at the surface is modulated, not the potential drop across the Helmholtz layer
[20]. This means that the band edge positions at the interface (not the Fermi level)
are pinned and thus not affected by changes in band energies occurring in the field
free semiconductor bulk and the space-charge region upon application of a
potential. Consequently, the magnitude and direction of band-bending change with
applied potential [18].

One can now distinguish between three different scenarios that are all depicted,
schematically, in Fig. 2.11.3 In case of an n-type semiconductor: (i) the applied
potential E is equal to the flat-band potential Efb. In this case, band-bending does
not occur, as outlined in the previous section, because there is no net transfer of
charge at equilibrium and no space-charge region exists. (ii) Formation of an ac-
cumulation layer. Applying a potential E < Efb to an n-type semiconductor shifts its
Fermi level upwards, causing the bands to bend downward, since the band edge
positions at the interface remain fixed (Fig. 2.11b). An excess of majority carriers in
the space charge region exists and the material becomes increasingly conductive
[18]. The surface becomes degenerate when the Fermi level contacts the conduction
band edge and the semiconductor then exhibits metal-like electrochemistry [24].
Making the potential even more negative will cause a potential difference to
develop across the Helmholtz layer instead of the electrode. (iii) When E > Efb

(Fig. 2.11c), a depletion layer is formed, having properties described in Sect. 2.3.2.
p-Type materials show equivalent behaviour (Fig. 2.11d-f): with holes being the

3Formation of ‘deep depletion’ and ‘inversion’ layers is not discussed herein as these are not
relevant to this thesis.
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majority carries and the Fermi level located close to the valence band, a depletion
region arises at potentials negative of Efb and accumulation occurs when the
potential is increased with respect to the flat-band potential.

2.3.3.2 Current Potential Curves of Semiconductor Electrodes
in the Dark

In contrast to conducting electrodes such as PGE, electron transfer processes at the
semiconductor/electrolyte interface strongly depend on the density of available
carriers at the semiconductor surface. In the dark, electron transfer is usually
dominated by the majority carriers. Moderately doped n-type materials, for
instance, can effect reduction reactions but not oxidations [6]. In analogy to
Eq. (2.20), the cathodic current corresponding to the reduction of a species Ox by
an n-type semiconductor is given by the following equation:
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Fig. 2.11 Schematic illustration of the semiconductor/electrolyte interface under applied bias, in
the case of n-type semiconductors (a–c), and for p-type materials (d–f). E > Efb (a), (d); E = Efb

(b), (e); E < Efb (c), (f). Adapted from Ref. [18]
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ic ¼ �zFAk
0
cnsc Ox½ �; ð2:33Þ

where nsc (cm
−3) is the concentration of electrons at the interface and k

0
c represents

the heterogeneous electron transfer rate constant, the units of which are cm4 s−1,
different from a metal electrode, where the high carrier density is included in the
rate constant (kc in cm s−1) [6]. In other words, the second order kinetics stemming
from the two multiplied concentration terms in Eq. (2.33), nsc and [Ox] (each
comprising a cm−3 term), require the cm4 s−1 dimensions of k

0
c [20].

p-Type materials, in turn, generally able to effect oxidation processes in the dark
but not reductions, show the following anodic current for the oxidation of a species
Red in the redox electrolyte:

ia ¼ zFAk
0
apsc red½ �; ð2:34Þ

where k
0
a is the heterogeneous rate constant for oxidation (of the same dimensions

as k
0
c) and psc represents the concentration of holes at the surface (cm−3) [6]. In

contrast to conducting electrodes, both the rate constants k
0
c and k

0
a in

Eqs. (2.33) and (2.34), and the surface concentrations (nsc and psc, respectively)
depend on the applied potential. The concentrations of majority carriers on the
surface respond to potential changes by

nsc ¼ NDe
�F E�Efbð Þ

RT

� �
ð2:35Þ

and

psc ¼ NAe
F E�Efbð Þ

RT

� �
: ð2:36Þ

In Eqs. (2.35) and (2.36), ND and NA represent the donor and acceptor densities,
respectively, and (E − Efb) is the amount of band-bending (also known as DEsc)
[20]. The potential dependences of k

0
c and k

0
a in Eqs. (2.33) and (2.34) are a result

of the potential drop DE′ across the Helmholtz layer at the semiconductor-
electrolyte interface [6]. They follow Butler-Volmer kinetics and can be described
by Eqs. (2.18) and (2.19), using DE′ instead of E.

Equations (2.35) and (2.36) allow the quantitative interpretation of the phe-
nomena described in Sect. 2.3.3.1. Under conditions of depletion, i.e. at potentials
positive of Efb in n-type semiconductors and negative of Efb in p-type materials, the
majority carrier concentrations in each case are lower than the respective density of
dopants (nsc < ND and psc < NA). Because the potential drop under depletion is
distributed across the space-charge region and not the Helmholtz layer, the
respective current voltage curves are governed by the carrier concentrations rather
than k

0
c and k

0
a [6]. The currents resulting from applying such a so-called reverse bias

are potential independent and remain low, the reason being the lack of minority
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carriers in the dark [18, 20].4 Under accumulation (forward bias), i.e. E < Efb in
n-type semiconductors and E > Efb in p-type electrodes, the respective currents are
exponentially dependent on the potential until the surface becomes degenerate,
when the behaviour becomes similar to that of a metallic electrode [18]. The
previous section outlined that a further increase in driving force will cause the
potential difference to distribute across the Helmholtz layer rather than the electrode
and this can now be rationalised as the further change in potential no longer
affecting nsc or psc significantly, but instead causing changes to DE′ and hence k

0
c

and k
0
a (experimentally verifiable by transfer coefficients a different to those arising

under depletion) [6].

2.3.3.3 Case Studies: TiO2 and NiO

This section will reinforce the properties of semiconductor liquid junctions estab-
lished in the previous two sections by looking at two specific examples: the n-type
semiconductor TiO2 and the p-type material NiO. Both are non-stoichiometric
materials (see Sect. 2.3.1) and wide band gap semiconductors, transparent to visible
light (Eg > 3.0 eV in both materials). Figure 2.12 depicts a cyclic voltammogram
of a TiO2 film electrode.

Due to its inherent non-stoichiometry (oxygen vacancies), TiO2 is a rather heavily
doped n-type semiconductor [25]. In Fig. 2.12 there is virtually no current at
potentials above −0.4 V, in agreement with the theoretical assessment in
Sect. 2.3.3.2: the TiO2 flat-band potential lies at approximately −0.5 V vs. SHE at
pH 6.0 (measured in Sect. 4.2.3.1) and a depletion layer is formed upon scanning in
anodic direction. When Efb is approached in cathodic direction, (trap levels below
the conduction band are being populated [26] before) conduction band states become
occupied and the current increases exponentially in agreement with Eq. (2.35),
showing that the carrier concentration ns is the dominating factor. In chemical terms,
the signature ‘trumpet shape’ of the voltammogram arises from the reversible
reduction of Ti(IV) surface centres to Ti(III), which is accompanied by uptake of one
proton per site and can be described by the following equation [27]:

Ti4þO2 þ e� þHþ ! Ti3þO OHð Þ: ð2:37Þ

These Ti(III) sites are reoxidised when the potential is raised. The minor peak at
ca. −0.1 V corresponds to the population of surface trap states [28, 29] lying about
0.5 eV below the conduction band edge [30].

Figure 2.13 shows a cyclic voltammogram of NiO, which, upon calcination in
air, forms a Ni1−xO non-stoichiometry. As expected for a p-type semiconductor, the
current-voltage curve displays opposite behaviour compared to n-TiO2. The
material is essentially an insulator at cathodic potentials and conductivity only

4Dark currents will arise at very high overpotentials due to breakdown phenomena.

2.3 Semiconductor Electrochemistry 99

http://dx.doi.org/10.1007/978-3-319-47069-6_4


commences at positive potentials (the flat-band potential of NiO is approximately
0.61 V vs. SHE at pH 6.0 [31]). The increase in current is attributed to the oxi-
dation of surface Ni(II) to Ni(III), coupled with desorption of protons from the
surface. It is the presence of these Ni(III) surface sites that is believed to be
responsible for the conductivity of NiO [32]. Whereas electron transport in TiO2 is
predominantly conduction band mediated [32], hole conduction in NiO is mainly
occurring at the mesoporous NiO/electrolyte interface, most likely by hopping of
charges, with holes being present as oxidised Ni(III) atoms [33].

2.3.4 Photoeffects at the Semiconductor/Electrolyte
Interface

We now turn our attention to the semiconductor/liquid junction under illumination
(i.e. we finally turn the light on5). Upon irradiation of sufficient energy to overcome
Eg, electrons can be promoted from the semiconductor valence band into the
conduction band. If this process occurs within the semiconductor bulk, recombi-
nation under release of heat is likely to prevail [18]. However, if excitation takes
place in the space-charge region, the electric field can effect charge-separation.
Consider an n-type semiconductor at potentials positive of Efb, where a depletion
layer exists and the bands bend upwards (Fig. 2.11a). Light-excitation will cause
the excited conduction band electron to move into the semiconductor bulk; holes, in
contrast, will migrate to the interface, where they are available for oxidative
chemistry. Hence, n-type semiconductors behave as dark cathodes and
photoanodes.

Figure 2.14 illustrates this behaviour by showing an idealised current-voltage
curve of an n-type semiconductor both in the dark (a) and under irradiation (b). In
the dark, a reductive current arises at potentials below Efb, increasing exponentially
with driving force as established in Sect. 2.3.3. An accumulation layer forms and
the electrode will display metallic-like behaviour once the surface becomes

Fig. 2.12 Cyclic
voltammogram of a TiO2

electrode. Conditions: 0.2 M
MES buffer (pH 6.0); 20 °C;
scan rate: 10 mV s−1; N2

atmosphere

5The author apologises for this pun.
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degenerate. At potentials positive of the flat-band potential, no oxidative current can
be observed due to the formation of a depletion layer.

Upon irradiation, the behaviour at potentials negative of Efb is virtually indis-
tinguishable from the dark-current. Photoeffects are generally not observed at
n-type materials under accumulation [6]; with the Fermi level being very close,
energetically, to the conduction band, no significant current enhancement can be
expected under irradiation. In a doped semiconductor, photoeffects are greatest
when the minority carriers dominate the electrode response, due to the enormous
disparity in the concentrations of the two types of charge carriers [21]. At potentials
positive of Efb, the electric field of the space-charge region in the depletion layer
assists charge-separation and a photocurrent is observed. Here, the minority carriers
(holes) are driving the oxidative chemistry at the semiconductor/electrolyte junc-
tion. It is important to note that the photooxidation of the species Red in the
redox-electrolyte will occur at potentials less than those required at an inert metal
electrode in the dark [6], due to the additional driving force provided by illumi-
nation with light energy. The notion of apparent underpotentials in photoelectro-
chemical reactions is of particular importance for Chap. 5 of this thesis. Analogous
concepts apply to p-type materials, which act as dark anodes and photocathodes.

In quantitative terms, the current-potential curve in Fig. 2.14 can be interpreted
by simply adding the photocurrent iph (minority carrier component) to the dark
current component (due to majority carriers) given in Eqs. (2.33) and (2.34),

Fig. 2.13 Cyclic
voltammogram of a NiO
electrode. Conditions: 0.2 M
MES buffer (pH 6.0); 20 °C;
scan rate: 30 mV s−1; N2

atmosphere
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Fig. 2.14 Current-voltage
curve showing the ideal
behaviour of an n-type
semiconductor in the dark
(a) and under irradiation (b).
Adapted from Ref. [18]
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respectively, noting that the two components are of different sign [20], i.e. they
represent opposite directions of flow. Assuming the absence of any recombination
in the space-charge layer, that all holes generated within or reaching the depletion
layer cause photocurrent (which is not true for potentials close to Efb), and, further,
the absence of mass transfer or kinetic limitations, the photocurrent density jph can
be expressed by the Gärtner equation [34] as the product of the incident photon flux
I0 (photons per second per area) and the effective quantum yield U [21]:

jph ¼ I0U ¼ 1� e�aW

1þ aL
: ð2:38Þ

In Eq. (2.38), jph depends on the absorption coefficient a, the minority carrier
diffusion length L (Lp for holes and Ln for electrons), and the width of the depletion
layer, W, introduced in Sect. 2.3.2. In regards to the example in Fig. 2.14 of an
n-type semiconductor under illumination, the fact that Eq. (2.33) is offset by
Eq. (2.38) can be rationalised with the plateau photocurrent being proportional to
the photon flux [20]. As long as the depletion layer thickness exceeds the depth of
charge carrier generation, the photocurrent quantum efficiencies are independent of
the applied potential and the current plateaus. The space-charge layer thickness
decreases when the applied potential approaches Efb and recombination rates
increase because electrons and holes are no longer being separated by the electric
field. The effect is a sharp decrease in photocurrent, which merges with the dark
current near Efb [21].

2.3.5 Measurement of the Flat-Band Potential

The flat-band potential is one of the most important parameters in a semiconductor
electrode; the concept of Efb is central to Chap. 4 of this thesis and also plays an
important role in Chaps. 5 and 6. Knowing Efb, the position of the band edges on
the electrochemical scale, the direction of band-bending and, in favourable cases, its
magnitude can be derived [21]. The flat-band potential of a semiconductor can be
determined by several experimental techniques, most notably by measuring the
photocurrent onset potential, the open-circuit photopotential as a function of radi-
ation intensity, or the capacitance of the space-charge region. This section will
briefly review the three different methods, emphasising the role of capacitance
measurements.

2.3.5.1 Photocurrent Onset Potential

As established in the previous section using the example of an n-type semicon-
ductor, the photocurrent diminishes as Efb is approached. Its total disappearance at
the photocurrent onset potential Eon should coincide with the flat-band potential
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[25, 35].6 However, it should be noted that the absolute values obtained by this
method are often shifted (anodically in the case of n-type semiconductors and
cathodically for p-type materials) as recombination becomes practically complete
already at potentials with ca. 0.1–0.3 V from Efb [25]. While Eon can be measured
relatively easily, the large uncertainty in the measurement and the arbitrariness in
deciding at what potentials the photocurrent is perceptible above the dark current
constitute significant disadvantages [21].

2.3.5.2 Open-Circuit Photovoltage

Another simple method to determine Efb is to measure the open-circuit photopo-
tential Eoc of the electrochemical cell under radiation of varying intensity [18].
Consider again an n-type semiconductor in contact with a redox-electrolyte. As
described in Sect. 2.3.2, the two phases will equilibrate at open-circuit under the
formation of a depletion layer in the semiconductor. Upon irradiation with light
energy hm > Eg, photogenerated holes move to the surface (where some of them
might be captured by reduced molecules in solution) and excited electrons move
into the conduction band bulk where they, once having left he depletion layer, have
no possible exit [21]. Consequently, the Fermi level7 increases, reflecting the
change in conduction band occupancy; it is approaching but not exceeding Efb.
Hence, under sufficiently high light intensity, Eoc becomes constant, attaining a
limiting plateau at Efb [18, 25]. Similar to measuring the photocurrent onset
potential, a weakness of this method is that surface recombination will decrease the
open circuit photovoltage, meaning the experimentally determined flat-band
potential is shifted from its true value [21].

2.3.5.3 The Mott-Schottky Plot

The third and most important commonly employed method to determine Efb of a
semiconductor is the Mott-Schottky measurement. One of its greatest advantages is
that it can be performed in the absence of light, a factor that is of particular
importance when the semiconductor of interest undergoes photocorrosion processes
that alter its surface. Mott-Schottky measurements are based on the capacitance
associated with the space-charge layer.

The different regions around the semiconductor/electrolyte interface (i.e. the
space-charge layer, the Helmholtz layer, and also the diffuse layer) have associated
capacitances, as they are considered planes of charge separated by distance [21].

6More precisely, Efb is the potential at which the dark current and the current component due to
illumination are equal.
7More precisely, it is now a quasi-Fermi level, since the system is no longer in thermodynamic
equilibrium.
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The three capacitances are in series with the smallest one dominating the overall
capacitance Cdl (dl = double layer), as the latter depends on the reciprocals of the
separate contributions:

1
Cdl

¼ 1
Csc

þ 1
CH

þ 1
Cdiff:

: ð2:39Þ

We already established in Sect. 2.3.2 that the capacitance of the space-charge
layer usually dominates over the capacity of the Helmholtz layer. The capacitance
of the diffuse layer Cdiff., omitted in Sect. 2.3.2, is generally so large that it can be
completely neglected [21]. Thus, the capacitive properties of the space-charge
region govern the total double layer capacitance Cdl. Under the conditions of a
depletion layer, Csc varies with the width of the space-charge region, which in turn
is a function of the potential relative to Efb. The Mott-Schottky equation (derived in
Appendix B) incorporates these factors into one equation [21]:

C�2
sc ¼ 2

ee0e0ND
E � Efb � kBT

e0

� 	
: ð2:40Þ

In Eq. (2.40), e is the dielectric constant in the direction normal to the surface, e0
is the permittivity of free space, e0 is the electron charge, and the other parameters
are as defined earlier. In the depletion region, plotting the reciprocal square of the
capacitance against the applied potential should yield a straight line, from which the
doping level (slope) and the flat-band potential (intercept) can be determined.

Building upon the excellent introduction by Fisher [7], I will now briefly
describe how to experimentally measure the capacitance of the space-charge region,
and the capacitance of the electrode/solution interface in general (i.e. including
electrodes of metallic conductivity). The capacitance was defined in Eq. (2.4) as the
ratio q/E, i.e. the charge ‘stored’ on the capacitor plates upon application of a
potential difference E across them. For a simple capacitor where the plates are
separated at a fixed distance, the capacitance predicted according to Eq. (2.4) is
constant. In an electrochemical cell the problem is more complex as the double
layer capacity depends upon the applied potential. Therefore, in electrochemical
experiments the differential capacitance Cd characterises the electrode/solution
interface and is the variable of interest. For a metal/solution interface with an
electrolyte of constant composition, Cd is defined as [7]:

Cd ¼ dq
dE

� 	
¼ @qm

@D/m=s

 !
: ð2:41Þ

The differential capacitance is measured by the technique of a.c. impedance
spectroscopy, where an oscillating, sinusoidal potential E(t) is applied across the
cell:
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E tð Þ ¼ Em sin xtð Þ: ð2:42Þ

In Eq. (2.42), Em represents the maximum amplitude and x is the angular fre-
quency in rad s−1 (x = 2pm, with m being the (ordinary) frequency in Hz). At first,
the response of a simple capacitor to an a.c. voltage will be assessed. This will
provide the basis for interpreting real electrode/solution interfaces [7]. No Faradaic
d.c. current will pass if the electrode potential is insufficient to cause any elec-
trolysis, but the sinusoidal potential in Eq. (2.42) induces an a.c. capacitive current
by

i tð Þ ¼ im sin xtþ hð Þ; ð2:43Þ

where im denotes the maximum current amplitude and h characterises any phase
difference between the applied potential and the detected current. Using Eq. (2.6)
that relates current and capacitance, the differential capacitance Cd can be substi-
tuted into Eq. (2.43):

i tð Þ ¼ Cd
dE
dt

¼ Cd
d Em sin xtð Þð Þ

dt
¼ Cd xEm cos xtð Þð Þ ¼ Cd xEm sin xtþ p

2


 �
 �
;

ð2:44Þ

implicating the phase difference h = p/2.
The impedance Z is often used to describe the response of an electrical circuit to

an applied a.c. voltage:

ZðxÞ ¼ EðtÞ
iðtÞ : ð2:45Þ

Being similar to Ohm’s law (where the resistance R = E/i), the impedance
provides a measure of how a current is ‘impeded’ by the circuit, i.e. it provides a
generalisation of the idea of the ‘resistance’ of a circuit [7]. As established in
Eq. (2.44), for a capacitor the phase difference between current and voltage is p/2.
The conduction is indirect and results from the attraction or repulsion of electrons
from the plates as their potential changes [7]. Conversely, for a single resistance the
voltage and current are in phase (h = 0), since charge can flow directly through a
resistor. For a real, complex circuit the phase difference can take any value and also
change with frequency. The impedance as a function of frequency can then be
described, mathematically, by

ZðxÞ ¼ Z 0 sin xtð Þ � Z 00 cosðxtÞ; ð2:46Þ

where Z′ represents the ‘real’ component of the impedance (‘in-phase’) and −Z″ the
imaginary part (‘out-of-phase’). The impedance can be conveniently plotted as −Z″
(ordinate) versus Z′ (abscissa), a form also known as Nyquist plot (typically, Z at
each frequency is plotted as a point with coordinates [Z′, −Z″], and the resulting
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vector from the origin of the coordinate system to this point represents the impe-
dance, having a magnitude equal to the length of the vector and a phase difference
of h) [7]. In the example of a simple capacitor, the real and imaginary parts of the
impedance can be written as

Z
0 ¼ 0 � Z

00 ¼ 1
xCd

: ð2:47Þ

This general description of the basic principles that underlie a.c. impedance
spectroscopy allows the interpretation of the more complex impedance response of
an electrochemical cell. Consider an n-type semiconductor/electrolyte junction in
the depletion region, where the semiconductor is employed as working electrode in
a conventional three-electrode cell and no electrolysis occurs. The aim is to measure
the capacitance of the space-charge layer Csc, so as to be able to determine Efb.

For this cell configuration, a simple equivalent circuit can be drawn that rep-
resents the different cell components. The circuit contains a capacitor that corre-
sponds to the double layer at the electrode according to Eq. (2.39) (in this case the
desired variable Csc), connected in series with a resistor that accounts for the
solution resistance (Fig. 2.15a). The real and imaginary components of the impe-
dance are:

Z
0 ¼ Rs � Z

00 ¼ 1
xCsc

; ð2:48Þ

and the capacitance of the space-charge layer can be calculated from the imaginary
component of the impedance [18, 25]. The Nyquist plot corresponding to this
circuit consists of a vertical line offset from the Z″ axis by the solution resistance Rs

(Fig. 2.15b).
Experimentally, modern configurations employ an electrochemical cell coupled

to a frequency response analyser, allowing impedance plots to be generated over
frequencies in the range of 10−2–105 Hz [7]. The potential dependence of the

CscRs

Z’

−Z
’’

Rs

Increasing frequency

(a) (b)

Fig. 2.15 Equivalent circuit (a) and Nyquist plot (b) for the semiconductor solution interface
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capacitance can be measured at constant, set frequencies, or, alternatively, the
impedance can be recorded over a range of frequencies at different potentials. In the
latter case, the capacitance can then be calculated at selected frequencies for each
potential, or the equivalent circuit model can be used to fit the experimental data,
automatically generating the capacitance values at different frequencies [18]. In this
type of analysis, it is common to plot the impedance components against the
frequency domain in what is known as a ‘Bode plot’.

To give the reader a more complete picture, I will conclude this section by
briefly discussing, qualitatively, the impedance of an electrochemical cell under
conditions where electron transfer reactions take place. This general description is
not limited to the semiconductor/electrolyte interface and also holds for conductive
electrodes. Under conditions where an electrolytic reaction takes place at the
electrode, the situation is more complex than in the example above and the simple
equivalent circuit needs to be expanded to account for the Faradaic charge transfer
reaction and also for diffusion. Figure 2.16a depicts an equivalent circuit known as
‘Randles’ circuit [36] that includes these components.

The charge-transfer resistance Rct, which models Faradaic charge-transfer, is
connected in series to the Warburg impedance Zw, which measures the difficulty of
mass transport of the electroactive species [37]. The double layer capacitance Cdl

[Eq. (2.39)] is connected in parallel to these two elements, meaning the current can
either pass through the capacitor, the restive components, or both at the same time.
The subset of these three components, in turn, is connected in series to the solution
resistance Rs. A typical Nyquist plot corresponding to electrolytic conditions is
depicted in Fig. 2.16b [7]: at high frequencies, no electrolysis takes place and the
impedance plot is dominated by the solution resistance. The double layer (Cdl)
provides a path of negligible resistance to the current. As the frequency is lowered,
Rct and Cdl will become dominating, giving rise to the characteristic semi-circular
part of the plot. At even lower frequencies, significant concentration changes
induced by the a.c. current become increasingly difficult to replenish by diffusion
and the impedance shows a large rise, modelled by the Warburg impedance element
Zw [7].

Rct

Cdl

Rs Zw

(a)

Z’

−Z
’’

Rs

Increasing frequency

(b)

Fig. 2.16 a Randles circuit and b corresponding Nyquist plot
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Electrodes of porosity and rugosity give rise to a constant phase element CPE, a
non-ideal capacitor that is represented by [37]

Zcpe ¼ 1
b ixCð Þa ; ð2:49Þ

where b is a proportionality constant, i is the imaginary number, and 0 < a < 1. In
real systems, the CPE is manifested by an impedance spectrum altered from the
expected shape, especially in the diffusive part. Typically, a = 0.5 for porous
electrodes and 1 for a smooth electrode, with rough surfaces giving rise to values
between 0.5 and 1 [37].

Before closing this section on semiconductor electrochemistry, it needs to be
re-emphasised that all the phenomena discussed in Sect. 2.3 consider the idealised
semiconductor/electrolyte interface. Non-idealities can arise due to a number of
reasons, notably photodecomposition of the electrode in the depletion region,
corrosion (generally oxide layer formation in non-oxide semiconductors [21]), or
surface states [18].

2.4 Marcus Theory and Theoretical Treatment
of Photoinduced Electron Transfer

Following the review of the underlying principles of PFE and semiconductor
electrochemistry, this section will focus on electron transfer theory. Marcus has
made seminal contributions to this area and, consequently one might say, was
awarded the 1992 Nobel Prize in Chemistry “for his contributions to the theory of
electron transfer reactions in chemical systems” [38]. His theories, originally
developed for outer-sphere electron transfer problems, are central for understanding
electron transfer in biological systems, photosynthesis in particular. Important
contributions to the theory of electron transfer reactions were also made by Levich
and Dogonadze [39], as well as Hush [40]. This section will briefly convey the key
concepts underlying the rate constants and the activation energy requirements of
electron transfer reactions (including photoinduced electron transfer), limited to
those of relevance to the understanding of this thesis. Instructive, more compre-
hensive reviews were published by Marcus and Sutin [41–43], as well as Kavarnos
[44]. This introductory section broadly follows the structure adopted by the latter.
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2.4.1 The Electron Transfer Rate Constant

Consider an electron transfer reaction between a donor molecule D and an acceptor
A in solution:

DþA!ket Dþ þA�: ð2:50Þ

For electron transfer to take place, the two reactant molecules must approach
each other closely, forming an encounter complex, where they are contained within
a solvent cage. We assume the reaction is not diffusion-limited, i.e. the rate of the
reaction is controlled by the rate constant of electron transfer ket.

The key to understanding electron transfer reactivity lies in separating the
rate-determining factors into nuclear and electronic components, i.e. nuclear
motions and electronic interactions [44]. In doing so, the first-order electron transfer
rate constant ket can be written as [43]:

ket ¼ mnjnjel; ð2:51Þ

where mn is the nuclear frequency, in the range of *1012–1014 s−1, and jn and jel
represent the nuclear and electronic factors, respectively. Both are dimensionless
quantities that range from 0 to 1. The nuclear factor contains the activation energy
for electron transfer:

jn = e
�DG

z
et

RT : ð2:52Þ

Using Eqs. (2.52), (2.51) can be expanded to

ket ¼ mnjele
�DG

z
et

RT : ð2:53Þ

Electronic barriers are usually neglected when applying the classical electron
transfer theory of Marcus to reactions in solution, i.e. jel � 1 [44]. Such reactions
are termed adiabatic (see Sect. 2.4.5.1). Quantum mechanical or nonclassical
treatments also separate nuclear and electronic factors, but with more emphasis
being placed on electronic barriers. The concepts in this section will be established
using the classical model and, subsequently, briefly related to the semiclassical
expression. First, the different components of Eq. (2.53) will be discussed in more
detail.
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2.4.2 The Free Energy of Activation

Assume donor and acceptor in Eq. (2.25) are in contact distance and experience a
weak electronic interaction, still retaining their individuality. This corresponds to
the weakly adiabatic case [44]: jel � 1 and the rate-determining factors are
assumed to involve nuclear reorganisation. On the kinetic domain, nuclei move
much slower than electrons due to their much higher mass (electrons move with
frequencies on the order of *1015 s−1; nuclear vibration occurs at 1012–1014 s−1

[44]). In line with the Born-Oppenheimer approximation, electronic and nuclear
motions can be treated as separate events occurring on different timescales.
According to the Franck-Condon principle, the nuclei do not have time to change
either their positions or their momenta during instantaneous electron transfer and
remain ‘frozen’ [41].

Importantly, in Marcus theory the encounter complex (precursor state) under-
goes a change in nuclear reorganisation before electron transfer can take place.
Once the transition state is reached, the electron is transferred under conservation of
energy. Reorganisation subsequent to electron transfer would violate the first law of
thermodynamics (imagine a ‘self-exchange’ reaction D + D+ ! D+ + D where
ΔGet = 0; without nuclear reorganisation prior to electron transfer, vibrationally
excited states of D+ + D would be created before nuclear motions could take place,
and their decay would release heat into the solution [44]). The required activation

energy DGzet is reached through collisions with solvent molecules. Generally, an
electron transfer transition state is determined by the bond changes that take place
during its formation and the change in orientations of the surrounding solvent
molecules. The free energy of activation can thus be separated into two
components:

DGzet ¼ DGzi þDGzo : ð2:54Þ

In Eq. (2.54), the subscripts i (= inner-sphere) and o (= outer-sphere) represent,
respectively, bond distortions and solvent changes in the ionic sphere that surrounds
the reactants. Further, according to Marcus [45–47] the activation energy for
electron transfer can be expressed as

DGzet ¼
kþDdG0

et

� �2
4k

; ð2:55Þ

where DdG0
et represents the standard free energy for the electron transfer process

(where the reactants are separated by a distance d [43]) and k denotes the reor-
ganisation energy. This quantity can be separated into two terms:
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k ¼ ki þ ko: ð2:56Þ

Here, ki represents the inner-sphere reorganisation energy that accounts for the
energy required to effect changes in bond lengths and angles. The outer-sphere
reorganisation energy ko in turn corresponds to energy changes caused by the
rearrangement of the solvent shells surrounding the reactants [44].

2.4.3 Reorganisation

Marcus derived the following equation for bond-reorganisation [41, 48]:

ki ¼
X
j

f rj f
p
j

f rj þ f pj
Dqj
� �2

; ð2:57Þ

where f rj and f
p
j are the force constants for the respective jth vibration of the reactant

and product state. The fraction thus represents the reduced force constant. Dqj
denotes the change in equilibrium bond distance between the reactant and product
state corresponding to the jth vibration [44]. Equation (2.57) is a summation over
all vibrational modes, which are treated as harmonic oscillators [41]. In principle,
using Eq. (2.57) ki can be determined from changes in bond lengths. However, if
short-lived transients such as excited states are involved, these are often difficult to
determine experimentally.

Solvent reorganisation is described by Eq. (2.58) [41], based on the fairly simple
physical picture of two spherical reactants being surrounded by a cage of solvent
molecules [44].

ko ¼ De0ð Þ2 1
2rD

þ 1
2rA

� 1
dcc

� 	
1
eop

� 1
es

� 	
; ð2:58Þ

where rD and rA are the (spherical) radii of the donor and acceptor species in
Eq. (2.50), dcc is the centre-to-centre separation distance, eop is the optical dielectric
constant of the solvent (the square of the refractive index n), and es corresponds to
the static dielectric constant, sometimes referred to as the relative permittivity.
es varies greatly between polar and nonpolar solvents (for instance, there is a
40-fold difference between water and benzene [49]), the implication being that the
reorganisation energy is greater for polar molecules, which must undergo sub-
stantial nuclear changes to adjust to a hypothetical charge in the transition state.
According to Eq. (2.58), the outer-reorganisation energy also depends on the size
and separation distance of the reactants. The solvent barrier is greater for small
spherical molecules and increases with distance. The latter phenomenon can be
rationalised by visualising the two reactants positioned at a contact distance within
a nonpolar, ellipsoidal cavity that is immersed in the dielectric continuum [44]: at
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small separation distances, ko should be small as the reactants ‘feel’ the relatively
nonpolar environment of the cavity. With increasing separation, however, the
reactants become more sensitive to changes in the more polar dielectric continuum
of the solvent.

2.4.4 The Normal and Inverted Regions

2.4.4.1 Implications from the Marcus Equation

Revisiting Eq. (2.55), we note the quadratic dependence between driving force and
activation energy. Substituting Eq. (2.55) into Eq. (2.53) yields a direct link
between the free energy of the electron transfer reaction and the kinetic rate con-
stant. With jel � 1 (Sect. 2.4.1),

ket ¼ mne
� kþDdG

0
etð Þ2

4kRT : ð2:59Þ

It is well-known that the rate of a chemical reaction generally tends to increase
with increasing driving force. The same holds, initially, for Eq. (2.59). However,
this equation also predicts a maximum rate constant, following which a further
increase in exergonicity will cause a decrease in rate. This behaviour is schemat-
ically illustrated in Fig. 2.17.

In agreement with Fig. 2.17, two kinetic domains can be distinguished. First, in
the normal region, where �DdG0

et\k, the electron transfer rate ket increases with
increasing driving force until a maximum is reached when �DdG0

et ¼ k: In this
case, jn ¼ 1 and the reaction is termed ‘barrierless’. Moving further along the
abscissa in Fig. 2.17, �DdG0

et will exceed k and we enter the Marcus inverted
region. Here, ket decreases with increasing DdG0

et.

2.4.4.2 Pictorial Representations of Electron Transfer Processes

The three different scenarios of electron transfer occurring in the normal region,
being barrierless, or taking place in the inverted regime can be visualised graphi-
cally. In pictorial representations, electron transfer processes are typically

Fig. 2.17 The relationship
between rate constant and
driving force in electron
transfer reactions predicted by
Eq. (2.59)
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represented using potential energy surfaces, which are topological depictions of
chemical reactions [44]. The energy of the system is plotted as a function of the
reaction coordinate, which is often represented as nuclear motion. To reduce
complexity, the resulting multidimensional ‘hypersurfaces’ are commonly reduced
to two-dimensions: often, one particular nuclear deformation can be used to
describe a reaction or, in more complicated cases, a mean or composite of all
nuclear changes can be represented as a moving point [44]. As noted in Sect. 2.4.3,
nuclear vibrations in classical Marcus theory are treated as harmonic oscillators, the
behaviour of which is described by symmetrical one-dimensional parabolic func-
tions. Thus, intersecting parabolic curves are used as idealised energy curves to
describe the course of electron transfer from the precursor state, immediately prior
to electron transfer, to the successor state directly following electron transfer [44].
In other words, each of these two supermolecules is described by their own
potential energy curve.

Figure 2.18a shows two intersecting parabolic curves representing electron
transfer in the normal region. It is worth noting here that the Butler-Volmer model
for interfacial electron transfer described in Sect. 2.2.5 is in agreement with the
Marcus model, as long as overpotentials are small, i.e. for η < k in the normal
region [4, 50, 51]. Barrierless electron transfer occurring at maximum rate is
depicted in Fig. 2.18b, while Fig. 2.18c depicts electron transfer in the inverted
region.

Experimentally verifying Marcus’ prediction of the inverted region proved to be
daunting [44]. For electron transfer experiments in solution, experimental plots of
ln ket vs. DdG0

et often show a plateau, one of the reasons being that diffusion
becomes rate-limiting at high driving force, ‘masking’ the electron transfer rate
constant ket (second order rate constants for diffusion are on the order of
109 M−1 s−1 [44]). Concluding evidence for the existence of the inverted region
was provided by Miller et al. in 1984 [52], almost three decades after Marcus’
theoretical prediction. The authors employed pulse radiolysis to study intramolec-
ular electron transfer from a 4-biphenyl electron donor linked to acceptors of dif-
ferent energy via a rigid steroid bridge (Fig. 2.19).

The possibility of exploiting the stark differences in electron transfer kinetics
depending upon whether a reaction occurs in the normal or the inverted region
sounds attractive, not only from a hypothetical perspective: with respect to
light-driven electron transfer reactions, particularly those involved in driving the
thermodynamically uphill reactions of artificial photosynthesis, it would be
advantageous if forward electron transfer rates were occurring at maximum rate (i.e.
being barrierless), but destructive recombination being kinetically retarded through
positioning in the Marcus inverted regime. For reactions in solution, control can in
principle be exerted via modifications to the polarity of the solvent, provided ko
dominates the reorganisation energy [44].8

8The reader needs to bear in mind, however, that artificial photosynthesis will ultimately have to be
carried out in water.
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2.4.4.3 Photoinduced Electron Transfer

Photoinduced electron transfer events can also be represented by two-dimensional
potential energy surfaces, using the principles described in the previous section. In
this case Eq. (2.50) is modified and written as
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Fig. 2.18 Potential energy curves depicting the electron transfer reaction between D and
A according to Eq. (2.50). The surface representing the reactants is shown in blue; the product
curve is depicted in red. a Normal region �DdG0

et\k
� �

, b barrierless electron transfer
�DdG0

et ¼ k
� �

, c inverted region �DdG0
et [ k

� �
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DþA!hv D� þA!ket Dþ þA�; ð2:60Þ

where light-excitation (hm) generates the excited donor D*, which reacts with
acceptor A. The corresponding changes in free energy as a function of nuclear
motion are depicted in Fig. 2.20. According to the Franck-Condon principle,
photoexcitation occurs vertically on the reaction coordinate (i.e. the nuclei remain
frozen), yielding a vibrational level of the optically excited state. This system will
then relax into the vibrational ground state of the electronic excited state by thermal
equilibration. The next steps are analogous to the events described in the previous
section: formation of the precursor complex is followed by electron transfer and
subsequent nuclear relaxation to establish the equilibrated product ions of the
successor state [44]. Although the latter steps are downhill in energy, the overall
reaction (starting with D + A) is endergonic (DG0 > 0); light-energy is stored in the
process.

2.4.5 Electronic Coupling

2.4.5.1 Adiabatic and Nonadiabatic Electron Transfer

Despite being very instructive and commonly used throughout the literature, the
potential energy curves depicted in Figs. 2.18 and 2.20 are somewhat misleading.
When the two reactants D and A in Eq. (2.50) approach one another closely, their
frontier orbitals will begin to interact, causing a perturbation of their electronic

Fig. 2.19 Experimental
demonstration of the Marcus
inverted region:
intramolecular electron
transfer rate constants
recorded in
2-methyltetrahydrofuran for a
series of bi-functional
4-biphenyl steroids, plotted as
a function of driving force
(free energy change).
Reprinted with permission
from Ref. [52]. Copyright
1984 American Chemical
Society
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eigenfunctions and the Hamilton operator, which results in a shift in energies [44].
Graphically, a new set of curves emerges as the intersecting potential energy curves
representing the precursor and successor complexes interact under perturbation
(Fig. 2.21a). The electronic coupling Hel between the lower and upper potential
energy curve represents the repulsion between the two traces. The term adiabaticity
is a measure of the strength of the electronic coupling.

The classical treatment of electron transfer, to which Sect. 2.4 was limited thus
far, was developed for weakly adiabatic reactions where jel � 1 (Fig. 2.21b),
meaning that the reaction proceeds on a single potential energy surface, with a
smooth transition from the precursor complex to the successor state (reactions are
considered adiabatic if Hel 	 0.5 kcal mol−1) [44]. Conversely, non-interacting,
intersecting potential energy surfaces, where Hel is small, are termed nonadiabatic
or diabatic (Fig. 2.21c). Reactants separated by a large distance constitute an
example for a diabatic reaction.

The shape of the potential energy curve (i.e. its steepness) can have a profound
influence on the probability of electron transfer [44]: the wavefunction responds
more abruptly to nuclear changes in case of a steep slope, rendering electron
transfer improbable. Conversely, a smooth transition is allowed if the lower
potential energy curve is shallower. The velocity with which reactants and products
approach one another also influences the probability of electron transfer: at high
nuclear velocities, one can imagine the nuclear point moving back and force many
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D+ + A−

D + A
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Fig. 2.20 Potential energy
curves in photoinduced
electron transfer according to
Eq. (2.60). Vertical excitation
of D leads to the formation of
the excited state D*, which,
following rapid thermal
equilibration, undergoes an
electron transfer reaction with
A analogously to Fig. 2.18a.
Although the electron transfer
step is exothermic, energy is
stored in the overall process
(DG0 > 0). Adapted from
Ref. [44]
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times on the reaction curve, the little time spent on the crossing point causes the
probability of electron transfer to decrease [44].

2.4.5.2 Distance Dependence of Electron Transfer
and the Semiclassical Marcus Equation

The previous section alluded to the fact that Hel depends on the separation distance
between the reactants. This, by extension, also holds for ket (vide infra). In quantum
mechanical terms, the distance dependence of the probability of electron transfer
through a potential barrier (i.e. tunnelling) in a nonadiabatic process is expressed as
the square of the electronic coupling matrix element Hel [53]:
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Fig. 2.21 Potential energy
curves representing adiabatic
(a), (b) and nonadiabatic
electron transfer (c). In
strongly adiabatic electron
transfer (a), Hel is large
enough for the reaction to
proceed on one curve. In
nonadiabatic electron transfer,
the ‘moving point’ oscillates
many times on the reactant
curve before electron transfer
takes place. Adapted from
Ref. [44]
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H2
el ¼ H0

el

� �2
e�bðd�d0Þ; ð2:61Þ

where d is the separation distance between the two reactants and d0 represents the
separation distance in the case of an encounter complex, determined by the van der
Waals radii of the two reactants [44]. H0

el corresponds to the maximal electronic
coupling element when D and A are in contact. An important parameter is the
‘damping factor’ b, also known as attenuation factor or decay coefficient. Being
inversely proportional to the orbital overlap between donor and acceptor orbitals
[44], b depends on the medium through which the electron travels [53]. In vacuum,
for example, b ranges from 2.8 to 3.5 Å−1 [54, 55]. Common values for saturated
hydrocarbons bridges are much lower, on the order of 0.8–1.0 Å−1 [56–58], and
slightly higher decay constants (1.0–1.4 Å−1) have been measured in proteins [55,
59, 60]. Remarkably low b-values as low as 0.04 Å−1 have been reported for
oligomers of p-phenylenevinylene: electron transfer rates constants of 1011 s−1 have
been measured for separation distances of 40 Å [61]. Consequently, such systems
are termed ‘molecular wires’ [62].

Provided no parameters other than distance influence ket, the electron transfer
rate constant can be written as [41]

ket ¼ k0ete
�bðd�d0Þ ¼ 1013e�bðd�d0Þs�1; ð2:62Þ

where 1013 s−1 represents the frequency for nuclear motion along the reaction
coordinate, implicitly assuming that the reaction is adiabatic at d = d0.

Comparing Eqs. (2.59) and (2.62) makes apparent that ket shows two expo-
nential dependences, both via the nuclear factor jn and the electronic factor jel. The
semiclassical Marcus equation [41] combines the two dependences and can be used
to predict both adiabatic and nonadiabatic electron transfer

ket ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4p3

h2kkBT

s
H2

ele
� kþDdG

0
etð Þ2

4kkBT : ð2:63Þ

2.4.6 Electron Transfer in Biological Systems

Marcus theory has been adopted for electron transfer in biological systems [41].
Several researchers made seminal contributions to this field, with Gray being one of
the most notable experimentalists (see, for example, Refs. [56, 60, 63–65]).

Equation (2.62) is widely used in the study of biomolecules, where electrons
tunnel, often over long distances, between electron transfer relay centres such as the
FeS chains in the fuel-forming enzymes that are subject to this thesis. Complex I,
the first enzyme of the respiratory chain, constitutes a particular striking example,
where the electron transport chain comprises nine iron sulphur clusters that shuttle
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charges over a distance of more than 80 Å [66]. The FeS clusters in this and other
iron sulphur enzymes such as hydrogenases or CODH have in common that their
reorganisation energies are low, and the individual centres are arranged in a near
linear fashion and spaced apart at distances short enough to allow efficient electron
tunnelling at rates well above the limiting turnover rate [54]. Dutton and co-workers
established, empirically, by surveying a wide range of electron transfer proteins
with known atomic structure that electrons can travel up to 14 Å between redox
centres through the protein medium. Transport over longer distances always
involves a chain of cofactors [54]. Electron transfer rates on the order of
108–109 s−1 are calculated for the redox enzymes used in this thesis.

Using the principles of electron transfer theory, we can interpret the near-unity
efficiency of the initial photosynthetic charge-separation processes described in
Sect. 1.2.2.2. Electron transfer from the special pair to the initial pheophytin a
acceptor is barrierless with a rate constant of ca. 1012 s−1, the outer-sphere reor-
ganisation energy inside the hydrophobic protein membrane is low, and
bond-length changes are negligible in the rigid porphyrin frameworks [44].
Subsequent electron transfer to plastoquinone QA is again barrierless, albeit three
orders of magnitude slower, at least in part due to the large separation distance. Yet,
destructive recombination is kinetically disfavoured, being placed in the Marcus
inverted region owing to its large driving force. Recombination between reduced
QA and the oxidised special pair P680+ is also impeded by strong barriers, notably
the poor electronic overlap because of the large separation distance [44].

Long-range electron transfer is still a thriving and actively researched area, and
the theoretical concepts described in Sect. 2.4 are powerful tools, not only for
describing experimentally observed phenomena, but also for predicting reactivity
and hence guiding the experimentalist.

2.5 Electron Paramagnetic Resonance Spectroscopy

2.5.1 The Electronic g Value

This chapter on experimental theory will be concluded with a short, phenomeno-
logical discussion of the basic principles behind electron paramagnetic resonance
spectroscopy (EPR), focusing on continuous-wave EPR. In a magnetic field B, an
electron with spin S = 1/2 can have two orientations, either parallel to the magnetic
field, where ms = +1/2, or antiparallel with ms = −1/2. It is the latter orientation that
is lower in energy. The electronic Zeeman energies are given by [67]

E ¼ glBBms; ð2:64Þ

where lB denotes the Bohr magneton and g is the property of interest in the
experiment (vide infra). Upon absorption of electromagnetic radiation hm equal to
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the energy difference DE in the two orientations, the electron will change orien-
tation according to the resonance condition

hm ¼ glBB: ð2:65Þ

This process is schematically depicted in Fig. 2.22.
From Eq. (2.65) follows that there are, in principle, two options for detecting

EPR absorption: the frequency can be varied at constant field, or the field can be
varied at constant frequency until the resonance condition is met. It is the latter case
that finds application in continuous-wave EPR spectroscopy: for practical purposes
resonant cavities are used to enhance sensitivity, their use dictates a fixed frequency
with a corresponding wavelength that fits the resonator dimensions [67].

The g value of a free electron in vacuo ge = 2.00232. However, as a result of
spin-orbit coupling, an electron orbiting around one or more nuclei (e.g. a transition
metal ion in a metalloenzyme) will experience a second magnetic field dB. In this
case, the resonance condition can be expressed as

hm ¼ gelBðBe þ dBÞ ð2:66Þ

or, since dB is not known, as

hm ¼ ðge þ dgÞlBB: ð2:67Þ

The notion of dg lies at the heart of EPR: this quantity not only serves as a
‘fingerprint’ of a given molecule (as g = ge + dg), it also contains information
about its electronic structure, as well as the nature of electron-nucleus interactions.

2.5.2 The g Value is Anisotropic

Anisotropy is a key concept in EPR spectroscopy: molecular properties such as
dg are angular dependent and thus reflect the three-dimensional structure of a

Magnetic field B

E
ne

rg
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ms = +1/2

ms = −1/2

ΔE = hν = gμBB

E = +(1/2)gμBB

E = −(1/2)gμBB

Fig. 2.22 Removal of the
degeneracy of the electron
spin states by a magnetic
field. An EPR allowed
transition is observed when
the resonance condition is
fulfilled. Adapted from
Ref. [68]
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paramagnetic molecule [67]. The principle is illustrated using the following
example. Figure 2.23 schematically depicts an oxidised cytochrome c-type mole-
cule, having a low-spin ferric haem centre (S = 1/2) embedded in a porphyrin
plane, with the axial positions being occupied by a histidine and a methionine
ligand, respectively. The molecule is depicted spanning a Cartesian coordinate
system, such that the tetrapyrrole plane spans the x- and y-plane and the axial
ligands are aligned with the z-axis.

Consider this molecule being subjected to an external dipolar magnetic field
B with the field vector B along the x axis: dg in Eq. (2.67) is largely determined by
the heteroatomic electrons of the tetrapyrrole plane [67]. Because of the porphyrin
plane being symmetric, no change in dg will be observed upon rotation around the
z axis so that the y axis is aligned with the magnetic field vector. However, the
electronic structure of the His and Met ligands will determine dg if the molecule is
rotated so that the z axis is aligned with the magnetic field. The example in Fig. 2.23
is considered to display axial symmetry, with Bx = By 6¼ Bz and thus gx = gy 6¼ gz.
In a sample of randomly oriented cytochrome c haems, many more molecules will
exist with the B vector anywhere near the xy plane than there will be molecules
where B is parallel to the unique z axis. This discrepancy will impact the intensity
distribution of the resulting EPR signals, as (qualitatively) depicted in Fig. 2.24a.
A real EPR spectrum is obtained when this stick spectrum is convoluted with a line
shape with finite line width (Fig. 2.24b) [67], reflecting the different orientations
with respect to the B vector lying somewhere in between the extreme values that give
rise to the sharp, distinct peaks [69]. Figure 2.24c shows the derivative (with respect
to the magnetic field) EPR spectrum, which is usually recorded in practice, as
standard EPR spectrometers employ field modulation plus phase-sensitive detection
to increase sensitivity by filtering out non-resonant noise [67].

Distortion of the axial symmetry (such as in the porphyrin plane in Fig. 2.23)
leads to the formation of a rhombic spectrum, where gx 6¼ gy 6¼ gz. An example of
a rhombic absorption spectrum is shown in Fig. 2.24d and the corresponding
derivative spectrum is depicted in Fig. 2.24e. The latter shows three different fea-
tures, the field positions of which correspond closely to the different g values gx, gy,
and gz.

N N

N N

N

S

(His)

(Met)

z

x

y

Fe

Fig. 2.23 Schematic
illustration of axial
paramagnetic anisotropy
using a simplified
representation of a
cytochrome c-type haem
porphyrin with histidine and
methionine occupying the
axial positions. Adapted from
Ref. [67]
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For completeness, in the simplest case, termed isotropic system, gx = gy = gz.

2.5.3 Multiple Magnetic Interactions

Electronic Zeeman interactions in addition to those between the external magnetic
field B and the electron spin S (termed S*B interactions) give rise to more com-
plicated EPR spectra than those reported in Fig. 2.24. Generically speaking, one
can distinguish between electron-electron spin interactions (S*S interactions) and
interactions between electron spins and nuclear spins (S*I interactions).

Although much weaker than the electronic Zeeman (S*B) interaction (typically
one to several orders of magnitude [67]), S*I interactions do cause perturbations to
the EPR spectrum, they give rise to hyperfine splitting: each of the basic
S*B features (see Fig. 2.24) will be split into 2I + 1 lines, with the magnitude of the
splitting (A) reflecting the strength of the interaction. A is an anisotropic quantity,
meaning each g value may show hyperfine splitting of different magnitude. In a
rhombic system, for instance, this leads to Ax, Ay, and Az corresponding to the
magnitude of the splitting at gx, gy, and gz, respectively.

Hyperfine splitting arising from interaction with metal ion nuclei is referred to as
central hyperfine splitting and allows determination of the isotope of the metal with
which the electron is associated. Interaction of electron spin with nuclei from (first)
coordination sphere ligands is termed ligand hyperfine or superhyperfine splitting.
This type of interaction is important for Chap. 3 of this thesis. The magnitude of
ligand hyperfine splitting is typically an order of magnitude less compared to metal
hyperfine splitting [67].

Spin systems comprising more than one unpaired electron (S > 1/2), e.g. triplet
states, give rise to S*S interactions and cause what is known as zero-field splitting.

Fig. 2.24 Anisotropy in EPR
illustrated for absorption and
derivative spectra of axial
(a)–(c) and rhombic
symmetry (d), (e). (a) axial
intensity pattern; (b) axial
EPR absorption; (c) axial EPR
derivative; (d) rhombic EPR
absorption; (e) rhombic EPR
derivative. Reprinted with
permission from Ref. [67].
Copyright 2006 The Royal
Society of Chemistry
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Magnetic dipole-dipole interaction between unpaired electrons removes their
degeneracy even in the absence of an external field [68].

Nuclear Zeeman interactions (I*B) and quadrupolar interactions (I*I) are usually
too weak to be detected in a standard continuous-wave EPR experiment; they are,
however, amenable to characterisation by some advanced (pulsed-) EPR tech-
niques, notably electron nuclear double resonance (ENDOR) and electron spin echo
envelope modulation (ESEEM) [67].

2.5.4 ‘Advanced’ EPR Techniques

The term ‘advanced’ EPR is rather vague. Generally, it refers to so-called double
resonance techniques involving two sources of radiation. The common underlying
principle involves the partial or full saturation of an EPR absorption, normally using
pulsed excitation, and subsequent transfer of spin energy to a different absorption
by means of the second radiation, leading to the detection of the difference signal
[70]. Contrary to pulsed NMR spectroscopy, pulses in EPR are often not able to
excite the entire spectrum of the electron spin.

Electron-nuclear hyperfine interactions that are too small to be resolved within
the natural EPR line width can be studied by ESEEM and ENDOR. ESSEM is
typically used in the characterisation of ‘more distant’, weekly coupled nuclei with
A 
 10 MHz [71]. Weakly coupled nuclear spins cause a modulation of the
intensity of the spin echo at the nuclear frequencies of the interacting nucleus. From
the modulation depth, it is in principle possible to determine the number of
equivalent nuclei of a particular type of coupling with the electron spin; an example
is presented in Chap. 3. ESEEM experiments can be carried out as two- or
three-pulse experiments, with the latter usually giving better resolution (in the
three-pulse experiment, the nuclear coherence decays with the longer nuclear
relaxation time T1 instead of the shorter spin-spin relaxation time T2) [72].
Hyperfine sublevel correlation spectroscopy (HYSCORE) is a four-pulse variation
of the ESEEM experiment.

ENDOR is complementary to ESEEM and generally used for more strongly
coupled, ‘closer’ nuclei, with A being in the range of 2–40 MHz [71]. The tech-
nique probes the nuclear transitions directly, through coupling of the EPR excita-
tion with an NMR radio frequency pulse. Simply speaking, NMR spectroscopy is
detected on an EPR spectrometer.

Because of the highly complicated nature of double-resonance techniques, a
theoretical treatment of the above-mentioned pulsed-EPR experiments would be
beyond the scope of this introduction. The reader is instead referred to the wealth of
literature on advanced EPR spectroscopy. Concise introductions for example are
given by Chasteen and Snetsinger [71], and Roessler [72].
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Chapter 3
The Mechanism of [FeFe]-Hydrogenases—
How Aldehydes Inhibit H2 Evolution

3.1 Introduction

As outlined in Sect. 1.6.2.4, the elementary steps by which [FeFe]-hydrogenases
evolve hydrogen so efficiently are still unclear. Scheme 3.1 draws attention to an
outstanding question concerning theirmechanism.Of the two structures shown,Hox is
well characterised; the other structure represents a transient state, termed Hox–2(2H),
immediately prior to or at the point ofH2 release. To go fromHox toHox–2(2H) requires
two electrons and two protons but it has not been established in a kinetic study in
which order these events occur. In the Hox–2(2H) transient, the two additional elec-
trons (with respect to Hox) are stored as a terminal hydride bound to Fed; therefore, the
oxidation numbers of the H-cluster components [2Fe]H and [4Fe-4S]H are already
adjusted to the Hox level, which is left behind after H2 is released from the active site
(the individual oxidation numbers of Fed and Fep (I,II) are not yet established).

The reversible inhibition of [FeFe]-hydrogenases by formaldehyde has recently
been established using protein film electrochemistry [1, 2]. The combination of PFE
and inhibition by aldehydes provides an interesting new probe for the mechanism of
H2 production: aldehydes almost certainly react at the H-cluster, intercepting highly
active reduced states.

Importantly, the activity that is lost very rapidly when formaldehyde is injected
into the electrochemical cell is recovered immediately when formaldehyde is
removed (Fig. 3.1a). Formaldehyde binds rapidly within seconds, the reaction in
the potential region where H2 production occurs is dominated by a fast component
with τ = 7.89 s at −0.56 V vs. SHE (Fig. 3.1b). Importantly, the enzymatic activity
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Fig. 3.1 Formaldehyde-inhibition of H+ reduction by CrHydA1, adapted from Ref. [2].
a Formaldehyde was injected at t = 0 to give a final concentration of 4.5 mM. After 300 s, the
cell was rinsed with 50 mL of phosphate buffer (rinsing took approximately 100 s, grey stripe).
Other conditions: electrode potential −0.56 V vs. SHE; pH 6.0; 10 °C; 100% H2; ω = 2500 rpm.
b Represents an expanded section of (a), in which the decay of activity following injection
of formaldehyde is fitted to a bi-exponential process by least-square analysis using OriginPro
9.0. Reprinted with permission from Ref. [5]. Copyright 2015 American Chemical Society
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Scheme 3.1 Pathway to the transient precursor for catalytic H2 formation at the H-cluster,
formation of which is prevented by formaldehyde. As the individual charges on Fep and Fed are
still under debate, the overall oxidation number of [2Fe]H is presented, together with the charge of
[4Fe-4S]H. In Hox, [4Fe-4S]H is established to have an overall charge of 2+, and both Fep(I)-Fed(II)
and Fep(II)-Fed(I) are possible combinations for [2Fe]H. In Hox–2(2H), [4Fe-4S]H is also
formulated as 2+ [3], implicating that [2Fe]H comprises Fep(I)-Fed(II) [4]. Reprinted with
permission from Ref. [5]. Copyright 2015 American Chemical Society
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is almost fully recovered when formaldehyde is flushed from the cell after 5 min
exposure (Fig. 3.1a).

The fraction of the total current attenuation that is due to rapid, reversible
interaction with HCHO increases as the electrode potential is lowered [2]: a detailed
study with the enzyme from Clostridium acetobutylicum showed that the potential
dependence spans three zones linked by one-electron Nernst transitions and thus
termed Hox, Hox–1, and Hox–2. Allowing for small shifts, the profile complemented
that obtained for inhibition by CO, thus implicating the most reduced catalytic
intermediate, two electrons below Hox and hence at the level of Hox–2, as the
primary target for rapid and reversible inhibition [1]. Formaldehyde thus prevents
the formation of the transient species Hox–2(2H) depicted in Scheme 3.1 (blue
pathway). A much slower reaction, which is not reversible, is also observed, and
becomes dominant as the electrode potential is raised [1, 2]. However, the fact that
at negative potentials where Hox–2 prevails, the rapidly inhibited fraction is almost
quantitatively recovered upon formaldehyde removal after 5 min (Fig. 3.1a) means
that the fast binding process offers substantial protection against the slow and
irreversible reaction.

Based on earlier evidence from density functional theory (DFT) [3, 6, 7] that in
the Hsred state (and likely also Hred) Fed should carry a hydrido-ligand, it has
originally been proposed that HCHO inhibition of the Hox–1 and Hox–2 levels
occurs, mechanistically, through electrophilic attack on the respective hydrido
complex to form a bound methanol or methoxide species [1]. This process is
thermodynamically favourable and resembles Noyori chemistry (catalytic hydro-
genation) (Scheme 3.2).

However, subsequent efforts to detect any release of methanol have been
unsuccessful [1, 8], implying that HCHO might bind as a true inhibitor and not
as an alternative, slow substrate. Further, results from spectroscopic investiga-
tions by different groups have led to the proposal that Fed neither carries a
hydrido ligand in Hred [9, 10] (Hox–1 level) nor in the spectroscopically acces-
sible form of Hsred (Hox–2 level) [11]—the implication being that H2 evolution
occurs very rapidly following transfer of two protons upon the transition to or at
the Hox–2 redox level (compare Scheme 1.1) [4]. These developments place the
nature of the reaction with formaldehyde, which contains a potent electrophilic
C-atom, in a new context—namely as a probe to investigate when the initial H+

transfer to Fed (to form the hydrido complex) occurs during catalysis, as well as
the subsequent second protonation of the adt-moiety. The results also convey
additional structural information, because known complexes of metals with
formaldehyde do not bind only through a single metal-C bond, but involve
secondary stabilisation through di-hapto (η-C,O) coordination [12–14], a notable
example being Fe(η2-CH2O)(CO)2(P(OMe)3)2 reported by Berke et al. [15].

This chapter expands the concept of using the combination of PFE and
formaldehyde as probe for the mechanism of H2 production to longer chain alde-
hydes, i.e. trifluoroacetaldehyde, acetaldehyde, butyraldehyde, and isovaleralde-
hyde. Having different electronic and steric properties, these molecules might allow
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a distinction between different postulated reaction pathways at the H-cluster.
Moreover, in addition to intercepting and trapping reactive intermediates such as
the super-reduced state Hsred, extended alkyl chains provide the equivalent of a ‘trail
of string’ marking the route taken to and from the active site. These inhibitors could
hence shed more light on the gas channels that allow diffusion through the protein
towards the active site.

Separately, using the algal enzyme CrHydA1, pulsed-EPR spectroscopy
experiments with isotopically enriched formaldehyde (DCDO and H13CHO) were
undertaken in collaboration with Dr. William Myers (Centre for Advanced Electron
Spin Resonance, University of Oxford) to gain insight into the binding mode of
formaldehyde (the simplest and most reactive aldehyde inhibitor) to the H-cluster.
Use of EPR allows the species formed upon rapid and reversible reaction with
formaldehyde to be studied over long periods in frozen samples, avoiding the
irreversible degradation that would inevitably result if using techniques such as IR
that normally require ambient temperatures. Furthermore, DFT calculations were
carried out by Professor John McGrady (Inorganic Chemistry Laboratory,
University of Oxford) to provide mechanistic support. Taken together, the results
have important implications for the mechanism of [FeFe]-hydrogenases.

Scheme 3.2 Theoretical calculations of the mechanism of H2 formation by the H-cluster (grey).
The thermodynamically favourable reaction with formaldehyde is depicted in green. An alternative
pathway, Schiff base chemistry at the bridgehead nitrogen atom, is shown in blue. Reprinted with
permission from Ref. [1]. Copyright 2012 American Chemical Society
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3.2 Protein Film Electrochemistry Investigations

Aiming at establishing whether aldehydes can react with the Hox–2 redox level and,
further, discriminating between the two originally postulated reaction pathways
Schiff-base chemistry and hydridic carbonyl reduction [1] (see Scheme 3.2), the
concept of using formaldehyde as probe for the mechanism of H2 production was
expanded to longer chain aldehydes of different steric demand and electrophilicity.
Through chronoamperometry experiments, the potential dependences of the inhibi-
tion of CaHydA by four different aldehydes have been determined: (i) trifluoroac-
etaldehyde (CF3CHO), (ii) acetaldehyde (MeCHO), (iii) butyraldehyde (PrCHO), and
(iv) isovaleraldehyde (i-BuCHO) (Fig. 3.2).

To illustrate the general principle, two typical experiments using MeCHO are
depicted in Fig. 3.3. In the red trace, the electrode is poised at a low potential in the
hydrogen production regime (−0.6 V). Acetaldehyde inhibitor is injected at t = 0.
The inhibition kinetics can be obtained by subsequent monitoring of the decrease in

Fig. 3.2 Structures of the different aldehyde molecules studied as inhibitors of [FeFe]-
hydrogenases

Fig. 3.3 Current vs. time traces depicting the decrease of hydrogen oxidation (black) and
hydrogen evolution (red) activity of CaHydA following injection of 168 μM MeCHO at t = 0.
The currents are normalised for film loss according to Eq. (2.30). The grey area shows Δt in which
the buffer solution is exchanged to establish whether activity can be restored after removal of the
inhibitor. Experimental conditions: pH 6.0 phosphate buffer; ω = 3000 rpm, dark, 5 °C, 100% H2.
Due to the volatility of MeCHO (bp 20 °C) H2 flow was briefly interrupted during inhibition and
restored after buffer exchange (see Sect. 3.2.3)
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catalytic current. After 300 s, the cell solution is rinsed with fresh, temperature- and
gas-equilibrated buffer (ten times the original cell volume, grey area), while
maintaining electrical connectivity. The activity that is restored after the rinse
determines the extent of reversibility the inhibition process displays. Note the initial
increase of normalised current immediately after the start of the rinsing process
(‘current overshoot’); this can most likely be attributed to a slightly higher tem-
perature in the fresh buffer solution, giving higher activity [2]. The black current vs.
time trace in Fig. 3.3 shows MeCHO inhibition of hydrogen oxidation by CaHydA.
Here, the extent of inhibition is higher than in the red trace. However, the process at
+0.05 V is less reversible.

3.2.1 Inhibition by Formaldehyde

For comparison, the potential dependence of inhibition of CaHydA by formalde-
hyde, which serves as ‘benchmark’, is shown in Fig. 3.4. The dependence was
established by Foster et al. [1] through chronoamperometry experiments analogous
to those shown in Fig. 3.3. The reactivity of formaldehyde towards the enzyme
increases as the potential is lowered. The potential dependence follows two
one-electron Nernst transitions and maximum inhibition occurs at the Hox–2 redox
level. Kinetic analysis (see Fig. 3.1 for a sample trace recorded in the H2 production
region) shows that inhibition at low potentials essentially follows a
single-exponential time-course. Conversely, at high potentials where formaldehyde
inhibition of CaHydA is marginal, the kinetics are biphasic, with the slower
component being the dominating kinetic process. It needs to be mentioned that

Fig. 3.4 Potential dependence of inhibition of CaHydA by formaldehyde. Data taken from Ref.
[1]. The extent of inhibition was measured after 100 s of exposure to 4.5 mM HCHO in 100% H2,
which corresponds to 2.25 μM non-hydrated HCHO. Conditions: pH 6.0 phosphate buffer,
ω = 2500 rpm, 20 °C, dark (blacked-out) cell. Error bars represent one standard deviation
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formaldehyde is believed to enter the enzyme in its gaseous form, i.e. as free,
non-hydrated HCHO [2]. The equilibrium constant for hydration, Keq, is approxi-
mately 2000 at 25 °C [16, 17].

3.2.2 Inhibition by Trifluoroacetaldehyde

The potential dependence of CF3CHO inhibition of CaHydA is depicted in
Fig. 3.5. Due to the high Keq for hydrate formation of *2.9 × 104 [18] (one order
of magnitude larger than Keq,HCHO), the maximum concentration that could be
employed in these measurements (restricted by a maximum electrochemical cell
volume of 5.0 mL) was 182 mM CF3CHO, which corresponds to 6.3 μM
non-hydrated aldehyde (compared to 2.25 μM HCHO in Sect. 3.2.1). Generally,
inhibition studies could not be carried out in the ‘intermediate’ potential region
close to the equilibrium potential for H+/H2 interconversion (i.e. between −0.4 and
−0.15 V, see Fig. 1.33), due to the relatively low catalytic currents in this region
that are lowered even further by the exponential ‘film loss’ processes that underlie
every experiment (see Sect. 2.2.7).

As shown in Fig. 3.5, in the potential region where hydrogen formation takes
place, the extent of CF3CHO inhibition follows a similar potential dependence
profile to that of HCHO inhibition (Fig. 3.4). Even though the magnitude of the
extent of inhibition cannot be directly compared, since different concentrations of
aldehydes had to be employed, it becomes immediately apparent that CF3CHO
inhibits hydrogen production activity of CaHydA to a much lesser extent than
formaldehyde. Interestingly, CF3CHO shows higher inhibition of H2 oxidation than
proton reduction, which stands in contrast to CaHydA inhibition by formaldehyde,
where H2 oxidation inhibition is marginal.

The kinetics of CF3CHO inhibition are shown in Fig. 3.6. Similar to
formaldehyde inhibition of CaHydA, CF3CHO inhibition follows bi-exponential
kinetics. The rate constants of the fast and slow components of the reaction are
depicted in red and blue, respectively. Both increase as the potential is raised, with

Fig. 3.5 Percentage
inhibition of CaHydA by
CF3CHO after 100 s of
exposure. Conditions: 100%
H2, 6.3 μM (non-hydrated)
CF3CHO, 20 °C,
ω = 3000 rpm, pH 6.0, dark.
Error bars represent one
standard deviation; all
measurements were carried
out in triplicate
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kfast being about one order of magnitude larger than kslow. In formaldehyde inhi-
bition of CaHydA, the rate constant of the fast component also increases as the
potential is increased, but kslow is potential independent [8]. In agreement with
the faster overall reactivity displayed by HCHO, both the fast and the slow process
of HCHO inhibition [8] occur on much faster timescales than CF3CHO
inhibition—kfast,HCHO * 106 × kfast,CF3CHO; kslow,HCHO * 104 × kslow,CF3CHO.

Figure 3.7 shows the portions of the fast and slow process of the total inhibition
(red, blue), compared to the overall reversibility of the inhibition at different
potentials (depicted in black). Although caution in interpreting these data has to be
taken because of the significant errors, the general trend is that the proportion of the
fast phase increases as the potential is raised. This stands in contrast to formalde-
hyde inhibition, which follows the opposite behaviour [8]. Inhibition of hydrogen
oxidation by CF3CHO shows higher reversibility than inhibition of hydrogen for-
mation and the former is enhanced compared to high potential inhibition by HCHO.
Although the amount of fast phase shows the opposite trend with potential
depending upon whether HCHO or CF3CHO is used, in both cases a higher pro-
portion of the fast inhibition process leads to more reversibility.

Fig. 3.6 Potential
dependences of the average
rate constants of the fast (red)
and slow (blue) phase of the
biphasic reaction of CF3CHO
with CaHydA. Error bars
represent one standard
deviation of propagated errors
from least-square analysis of
the inhibition kinetics. All
measurements were carried
out in triplicate

Fig. 3.7 Comparisons of the
potential dependences of the
proportions of CF3CHO
inhibition that are due to the
fast (red) and slow (blue)
process with the average
overall reversibility of the
inhibition reaction (black).
Error bars represent one
standard deviation; all
measurements were carried
out in triplicate
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3.2.3 Inhibition by Acetaldehyde

The potential dependence of MeCHO inhibition of CaHydA is depicted in Fig. 3.8.
In the hydrogen production region at potentials below −0.4 V, MeCHO inhibition
shows a trend similar to both HCHO and CF3CHO inhibition, i.e. increasing inhi-
bition with decreasing potential. Because of the high volatility of MeCHO (bp 20 °C),
experiments were performed at a lower temperature (5 °C) compared to all other
aldehydes used in this work (20 °C) and the gas flow was interrupted simultaneously
to aldehyde injection, until the end of the buffer exchange (rinsing step). The effect of
H2 consumption at high potential during the 5 min of MeCHO exposure was
determined in control experiments where buffer was injected in place of aldehyde:
less than 5% of activity was lost in these experiments (see Appendix C). Therefore,
the impact of the substrate depletion on the activity of CaHydA is negligible
compared to actual inhibition be acetaldehyde. A relatively high concentration of
acetaldehyde was required for significant inhibition to be observable, 168 μM
non-hydrated MeCHO was used compared to 2.25 μM non-hydrated formaldehyde
and 6.3 μM CF3CHO.

Although inhibition increases as the potential is lowered, the total extent of
inhibition is much lower than for HCHO. Similar to CF3CHO, but in contrast to
HCHO, MeCHO shows higher degrees of inhibition of hydrogen oxidation than
proton reduction. The extent of MeCHO inhibition is approximately twice as great
as that of CF3CHO inhibition, although more than 50 times more MeCHO was
used. Assuming scalability, this indicates greater reactivity of CF3CHO compared
to MeCHO, in agreement with the former’s more electrophilic C=O group.

Although acetaldehyde inhibition is at least partially reversible both in the H2

oxidation and in the H2 evolution regime (see Fig. 3.3), no clear trend in

Fig. 3.8 Percentage inhibition of CaHydA by acetaldehyde after 100 s of exposure. Conditions:
336 μM MeCHO solution, 5 °C, dark, ω = 3000 rpm, pH 6.0 phosphate buffer, 100% H2

(interrupted during 5 min exposure to MeCHO). MeCHO has an equilibrium constant of 1, i.e.
336 μM MeCHO corresponds to 168 μM of non-hydrated aldehyde. Error bars represent one
standard deviation; all measurements were carried out in triplicate
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reversibility was observed across the potential window studied. The kinetics of the
inhibition could not be determined due to the relatively large errors of the exper-
iments, particularly at low potential, which are due to the complex experimental
conditions that had to be employed with MeCHO. Although the interrupted H2 flow
had only marginal effects on H2 consumption over the course of the experiments
(vide supra), simultaneous aldehyde injection and removal of the H2 gas inlet
caused the initial decay in activity to differ slightly between repeats.

3.2.4 Inhibition by Butyraldehyde

Butyraldehyde is significantly less soluble in water than the C1 and C2 analogues
described in the previous sections. The maximum aldehyde concentration that could
be employed in the experimental set-up was 30 mM. The potential dependence of
the inhibition of CaHydA by PrCHO is shown in Fig. 3.9. At potentials below
−0.4 V, it is qualitatively similar to the dependences recorded for MeCHO and
CF3CHO, but PrCHO shows much less inhibition.

In the hydrogen production region (below −0.4 V) in Fig. 3.9 the reactivity
increases when the potential is lowered. At intermediate and high potentials, no
clear trend is apparent. This is also the case for the kinetic rate constants (Fig. 3.10).
Two separate processes occur across the whole potential range. The fast process
(kfast), is generally approximately 10 times faster then the slow process (kslow), but
no correlation between potential and rate constants can be drawn.

Figure 3.11 shows that inhibition by PrCHO is partially reversible, but no clear
tendency can be observed across the potential window studied.

Fig. 3.9 Percentage
inhibition of PrCHO after
100 s of exposure.
Conditions: CaHydA, 100%
H2, 30 mM PrCHO, 20 °C,
ω = 3000 rpm, pH 6.0
phosphate buffer, dark. Error
bars represent one standard
deviation; all measurements
were carried out in triplicate
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3.2.5 Inhibition by Isovaleraldehyde

The branched aldehyde i-BuCHO is the least water-soluble aldehyde used in this
work. Its reactivity towards CaHydA is intrinsically low, even at the maximum
concentration of 30 mM that could be used in the electrochemical cell. The
potential dependence of the extent of inhibition of CaHydA by i-BuCHO is
depicted in Fig. 3.12. Isovaleraldehyde clearly shows the least inhibition of all the
different aldehydes studied.

All recorded current vs. time traces follow bi-exponential decomposition path-
ways. Similar to inhibition by PrCHO, the obtained rate constants do not follow any
trend (Fig. 3.13).

As depicted in Fig. 3.14, the proportion of the fast phase increases as the
potential is raised (for potentials > −0.4 V). The inhibition at low potential is
irreversible, indicating i-BuCHO might not be able to reach the active site of the
enzyme.

Fig. 3.10 Potential
dependences of the average
rates constants of the fast
(red) and slow (blue) phase of
the biphasic reaction of
PrCHO with CaHydA. Error
bars represent one standard
deviation of propagated errors
from least-square analysis of
the inhibition kinetics. All
measurements were carried
out in triplicate

Fig. 3.11 Comparisons of
the potential dependences of
the proportions of PrCHO
inhibition that are due to the
fast (red) and slow (blue)
process with the average
overall reversibility of the
inhibition reaction (black).
Error bars represent one
standard deviation; all
measurements were carried
out in triplicate
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Fig. 3.12 Percentage
inhibition of i-BuCHO after
100 s of exposure.
Conditions: CaHydA, 100%
H2, 30 mM i-BuCHO, 20 °C,
ω = 3000 rpm, pH 6.0
phosphate buffer, dark. Error
bars represent one standard
deviation; all measurements
were carried out in triplicate

Fig. 3.13 Potential
dependences of the average
rate constants of the fast (red)
and slow (blue) phase of the
biphasic reaction of i-BuCHO
with CaHydA. Error bars
represent one standard
deviation of propagated errors
from least-square analysis of
the inhibition kinetics. All
measurements were carried
out in triplicate

Fig. 3.14 Comparisons of
the potential dependences of
the proportions of i-BuCHO
inhibition that are due to the
fast (red) and slow (blue)
process with the average
overall reversibility of the
inhibition reaction (black).
Error bars represent one
standard deviation; all
measurements were carried
out in triplicate
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3.3 Discussion

3.3.1 Discussion of the Different Aldehyde Reactivities

If aldehyde inhibition of [FeFe]-hydrogenases takes place at the active site, either at
the Fed atom or at the pendant amine group (adt-N), the size and electrophilicity of
the aldehyde should have a strong influence on its reactivity towards the enzyme.
All aldehydes apart from the ‘bulky’ i-BuCHO show at least partial reversibility
over the entire potential region studied, indicating that these molecules can pene-
trate into the enzyme, and reaction pathways at the H-cluster similar to those
proposed for formaldehyde are feasible.

Both CF3CHO and MeCHO are similar in steric demand, but the former pos-
sesses a more electrophilic C=O group. In the H2 production regime, both show
increased inhibition as the potential is lowered, in agreement with postulated
reactivity towards the Hox–2 level of the H-cluster. However, both aldehydes also
show reversible inhibition at high potential, in contrast to HCHO. Concentrations
significantly higher than those used for experiments involving HCHO had to be
employed to observe measurable inhibition. At low potential, the potential
dependence of inhibition by PrCHO is qualitatively similar to CF3CHO and
MeCHO, but PrCHO shows much less reactivity. i-BuCHO shows the least inhi-
bition of all aldehydes employed in this work and reacts irreversibly with CaHydA
at low potentials.

Figure 3.15 shows a comparison between the normalised potential dependences
of all four aldehydes, revealing orders of magnitude differences in (concentration
corrected) reactivity. One has to be cautious and avoid a quantitative interpretation
of this comparison, due to normalisation over a large concentration range, but
qualitative trends become apparent: the order of reactivity
HCHO > CF3CHO > MeCHO > PrCHO > i-BuCHO suggests that the less elec-
trophilic and sterically accessible the carbonyl C-atom (the former because of
positive inductive effects of the different alkyl substituents and the latter due to
increasing steric hindrance caused by the alkyl groups), the lower the reactivity at

Fig. 3.15 Comparison of the
normalised (i.e. concentration
corrected) extent of inhibition
as a function of potential for
the four different aldehydes
studied in this work,
measured after 100 s of
exposure. Data for
formaldehyde inhibition were
taken from Ref. [1]
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low potentials where the Hox–2 level prevails and the enzyme is most active for H2

formation. The correlation suggests that these aforementioned properties of the
aldehydes modulate their reactivities at the enzyme active site, corroborating the
hypothesis of aldehyde inhibition occurring at the H-cluster, preferably targeting
the Hox–2 level, as proposed for HCHO [1].

Kinetic analyses of the inhibition reactions of the different aldehydes were
carried out with the aim of gaining more insight into the possible reaction pathways.
All aldehydes display biphasic inhibition kinetics, but no direct correlations
between fast/slow reaction and reversibility (as is the case for HCHO [1, 2, 8, 19])
could be determined. Instead, the picture is more complex. Whereas formaldehyde
shows relatively ‘clean’ reactivity, with the proportion of the dominating, fully
reversible rapid reaction increasing as the potential is lowered, aldehydes of larger
size are more likely to react with nucleophilic groups at the protein periphery or in
the gas channels (blocking substrate delivery and product removal to and from the
active site) since access to the H-cluster is likely to be restricted. Furthermore,
different reactivities towards the adt-N moiety of the H-cluster have to be taken into
account. For example, HCHO and CF3CHO cannot form enamines due to the lack
of α-carbonyl protons. Although formation of enamines is theoretically a reversible
reaction, these are expected to be thermodynamically (meta-) stable products.
Possible reaction pathways of CF3CHO and the H-cluster are depicted in
Scheme 3.3, specifically reduction by Fed-hydrido species (black) and nucleophilic
attack by adt-N (blue). Since α-protons in CF3CHO are replaced with fluorine
substituents, the only likely fate of an iminium ion formed by Schiff base chemistry,
other than the reverse reaction, is irreversible reduction with an iron hydride to form
a fluorinated alkylamine.

The higher irreversibility of CF3CHO inhibition at low potentials compared to
HCHO (see Fig. 3.7) can in principle be rationalised by equilibration to the iminium
ion and its subsequent reduction (blue pathway in Scheme 3.3) being the dominant
pathway over direct Fed-H reduction of the carbonyl bond. This would be in
agreement with the more bulky nature of CF3CHO compared to HCHO; greater
steric demand might likely favour reaction at the more easily accessible adt-N. The
greater reversibility of the inhibition at high potentials could be explained by the fact
that Schiff base chemistry cannot proceed beyond reversible equilibration to the

Scheme 3.3 Possible reactions of CF3CHO (red) with the H-cluster. Alkoxide formation through
hydride transfer from Fed is depicted in black. Iminium chemistry is shown in blue
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iminium ion, since neither highly reducing metal-hydrido species nor α-protons
required for enamine formation are available.

In contrast to CF3CHO, MeCHO, PrCHO, and i-BuCHO do possess α-protons,
and reversible enamine formation is possible, in addition to the interception of Fe–H
species that occur transiently at the H-cluster. The different reaction pathways are
outlined in Scheme 3.4. For acetaldehyde, direct reduction of the carbonyl carbon by
a metal-hydrido bond formed in a reduced H-cluster state (black pathway) would be
in agreement with the observed potential dependence (Fig. 3.8), since the reactivity
of the H-cluster increases as the potential is lowered. Electrophilic attack of MeCHO
on adt-N is projected to yield, initially, the iminium ion (via the aminol).
Subsequently, two different routes have to be considered: irreversible hydride
transfer to form a tertiary amine (grey pathway) and reversible enamine formation
(depicted in blue). Although iminium ions are considerably easier to reduce than
carbonyl bonds, under strong reducing conditions (i.e. low potentials), direct reac-
tion with the aldehyde is still expected to be the kinetically dominant pathway, since
the former species are only accessible through a multistep equilibrium.

Acetaldehyde inhibition at potentials where CaHydA catalyses H2 oxidation
(> −0.3 V) displays a different potential dependence to inhibition by formalde-
hyde. CaHydA shows very little formaldehyde inhibition (< 15%, irrespective of
the applied potential in this region; Fig. 3.4), whereas *60% of activity is
inhibited by acetaldehyde (Fig. 3.8). Since inhibition of H2 oxidation at high
potentials is, due to the absence of reducing species such as metal-hydrides, less
likely to stem from direct hydride transfer, the potential independent iminium
chemistry can be expected to prevail, leading to enamine formation. Conversely,
formaldehyde cannot form enamines due to the lack of α-protons, a fact that
might contribute to the observed difference in reactivity between these two

Scheme 3.4 Possible reaction pathways of MeCHO, PrCHO, and i-BuCHO with the H-cluster.
Hydride transfer to the carbonyl bond is depicted in black, Schiff base chemistry at the bridgehead
N atom of the H-cluster is shown in blue, and formation of a tertiary amine is shown in grey.
R = –H (MeCHO), –CH2CH3 (PrCHO), or –CH(CH3)2 (i-BuCHO)
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aldehydes. The greater extent of acetaldehyde inhibition at high potentials
compared to formaldehyde indicates that nucleophilic attack by the adt-N moiety
might be more favoured for acetaldehyde. This may be related to the greater
steric demand of acetaldehyde, possibly limiting access to Fed compared to the
pendant amine group.

Nucleophilic attack by adt-N on the carbonyl carbon proceeds via the hemi-
aminal (Schemes 3.3 and 3.4). Although it is an intermediate in the equilibrium
towards formation of the iminium ion (and further products), the hemiaminal itself
can be stabilised through secondary ligation (by its –O− group) to Fed, which has a
vacant coordination site in the Hox state. Figure 3.16 depicts the resulting species,
which can, principally, account for reversible inhibition of the H-cluster (by all four
aldehydes studied in this work) at oxidising potentials.

In principle, both PrCHO and i-BuCHO should follow the same reaction path-
ways as acetaldehyde (Scheme 3.4 or Fig. 3.16). In PrCHO, even though free
rotation is allowed in the two additional σ-bonds compared to MeCHO/CF3CHO,
the increased chain length seems to have a profound effect on the extent of inhi-
bition, which is significantly lower compared to its smaller analogues. The increase
in inhibition with added driving force in the hydrogen production region shown in
Fig. 3.9 (between −0.45 and −0.6 V) might indicate that this aldehyde can, to some
extent, reach and react with the H-cluster. However, inhibition is only partially
reversible, no coherent reactivity pattern is observable at intermediate to high
potentials, and there is no correlation between potentials, rate constants, and
reversibility (Figs. 3.10 and 3.11). Thus, processes other than reaction at the active
site must be taken into account, including reaction at nucleophilic residues sur-
rounding the active site or at the periphery of the protein, possibly blocking H2

binding sites or disturbing the proton transfer chain.
The low inhibition observed with i-BuCHO suggests that this relatively bulky

molecule can hardly, if at all, reach the enzyme active site (Fig. 3.12). Inhibition in
the hydrogen oxidation region could stem from reaction at the periphery of the
protein (vide supra). These reactions have not been explicitly taken into account for
the other aldehydes apart from PrCHO, as they do not explain the potential
dependences observed for these molecules. The fact that inhibition by i-BuCHO at

Fig. 3.16 Possible aldehyde adduct to the H-cluster in the Hox state, formed upon hemiaminal
formation following electrophilic attack of the aldehyde carbonyl-C on adt-N of the enzyme active
site. R = –H (HCHO), –CH3 (MeCHO), –CF3 (CF3CHO), –(CH2)2CH3 (PrCHO), or –CH2CH
(CH3)2 (i-BuCHO)
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low potential is irreversible (Fig. 3.13) supports the hypothesis that this branched
aldehyde cannot reach the active site.

In general, the observed reactivity trends of the four different aldehydes inves-
tigated by PFE (Fig. 3.15) seem to support previous mechanistic hypotheses [1] and
suggest that aldehydes can target and inhibit the active site of [FeFe]-hydrogenases.
However, the complex kinetic patterns the different aldehydes displayed over the
examined potential window stand in stark contrast to inhibition by formaldehyde,
where a fast, fully reversible process dominates inhibition of H2 formation and a
slower, potential independent process is responsible for (marginal) inhibition of H2

oxidation [8, 19]. Further, the fact that only partial reversibility was observed for
these ‘longer chain’ aldehydes strongly suggests a more complex picture than with
formaldehyde, i.e. additional, different processes occur. Aldehydes are highly
reactive electrophiles that can target many nucleophilic residues and positions in the
complex and intricate structures of [FeFe]-hydrogenases.

An inherent disadvantage of PFE is that it does not provide any structural
information. Hence, the mechanistic proposals put forward in this chapter, as
attractive or unattractive as they may be, have in common that they lack structural
evidence and therefore remain speculative. In order to determine the mode of
binding and the mechanism of inhibition, one has to utilise other, structure-specific
techniques, such as EPR spectroscopy. Implications from investigations of HCHO
inhibition by advanced EPR-techniques, supported by density functional theory, are
presented in the following sections.

3.3.2 Implications from the Investigation of Formaldehyde
Inhibition of the H-Cluster by Pulsed-EPR Techniques

3.3.2.1 Formaldehyde Inhibition of the H-Cluster Detected
by ENDOR and ESEEM

Pulsed-EPR experiments were undertaken with the aim of directly determining the
binding mode of formaldehyde to the H-cluster, using the enzyme CrHydA1 (instead
of CaHydA) because of its lack of F-clusters, which would give rise to complicated
EPR-signatures. The experiments where conducted in collaboration with Dr.William
Myers (Centre for Advanced Electron Spin Resonance, University of Oxford), who
developed the mathematical model for analysis of the pulsed-EPR spectra, analysed
and simulated the data, and prepared the figures presented in this section.

Figure 3.17 shows the integrated free-induction decay (FID) X-band EPR
spectrum of H2-reduced CrHydA1 in the presence of HCHO. I equilibrated the
sample in an anaerobic glove box under H2 flow for 3.5 h before injecting
formaldehyde into the enzyme solution to give a final concentration of free, (i.e.
non-hydrated) HCHO equal to the concentration of CrHydA1 (see Sect. 8.2.4). The
spectrum features a rhombic system consistent with a reduced cubane cluster
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([4Fe-4S]1+) [20], meaning that the great majority of spin density resides on
[4Fe-4S]H. EPR simulation yields g values of 2.074, 1.946, and 1.886, in agreement
with those observed previously for Hox–2 [11, 21]. The minor signal at g = 2.025
most likely corresponds to a slowly formed decay product following HCHO inhi-
bition of CrHydA1. This observation is consistent with PFE results, where small
proportions of slow, irreversible inhibition are observed when CrHydA1 is sub-
jected to HCHO at negative potentials (even though fast, reversible inhibition is the
dominant pathway) [8]. For comparison, the derivative continuous-wave
(CW) spectrum of the same sample, also obtained at X-band, is shown in
Appendix D.

To characterise the interaction of formaldehyde with the H-cluster in the Hox–2

level, pulsed-ENDOR spectra of 13C-labelled HCHO were recorded at Q-band1 for
several g values, as shown in Fig. 3.18 (at the extreme g values, the
single-crystal-like spectra provide the highest resolution of different classes of 13C
[22]). The observed ENDOR frequencies for the hyperfine interaction (A) of A/2
less than the nuclear Larmor frequency are

m�ENDORð13CÞ ¼ mð13CÞ � Að13CÞ�
�

�
�=2: ð3:1Þ

Here, ν(13C) is the nuclear Larmor frequency and A(13C) corresponds to the
hyperfine interaction value for an arbitrary orientation of the electron-nucleus vector
in the magnetic field. The ENDOR data were analysed using the following
equation:

Fig. 3.17 X-band
FID-detected EPR spectrum,
recorded at 10 K (black), and
a simulation (red) of
formaldehyde-inhibited
CrHydA1, at a spin
concentration of 830 μM. The
π/2 pulse length was 320 ns.
Simulation values were
gx = 2.074, gy = 1.946,
gz = 1.886. A degradation
product at g = 2.025 is
indicated (*). Reprinted with
permission from Ref. [5].
Copyright 2015 American
Chemical Society

1ENDOR measurements performed at Q-band afford increased orientation selection and separate
the 13C Larmor frequency from overlapping 14N frequencies that are of concern at X-band.
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A ¼ aiso1þ gT=ge; ð3:2Þ

where A is the full hyperfine tensor, aiso is the isotropic value of A, defined as its
mean, 1 is the identity matrix, and T is the dipolar component for the nucleus which
is scaled by the effective g value, g/ge. In the principle axis of a point-dipole
interaction T is defined as

T ¼ l0
4ph

gelBgnln
r3

qFe �1 �1 2½ � ¼ �T �T 2T½ �: ð3:3Þ

Importantly, Eq. (3.3) shows that the dipolar interaction is proportional to the
spin density of the Fe centre, ρFe (but also dependent on the distance, r), and this
could be appropriate for coordination at the distal Fe, more than 8 Å away from the
spin-bearing [4Fe-4S]H

1+ subdomain. However, since for a mixed-valence metal
cluster T is a summation of dipolar interactions of all spin densities with a given
nucleus, an approximate local spin model was developed (by Dr. William Myers)

Fig. 3.18 Q-band
Mims ENDOR spectra (black)
and simulations of H13CHO
inhibited CrHydA1 recorded
at several g values, as
indicated. For all traces the
temperature was 8 K, with a τ
value of 250 ns,
π(RF) = 80 μs, repetition
time of 20.4 ms; the
microwave frequency was
33.7704 GHz [5]. Reprinted
with permission from Ref. [5].
Copyright 2015 American
Chemical Society
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that is sufficiently accurate to test trial locations for the coordination of HCHO in
the presence of the [4Fe-4S]H

1+ and [2Fe]H domains of the H-cluster [5]. In addition
to Fed, other sites that are able to undergo nucleophilic attack at the HCHO car-
bonyl carbon also constitute points of interest, including adt-N and the bridging CO
position between Fep and Fed, which has recently been suggested to be occupied by
a μ-hydrido ligand in the Hox–2 level, most likely separate from the catalytic Hsred

state (vide infra) [10].
In Fig. 3.18, 13C hyperfine interaction with formaldehyde that is remote from

Fed is seen in the centre of the spectrum as a small peak that is somewhat sup-
pressed (with a τ value of 250 ns). This signal does not stem from naturally
occurring 13C atoms in the protein close to the active site (as, for example, observed
in 13C ENDOR studies on CO inhibited nitrogenase [23]), as ENDOR experiments
using unlabelled H12CHO show no such signal contributions (Appendix E).

The splitting of about 0.6 MHz at both extreme g values in Fig. 3.18 changes
over the EPR envelope, to approximately 1.2 MHz in width for broad shoulders,
with the maximum intensity narrowing to 0.3 MHz at intermediate fields. These
variations suggest that the dipolar component is larger than the isotropic component
[5]. Simulation using Aiso = 0.12, and T = 0.55 represents the field dependent
pattern, but cannot account for the orientational distributions that give rise to the
low resolution shoulders in Fig. 3.18. Simulations using the approximate local spin
model show that dipolar components required to fit the shoulders in intermediate
fields in Fig. 3.18 (i.e. Amax ≈ 1.2 MHz) could arise only through positions of
formaldehyde that either bisect the azadithiolate bridge or positions lying on the
side of adt-bridge closer to the [4Fe-4S]H

1+ subcluster [5].
A third class of 13C contributes to the ENDOR data in Fig. 3.18 with very low

intensity as shoulders at ±0.5 MHz at g = 2.072 and as slight peaks near
±0.9 MHz at g = 1.875. X-band HYSCORE data recorded on the same
H13CHO-inhibited CrHydA1 sample suggest these signals are largely isotropic
rather than dipolar in character, but the intensity is insufficient for detailed analysis
[5]. In short, while 13C hyperfine interactions detected in ENDOR experiments on
H13CHO-inhibited CrHydA1, poised in the Hox–2 level, unambiguously show that
formaldehyde can access the H-cluster, the complicated nature of these interactions
also reveals a complex picture where binding takes place in multiple orientations.

As it is possible to determine the number of equivalent nuclei of a particular type
of coupling with the electron spin from the ESEEM modulation depth (Sect. 2.5.4),
3-pulse ESEEM experiments were carried out (using deuterated formaldehyde,
DCDO) to gain insight into the relative amounts of the different
formaldehyde-bound species suggested by the aforementioned ENDOR experi-
ments. The modulation depth in the ESEEM data presented in Fig. 3.19a is pri-
marily due to weakly coupled formaldehyde [24] and simulations suggest six weak
2H hyperfine interactions that are randomly oriented [5].
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3.3.2.2 Implications

The pulsed-EPR experiments presented above establish that formaldehyde can
access the active site of the H-cluster and simulations indicate several possible
binding sites. When evaluating these from a mechanistic perspective, one needs to
take into account a recent study that suggests, based on observations by
site-selective XAE spectroscopy, a bridging μ-hydrido ligand between Fep and Fed
might be formed and accumulate in the Hox–2 level under conditions similar to the
way EPR samples were prepared in this work, i.e. under H2 flow without the
presence of an external redox partner [10]. Although the ENDOR results cannot
rule out the existence of such a species, it is unlikely that it can be a catalytic
intermediate of mechanistic relevance, given the recently established requirement
for the organic bridging ligand to be adt [25–27], an observation that is rationalised
by the bridgehead N-atom acting as the pendant base, lying in close proximity to

Fig. 3.19 X-band 3-pulse ESEEM of DCDO inhibited CrHyA1 (black) and simulations (red) at
several g values as listed for a time domain and b frequency domain. The temperature was 12 K,
microwave frequency of 9.7491 GHz, at a field of 337.2 mT. For ESEEM, τ = 212 ns, with an
initial T of 100 ns, a time step of 20 ns, and a shot repetition time of 1.36 ms [5]. Reprinted with
permission from Ref. [5]. Copyright 2015 American Chemical Society
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Fed to cleave H2 in the manner of a frustrated Lewis pair mechanism (Scheme 1.1).
Further, although it would be thermodynamically more stable than its terminal
analogue, formation of a bridging hydride seems to be kinetically hindered, as it
would require rearrangement of surrounding amino acids at a significant energetic
cost. In the [FeFe]-hydrogenase from Clostridium pasteurianum the salt bridge that
holds Lys358 in place (Lys358 is conserved in other [FeFe]-hydrogenases) to form
a hydrogen bond to the Fed ligated CN− is stabilised by a binding energy of
99 kcal mol−1 [28].

To help understand how formaldehyde inhibits the mechanism of hydrogen
formation by [FeFe]-hydrogenases, i.e. the catalytic cycle, the EPR results pre-
sented above need to be evaluated in the context of other experimental and theo-
retical observations, thus placing realistic chemical constraints on possible binding
modes. PFE experiments [1, 2] established that the rapid binding of formaldehyde
under catalytic turnover occurs with τ = 7.89 s at −0.56 V (Fig. 3.1) and is fully
reversible, and the formaldehyde-inhibited state is fully recovered after 300 s, a
timescale similar to the EPR sample preparations. Further, as depicted in Fig. 3.4,
this reversible process exhibits a strong potential dependence, with the most
reduced level Hox–2 showing the highest degree of inhibition. Taken together with
the EPR results that firmly establish the presence of formaldehyde in the vicinity of
the H-cluster, these observations strongly suggest that HCHO reacts at a mecha-
nistically important site in the H-cluster, i.e. Fed, the likely the site of H2 binding, as
inferred from CO inhibition studies [29]. If formaldehyde were to react with a
hydrido-ligand bound to Fed (or bridging between Fed and Fep) as originally pro-
posed (Scheme 3.2) [1], a methoxide species would be formed. However, release of
methanol is not detected [8], and it has recently been suggested that hydride for-
mation only occurs upon reduction of Hox–1 [4, 11], indicating that formaldehyde is
very likely to intercept the H-cluster before formation of a Fe-hydride in the most
reduced state of the enzyme. In light of these arguments, DFT calculations were
conducted by Professor John McGrady (Inorganic Chemistry Laboratory,
University of Oxford) on a likely candidate that may form during turnover and is
consistent with the aforementioned restraints.

3.3.3 Insight from Density Functional Theory

Scheme 3.1 highlighted the fact that the precise order of protonation and elec-
tronation steps that ultimately lead to release of H2 is uncertain. The combination of
the EPR results presented in the previous section and the lack of methanol detection
[1, 8] suggests that formaldehyde might intercept the Hox–2 level before hydride
formation at Fed rather than afterwards, as assumed previously [1], since hydride
transfer to the carbonyl-C should produce methoxide. Based on DFT calculations,
Bruschi and colleagues proposed a number of possible intermediates that link Hox

and hydrido-forms of the Hox–2 level including one, ‘Hox–2(H
−)’ (denoted Hsred–H

−

in Scheme 1.1), where Fed carries a terminal hydride and adt-N is unprotonated.
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This species bears a strong consistency with one of the species responsible for the
13C ENDOR signal and the strong potential dependence of inhibition observed in
PFE experiments. Hox–2(H

−) is in the Hox–2 electronation level and Fed is coordi-
natively saturated, with a small amount of spin density delocalised onto Fed [3].
Density functional theory was therefore used to explore potential modes for
formaldehyde binding to Fed in the Hox–2 level in place of a proton. The compu-
tational protocol followed closely that established by Bruschi et al. [3] in that the
protein active site from the H-cluster of Desulfovibrio desulfuricans was taken and
truncated as shown in Fig. 3.20, with four methyl carbons frozen at their crystal-
lographic positions. Total energies and Mulliken spin densities for the various
stationary points are summarised in Table 3.1.

Introduction of a HCHO molecule in the vicinity of Fed yields a rather weakly
bound intermediate I with Fe–C and Fe–O distances of 2.86 and 3.56 Å, respec-
tively (I in Fig. 3.20 and Table 3.1). In I, formaldehyde is stabilised by a hydrogen
bond to the proton on adt-N, but is otherwise not strongly bound. The spin density
on [2Fe]H is negligible in I (< 0.03 electrons in total) which, consistent with the
spectroscopically characterised (Hsred) form of Hox–2 [11], is formulated as a
[4Fe-4S]1+ species. The net spin densities and values of <S2> suggest that the
electronic structure of I is well described as an exchange-coupled [4Fe-4S]1+

cluster.
Protonation of adt-N, i.e. addition of a proton to the system, leads to formation of

a direct Fe–C covalent bond (Fe–C = 2.11 Å), accompanied by transfer of a proton
from adt-N to the O atom of HCHO (structure II in Fig. 3.20—note the ‘mirror
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Fig. 3.20 DFT-computed structures for possible adducts of Hox–2 and HCHO. Asterisks indicate
methyl carbons that are frozen during the geometry optimisation process [5]. Reprinted with
permission from Ref. [5]. Copyright 2015 American Chemical Society
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image’-like similarity to the proposed Hox adduct depicted in Fig. 3.16). This
formation of an Fed–C bond, following (the first) protonation of adt-N, leads to a
formal 2-electron oxidation of the [2Fe]H subdomain. The result is the accumulation
of a small amount of spin density on Fed, consistent with the ENDOR results. The
precise value of this spin density however is extremely dependent on the compu-
tational details, and in particular on the exchange functional (Table 3.1). A larger
spin moment on the high-spin Fe centres of the cubane together with a concomitant
decrease at the [2Fe]H subsite is obtained upon switching from the BP86 functional
to the hybrid B3LYP [5]. While the uncertainty in the absolute magnitude of the
spin density precluded a study of the hyperfine coupling, the computational
investigation establishes that binding of HCHO via a covalent Fe–C bond is
favourable at the highly reduced oxidation levels of interest in this system, but only
when a proton is also present at adt-N.

3.3.4 Comparative Analysis and Discussion

Taking into consideration all the observations and data obtained on the formalde-
hyde inhibition reaction, along with evidence from investigations of others, a new
hypothesis can be proposed to arrive at a consistent model. Comparing the struc-
tural information obtained from the X-band 2D ESEEM experiments (Fig. 3.19) to
the 13C ENDOR results depicted in Fig. 3.18, it becomes apparent that although
there is a specific interaction of formaldehyde with the H-cluster that is responsible
for the isotropic component of the hyperfine interaction and can, amongst other
possibilities, be attributed to direct Fe–C coordination, the whole picture is more
complex. The large 2D ESEEM modulation depth suggests that much more ‘matrix’
formaldehyde is present in the vicinity of the active site than is specifically bound.
This is not surprising: anhydrous HCHO molecules, being neutral and of similar

Table 3.1 Total energies and Mulliken spin densities for the formaldehyde adducts I and II
depicted in Fig. 3.20 [5]

Functional
HCHO (I) −CH2OH (II)

BP86 BP86 B3LYP

Energy / au −12,501.3804 −12,501.9462 −12,500.4320

<S2> 6.53 6.68 8.01

ρ(Fe1) 3.16 3.11 3.51

ρ(Fe2) 3.12 3.05 3.60

ρ(Fe3) −2.97 −3.04 −3.44

ρ(Fe4) −2.69 −2.69 −3.28

ρ(Fep) 0.02 0.23 0.03

ρ(Fed) 0.01 0.09 0.01

ρ(Sbr) 0.05 0.01 0.04
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size to other small molecules such as CO or O2 that are known to diffuse freely into
hydrogenases [30], should be able to occupy many different sites within the protein.

Structure I can be interpreted as being the ‘limiting case’ of a single ‘matrix’
HCHO, i.e. a single formaldehyde molecule approaching Fed closely, but not yet
being bound. As depicted in Fig. 3.20, protonation of adt-N is required to shift the
equilibrium towards II. The precise values of the spin density at Fed in II are to
some extent dependent on the details of computational methodology, but lie in the
range of 0–0.10 electron (Table 3.1), consistent with the EPR data that require the
great majority of spins to be localised on [4Fe-4S]H (Fig. 3.17). The results reported
by Bruschi et al. for the hydrido complex Hox–2(H

−) show very similar trends and
very similar absolute values of ρ(Fep/d) [3]. The computational results presented in
Sect. 3.3.3 therefore give rise to the hypothesis that HCHO coordination to
unprotonated Fed is favourable provided it is accompanied by protonation at the
bridgehead adt-N (the first proton transfer, in this case). The results suggest that
binding of HCHO as in structure II results in a state that is equivalent to the hydrido
complex Hox–2(H

−) that exists just before H–H bond formation (Scheme 3.5).
In essence, HCHO has intercepted the catalytic cycle at the point of the first H+

transfer from adt-N to Fed. This proton, transferring from quaternised adt-N, is
abstracted instead by HCHO during formation of the covalent Fed–C bond.
Structure II is best expressed as a carbanionic complex Hox–2(HOH2C

−), in which
HOH2C

− is a hydride analogue. The stable adduct may also offer protection against
more permanent inactivation, if the latter involved attack by formaldehyde on the
bridgehead amine-N.

There are the strong links to existing models for the catalytic cycle where a
bridging [10] or, most-likely, terminal hydride (at Fed) [28] is formed upon
reduction of Hox–1 and transfer of the first proton required for H2 formation from the
bridgehead adt-N [3, 4]: the subsequent second protonation of adt-N leads to
electron transfer from [4Fe-4S]H to [2Fe]H. This through-bond reoxidation of
[4Fe-4S]H

1+ [3] results in the formation of Hox–2(2H) (Scheme 3.1), which is
immediately followed by facile formation and release of H2. Structure II, which
requires only minimal reorganisation of the H-cluster, accounts for the rapid and
reversible inhibition by formaldehyde. The main mechanistic difference between

Scheme 3.5 Comparison of the hydrido species Hox–2(H
−) [3] with the formaldehyde adduct II
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formaldehyde inhibition and H2 formation is that the second protonation of II at
adt-N is not achievable, as the amine group is stabilised through hydrogen bonding
with the adjacent hydroxyl group. This aspect explains why in II, similar to
Hox–2(H

−) but in contrast to Hox–2(2H), the majority of unpaired electron density
still resides on [4Fe-4S]H [3].

In Fig. 3.20 all that is required to release HCHO from the active site is the
transfer of the hydroxyl proton back to the bridgehead adt-N. This proposed mode
of inhibition accounts not only for the PFE results but also the subsequent failure to
detect any release of methanol. Moreover, direct reaction with unprotonated Fed in
Hox–2, i.e. Fed having a vacant coordination site (as opposed to hydride transfer
from Hox–2(H

−) [1]), is also fully consistent with recent experimental evidence for
Hox–1 being unprotonated at Fed [9, 10].

Previous PFE experiments carried out under turnover conditions established that
formaldehyde shows a weak affinity for the Hox–1 level and a much stronger affinity
for Hox–2 (Fig. 3.4). This observation strongly indicates that, while the second
electronation step to form Hox–2 might not be necessary for some minor degree of
HCHO inhibition to occur (e.g. through formation of an Hox–1 analogue of I),
significant inhibition by Fe–C bond formation occurs only in the Hox–2 level.
A large population of the Hox–1 level can be excluded since the EPR-sample
preparation method that I employed, i.e. prolonged H2 incubation, produces clean
Hox–2 samples, as established by Lubitz and co-workers using FTIR spectroscopy
[11].

The possibility that the state on the Hox–2 overall redox level that is inhibited by
formaldehyde (leading to structure II) measured by EPR differs from the transient
state on the same redox level that is formed under catalytic turnover (inhibition of
which has been demonstrated by PFE experiments [1, 2]) cannot be excluded.
However, while this general restriction applies to all spectroscopic states identified
and characterised by various methods (see Refs. [10, 11, 21] for the Hox–2 level),
the combination of experimental and theoretical evidence presented in this chapter
provides compelling evidence that, under catalytic turnover, formaldehyde inhibits
H2 formation by binding to a highly reduced H-cluster having a vacant coordination
site at Fed.

To summarise, the combination of results supports a model in which Fe–C bond
formation in the most reduced state of the H-cluster can only occur if a Fe–H bond
has not yet formed, a conclusion that has important mechanistic implications. The
requirement for secondary stabilisation through interaction with the O atom, as seen
in simple formaldehyde complexes [12–15], is satisfied by use of the pendant
adt-N���H. A new link, both structural and conceptual, is now made between the
pendant adt-N and the catalytic Fed. Whereas free formaldehyde is a proton mimic,
the bound protonated formaldehyde anion, as illustrated in Scheme 3.5, mimics a
terminal hydride just before the point at which a second proton binds to adt-N,
ultimately transferring to form H2.

152 3 The Mechanism of [FeFe]-Hydrogenases—How Aldehydes Inhibit …



3.4 Conclusions and Perspectives

Using protein film electrochemistry, the kinetics of the (partially reversible) inhi-
bition of the [FeFe]-hydrogenase CaHydA by different aldehyde molecules with
varying steric and electronic properties have been determined (Sect. 3.2). Despite
these new findings, evidence for the mechanism of inhibition of the H-cluster could
not be provided. In agreement with the observed potential dependences, the initial
working hypothesis was that reversible aldehyde inhibition occurs, mechanistically,
by electrophilic attack on a reducing Fed-hydrido species (Scheme 3.2). However,
previous attempts to ascertain the methanol/methoxide product of formaldehyde
inhibition via NMR spectroscopy have been unsuccessful [8] and recent studies
[10, 11] suggest hydride formation only takes place when the enzyme is in the
super-reduced oxidation level. On the basis of these findings, which indicate that
formaldehyde might react before a metal-hydrido species is formed, pulsed-EPR
and DFT calculations have been conducted to gain structural insight into the
binding mode. The EPR observations firmly establish that formaldehyde can access
the H-cluster, but reveal a complex picture. The relatively large modulation depth
observed in 2D ESSEM experiments (Fig. 3.19) suggests that several aldehyde
molecules surround the H-cluster, and Q-Band ENDOR spectra of CrHydA1
inhibited by H13CHO can be fitted with the 13C nucleus being in several positions
in the vicinity of the enzyme active site [5]. Further, the protonation state of the
spectroscopically accessible ‘resting-form’ of Hox–2 is yet to be definitively
established. Whereas earlier studies suggested the [2Fe]H subdomain is unproto-
nated [4, 11], recent XAE observations suggest the existence of a bridging hydride
between Fep and Fed [10]. The presence/absence of such a hydrido complex has a
profound impact on the possible reaction pathways of the H-cluster with
formaldehyde.

However, despite this complex picture obtained under ‘static’ (frozen) equilib-
rium conditions, formaldehyde inhibition under catalytic turnover, i.e. in operando,
is likely very different. While not giving structural insight, formaldehyde inhibition
measured by PFE not only shows a strong potential dependence, inhibition is rapid,
fully reversible, and dominated by a single-exponential process, indicating that a
single reaction pathway prevails (Fig. 3.1). Based on the above-mentioned obser-
vations, DFT calculations show that formaldehyde, acting as a proton-mimic, is
likely to intercept the reduced H-cluster before formation of a Fed-hydride can take
place, with bound formaldehyde acting as a hydride-mimic (Scheme 3.5).

While the experiments discussed in Sect. 3.3.2 seem to have reached the limit in
terms of the information EPR spectroscopy can provide on the reaction of
formaldehyde with the H-cluster, other physical techniques might yield more
conclusive structural evidence. Co-crystallisation of [FeFe]-hydrogenase in the
presence of formaldehyde is one possibility: following the principles established by
Dobbek and colleagues in the co-crystallisation of CODH with n-butyl isocyanide
[31], crystals of [FeFe]-hydrogenase would have to be chemically reduced to the
Hox–2 level and then exposed to formaldehyde. However, the highly reactive
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electrophile is likely to cause irreversible degradation of the enzyme upon pro-
longed exposure. Despite this limitation, preliminary experiments are currently
being carried out in the laboratory of Professor Thomas Happe at the
Ruhr-Universität Bochum, Germany.

A recently developed technique known as protein film infrared electrochemistry
(PFIRE) [32] has the potential to provide structural information under catalytic
conditions: here, protein film electrochemistry is coupled to infrared spectroscopy,
allowing the investigator to simultaneously gain information from both techniques.
PFIRE has thus far only been applied to [NiFe]-hydrogenases [32, 33], but could
become a valuable tool for elucidating the remaining ambiguities concerning the
mechanism of [FeFe]-hydrogenases, Nature’s most proficient hydrogen cycling
catalysts.
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Chapter 4
The Direct Electrochemistry
of Fuel-Forming Enzymes
on Semiconducting Electrodes: How
Light-Harvesting Semiconductors Can
Alter the Bias of Reversible
Electrocatalysts in Favour of H2
Production and CO2 Reduction

4.1 Introduction

In artificial photosynthesis, both the fuel- and O2-forming catalysts can be regarded
as electrocatalysts, as they catalyse the respective electrochemical half-cell reaction.
Ideal artificial photosynthetic catalysts exhibit high activities and do not rely on
large, wasteful overpotentials to drive the reaction; a minimal overpotential
requirement corresponds most closely to reversibility. However, it is beneficial to
render the reaction as unidirectional as possible, thus trapping the electrons or holes
and opposing recombination [1]. Under the condition of very low overpotential that
is beneficial for efficiency, it is interesting and important to consider how the
relative rates of catalysis for the forward and reverse reactions can be biased in
favour of the desired direction. Photocatalytic fuel-formation by enzymes immo-
bilised on semiconductor particles is now well established (Sect. 1.5.3.4), but the
processes at the enzyme-semiconductor interface that are likely to govern effi-
ciencies are still relatively poorly understood. Protein film electrochemistry tech-
niques are valuable tools that can be of help in improving the understanding of the
enzyme-semiconductor interface.

To briefly recapitulate, electrochemical kinetics at semiconductors depend on the
density of charge carriers in the space-charge region adjacent to the solution
interface (see Sect. 2.3) [2, 3]. In principle, control over the relative rates of oxi-
dation and reduction catalysis can be provided if the carrier density of the semi-
conductor material changes greatly in a potential region close to the reduction
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potential of the reaction of interest. A useful physical characteristic of a semicon-
ductor, unrestricted by its chemical nature, but of general relevance, is the flat-band
potential (Efb). For an n-type semiconductor, the electron density at the surface
increases as the applied potential becomes more negative than Efb, giving rise to an
accumulation layer. The conduction and valence bands bend downward and the
semiconductor approaches metallic-like electrochemistry when the Fermi level
contacts the conduction band edge at the semiconductor-catalyst/-electrolyte
interface [3]. Conversely, when the applied potential is increased relative to Efb, a
depletion layer forms and the bands bend upwards, resulting in a barrier for electron
transfer from the catalyst/electrolyte to the semiconductor. At Efb there is no
band-bending. The space-charge region can extend well into the material, with
values in the range from 10 nm to 1 lm being reported [2].

Several reports have described the electrochemistry of proteins on semicon-
ductor electrodes. Durrant et al. reported a series of studies dealing with the elec-
trochemistry of cytochrome c and haemoglobin immobilised on TiO2 film
electrodes [4, 5]. The authors found irreversible reduction of the proteins’ active
sites at potentials substantially more negative than the solution-based redox
potentials, similar to observations with simple redox couples such as potassium
ferricyanide K3[Fe(CN)6] [5]. The TiO2 electrode thus exerts a rectifying effect.
However, these electrochemical reductions are not catalytic.

This chapter explores the directionality that can be imposed on electrocatalytic
behaviour when certain enzymes (i.e. [NiFeSe]-hydrogenase and CODH) and, by
extension, any reversible electrocatalyst, are attached to a semiconductor. Although
materials will differ considerably in their chemical properties, the concept of Efb

provides the means to explore some generalisations because changes in carrier
density ought to be particularly influential in biasing the direction if they occur in
the potential region of the reduction potential for the redox reaction being catalysed.
Therefore, the reversibility of H+/H2 and CO2/CO interconversion by [NiFeSe]-
hydrogenase (see Sect. 1.6.3) and CODH (Sect. 1.6.4) is compared at a
metallic-like graphite electrode (PGE) and at TiO2 and CdS electrodes (both n-type
semiconductors) by analysing the electrocatalytic voltammograms recorded under
H2 or CO2/CO mixtures.

Both types of FeS enzyme are excellent examples of reversible electrocatalysts
when attached to a metallic electrode (including ‘semi-metallic’ PGE) [6–10].
Voltammograms recorded with the enzyme-modified electrode being immersed in a
solution containing both oxidised and reduced forms of the substrate (i.e. the
redox-active molecules in solution) intersect the zero current axis at the equilibrium
potential with little or no inflection.

The n-type semiconductors CdS and TiO2 (anatase) have conduction band
potentials (Ecb at pH 6.0 ca. −0.87 and ca. −0.52 V vs. SHE, respectively [11])
more negative than the equilibrium potentials for H+/H2 (−0.36 V vs. SHE) and
CO2/CO (−0.46 V), and nanoparticles of CdS and dye-sensitised TiO2 (anatase or
P25, a commercially available mixed rutile-anatase phase) modified with hydro-
genases or CODH are excellent model-systems for photoreducing H2O and CO2

[12–16] (compare Sect. 1.5.3.4).
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4.2 Results

4.2.1 Characteristics of Porous CdS and TiO2 Electrodes
and Enzyme Immobilisation

Protein film electrochemistry has been pioneered using PGE electrodes [17]. The
roughness of the ‘edge’ plane (see SEM image depicted in Fig. 4.1a) compared to
the basal plane, as well as its hydrophilicity and richness in acidic oxides [18] make
it particularly suitable for electroactive enzyme immobilisation—it enables the
irregularly shaped macromolecules to make multiple polar contacts with the elec-
trode [17]. Dispersion of interfacial electron transfer kinetics, a result of protein
molecules adopting a distribution of orientations on the electrode, is minimised, as
the rough surface allows for efficient electron transfer with a multitude of different
enzyme orientations. Protein film electrochemistry on semiconductor electrodes in
turn is not well established yet and, to my knowledge, only few preliminary studies
exist [12, 19, 20], none of which having the focus on the underlying principles of
enzyme semiconductor interaction. In a broader context, little is known about
electron transfer between semiconductors and reversible electrocatalysts.

Figure 4.1 also depicts SEM images of porous TiO2 (b, prepared from Degussa
P25) and CdS electrode films (c). The TiO2 thin film exhibits porous structures
consisting of nanoparticles (on the order of 20 nm, the average particle diameter of
P25) which have formed aggregates, as expected upon calcination at 450 °C (see
Sect. 8.3.2.1). The CdS film consists of a highly porous 3-dimensional network of
CdS nanoflakes/sheets. These nanosheets are typically 20 ± 5 nm in width and the
pore size of CdS varies from 700 nm to approximately 1 lm. The porous nature of
these two electrode materials somewhat resembles the surface characteristics of
PGE and should therefore allow electroactive enzyme immobilisation.

The surface charge of a semiconductor is an important quantity that can be used
to facilitate ‘directed’ enzyme adsorption by exploiting attractive electrostatic
interactions. The point of zero charge (PZC) of P25 TiO2 is 6.2 [21]. With the
isoelectric points of CODH being 5.5 [22] and of [NiFeSe]-hydrogenase being 5.4
[13], stable attachment of both enzymes at TiO2 nanoparticles has been achieved for
photocatalytic CO2 and H+ reduction at pH 6, where the net surface charge of the
enzymes is negative and TiO2 is positively charged [12–14]. In the case of
[NiFeSe]-hydrogenase, the presence of a negatively charged surface patch around
the distal FeS cluster indicates that the interaction between enzyme(s) and TiO2

particles is likely to be controlled by localised polar interactions between side-chain
carboxylates and a number of Ti-O(H) sites rather than by overall electrostatic
interactions [4, 13]. In aqueous solution, CdS has a PZC of 7.5 [23]. Hence,
attractive electrostatic interactions similar to those observed with TiO2 and CODH
or [NiFeSe]-hydrogenase can be expected. Indeed, CODH immobilised on CdS
nanocrystals shows activity towards light-driven CO2 reduction in aqueous media at
pH 6 [16].
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Fig. 4.1 SEM images of a PGE, b TiO2, and c CdS film electrodes used in this thesis
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To assess the stability of both enzymes for electrochemical CO2/H
+ reduction,

chronoamperometry experiments of CODH-TiO2, CODH-CdS, [NiFeSe]-TiO2, and
[NiFeSe]-CdS were performed over a period of 4 h (Fig. 4.2). The enzymes show
excellent stability on both TiO2 and CdS; catalytic currents persist up to the 4 h
mark (cyclic voltammograms were recorded after these experiments to verify the
catalytic nature of the current vs. time curves and confirm that the enzymes had

Fig. 4.2 Chronoamperometry experiments recorded at −0.65 V vs. SHE on PGE, CdS and TiO2

electrodes modified with CODH (left panel, recorded under 100% CO2 flow) or [NiFeSe]-
hydrogenase (right panel, recorded under 100% N2 flow). All experiments were carried out at
20 °C, the buffer solution was 0.2 M MES (pH 6.0), and the cell solutions were sparged with the
respective gas close to the stationary working electrode surface throughout the experiment

4.2 Results 161



remained intact throughout the experiments). For CODH this stability is indeed
remarkable: this enzyme is relatively unstable on PGE electrodes, where the
presence of poly-ionic co-adsorbates such as the cationic polymyxin B sulphate is
normally required to allow PFE experiments to be carried out [24, 25] (particularly
for rotating disk experiments).

4.2.2 Direct Electrochemistry of CODH and [NiFeSe]-
Hydrogenase on TiO2 and CdS

Panel (a) of Fig. 4.3 shows cyclic voltammograms of CODH attached to PGE
(CODH-PGE), CdS (CODH-CdS), and TiO2 (CODH-TiO2) electrodes in separate
experiments with 100% CO2 or a mixture of 50% CO2/50% CO gently bubbling
through the cell solution. Protein film electrochemistry provides precise and con-
tinuous measurement of the relative catalytic rates in either direction. The shapes of
the cyclic voltammograms on PGE in the presence of both oxidised and reduced
substrates reveal the inherent catalytic bias of the enzymes to function more
effectively in one particular direction, and reaffirm that on metallic-like electrodes,
catalysis is controlled by the redox properties of the enzyme [26, 27]. A dominant
factor in determining the bias of an enzyme is the reduction potential (E0

Ox=Red) of
the relay centre that serves as the electron entry/exit point for transfer to the buried
catalytic centre [26, 28].

In contrast to CODH adsorbed on PGE, the voltammograms recorded on
CODH-CdS and CODH-TiO2 are dominated by CO2 reduction, i.e. the bias appears
reversed (with respect to the bias observed at PGE) to favour instead the formation
of CO. In fact, CO oxidation is negligible at CdS and extremely sluggish at TiO2.
The effect is all the more pronounced if one considers that CO is a natural inhibitor
of CO2 reduction by CODH (a phenomenon known as product inhibition) [25], i.e.
the exponentially increasing reductive current is suppressed when both oxidised and
reduced substrate are present (red traces in Fig. 4.3a). Voltammograms recorded
under 100% CO2 (blue traces) reveal the further increase in current that is obtained
when CO is not introduced.

Panel (b) of Fig. 4.3 shows analogous experiments for [NiFeSe]-hydrogenase
immobilised on PGE, CdS, and TiO2 carried out under H2 flow through the cell
solution. Once again, the effect of product inhibition is clearly visible in the case of
[NiFeSe]-PGE [7]. Electrocatalysis in the reduction direction is strongly inhibited
by H2 and cyclic voltammograms recorded in the absence of H2 reveal the higher
rate of H+ reduction by uninhibited enzyme. As with CODH, comparison with PGE
shows that the H2 oxidation currents at CdS or TiO2 are greatly suppressed relative
to the rates of H+ reduction.

With regard to the voltammetric reduction waves observed on CODH-CdS and
CODH-TiO2 (panel (a) of Fig. 4.3), experimental verification for these to corre-
spond to catalytic conversion of CO2 into CO was needed. In previous work by our
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Fig. 4.3 Cyclic voltammograms (10 mV s−1) of unmodified (black) and enzyme-modified
electrodes (red, blue), recorded in 0.2 M MES, pH 6.0, at 20 °C. Voltammograms recorded under
100% CO2 (CODH-PGE, CODH-CdS, and CODH-TiO2) or 100% N2 ([NiFeSe]-PGE, [NiFeSe]-
CdS, and [NiFeSe]-TiO2) are depicted in blue. Experiments with a 50% CO2/50% CO gas mixture
(CODH-PGE, CODH-CdS, and CODH-TiO2) or with 100% H2 ([NiFeSe]-PGE, [NiFeSe]-CdS,
and [NiFeSe]-TiO2) bubbling through the cell are shown in red
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laboratory on photocatalytic CO2 reduction using CODH-TiO2 and CODH-CdS
nano-assemblies, catalytic CO2 reduction was monitored by gas chromatography
[14, 15]. This approach is not feasible herein because of the minute quantities of
enzyme used in protein film electrochemistry experiments (on the order of pmol).
A selective inhibitor of CODH was used instead to prove that the reduction currents
at each semiconductor electrode correspond to CO2 reduction to CO. Cyanate
(NCO−), which is isoelectronic to the substrate CO2, targets the active site of
CODH and selectively blocks CO2 reduction by intercepting the reduced Cred2 level
of the enzyme [25]. NCO− is released as the potential is raised and does not
significantly inhibit CO oxidation.

The selective inhibition of CO2 reduction on CODH-modified TiO2 and CdS
electrodes after addition of KOCN is depicted in Fig. 4.4. Quantitative inhibition
was achieved with a final concentration of 20 mM KOCN in the case of
CODH-TiO2 (Fig. 4.4a) and 60 mM KOCN at CODH-CdS (Fig. 4.4b).
Upon KOCN injection (red current-voltage curves), the portions of the cathodic
currents due to CO2 reduction before introducing the inhibitor (blue traces) are
quenched. Instead, the voltammogram for CODH-TiO2 resembles the characteristic
shape of a TiO2 electrode at low potential (see Sect. 2.3.3.3). In the CODH-CdS
system, the voltammogram also closely resembles the shape of the bare electrode
after introduction of the inhibitor. Thus, it is established that the reductive catalytic
currents stem specifically from CO2 reduction.

The potential dependences of the low-level CO and H2 oxidation currents at CdS
and TiO2 depicted in Fig. 4.3 vary slightly between different experiments and
residual oxidation currents differ in magnitude at both electrodes. These
non-idealities can be ascribed to several complex phenomena including direct
contact between some enzyme molecules and the conducting oxide support (due to
pinholes in the semiconductor film), dispersion in enzyme orientation on the
semiconductor surface and variations in semiconductor film thickness, electron

Fig. 4.4 Cyclic voltammograms showing selective inhibition of CO2 reduction on
CODH-modified TiO2 (a) and CdS (b) electrodes in the presence of 20 and 60 mM KOCN,
respectively, under a mixture of 50% CO2/50% CO bubbling through the cell. The solutions
contained 0.2 M MES (pH 6.0) buffer; temperature: 20 °C; scan rate: 10 mV s−1
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tunnelling through the interfacial potential barrier (depletion region) near the sur-
face (mainly via surface states/semiconductor defects), and electrons surmounting
this barrier.

These non-idealities however do not change the general effect of catalytic rec-
tification, which becomes even more prominent when ‘background-subtracted’
voltammograms are taken into account. When first observing the effect of catalytic
rectification in preliminary experiments on CODH-modified TiO2 electrodes,
Woolerton [20] suggested comparing the ratios of background-corrected
reduction/oxidation currents at a fixed value either side of the equilibrium poten-
tial for CO2 reduction. Figure 4.5 depicts typical ratios of reduction vs. oxidation
currents at ±0.15 V either side of the thermodynamic potential for CO2/CO and
H+/H2 interconversion, clearly revealing the changes in catalytic bias for each
enzyme. For [NiFeSe]-hydrogenase, the background-corrected current ratio
(H2 oxidation/H

+ reduction) drops from 8.1 on PGE, to 0.81 on CdS and 0.11 on
TiO2, i.e. attenuation factors of approximately 10- and 80-fold, respectively.
For CODH the current ratio (CO oxidation/CO2 reduction) drops from 2.2 on PGE
to 0.04 on CdS and 0.05 on TiO2, i.e. an attenuation factor of approximately 50-fold
in each case. These results demonstrate that although the residual oxidising currents
for both enzymes differ at TiO2 and CdS, the fuel-forming reactions are essentially
rendered irreversible.

4.2.3 Mott-Schottky Measurements

4.2.3.1 The Flat-Band Potential of TiO2 and CdS Electrodes

In the case of enzyme-modified TiO2 electrodes (Figs. 4.3 and 4.4a), the expo-
nential increase in reductive current for both H+ and CO2 reduction coincides
closely with the characteristic increase in capacitive current of the bare TiO2

electrode [29, 30]. In chemical terms, the reversible reduction of Ti(IV) sites
(accompanied by uptake of one proton per centre) is responsible for this effect,
increasing the carrier density as the potential is lowered (see Sect. 2.3.3.3) [29]. An
analogous observation is not immediately apparent for CdS, apart from reduction
and stripping of Cd(II) centres at potentials below ca. −0.65 V vs. SHE [31].

Electrical impedance spectroscopy (EIS, Sect. 2.3.5.3) is a suite of techniques
that can help resolve the effects that conductivity changes near the flat-band
potential impose on the properties of immobilised catalysts, and probe interfacial
interactions between enzyme and electrode. The initial task at hand was to measure
how the capacitance of TiO2 and CdS electrodes changes with applied potential, as
it allows extracting the respective Efb through Mott-Schottky analysis according to
Eq. (2.40):
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Fig. 4.5 ‘Background-corrected’ current-voltage curves, obtained after subtracting the current vs.
voltage traces of the bare electrodes of the voltammograms depicted in Fig. 4.3 (i.e. red traces
minus black traces). Vertical dotted lines mark the thermodynamic equilibrium potentials for
CO2/CO and H+/H2 interconversion at pH 6.0; horizontal red lines mark the current recorded
150 mV either side of the equilibrium potential, from which the ratio of oxidation current to
reduction current (‘ox/red’) is calculated (using the arithmetic average of the respective forward
and backward scan)

166 4 The Direct Electrochemistry of Fuel-Forming Enzymes …



C�2
sc ¼ 2

ee0e0ND
E � Efb � kBT

e0

� �

:

Linear extrapolation of the 1 kHz plots depicted in Fig. 4.6 yields flat-band
potentials of approximately −0.50 V vs. SHE for TiO2 and ca. −0.61 V vs. SHE for
CdS; both values were obtained in 0.2 M MES buffer (2-(N-morpholino)ethane-
sulfonic acid) at pH 6.0 at 20 °C.

It must be noted that the electrodes prepared in this work are made up of
particles that are interconnected and partly fused together, making the materials
thick enough to support a space-charge region (see SEM images in Fig. 4.1), in
contrast to semiconductor nanoparticles where formation of a space-charge layer is
improbable because of the very small crystallite sizes [32] and the concepts of
band-bending and formation of accumulation and depletion layers do no longer
apply. Investigations by others on TiO2 electrodes similar in structure to those used
in this thesis [33] further suggest that the aggregates exhibit bulk properties to some
extent rather than being completely dominated by the individual particles. Thin
‘compact’ TiO2 films behave similarly to conventional macroscopic semiconductor
electrodes, formation of a space-charge layer is feasible, and the
Schottky-formalism can be applied to measure Efb [32].

The Efb value of ca. −0.50 V measured for TiO2 at pH 6.0/20 °C agrees well
with the value of −0.52 V vs. SHE predicted by a model for nanostructured TiO2

electrodes in aqueous solution developed by Fitzmaurice [34] (using the correction
0.2445 V for the conversion of SCE to SHE at 20 °C [35]):

EfbðV; SCEÞ ¼ �0:40� ð0:06� pHÞ: ð4:1Þ

The relationship described by Eq. (4.1) has also been observed experimentally
[36].

Fig. 4.6 Mott-Schottky plots (1/C2 vs. E) recorded in the presence of CO2 at 20 °C, 1 kHz for
a TiO2 and b CdS. The cell buffer solution was 0.2 M MES (pH 6.0) in both cases
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In principle, Efb should be independent of the applied frequency. However, the
impedance response of the probed systems often contains non-idealities such as
back contact capacitance (from the transparent conducting oxide), sample resis-
tance, electrolyte resistance, and capacitance and resistance of Helmholtz layer and
surface states [32]. These effects show different contributions depending on the
applied frequency. In the particular case of TiO2 adsorbed on ITO, similar Efb

values have reproducibly been obtained in different studies using frequencies in the
range of 0.1–2 kHz [32, 36, 37]. Hence, impedance studies in this thesis were
carried out in this low-to-mid frequency range.

Mott-Schottky measurements on TiO2 electrodes carried out in a different protic
electrolyte (LiClO4, Fig. 4.7) confirm that the flat-band potential is independent of
the electrolyte [34], i.e. the capacitance of the Helmholtz layer CH at the
semiconductor-electrolyte interface is negligible compared to the capacitance of the
space-charge region CSC [32] (compare Sect. 2.3.2).

4.2.3.2 The Flat-Band Potential of CODH-TiO2 in the Absence
of Substrate

Having measured the flat-band potentials of TiO2 and CdS electrodes, I sought to
investigate the influence of CODH. In contrast to [NiFeSe]-hydrogenase, where the
solvent (buffer) constitutes the substrate for the fuel-forming reaction (protons),
surface-immobilised CODH can be studied both under turnover (in the presence of
CO2/CO) and non-turnover conditions (under an inert atmosphere). Figure 4.8
shows a Mott-Schottky experiment carried out with CODH immobilised on TiO2

under 100% N2 without the presence of substrate (an analogous experiment on
CODH-CdS is depicted in Appendix F). Importantly, when CODH was employed
in impedance spectroscopy experiments, cyclic voltammograms were recorded
prior to and after every impedance measurement to ensure that the catalytic activity
of the enzyme had remained steady throughout the experiment.

The experiment depicted in Fig. 4.8 shows that the presence of enzyme alone
has a considerable effect on the shape of the Mott-Schottky plots. Independent of

Fig. 4.7 Mott-Schottky plot
(1/C2 vs. E) recorded for a
TiO2 electrode at 0.5 kHz,
20 °C, under an atmosphere
of N2. The cell buffer solution
was 0.1 M LiClO4 (pH 6.0)
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the applied frequency, each trace is characterised by an unfeatured shape and
sensible Efb values can no longer be extrapolated because of the absence of defined
linear gradients.

Although the SEM images in Fig. 4.1 show the pores in the TiO2 and CdS films
to be of approximately the same size as the dimensions of CODH
(approximately 88 � 63 � 60 Å), these observations suggest the enzyme adsorbs
mainly on the outer (geometric) surfaces and acts mostly as a ‘resistive’ film,
blocking the inner surface area created by the porous electrode structure from
contact with the solution. This effect can be rationalised by the relatively short
enzyme adsorption times employed in PFE experiments, where minute quantities of
protein (lL volumes) are spotted onto the respective electrode and dried within
minutes. A study by Durrant and co-workers supports this hypothesis; it was
measured that haemoglobin takes up to 15 days to fully penetrate into nanostruc-
tured pores of TiO2 electrodes similar to those employed in this work [4].1

The aforementioned hypothesis was investigated in more detail using well
established TiO2 electrodes as test-system. First, Mott-Schottky experiments were
carried out on electrodes where CODH was only applied to half of the exposed
geometric TiO2 surface area, creating a system that comprises both ‘bare’ and
CODH-modified zones on the solution-exposed TiO2 surface. The C

−2 vs. potential
traces in Fig. 4.9 are similar to the capacitive behaviour exhibited by unmodified
TiO2 (shown in Fig. 4.6a) and comparable Efb values can be obtained through
extrapolation in the frequency range of 0.5–2 kHz. This observation implies that
sites on the unmodified part of the TiO2 electrode dominate the capacitance of the
surface. As indicated by the porosity of the TiO2 electrodes (Fig. 4.1b), the intrinsic
(i.e. real) surface area is much greater than the ‘outer’ geometric area. Leaving half
of the latter uncovered allows the electrolyte to access the larger inner surface.

Fig. 4.8 Mott-Schottky plots
(1/C2 vs. E) recorded at 20 °C
for CODH-TiO2. Each
experiment was performed
under 100% N2 in a
0.2 M MES (pH 6.0) cell
buffer solution

1This approach is entirely impractical in PFE experiments with hydrogenase or CODH enzymes
due to the low yields of the enzyme preparations, where typically only lL of enzyme are obtained
from 10+ L batches.
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Second, a series of dilution experiments was conducted in which each TiO2

electrode was modified with the same volume of CODH solution (4 lL), but with
different concentrations being employed. Figure 4.10 shows flat-band potential
measurements carried out using (a) 15 lM CODH, i.e. 1/10th the concentration of
the normally employed enzyme ‘stock’ solution of 0.15 mM; (b) 30 lM, i.e. 1/5th
the concentration of the original stock solution; and (c) 75 lM, i.e. 1/2 the initial
CODH concentration. The stock solution was diluted to the respective concentra-
tion using 0.2 M MES buffer (pH 6.0) before the enzyme was applied to the TiO2

electrodes of 0.25 cm−2 geometric surface area each. Assuming all enzyme mole-
cules bind to the surface, 0.15 mM CODH corresponds to a ‘geometric surface
concentration’ of 1.44 � 1015 molecules cm−2.

In Fig. 4.10, properties consistent with TiO2 dominating the capacitance are
observed with diluted CODH concentrations of 15 lM (a, 1.44 � 1014 molecules
cm−2) and, at lower frequencies, 30 lM (b, 2.89 � 1014 molecules cm−2). In
contrast, Fig. 4.10c suggests that at a concentration increased to 75 lM
(7.22 � 1014 CODH molecules cm−2) enough surface sites are covered so that,
independent of the applied frequency, the measured capacitance is no longer
dominated by TiO2 and an extrapolation to yield Efb can no longer be made. The
effects shown in Figs. 4.9 and 4.10 both seem to corroborate the hypothesis that
CODH mainly adsorbs as a dense film when immobilised on TiO2 electrodes,
blocking charge-transfer between electrode and solution.

4.2.3.3 The Flat-Band Potential of CODH-Modified TiO2 Under
Turnover Conditions

Compared to the observations made with CODH-TiO2 electrodes under
non-turnover conditions, an interesting effect is revealed when substrate is added: a
much sharper plot is obtained in the presence of CO2 (Fig. 4.11), but becomes
‘flattened’ as the frequency is raised. This finding suggests that when CO2 is

Fig. 4.9 Mott-Schottky
experiments (C−2 vs.
potential) for a TiO2 electrode
half-covered with CODH,
recorded at various
frequencies as indicated.
Experimental conditions:
100% N2, 0.2 M MES buffer
(pH 6.0), 20 °C
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introduced, a charge-transport pathway becomes available and Efb can be measured
at frequencies low enough for interfacial electron transfer to occur between the
semiconductor surface and CODH. At higher frequencies, in contrast,
charge-transfer seems to be slower than the potential modulation applied in the
experiment and Efb can no longer be obtained.

Fig. 4.10 Mott-Schottky
measurements on TiO2

electrodes modified with
a 4 lL of 15 lM CODH
solution, b 4 lL of 30 lM
CODH, and c 4 lL of 75 lM
CODH. All experiments were
carried out under a 100% N2

atmosphere at 20 °C in 0.2 M
MES buffer (pH 6.0). In (b),
frequencies above 0.6 kHz
are omitted because no
defined gradients were
observed
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4.2.4 Photoelectrochemistry

Visible-light-driven photoelectrochemical H2 production at the [NiFeSe]-
hydrogenase-CdS electrode was also studied (Fig. 4.12). Cadmium sulphide, hav-
ing a band gap of around 2.3 eV (540 nm), allows for visible-light excitation.
Cyclic voltammograms were first recorded on an unmodified (bare CdS) electrode,
both in the dark and under illumination (k > 420 nm, 16 mW cm−2). To eliminate
heating effects, the water bath temperature was monitored throughout the experi-
ments; no light-dependent variation was noted. Upon irradiation, the unmodified
CdS electrode exhibits an anodic photocurrent at potentials above −0.4 V (as
expected for an n-type semiconductor at a potential positive of Efb; Fig. 4.12a). In
the presence of [NiFeSe]-hydrogenase, the anodic photocurrent is of the same
magnitude as that of the bare CdS electrode. Because of the transparency of ITO
toward visible-light irradiation, possible direct contact of enzyme and the under-
lying transparent conducting oxide support-layer (mediated by pinholes in the
semiconductor surface) does not contribute to the observed photooxidation current
under light exposure.

Regarding the cathodic currents, no difference can be observed for the bare CdS
electrode in the dark and under illumination, as expected for an n-type semicon-
ductor with high majority carrier density at potentials close to Efb. Conversely,
when [NiFeSe]-hydrogenase is introduced, catalytic H2 reduction can be observed
in the dark, analogous to the experiments described in Sect. 4.2.2. When the
[NiFeSe]-CdS electrode is illuminated with visible-light, a two-fold enhancement of
H2 evolution current is observed, accompanied by a small but noticeable shift in
onset potential towards less cathodic potentials. This cathodic photocurrent remains

Fig. 4.11 Mott-Schottky plots (1/C2 vs. potential) recorded on CODH-TiO2 under 100% CO2 at
20 °C in 0.2 M MES buffer (pH 6.0). Two sets of experiments carried out at several frequencies
are shown. The main figure shows a magnification to highlight the linear gradients from which Efb

can be obtained; the inset depicts a larger C−2 range, showing the change in curvature when the
frequency is increased to 2.17 kHz
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steady over prolonged light exposure, illustrated in the chronoamperometry
experiment depicted in Fig. 4.12b. These observations, unusual for an n-type
semiconductor, will be discussed in the following section.

4.3 Discussion

When measured at TiO2 and CdS electrodes instead of PGE, the cyclic voltam-
mograms depicted in Fig. 4.3 clearly display a pronounced rectification of the
otherwise reversible electrocatalysis of H+/H2 and CO2/CO interconversion by
[NiFeSe]-hydrogenase and CODH enzymes. According to established models, the
surface concentration of electrons (the majority carriers for an n-type semicon-
ductor) increases exponentially as the potential is scanned towards more negative
values: according to Eq. (2.35) it is controlled, through a Boltzmann-like rela-
tionship, by the difference between EFB and the applied potential [38]. As the
electrode potential is lowered beyond Efb there is a transformation to metallic-like
character as an accumulation layer forms (Fig. 4.13). The increase in electron
density at the semiconductor-catalyst interface favours efficient electron transfer
from the semiconductor to the enzyme to drive fuel-formation.

In contrast, raising the applied potential E above Efb results in the formation of a
depletion layer that poses a barrier for electron transfer from the enzyme to the
semiconductor. This reasoning explains the resistive effect observed for the oxi-
dation reactions when each enzyme is coupled to CdS and TiO2 surfaces. The Efb

values broadly lie within 0.25 V of the reduction potentials for CO2/CO and H+/H2

under the experimental conditions used: this is important because the catalysts are
operating in a nearly reversible manner and the respective currents change direction

Fig. 4.12 a Cyclic voltammograms recorded both under dark conditions and under visible-light
irradiation for an unmodified CdS electrode, and following modification with [NiFeSe]-
hydrogenase. Scan rate: 10 mV s−1. b Chronoamperometry experiments comparing the catalytic
H2 evolution current of [NiFeSe]-CdS at −0.65 V vs. SHE in the dark and under irradiation. Both
experiments were carried out under an inert atmosphere in 0.2 M MES solution (pH 6.0) at 20 °C.
Visible-light irradiation was carried out with k > 420 nm at 16 mW cm−2
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(oxidation $ reduction) across the same limited potential region. The apparent
catalytic bias of each enzyme is thus shifted to favour fuel-formation when coupled
to CdS and TiO2 electrode surfaces, which is catalysed, efficiently, at very low
overpotentials. The destructive back reaction (oxidation) in turn is greatly
suppressed.

Investigations by EIS have revealed some insight into the binding of CODH on
TiO2 electrodes. Although these electrodes possess pore sizes large enough to
accommodate enzyme molecules, these are now rationalised to adsorb mainly on
the outer geometric surface, presumably at least partly due to the short adsorption
times employed in PFE experiments. Mott-Schottky experiments on CODH-TiO2

carried out under an inert atmosphere show that the properties greatly depend on the
surface concentration of enzyme: behaviour consistent with bare TiO2 surfaces
(albeit with small shifts of the intercepts of the linear gradients to more positive
values) is observed only when part of the geometric area is left uncovered or when
diluted CODH solutions are employed. Taken together, these results imply that
CODH adsorbs as a ‘resistive’ film, blocking charge-transfer between semicon-
ductor and electrolyte. This description is corroborated by the change in shape of
the Mott-Schottky traces upon introduction of substrate (CO2) and the observed
frequency dependence (compare Figs. 4.11 to 4.8), suggesting that a
charge-transfer pathway becomes available only in the presence of CO2.

Although these phenomena are far from being fully understood, there are
implications on systems for photocatalytic CO2 reduction that use CODH as cat-
alyst [14–16]. In cases where small ruthenium polypyridyl dye molecules are
employed as visible-light sensitisers, these are thought to penetrate more deeply
into TiO2 films/aggregates, generating excited conduction band electrons

CO2 / H+

CO / H2

CO2/CO H+/H2

CB

VB

EF

*V vs SHE (pH 6)

n-type semiconductor

Accumulation layer

: Electron

Eappl.< EFB

0.46 0.35

Enzyme

Fig. 4.13 Schematic representation of the formation of an accumulation layer at the surface of
CdS or TiO2 electrodes due to the increased electron density at the semiconductor surface when
E is lowered relative to Efb. The increased electron density and subsequent downward
band-bending facilitate efficient electron transfer to the enzyme active site via FeS clusters to
catalyse H2 production or CO2 reduction. Reprinted with permission from Ref. [39]. Copyright
2013 American Chemical Society
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throughout the TiO2 electrode film/particle aggregate. These electrons must migrate
to the outer surface, at which interfacial electron injection into CODH occurs. The
limited carrier mobility and lifetime of the transient conduction band electrons in
TiO2 thus favour charge recombination even before interfacial electron transfer can
occur. This notion is one explanation for the turnover frequencies of photocatalytic
CO2 reduction catalysed by CODH (the record being 1.23 s−1 [16]) being orders of
magnitude lower than values obtained from PFE experiments conducted under
controlled potentials or from conventional solution assays.

The photoelectrochemistry experiments on [NiFeSe]-hydrogenase-modified CdS
electrodes are interesting and unusual in that a two-fold enhancement of H+ reduction
current is observed under illumination of [NiFeSe]-CdS as a result of an only modest
increase in free carrier concentration. For an n-type semiconductor at potentials close
to Efb, illumination should only have a marginal effect on the magnitude of the
reductive current due to the already high density of free carriers. Typically, EF lies
within 50 mV of the conduction band edge [3], consistent with the only small shift in
onset potential observed for [NiFeSe]-CdS under irradiation (Fig. 4.12a). Yet, H2

evolution is significantly enhanced by photoexcitation of electrons from the CdS
valence band into the conduction band, from where they transfer to the hydrogenase
enzyme. This significant amplification in catalytic current highlights the importance
of the enzyme as a reversible catalyst: the enzyme is so proficient that the current is
controlled more by the charge carrier availability in the semiconductor than by the
properties of the hydrogenase, and the availability (concentration) of electrons can be
at least as important as the overpotential driving the reaction.

However, the results in depicted in Fig. 4.12 also underline that electrode
assemblies such as [NiFeSe]-CdS are not ideal photoelectrodes in a classical sense:
generally, a photoelectrode should be able to lift the thermodynamic restrictions
that apply to dark reactions to potentials well above the thermodynamic equilib-
rium. However, as minority carriers drive the reactions in a typical photoelectrode,
an n-type semiconductor would be employed to drive photooxidation reactions.
Still, different geometries can be used as light-absorbing and charge-separating
units in artificial photosynthesis. In PV-PEC configurations for instance, the
minority carriers recombine in buried junctions inside the materials, whereas the
majority carriers are injected into the catalysts [38]. Demonstrating visible-light
enhanced fuel-forming catalysis carried out by reversible catalysts that are driven
by majority carriers, as observed in Fig. 4.12, is thus very important.

4.4 Conclusions and Perspectives

Although the enzymes used in this thesis are wholly unsuited for long-term,
large-scale systems, the results presented in this chapter provide valuable insight for
developing integrated artificial systems where getting as close as possible to
reversible catalysis is important for efficiency. Semiconducting electrodes can be
used to impose directionality on reversible catalysts that operate in the region of the
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semiconductor flat-band potential: the catalytic direction shifts in response to the
exponential increase in surface electron concentration as the applied potential
approaches Efb. In the n-type semiconductors studied in this chapter, the reduction
reaction is then favoured over (destructive) oxidation.

The fact that in impedance spectroscopy experiments a frequency-dependent
charge-transfer pathway becomes available when substrate is introduced (Fig. 4.11)
suggests that the kinetics of electron transfer between semiconductor and enzyme
could in principle be determined from the frequency dependence of the changes in
capacitance vs. applied potential. However, more detailed impedance experiments
and further analysis are needed to characterise the complex behaviour of the
enzyme-electrode assemblies used in this thesis and construct appropriate equiva-
lent circuits in order to fit the respective Bode and Nyquist plots (Sect. 2.3.5.3).
Preliminary experiments conducted in our laboratory by Katherine Lee suggest that
uniform electrodes (particularly in terms of semiconductor film-thickness) are
needed to be able to determine reproducible equivalent circuits across the applied
potential range. These cannot be obtained via the ‘Doctor blading’ method [40] by
which TiO2 electrodes are prepared in our laboratory (i.e. by spreading a TiO2

slurry on the underlying transparent conducting oxide substrate using a microscope
glass slide, see Sect. 8.3.2). Instead, more elaborate deposition techniques such as
spin coating are required.

The photoelectrochemistry results are intriguing and important in that they
establish that even under limited carrier-enhancement, significantly amplified
catalysis (i.e. by a factor of two) can be observed, highlighting the proficiency of
the enzyme. In reduction catalysis, p-type materials would be required to maximise
the enhancement of free carrier generation by illumination and achieve catalysis at
significant under potentials. Accordingly, having established the principles of PFE
on semiconductor electrodes in this chapter, the next chapter deals with the con-
struction of a true, ‘minority carrier utilising’ photocathode for light-driven
fuel-formation.
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Chapter 5
Selective Visible-Light-Driven CO2
Reduction on a p-Type Dye-Sensitised
NiO Photocathode

5.1 Introduction

As a general rule, fuels derived from artificial photosynthesis fuels can either be H2,
the immediate product of water splitting, or carbon-based compounds such as
methanol. Most obviously, carbon fuels can be formed indirectly by ‘hydrogena-
tion’ of CO2, similar to the processes occurring in photosynthetic dark reactions.
However, direct reduction of CO2 is also an attractive possibility that could lead to
CO2 replacing petrochemicals as the feedstock for value-added organic chemicals.
Like natural photosynthesis, artificial photosynthesis can be broken down into four
essential processes: harvesting of visible-light, charge (electron-hole) separation,
fuel formation, and water oxidation to O2. The last two processes require an effi-
cient and selective catalyst (see Sect. 1.2). It is difficult to integrate all of these
processes, so researchers have streamlined efforts by focusing on individual aspects.

This chapter addresses the direct reduction of CO2 to CO using a photoelec-
trochemical cell comprising a dye-sensitised p-type NiO photocathode function-
alised by spontaneous adsorption of CODH (Fig. 5.1). Reductive CO2 activation is
a fundamentally challenging process and only CODH and formate dehydrogenase
are known to selectively and reversibly achieve synchronous, proton-coupled
two-electron reduction of CO2 to CO or formate, avoiding the highly unfavourable
one-electron reduced intermediate CO2

•− [Eq. (1.4)].
Despite its low majority carrier (i.e. hole) mobility, values between 10−8 and

10−9 cm2 S−1 have been reported—two orders of magnitude lower than the electron
diffusion coefficient in n-TiO2 [2], NiO is the most widely studied semiconductor
material in p-type DSSCs [3, 4]. Having a band gap of 3.55 eV [5], NiO is
transparent to visible light (apart from a phenomenon known as ‘parasitic absorp-
tion’, vide infra) and requires sensitisation to extend the absorbance into the visible

Part of the work presented in this chapter has been published: Andreas Bachmeier, Samuel Hall,
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region of the electromagnetic spectrum. To this end, Sun and co-workers developed
the organic pigment P1 (Fig. 5.1) as photosensitiser for p-type dye-sensitised solar
cells [6]. Being one of the most efficient sensitisers to date (maximum
IPCE = 63%, open-circuit voltage Voc = 84 mV, short-circuit current density
jsc = 5.48 mA cm−2, fill factor ff = 33%, resulting in a photoconversion efficiency
of 0.15% [2]), this ‘push-pull’ dye uses a triphenylamine moiety as electron donor
component and two malononitrile groups as acceptors. The different components
are connected by a conjugated chain comprising a thiophene unit. Light excitation
is associated with spatial intramolecular charge separation through electron transfer
from the donor part of the dye to the acceptor [6]. Being partly localised on the
triphenylamine unit and hence close to the –COOH anchoring group/NiO surface
and having its energy level (1.38 V vs. NHE) below the valence band of NiO, the
HOMO of P1 allows for efficient hole injection into NiO. The LUMO, in turn, is
spatially separated from the HOMO and localised on the acceptor (i.e. malononi-
trile) moieties.

Recently, Sun et al. achieved light-driven H2 evolution by co-adsorbing P1 and a
molecular cobalt cobaloxime catalyst on NiO [7]. Taking their lead, the work
described in this chapter adapted the concept for light-driven CO2 reduction. The
mechanistic principle being exploited is that each excitation of P1 results in an
electron being transferred to its co-adsorbed partner CODH, passing through a relay
of FeS clusters to the [Ni4Fe-4S]-active site at which CO2 is converted to CO in a
proton-coupled two-electron reaction according to Scheme 1.4. Unlike simple
molecular catalysts, the additional FeS centres enable redox enzymes such as
CODH to capture irreversibly [8] all the electrons required to complete the catalytic

Fig. 5.1 Schematic representation of a photoelectrochemical cell for the selective reduction of
CO2 to CO at p-type NiO. Light-absorption by the organic dye P1 (red) is followed by electron
transfer to CODH, which is co-adsorbed on the NiO surface and carries out CO2 reduction, while
hole injection into the NiO valence band regenerates the P1 ground state. The porous nature of the
NiO surface is indicated by the SEM image (full image in Fig. 5.2). The Fermi level and valence
band potentials of NiO are denoted as EF and Evb. Reprinted with permission from Ref. [1].
Copyright 2014 American Chemical Society
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cycle when supplied to a highly efficient active site. The P1 ground state is
regenerated through hole injection into the NiO valence band. The relevant elec-
trochemical potentials of the individual components are given in Table 5.1.

5.2 Results and Discussion

5.2.1 Electrocatalytic Activity of Carbon Monoxide
Dehydrogenase Adsorbed on a p-Type NiO Electrode

First, the dark electrocatalytic activity of CODH adsorbed on a p-type NiO electrode
was studied using PFE. Figure 5.2 depicts an SEM image of a typical NiO film
electrode used in this work. Being similar in porosity to the TiO2 and CdS films
depicted in Fig. 4.3, the surface possesses sites for electroactive enzyme adsorption
in a variety of orientations. With the point of zero charge between 8.3 and 8.5,
depending on the experimental method employed in its determination [12], at pH 6.0
the NiO surface gives rise to attractive electrostatic interactions with CODH similar
to those observed for TiO2 and CdS (Sect. 4.2.1).

To remind the reader, CODH displays catalytic activity for both CO2 reduction
and CO oxidation when adsorbed on a PGE electrode and both CO2 and CO are

Table 5.1 Reduction
potentials of the individual
components of the CO2

reducing photocathode
assembly depicted in
Fig. 5.1

E(CO2/CO) E(P1/P1−) Evb, Ecb

CODH −0.46 [9]

P1 −1.13 [6, 10]

NiO 0.60, −3.00 [11]

All values in V vs. SHE at pH 6.0

Fig. 5.2 SEM image of a
NiO film deposited on
ITO. Reprinted with
permission from Ref. [1].
Copyright 2014 American
Chemical Society
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present in the solution, as shown in Fig. 5.3a (which displays the same data as
Fig.4.3a). Importantly, the voltammogram cuts sharply through the zero-current
axis at the thermodynamic potential and catalysis is controlled by the inherent
properties of the enzyme [13–15]. The catalytic bias prevails, and it is largely
controlled by the potential of the electron entry/exit point of the enzyme [13, 16].
As described in Sect. 1.6.4.2, the active site of CODH alternates between the two

Fig. 5.3 Cyclic
voltammograms of CODH
adsorbed on a PGE, b NiO,
and c TiO2 electrodes.
Current-voltage curves of the
bare electrodes are depicted in
black, experiments with
adsorbed CODH (recorded in
a 50% CO/50% CO2 gas
mixture bubbling through the
cell) are shown in red. The
blue CVs in b and c were
recorded in the presence of
10 mM KCN (b) and 20 mM
KOCN (c). Other conditions:
20 °C, 0.2 M MES buffer (pH
6.0), scan rate: 10 mV s−1.
a and c adapted from Fig. 4.3
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catalytically active states Cred1 and Cred2, separated by two electrons (Scheme 1.4),
with Cint as an intermediate formed during long-range electron transfers from the
FeS clusters.

In contrast to the reversible catalytic interconversion of CO2 and CO observed
on the metallic-type PGE electrode, CODH behaves as a unidirectional CO oxidiser
when attached to NiO (Fig. 5.3b, red trace); in other words, the otherwise bidi-
rectional catalysis is rectified. A catalytic oxidation current in Fig. 5.3b is observed
only upon applying an overpotential of approximately 0.6 V (oxidising conditions
under which CODH converts slowly to the inactive Cox state [17]). To prove that
the oxidation current indeed stems from catalytic turnover, KCN was injected into
the electrochemical cell (to a final concentration of 10 mM; blue voltammogram in
Fig. 5.3b). Being isoelectronic with CO, cyanide targets the Cred1 state of CODH
(Scheme 5.1), thereby selectively inhibiting CO oxidation [17]. The voltammogram
thus obtained resembles the baseline (bare NiO). These results mirror the obser-
vations with CODH adsorbed on the n-type materials TiO2 and CdS described in
Sect. 4.2.2 [15]. Figure 5.3c (adapted from Fig. 4.3a) illustrates this effect for TiO2

and shows cyclic voltammograms of CODH adsorbed on TiO2 recorded under
identical conditions to the voltammograms displayed in Fig. 5.3a,b. In contrast to
p-NiO, CO oxidation at n-TiO2 is barely detectable whereas a strong reduction
current is observed, which is established to be CO2 reduction by introducing
cyanate (NCO−, isoelectronic with CO2) which targets the Cred2 state and blocks
CO2 reduction (see Scheme 5.1 and blue trace in Fig. 5.3c).

The results presented in this section highlight that, when attached to semicon-
ducting electrodes such as TiO2, CdS, and NiO, the activity of an electrocatalyst
depends greatly on the properties of the semiconductor, in particular the carrier

Scheme 5.1 Redox states involved in catalytic CO2 interconversion at the active site of CODH
and how p-type and n-type semiconductors rectify catalytic electron flow. The small molecule
inhibitors CN− and NCO− selectively intercept the Cred1 and Cred2 states and inhibit CO oxidation
(CN−) and CO2 reduction (NCO−) [17]. Reprinted with permission from Ref. [1]. Copyright 2014
American Chemical Society
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availability at the semiconductor/enzyme interface. The resulting rectification in
either direction, depending on the choice of semiconductor, is evident only when
an electrocatalyst that otherwise behaves reversibly is used [15]. According to
Eqs. (2.35) and (2.36), the surface concentration of majority carriers in a semi-
conductor depends exponentially on the difference between the applied potential
E and the flat-band potential Efb [18]. The catalytic directionality enforced on
n-type TiO2 (i.e. the inversion of the apparent catalytic bias) coincides with a
change in carrier availability around the flat-band potential of the semiconductor
(Efb (TiO2) ≈ −0.50 V vs. SHE at pH 6.0; see Sect. 4.2.3.1). In chemical terms,
some Ti4+ sites are reduced to Ti3+. In contrast, p-type NiO (Efb (NiO) ≈ 0.61 V vs.
SHE at pH 6.0 [11]) forms a depletion layer at potentials negative of Efb, which acts
as a barrier for electron transfer from the semiconductor to the catalyst, blocking
CO2 reduction. As Efb is approached, the conductivity of NiO increases exponen-
tially, allowing CO oxidation catalysis to occur. In chemical terms, some Ni2+ sites
are oxidised to Ni3+ (see Sect. 2.3.3.3). This effect is reflected in a steep increase in
the catalytic oxidation current in Fig. 5.3b positive of ca. 0.3 V vs. SHE, i.e.
relatively close to Efb.

5.3 Photoelectrocatalytic CO2 Reduction

Having established the electroactivity of CODH on NiO, the semiconductor elec-
trodes have been sensitised with the visible-light-absorbing dye P1 [6] (Fig. 5.1),
by soaking the electrodes in a 300 mM solution of P1 in ethanol overnight.
Figure 5.4 shows linear sweep voltammograms recorded under chopped illumina-
tion in CO2-saturated buffer (cyclic voltammograms of NiO–P1 are depicted in
Fig. 5.5).1 Bare NiO shows very little photocurrent because of its large band gap of
3.55 eV [5] (black current-potential curve). It has to be noted that despite its large
band gap, non-stoichiometric NiO is a material of dark colour. Whereas ideal,
stoichiometric NiO is pale-green (owing its colour to intra-3d transitions in octa-
hedral Ni2+ sites [19]), calcination in air yields a dark-coloured material. Originally,
this dark hue in mesoporous NiO films has been ascribed to the presence of Ni3+

species at the surface, which are produced as some Ni2+ is oxidised during the heat
treatment in air [20]. These species give rise to brown or black coloration, and,
importantly, excitation of which does not result in photocurrent [5, 21]. However,
this explanation now seems to be oversimplistic because Renaud et al. recently
established that black elemental Ni is also formed in the calcination process, and is
a major source of the dark colour [19]. These Ni(0) impurities do also not

1Current densities, normalised to the respective geometric surface area, are reported in photo-
electrochemistry experiments where this seems advantageous from a viewpoint of allowing gen-
eral comparability across different (literature) systems. However, the reader should bear in mind
that the intrinsic surface areas of porous semiconductor electrodes are much greater than the outer,
geometric values suggest.
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contribute to the photocurrent. Commonly, these phenomena of ‘non-current-
producing’ absorption are known as ‘parasitic optical absorption’ [22]. Upon sen-
sitisation with P1, the photocurrent increases since P1 is capable of absorbing
visible light (λmax = 550 nm in solution and 500 nm when adsorbed on NiO [6]).

Modification with CODH results in a further photocurrent enhancement, which
can be ascribed to the light-driven reduction of CO2. Photoexcited P1 provides
sufficient driving force to effect CO2 reduction catalysed by CODH (see Table 5.1)
but does not reduce CO2 itself. The LUMO of P1 lies approximately 0.7 V lower in
energy than the CO2/CO2

•− redox couple: importantly, as a single-electron transfer
dye that is not capable of accumulating a second electron, P1 cannot undergo the
PCET reactions that are required to lower the activation barrier for CO2 activation,
in contrast to CODH (which easily accumulates the two electrons needed).

The hypothesis that the photocurrent enhancement observed upon adsorption of
CODH on NiO–P1 is due to catalytic conversion of CO2 to CO had to be verified
experimentally. Once again NCO− was used as a selective inhibitor of CO2

reduction, as even prolonged illumination over several hours did not produce
enough CO to allow detection by gas chromatography (Fig. 5.6). This was due to
the minute quantities of enzymes on the electrode surface (nmol)—in contrast to the
much larger amounts of substance used in the photocatalysis experiments our
laboratory has carried out previously [23–25].

Fig. 5.4 Linear sweep
voltammograms of NiO
(black), NiO–P1 (red), and
NiO–P1–CODH (blue)
recorded under chopped
illumination (0.5 Hz,
45 mW cm−2) and CO2 flow.
Conditions: 0.2 M MES
buffer (pH 6.0), T = 32 °C,
scan rate = 10 mV s−1

Fig. 5.5 Cyclic
voltammograms of a bare NiO
electrode (dashed line) and
NiO–P1 in the dark (black)
and under illumination
(45 mW cm−2, red). Scan
rate: 30 mV s−1, 0.2 M MES
buffer (pH 6.0), 25 °C

5.3 Photoelectrocatalytic CO2 Reduction 185



Figure 5.7 depicts transient photocurrents of NiO–P1–CODH recorded at
−0.27 V vs. SHE (pH 6.0), which represents a 0.2 V under potential with respect to
CO2 reduction in the dark.

The photocurrent decreases significantly upon introduction of 60 mM KOCN,
which establishes that the major proportion of the observed photocurrent stems
from CO2 reduction. Control experiments in the absence of CODH, i.e. NiO–P1
only, show that injecting KOCN has no effect on the photocurrent (Fig. 5.8).

Fig. 5.6 Typical long-term chronoamperometry experiment of NiO–P1–CODH under illumina-
tion (45 mW cm-2) at −0.3 V vs. SHE; 0.2 M MES buffer (pH 6.0), 10 °C. The cell solution
(7.5 mL buffer) and headspace were saturated with a mixture of 98% CO2 and 2% CH4 prior to the
experiment (CH4 served as internal standard in post-experimental gas chromatographic analysis).
The black arrows indicate the capacitive dark current. No CO could be detected after the
experiment. A total charge of 5.05 mC (after subtraction of the electrode capacitance) was passed
through the system, which would, assuming 100% Faradaic efficiency for CO2 reduction as the
upper limit, correspond to the formation of a maximum of 26.2 nmol CO. Such a small amount
could not be detected by GC, as it would still be dissolved in the cell solution and furthermore lie
below the detection limit of the employed gas chromatograph

Fig. 5.7 Chronoamperometry experiment showing transient photocurrents under chopped
illumination of NiO–P1–CODH under a flow of CO2 with the potential being held at −0.27 V
vs. SHE. NCO− was injected to a final concentration of 60 mM as indicated. Experimental
conditions: white-light illumination (45 mW cm−2); 0.2 M MES buffer (pH 6.0), T = 32 °C
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Having identified the nature of the photocurrent, the stability of CO2 reduction
was assessed. Figure 5.9 depicts the temporal behaviour of the catalytic current
produced by NiO–P1–CODH during prolonged illumination. The assembly shows
good stability until cyanate is injected, analogous to the experiment depicted in
Fig. 5.7, again demonstrating the catalytic turnover of the photocathode-catalyst
system. Both Figs. 5.4 and 5.7 strongly support a mechanism similar to that
described by Sun and co-workers for H2 production [7]. In the system described in
this work, P1 acts as a visible-light-responsive sensitiser that generates excited-state
electrons, transfers these to CODH for catalysis, and is regenerated via hole
injection into NiO.

Concerning the kinetic order of the elementary steps, the current understanding
of these complex multi-site photoinduced reactions is scant. Hole injection into the
NiO valence band is usually fast (ps-timescale), but, in contrast to dye-sensitised

Fig. 5.8 Chronoamperometry experiment of NiO–P1 (control experiment without CODH) under
illumination (45 mW cm−2) at −0.3 V vs. SHE; 0.2 M MES buffer (pH 6.0), 25 °C, 50 s/min CO2

flow. At t = 2.5 min KOCN solution was injected into the cell to a final concentration of 60 mM.
KOCN did not affect the photocurrent, in contrast to NiO–P1–CODH shown in Fig. 5.7

Fig. 5.9 Continuous illumination of NiO–P1–CODH to assess the stability of the
photocathode-assembly under turnover conditions. Experimental conditions: white-light illumi-
nation (45 mW cm−2); E = −0.27 V vs. SHE; CO2 flow; 0.2 M MES buffer (pH 6.0); T = 32 °C.
NCO− was injected to a final concentration of 60 mM at t = 50 min
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n-type TiO2, geminate recombination is also a very fast process (ns-regime) [2].
Reasons for the fast back electron transfer processes are not fully understood, but it
has recently been shown that, in contrast to most TiO2-based DSSCs that have a
large driving force for recombination [26], for NiO this reaction lies in the normal
Marcus regime, as experimentally verified for a series of perylene imide sensitisers
attached to NiO surfaces [27]. Rapid recombination in dye-NiO assemblies may
arise, in part, due to the Ni(III) sites being located on the semiconductor surface (in
contrast to the behaviour of TiO2, see Sect. 2.3.3.3), in close proximity to the
photoreduced dye [3]. Hence, efficient charge separation within the dye, as for
example in push-pull architectures such as P1, is crucial to suppress geminate
recombination.

Among the few examples in the literature, Hammarström and co-workers
recently showed that electron injection from an excited dye immobilised on NiO
into a co-adsorbed H+ reduction catalyst significantly retards destructive geminate
recombination between NiO and the dye, in their case coumarin [28]. Based on
these observations, it is plausible to assume a mechanism in which visible-light
excitation of P1 is followed, kinetically, by hole injection into the NiO valence
band, forming the P1 anion. Then, electron transfer from the LUMO of P1 to
CODH (presumably to the D-cluster) takes place. Time-resolved studies of pho-
toinduced electron transfer by transient absorption spectroscopy would, in principle,
be insightful and might establish the charge transfer kinetics. However, a major
problem is that electron injection into FeS enzymes such as CODH is not
accompanied by a distinct change in absorbance, due to the broad absorption bands
of FeS clusters [8].

5.4 Conclusions and Perspectives

In conclusion, catalytic electron flow through the CO2-reducing enzyme CODH,
which behaves as a reversible catalyst on a metallic-like electrode, is rectified when
CODH is attached to n-type or p-type semiconductors, leading to unidirectional CO2

reduction and CO oxidation, respectively. When NiO is sensitised with the
visible-light sensitiser P1, a photocathode is produced that selectively reduces CO2

to CO under visible-light illumination and application of a mildly reducing potential.
To the best of my knowledge, these results provide the first demonstration of
visible-light-driven clean and efficient CO2 reduction at a p-type photocathode—a
reaction intrinsically more difficult than proton reduction. While the photocurrent
densities observed are too small to allow for scale-up, they are of the same mag-
nitude as similar systems for H2 evolution [7, 29]. Both CODH and P1 are
co-adsorbed on NiO without specific coupling, similar to work by Hammarström
[28], Mozer [29], and Sun [7]. Specific covalent linkage of CODH and P1 would be
an attractive strategy to improve the efficiency of electron transfer, but is not
straightforward as it requires genetic modification of the enzyme to introduce
binding sites for the sensitiser.
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The assembly depicted in Fig. 5.1 shows good stability under turnover condi-
tions, indicating that it could, in principle, be coupled with a photoanode for water
oxidation in a tandem-photoelectrochemical cell in order to close the photosynthetic
cycle. Preliminary experiments have been carried out based on a procedure
employed by Mozer et al. [29]. A wired photoelectrochemical tandem cell (similar
to the schematic in Fig. 1.21) was created by connecting the NiO-P1-CODH
electrode as working electrode to a W–BiVO4 photoanode serving as counter
electrode [30] (see Sect. 6.2.3) for light-driven unassisted CO2 reduction coupled to
water oxidation. The two electrodes were placed in different compartments of an
electrochemical cell separated by a Nafion 117 membrane and illuminated sepa-
rately, using two visible-light sources. Figure 5.10 depicts a typical experiment
under no externally applied bias. Although illumination does generate a pho-
tocurrent, this cannot be attributed to CO2 reduction as injection of KOCN does not
result in photocurrent attenuation. The temporal behaviour of the photocurrent after
KOCN was introduced was similar to the control experiment carried out in the
absence of CODH depicted in Fig. 5.8.

Although these initial attempts were unsuccessful, they serve to illustrate the
importance of the different components not only being active individually, but also
when coupled to form an integrated device. Possible reasons for the inactivity of
this ‘integrated system’ include instability of the NiO–P1–CODH electrode under
the experimental conditions used (for example, P1 desorption in phosphate buffer
[7]), as well as enhanced carrier recombination before catalysis can occur [31], due
to the transient nature of the charge carriers when no external bias is applied (in
contrast to the potential-controlled experiments depicted in Figs. 5.7 and 5.9).

Fig. 5.10 Photocurrent profile of a photoelectrochemical cell comprising a NiO–P1–CODH
photocathode (working electrode) and a W–BiVO4 photoanode (counter electrode). The electrodes
were placed in two compartments of an electrochemical cell, separated by a Nafion 117 membrane,
and illuminated separately with Pin = 45 mW cm−2 in each case. The cell solution was 0.1 M
potassium phosphate buffer (pH 6.0 at 25 °C, see Sect. 8.5.1.1) in both compartments. The CE
compartment was purged with Ar (50 scc min-1) and the WE was sparged with CO2 over the
course of the experiment (50 scc min−1). At t = 45 s, the CE compartment was illuminated (*)
through the ITO back contact, illumination of the WE compartment commenced shortly afterwards
at t = 60 s (**). KOCN was injected to a final concentration of 60 mM at t = 210 s, to no effect on
the photocurrent
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Other limiting factors of the NiO–P1–CODH cathode-component are the intrinsi-
cally low conductivity of NiO, fast geminate charge recombination within the
cathode-assembly, and the low surface concentration of CODH due to its large
‘footprint’.

Based on the limited knowledge that is available on the electron transfer kinetics
in dye-sensitised NiO films, a mechanism of light-driven photoelectrocatalytic CO2

reduction by NiO–P1–CODH is proposed, but the precise order of electron transfer
steps still remains unclear. The next chapter deals with solar-to-chemical conver-
sion using flavocytochrome c3, an enzyme containing an electron transfer relay
which comprises four coloured haem moieties with distinct absorption bands that
change upon oxidation/reduction [32]. Thus, this enzyme should be amenable to
future time-resolved optical studies.

Although they are not suitable for large-scale applications, this chapter again
highlights that reversible and highly selective electrocatalysts such as CODH are
valuable model catalysts for artificial photosynthesis. Only using a catalyst that is
otherwise reversible reveals rectification of catalytic electron transport at a semi-
conductor. Multi-centred enzymes, which have well-defined and stable active sites,
have a special ability to accumulate electrons, a property that is less likely for
simple catalysts but likely to be very important in competing with recombination.
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Chapter 6
A Multi-haem Flavoenzyme as a Solar
Conversion Catalyst

6.1 Introduction

Artificial photosynthesis seeks to convert sunlight to storable chemical energy, i.e.
fuels. Such ‘solar-fuels’ have the potential to address both the world’s growing
energy demand and reduce greenhouse gas emissions caused by the combustion of
fossil fuels [1]. Building on the principles of natural photosynthesis, light har-
vesting and charge separation are coupled by electron transfers to fuel formation
and O2 evolution at efficient and specific catalysts. For ultimate commercial via-
bility and scale-up, an artificial photosynthetic system must not only be intrinsically
simpler in design than the complex photosynthetic enzymes, but should also be
efficient, stable, and comprise earth-abundant, inexpensive materials. Despite major
research efforts and significant progress being made [2–7] (compare Sect. 1.3), the
search for ‘champions’ is slow and major scientific breakthroughs are needed to
fulfil all the above-mentioned criteria. Currently, artificial photosynthesis research
is focused on H2 production or reduction of CO2, but the low-value products have
little immediate opportunity to compete with fossil fuels. One way to bridge the gap
is to identify reactions that could be driven by an artificial photosynthetic system,
especially the synthesis of high-value organic chemicals [8–12]. Such a diversion
from conventional paths is intellectually desirable and could attract more immediate
commercial interest.

This chapter concerns initial experiments to expand the repertoire of
fuel-forming reactions to include reductions of organic molecules. To this end, an
enzyme-based photocatalytic system is presented that helps to level the afore-
mentioned hurdles at the bench scale. Catalytic reduction of fumarate to succinate
[Eq. (6.1)] is equivalent to hydrogenation across a C=C bond, with each olefinic
carbon changing oxidation number from −1 to −2. Used in an artificial
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photosynthetic system, it exemplifies direct conversion of hydrogen into storable
organic molecules, not unlike photosynthetic hydrogen fixation as NADPH [13].

ð6:1Þ

This reaction is catalysed by flavocytochrome c3 (fcc3) from Shewanella
frigidimarina NCIMB400 (Fig. 6.1). Although succinate itself is not a high-value
chemical, a demonstration of its ‘photo-synthesis’ may stimulate new directions and
possibilities for enzymes in the light-driven transformation of organic chemicals.
Enzymes are highly selective catalysts, which are already used in the chemical
industry; vast libraries are available, and the development of suitable examples for
artificial photosynthesis may further increase their commercial usage.

Figure 6.1 shows a pictorial depiction of fcc3 adsorbed on a TiO2 surface. The
enzyme has four haem groups that collect and relay electrons to the flavin
(FAD) active site. A further important feature of fcc3 is that both FAD and the haem
centres strongly absorb visible light [16]: the kinetics of the entire electron transfer
process, from the excited light-absorber to catalytic conversion at active site, are
thus amenable to time-resolved optical techniques.

6.2 Results and Discussion

6.2.1 Protein Film Electrochemistry

To establish if fcc3 can be incorporated into an artificial photosynthetic system, the
initial task at hand was to study its electroactivity when immobilised on electrodes

fcc3

TiO2

e-

nanoparticle

conduction
band

CO2
-

-O2C

CO2
-

-O2C

Fig. 6.1 Cartoon showing flavocytochrome c3 (PDB structure 1QJD [14]) adsorbed onto a TiO2

surface. Intramolecular electron transfer to and from the flavin active site (orange) occurs over a
distance of up to ca. 40 Å via four visible-light absorbing haem groups (pink) that are close to the
enzyme surface. Reprinted with permission from Ref. [15]. Copyright 2014 American Chemical
Society
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and light-harvesting components. The interaction of fcc3 with different electrodes
was explored using protein film electrochemistry. Figure 6.2 compares the elec-
trocatalytic reduction of fumarate by fcc3 adsorbed on the n-type semiconductor
electrodes TiO2 and CdS with results obtained using PGE and mesoporous indium
tin oxide (meso-ITO, 10% Sn(IV)-doped In2O3 [17, 18]). Cyclic voltammograms
recorded on a rotating-disc PGE electrode and a stationary ITO electrode are shown
in Fig. 6.2a,b, where the peak-like Faradaic current observed for the latter is due to
substrate depletion, as expected under these conditions. The two catalytic reduction
waves display a similar onset potential (ca. −0.05 V vs. SHE at pH 7.0) reflecting
the fact that this parameter is controlled by the redox properties of the enzyme,
provided the electrode behaves like a metal [19–21]. The results for PGE agree well
with previous reports [22].

The electrocatalytic behaviour of fcc3 on TiO2 and CdS electrodes is shown in
Fig. 6.2c,d. In contrast to PGE and ITO, the onset of the catalytic current

Fig. 6.2 a–d Cyclic voltammograms (20 mV s−1) of unmodified (black, recorded in the presence
of fumarate) and fcc3-modified electrodes (red, blue) in a mixed buffer system (pH 7.0) at 5 °C in
the presence of fumarate (red), and after removal of substrate (blue), recorded (a) under rotation
(ω = 2500 rpm) and b–d with a stationary electrode with no gas flow (a), (b) and sparging of the
solution with argon close to the working electrode surface (c), (d). The dashed grey lines indicate
the onset potential for fumarate reduction on PGE and ITO
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commences at much higher overpotentials on both semiconductor materials. The
negative shift in onset potential reflects the limited surface electron availability at
the semiconductor/catalyst interface when the applied potential is well away from
the semiconductor flat-band potential Efb. The majority carrier (i.e. electron in
n-type semiconductors) availability increases exponentially according to Eq. (2.35)
as Efb is approached [23]. Figure 6.3 makes this feature even more prominent by
directly comparing the normalised background-subtracted cyclic voltammograms
obtained on all four electrodes at pH 7.0.

The catalytic onset potentials for fumarate reduction on TiO2 and CdS are
similar, which can be ascribed, at least in part, to their relatively similar Efb [21]
(see Sect. 4.2.3.1). These observations reaffirm that the carrier availability and Efb

have a profound impact on electrocatalytic activity, effects that are discussed in
Chaps. 4 and 5 for [NiFeSe]-hydrogenase and CODH adsorbed on TiO2, CdS, and
NiO [21, 24].

6.2.2 Photocatalytic Fumarate Formation

Having established the electroactivity of fcc3 on the semiconducting electrode
materials CdS and TiO2, a photocatalytic system to check for visible-light-driven
fumarate reduction based on dye-sensitised TiO2 nanoparticles was assembled. The
enzyme shows good stability when adsorbed on TiO2 electrodes: cyclic voltam-
mograms recorded 24 h after enzyme immobilisation are shown in Fig. 6.4.

The TiO2 nanoparticles (anatase, 15 nm) were modified with fcc3 and then
sensitised with the visible-light-absorbing chromophore RuP ([RuII(bpy)2(4,4′-
(PO3H2)2bpy)]Br2; bpy = 2,2′-bipyridine) as used in previous studies [25, 26] to
assemble the complete photocatalytic system. Uptake of both RuP and enzyme on
the TiO2 nanoparticles was quantified by analysing the supernatant of the particle
suspension by UV/vis spectroscopy after centrifugation. Quantitative adsorption
was obtained for 56 nmol RuP and 1.95 nmol fcc3 on 5 mg TiO2, corresponding to
a surface coverage of up to 86% fcc3 (depending on enzyme orientation, see

Fig. 6.3 A comparison of the
onset potentials of fumarate
reduction on different
electrode materials. These
current-voltage curves
correspond to normalised,
background-subtracted traces
of the voltammograms shown
in Fig. 6.2
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Sect. 8.5.5.1) and 25% RuP. Figure 6.5a shows a photograph of TiO2 nanoparticles
modified with fcc3; the pink colour of the enzyme is clearly observable. UV/vis
spectra of an fcc3 solution taken before and after adsorption on TiO2 are presented
in Fig. 6.5b. No features due to fcc3 are observed after 20 min stirring with TiO2,
confirming quantitative uptake. More details are provided in Sect. 8.5.5.

Photochemical fumarate reduction was carried out as follows: 1.95 nmol fcc3
and 56 nmol RuP were co-adsorbed on 5 mg TiO2, which was suspended in 5 mL
of deuterated 0.2 M pH 6.0 MES buffer containing 6 mM disodium fumarate. MES
also acts as sacrificial electron donor. The stirred suspension was irradiated by a
W-halogen lamp fitted with a 420 nm UV-filter (Pin = 45 mW cm−2). Catalytic
turnover was monitored by 1H NMR spectroscopy. Spectra recorded after
visible-light illumination of TiO2 nanoparticles modified with RuP and fcc3 are

Fig. 6.4 Stability of fcc3 adsorbed on a stationary TiO2 electrode. The blue voltammogram was
recorded approximately 24 h after the current-voltage curve displayed in red. Conditions:
20 mV s−1, mixed buffer (pH 7.0), 5 °C, Ar flow. In the time between the two experiments, the
electrode was stored in buffer solution at 5 °C

Fig. 6.5 a Photograph of fcc3-modified TiO2 nanoparticles after centrifugation. The pink colour is
due to immobilised fcc3. Reprinted with permission from Ref. [15]. Copyright 2014 American
Chemical Society. b Absorption spectra recorded before and after modification of TiO2 with fcc3
show quantitative enzyme adsorption
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shown in Fig. 6.6 (NMR spectra were recorded after centrifuging the reaction
mixture). Succinate formation was confirmed by the 1H NMR signal at 2.33 ppm,
which increased when more succinate was added (see Fig. 6.6b inset). The
succinate/fumarate ratio calculated after 4 h of irradiation (Fig. 6.6a) corresponds to
a TON of 5800 and an average TOF of 0.4 s−1 (both on a per enzyme basis). The
derivation of these values is presented in Sect. 8.5.5.

Illumination over 8 h (Fig. 6.6b) gave no significant enhancement in fumarate
reduction, indicating that the maximum TON had already been reached after
approximately 4 h. The average TOF of 0.4 s−1 is therefore a lower limit for what
must be achievable under these reaction conditions. Under catalytic turnover, the
reaction mixture changed colour from colourless to orange, indicating dissociation
of the non-covalently bound flavin active site and/or the haem moieties (see
Figs. 6.7 and 6.8). This instability is discussed below.

Mechanistically, visible-light excitation of RuP (giving RuP*) injects electrons
into the TiO2 conduction band; these CB-electrons can then transfer to fcc3. This
‘through-particle’ pathway [27] was established by the following experiments. No
succinate was formed after illumination for 4 h in the absence of TiO2, i.e. RuP and

0.1575

0.0823

0.0932

0.0513

RuP-TiO2-fcc3 4h

RuP-TiO2-fcc3 8h

RuP-fcc3 4h

RuP-ZrO2-fcc3 4h

(a)

(b)

(c)

(d)

Fig. 6.6 a,b 1H NMR spectra showing visible-light-driven photocatalytic conversion of fumarate
to succinate. The olefinic fumarate protons are highlighted by black triangles and give rise to a
singlet at 6.44 ppm. The aliphatic succinate protons (indicated by black squares) resonate at
2.33 ppm. The product conversion is calculated from the ratio of the fumarate/succinate integrals
provided in a,b. The H2O signal appears at 4.70 ppm, and the signals at 3.85, 3.29, 3.26, and
3.13 ppm stem from MES buffer. The inset in b shows a spectrum recorded after adding additional
succinate. Photochemistry experiments in the absence of TiO2 (c) or with ZrO2 instead of TiO2

(d) show no signals corresponding to succinate formation. The original NMR spectra are presented
in Sect. 8.5.5
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fcc3 co-dissolved in MES/fumarate buffer (Fig. 6.6c). A bimolecular reaction
pathway between RuP* and fcc3 in solution is thus ruled out. Illumination of RuP
and fcc3 co-adsorbed on ZrO2 nanoparticles instead of TiO2 also yielded no
detectable amounts of succinate after 4 h (see Fig. 6.6d). The conduction band
energy of colloidal ZrO2 in water is about 0.4 V negative of the value for colloidal
TiO2 [28] and therefore too negative to accept electrons from RuP* [27]. Instead,
this experimental configuration would only allow direct electron transfer from
surface-bound RuP* to co-adsorbed fcc3, which evidently does not occur. The
reaction mixtures remained colourless in both types of ‘control’ experiments and
the sensitised ZrO2 particles retained their pink colour after illumination, indicating
that fcc3 remained undamaged (see Figs. 6.7, 6.8 and 6.9).

Taken together, these observations suggest strongly that enzyme degradation
occurs only under photochemical turnover. A possible degradation route involves
the powerfully oxidising species RuP+ (E = 1.26 V vs. NHE [29]), formation of
which requires TiO2 as support. RuP

+ is not formed when RuP is adsorbed on ZrO2.

Fig. 6.7 UV/Vis spectra of the supernatants of the reaction mixtures recorded after centrifugation
following photocatalytic fumarate reduction on RuP–TiO2–fcc3 (a), (b), and ‘control’ experiments
using RuP–fcc3 (c) and RuP–ZrO2–fcc3 (d)
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6.2.3 Closing the Photosynthetic Cycle

A full photosynthetic cycle using water as the electron donor was achieved using a
photoelectrochemical cell in which a visible-light-responsive n-type W–BiVO4

photoanode [30] was used as counter electrode in a two-electrode configuration
(Fig. 6.10). The BiVO4 conduction band potential (−0.39 V vs. SHE at pH 7.0
[31]) provides sufficient driving force to reduce fumarate at neutral pH without an
externally applied bias.

To enhance the water oxidation rate, the electrode was coated with a cobalt
phosphate (Co–Pi) surface electrocatalyst [32] via bias-assisted photodeposition
[33] (see Fig. 6.11, and Sect. 1.3.2 for an introduction of the Co–Pi catalyst). In a
separate cell compartment (separated by a porous frit), a meso-ITO electrode
modified with fcc3 was used as the working electrode as the reductive chemistry

RuP-TiO2-fcc3
4 h

RuP-TiO2-fcc3
8 h

RuP-fcc3 4 h RuP-ZrO2-fcc3
4 h

(a) (b) (c) (d)

Fig. 6.8 Photographs of the supernatants of the reaction mixtures recorded after photocatalytic
fumarate reduction by RuP–TiO2–fcc3 (a), (b), and ‘control’ experiments using RuP–fcc3 (c) and
RuP–ZrO2–fcc3 (d)

Fig. 6.9 Photograph of fcc3
adsorbed on ZrO2

nanopowder, recorded after
centrifugation. Reprinted with
permission from Ref. [15].
Copyright 2014 American
Chemical Society
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constitutes the reaction of interest here (analogous experiments with inverse con-
nections, i.e. Co–Pi-modified W–BiVO4 as the working electrode and fcc3–ITO as
counter are depicted in Appendix G). The photoanode was irradiated through the
FTO support (back illumination), meaning the charge carriers are generated close to
the transparent conducting oxide back contact, since previous studies have shown
that ‘regular’ front illumination (through the electrolyte, where electron-hole sep-
aration occurs close the semiconductor/electrolyte interface) gives lower pho-
tocurrents, implying that electron transport is the performance-limiting factor in
bismuth vanadate photoelectrodes [34–36]. Various strategies of tungsten

e-

ECB

EVB

EF

+

-

H2O/O2

W-BiVO4 meso-ITO

hν
FT

O

Co-Pi

e-

CO2
-

-O2C

CO2
-

-O2C

fcc3

Fig. 6.10 Schematic of a photoelectrochemical cell comprising an fcc3-modified meso-ITO
cathode (working electrode) and a Co–Pi-modified W–BiVO4 photoanode (counter electrode) in a
two-electrode configuration, separated by a porous frit. Reprinted with permission from Ref. [15].
Copyright 2014 American Chemical Society

Fig. 6.11 Linear sweep voltammograms of a W–BiVO4 electrode before (black) and after
bias-assisted Co–Pi photodeposition (red). Scan rate: 10 mV s−1, chopped irradiation (back
illumination, 0.5 Hz), 25 °C, 0.1 M KPi buffer (pH 7.0). The black arrow indicates the scan
direction
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(gradient-) doping have shown to alleviate the problem of poor electron conduc-
tivity in this material [6, 34, 37].

Figure 6.11 depicts current-voltage curves recorded under chopped illumination
for the bare W–BiVO4 photoanode (black) and following surface-modification with
the cobaltate electrocatalyst film (red). The effect of Co–Pi becomes immediately
apparent: in agreement with the extensive literature available on this catalyst
(compare Sect. 1.3.2), there is a significant cathodic shift in onset for the water
oxidation photocurrent, i.e. the overpotential requirement for this process is lowered
considerably. It is worth noting that this effect has very recently been attributed to
Co–Pi not playing a catalytic role when immobilised on BiVO4, but, rather, pro-
viding a means to retard destructive electron-hole recombination within the semi-
conductor [38], not unlike the effects proposed for Co–Pi-modified haematite [39]
but in contrast to the dark electrocatalysis observed on conducting substrates. While
further studies are needed to clarify the precise role of Co–Pi when immobilised on
semiconductor surfaces, the important aspect for this work is that, independent of
the particular physico-chemical mechanism involved, the desired effect of
overpotential-relief is achieved.

Figure 6.12 shows the photocurrent profile for the integrated system illustrated
in Fig. 6.10, at neutral pH under zero external bias. In the absence of fumarate, only
a small, rapidly decaying photocurrent is observed (Δt = 0.7–2.5 min; note that the
assembly does not provide enough driving force for H+ reduction), not unlike the
bare ITO electrode (Fig. 6.13; the enzyme-modified ITO electrode in Fig. 6.12 has
a capacitance different to the bare ITO surface, compare Chap. 4). Injection of
fumarate into the working electrode compartment at t = 2.5 min in Fig. 6.12 (final
concentration 2 mM) causes an immediate steep increase in photocurrent as the
charge-transport pathway becomes available and fumarate reduction takes place.

Fig. 6.12 Photocurrent profile for visible-light-driven fumarate reduction in the photoelectro-
chemical cell illustrated in Fig. 6.10. The cell solution was 0.1 M potassium phosphate (pH 7.0) at
25 °C. The working electrode compartment was sparged with N2, but the gas flow was briefly
stopped during injection of fumarate (to a final concentration of 2 mM) at t = 2.5 min
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Importantly, as shown in Fig. 6.14, voltammograms of each electrode were
recorded (separately) after the experiment depicted in Fig. 6.12 to verify the
activities of the individual components.

The overall ‘solar-to-succinate’ efficiency (ηSTS) can be determined according to
Eq. (6.2), which is based on Eq. (2.2) [40] that describes the efficiency of H2O
photoelectrolysis:

Fig. 6.13 Chronoamperometry experiment showing the temporal behaviour of a meso-ITO
electrode (WE) connected to a Co–Pi-modified W–BiVO4 photoelectrode (CE) in a
two-compartment photoelectrochemical cell at zero external bias. Conditions: no gas flow, 25 °C,
0.1 M KPi buffer (pH 7.0)

Fig. 6.14 a Linear sweep voltammogram of a Co–Pi-W–BiVO4 electrode recorded after the
chronoamperometry experiments depicted in Figs. 6.12 and 6.13 (blue trace). The voltammogram
indicates detachment of the Co–Pi catalyst from the electrode surface (compared with the red
trace) and resembles the current-voltage curve of the bare W–BiVO4 electrode (black curve).
Experimental conditions: 10 mV s−1, chopped illumination (0.5 Hz, back illumination), 25 °C,
0.1 M KPi buffer (pH 7.0). The black arrow indicates the scan direction. b Cyclic voltammogram
of fcc3–ITO recorded after the chronoamperometry experiment depicted in Fig. 6.12; 30 mV s−1,
25 °C, 0.1 M KPi buffer (pH 7.0), N2 flow. The trace corresponding to the bare ITO electrode was
measured before the chronoamperometry experiment was carried out. The blue trace, recorded
after introducing fumarate to the solution (to a final concentration of 2 mM), shows that the
enzyme retained catalytic activity for fumarate reduction
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gSTS ¼ jphgF0:79VP�1
in ð6:2Þ

To remind the reader, in Eq. (6.2) jph is the photocurrent density, ηF is the
Faradaic efficiency for fumarate reduction, 0.79 V is the potential that is theoreti-
cally required to achieve both fumarate reduction and water oxidation (at pH 7.0,
the fumarate/succinate potential is +0.03 V vs. SHE [22] and the H2O/O2 potential
is +0.82 V), and Pin = 45 mW cm−2 refers to the incident light intensity. With
ηF = 100% for fcc3-catalysed fumarate reduction as the upper limit (no significant
photocurrent could be observed before introducing fumarate), ηSTS = 0.03‰ at
t = 15 min. The estimated TOF per enzyme molecule is 0.01 s−1 (see Sect. 8.5.6.3
for the derivation of this value), one order of magnitude lower than the value
obtained in photocatalytic conversion with RuP–TiO2, where a sacrificial electron
donor was used to drive the reaction.

Efficiency limitations in these proof-of-principle experiments include irradiation
with only the visible spectral region and delamination of the Co–Pi catalyst from
the W–BiVO4 surface (Fig. 6.14a), similar to observations made by Sivula and
co-workers [41]: under no external bias, the Co–Pi layer detaches within minutes
from the photoanode surface, fundamentally limiting the performance of the sys-
tem. Most likely, it is the ‘bare’ W–BiVO4 surface that drives water oxidation
during much of the chronoamperometry experiments for overall solar-to-succinate
conversion using water as the oxidant depicted in Fig. 6.12.

Comparing the photoelectrochemical cell presented in this section to a similar
BiVO4-based system for H2 evolution developed by Kudo et al. (ηSTH = 0.014‰)
[42] shows that photoconversion efficiencies are similarly low (these authors apply
an external bias of 0.8 V, meaning that both their system and the photoelectro-
chemical cell described herein provide a comparable driving force for the respective
overall reaction). This observation and the order of magnitude decrease in turnover
frequency observed when going from photocatalytic fumarate reduction driven by a
sacrificial electron donor to photoelectrochemical conditions under no applied bias
again highlight that the transient nature of charge carriers and resulting destructive,
thermodynamically preferred recombination processes remain a grand challenge to
artificial photosynthesis research. Yet, despite the low overall efficiency in photo-
electrochemical succinate formation, the proof of principle is established, and there
is large scope for improvement.

6.3 Conclusions and Perspectives

In conclusion, this chapter describes the use of an enzyme that catalyses C=C bond
hydrogenation in two types of artificial photosynthetic systems, the implication
being that artificial photosynthesis building upon water oxidation can be extended
to other enzymes/catalysts performing reductive transformations having greater
value than bulk fuel-formation.
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Photocatalytic experiments with fcc3 adsorbed on RuP-sensitised anatase
nanoparticles show efficient solar-to-succinate conversion with an average
per-enzyme turnover frequency of 0.4 s−1 over 4 h, using MES as a sacrificial
electron donor. Further, an integrated artificial photosynthetic system is presented,
where fumarate reduction is coupled to water oxidation by a Co–Pi-modified
W–BiVO4 photoanode in a photoelectrochemical cell. An estimated TOF for
fumarate reduction of 0.01 s−1 per molecule of fcc3 was achieved in this archi-
tecture. The one order of magnitude drop in TOF is not unexpected when moving to
an integrated system without using an externally applied bias. The performance of
the photoanode seems, to a great extent, responsible for the low overall efficiency
ηSTS of 0.03‰. Recently developed nanoporous BiVO4 photoanodes modified with
dual-layer (FeOOH/NiOOH) oxygen evolving catalysts that show high stability
under low external bias [43] are one possible route to increase both stability and
efficiency.

From a mechanistic perspective, an important factor is that enzymes like fcc3,
possessing intense chromophores, may be exploited to elucidate electron transfer
kinetics by time-resolved optical spectroscopy. The results presented in this chapter
help highlight new directions for artificial photosynthesis, away from the traditional
solar-to-fuels paradigm to more advanced solar-to-chemical conversions, also using
water as the electron source.
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Chapter 7
Conclusions and Perspectives

7.1 Conclusions

The work presented in this thesis spans a wide range, from the mechanism of H2

formation at the H-cluster, the superbly efficient H2 evolution catalyst, to the
interaction between fuel-forming enzymes with semiconductor surfaces, and,
finally, towards an integrated model system for solar-to-chemical conversion. To
briefly recapitulate:

Chapter 3 describes how aldehydes of different steric nature and electrophilicity
react with [FeFe]-hydrogenases. Using advanced EPR techniques, possible binding
modes of formaldehyde at the H-cluster were determined. DFT calculations suggest
that under catalytic turnover, HCHO coordinates to Fed by forming an Fe–C bond
that can only occur before Fe–H bond formation, suggesting adt-N protonation and
terminal hydride formation only occur at the super-reduced redox level of the
enzyme. In short, Chap. 3 highlights the importance of precisely tuning electron
and proton transfer steps in multi-electron catalysis.

Chapter 4 deals with the direct electrochemistry of [NiFeSe]-hydrogenase and
CODH on the n-type semiconductor materials TiO2 and CdS. Compared to the
behaviour on metallic-like PGE electrodes, catalytic rectification arises on the
semiconductor electrodes, favouring the fuel-forming reaction over oxidation. The
results demonstrate that semiconducting electrodes can be used to impose direc-
tionality on reversible catalysts that operate in the region of the semiconductor
flat-band potential. Photoelectrochemistry experiments show that the enzymes are
so proficient that the current is controlled more by the charge carrier availability in
the semiconductor than by properties of the catalyst.

Chapter 5 reaffirms the principles established in Chap. 4 by demonstrating that
catalysis is also rectified when CODH is attached to a p-type semiconductor: cat-
alytic rectification turns the enzyme into a unidirectional CO oxidiser when
immobilised on NiO. When CODH-modified NiO is sensitised with the
visible-light-absorbing dye P1, a photocathode-assembly is produced that
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selectively reduces CO2 to CO under visible-light illumination and application of a
mildly reducing potential that is lower than the thermodynamic potential in the
dark, a further evolutionary step compared to photocatalytic reduction in aqueous
suspension.

Chapter 6 describes enzyme (fcc3) catalysed C=C bond hydrogenation in two
types of artificial photosynthetic systems, photocatalytic reduction using fcc3
immobilised on dye-sensitised TiO2 nanoparticles, and photoelectrocatalytic
hydrogenation coupled to water oxidation in a photoelectrochemical cell. The
results represent a significant advance in the development of artificial photosyn-
thesis [1] and open up the door to a new research area: the solar-driven, enzyme
catalysed synthesis of organic chemicals of greater value than bulk fuel formation,
ideally coupled to water oxidation.

7.2 Perspectives

Throughout this thesis, we learned that fuel-forming enzymes such as
[FeFe]-hydrogenase, [NiFeSe]-hydrogenase, and CODH are excellent model cata-
lysts for artificial photosynthesis. Enzymes set the benchmark for both light-driven
H2 formation and CO2 reduction: on a per-site basis, the activities for photocatalytic
fuel-formation portrayed in Table 1.1 in the introduction of this thesis are unmat-
ched by even the most efficient synthetic catalysts [2]. Despite the considerable
‘footprint’ of the individual protein molecules, enzyme systems also appear
remarkably lean, compared with the substantial molar quantities of catalysts used in
the purely inorganic world, such as the Rh compounds that are deposited on (oxy)
nitride photocatalyst particles developed by Domen and co-workers [3].

Yet, an equally relevant point is that the photo- and photoelectrocatalytic
enzyme rates fall far short of those measured in other types of kinetic studies, where
TOFs for enzyme-catalysed H2 and CO evolution exceed 103 per second. This
observation holds in particular for CO2 reduction, where the highest photocatalytic
TOF obtained so far (on a per catalytic unit basis) stems from using CODH
adsorbed on CdS nanorods [4]: the value of only 1.23 s−1 (three orders of mag-
nitude slower than the theoretical maximum) emphasises the need for improvement
in photodriven CO2 reduction and to understand why there is such a difference
compared to electrocatalytic rates.

Reduction of CO2 to CO is thermodynamically more demanding than H+

reduction. Further to the obvious problem of only a small driving force being
available at semiconductor nanoparticles including TiO2 (which provides a mar-
ginal overpotential with Ecb (anatase) at ca. −0.52 V vs. SHE at pH 6.0) and CdS
(where the driving force is shallow, Ecb being approximately −0.35 V more neg-
ative than that of TiO2 [5]), this work has provided some insight. Chapter 4 showed
that the best catalysts will ultimately be limited by electron availability (Fig. 4.12).
This problem is much more severe when electrons are available only transiently, as
in the integrated artificial system depicted in Fig. 6.12, because there is
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unfavourable competition with destructive charge carrier recombination.
Mott-Schottky experiments in Sect. 4.2.3 indicate that, although enzyme molecules
could be accommodated within the sizeable pores of TiO2 (and other porous
materials; CdS and NiO possess similar pore sizes), they mainly adsorb instead on
the outer surface, suggesting that due to the limited carrier mobility and lifetime of
the transient conduction band electrons in TiO2 and, by extension, other systems
studied throughout this thesis, destructive charge recombination is likely to take
place even before interfacial electron injection into the enzyme can occur.

Little is known about the actual charge-transfer dynamics between excited
semiconductor conductions band electrons and fuel-forming enzymes. An assembly
comprising the [FeFe]-hydrogenase CaHydA immobilised on CdS nanorods
(Fig. 7.1) constitutes one of the few examples where the elementary kinetic pro-
cesses of light-driven hydrogen evolution have been investigated. Initial findings
revealed that H2 generation rates scale linearly with light intensity, consistent with
the system being limited by availability of photogenerated electrons rather than
catalysis [6].

In a follow-up paper, King and Dukovic then investigated the interfacial electron
transfer kinetics of the CaHydA–CdS system using transient absorption spec-
troscopy [7]. The decay of the absorbance of the excited semiconductor conduction
band electron should coincide exactly with the arrival of the electron in the enzyme.
However, because CaHydA does not have absorptive features with intensities
comparable to the strength of the CdS band gap absorption [8], no transient features
corresponding to excited electrons in the enzyme are found in transient absorption

Fig. 7.1 a Cartoon showing a CaHydA–CdS nanorod assembly for photocatalytic H2 formation
(CaHydA is referred to as CaI in this figure). b Energy diagram of CaHydA–CdS and
photochemical processes. Reprinted with permission from Ref. [6]. Copyright 2012 American
Chemical Society
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spectra recorded on CaHydA–CdS [7]. The broad absorption bands of the FeS
clusters in the electron transfer relay do not give rise to sharp, distinct changes upon
excitation.

Electron injection from CdS to CaHydA (involving the distal [4Fe-4S] cluster as
the first acceptor site, well ahead of catalysis itself), occurs with ket ≈ 107 s−1,
similar to the excited state decay rate constant for CdS, but very slow when
compared with electron transfer to platinum deposited on CdS (ket > 1011 s−1). The
fraction of photoexcited electrons available for catalysis is therefore much higher in
Pt–CdS than in CaHydA–CdS. However, the quantum yields for H2 formation are
much higher in the enzymatic system (20%) than with Pt (1–4%), an observation
that highlights the proficiency of the enzyme. Given that a limiting factor seems to
be slow interfacial electron transfer to enzymes, the question is thus raised—how
good is an enzyme at trapping electrons once they are transferred?

The properties of the electron transfer relay provide insight. First, electron
transfer rates within the enzyme are fast, on the order of 108–109 s−1 through the
chain of FeS clusters—a distance of nearly 30 Å. Hence, once transferred to the
enzyme, electrons move efficiently, under a small driving force, away from the CdS
surface and accumulate to feed the catalytic process at the active site. The large
spatial separation distance retards back electron transfer. Second, buried FeS
clusters have low reorganisation energies, and counterproductive electron transfer
into the semiconductor valence band (driving force *1.5 eV) probably falls well
into the Marcus inverted region, making it kinetically disfavoured. The situation is
similar to the initial charge separation events occurring in PSII in biological pho-
tosynthesis [9]. In Pt–CdS assemblies, in contrast, the bare catalytic sites cannot
provide such a trap: the catalyst is located at the nanocrystal surface and reor-
ganisation energies are higher. Therefore, recombination with a valence band hole
is potentially more likely. Similar restrictions may hold generally for small
molecular catalysts [10].

In short, electron injection into the enzyme seems to be the rate-limiting
step. However, it is essentially irreversible because FeS enzymes such as hydro-
genase and CODH enzymes are very efficient in charge separation and transport,
shuttling electrons away from the interface into the enzyme and placing destructive
recombination in the Marcus inverted regime. The work by Dukovic et al. high-
lights how enzymes employed in artificial photosynthetic systems outperform even
the best available synthetic catalysts.

Other spectroscopic techniques have yet to be developed for use with enzymes.
Time-resolved infrared measurements could potentially be employed to monitor
catalysis under steady-state conditions. The CO and CN− ligands of the H-cluster,
for instance, show very characteristic IR bands. A general advantage of IR spec-
troscopy over optical techniques is its structure-specificity, i.e. signals corre-
sponding to transient species can be correlated with distinct chemical groups.
Another potentially useful technique is time resolved X-ray absorption

210 7 Conclusions and Perspectives



spectroscopy (XAS). Transient XAS may be able to give precise information about
bond-length and oxidation state changes during the catalytic cycle, while leading to
less radiation damage than crystallography.

7.3 New Directions in Artificial Photosynthesis—Where
Do We Go from Here and How Enzymes May Lead
the Way

Current artificial photosynthesis research is focused on H2 production or reduction
of CO2, but the low-value products have little immediate opportunity to compete
with fossil fuels. One way to break this deadlock is to identify other reactions that
could be driven by artificial photosynthesis, especially the synthesis of high-value
organic chemicals [11]. Here lie possibilities for enzymes that can perform highly
selective redox transformations.

Solar-driven asymmetric reduction of acetophenones, using a commercially
available alcohol dehydrogenase [12], establishes this new direction, but relies on
multistep NADPH regeneration. Asymmetric, enzymatic C=C bond reduction
(ketoisophorone to (R)-levodione) by an ‘old yellow enzyme’ homologue has been
coupled with photocatalytic water oxidation by Au:TiO2 nanoparticles [13].
However, this system also relies on cofactor regeneration. Conversely, an intrin-
sically simpler system that couples light-driven water oxidation with enzymatic
C=C reduction in a photoelectrochemical cell was presented in Chap. 6. Building
on these few examples, enzymes may lead the way towards new directions in
artificial photosynthesis research, away from simple solar-fuels to more advanced
solar-chemicals. Synthetic biology provides the platform to engineer enzymes to
perform myriad transformations that may ultimately be driven by sunlight.

For the conversion of sunlight to fuels, the reader needs to bear in mind that
although some enzymatic artificial photosynthetic systems show remarkable sta-
bility under illumination [2], the fuel-forming enzymes used therein are wholly
unsuited for long-term, large-scale systems. Nonetheless, the redox enzymes used
in this thesis provide valuable insight for developing integrated artificial systems
where both rates and efficiency are essential. Enzymes are relatively easy to deposit
on materials (albeit not necessarily with ideal connections) and, as opposed to
molecular catalysts, their active site structures remain unperturbed by the
support-surface and therefore intact during catalysis. The benchmark per-active site
efficiencies for both H2 evolution and CO2 reduction achieved by hydrogenases and
CODH show that artificial photosynthesis based on highly abundant first-row
transition metals has a future. Ultimately, integrated, commercially viable artificial
photosynthetic devices need to be based upon robust materials and scalable,
earth-abundant, and inexpensive components. Therefore, one of the major scientific
challenges in artificial photosynthesis research is ‘how can we design synthetic
materials to make them work like enzymes?’
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Chapter 8
Experimental Section

8.1 General Considerations

Unless otherwise noted, all protein film electrochemistry experiments presented in
this thesis were carried out inside an anaerobic glove box (Belle Technologies,
O2 < 3 ppm, or MBraun, O2 < 1 ppm). Precise gas mixtures (BOC gases) were
created using mass flow controllers (Sierra Instruments), and the headspace of the
electrochemical cell was, unless otherwise mentioned, constantly purged with the
gas mixture throughout the experiments. Pyrolytic graphite edge electrodes of
geometric surface area 0.03 cm2 were constructed in house as described previously
[1]. The electrodes were abraded using P400 Tufbak Durite sandpaper and soni-
cated to remove carbon debris before attachment of enzyme. Unless otherwise
noted, the direction of scan in CV experiments was from negative to positive
potentials, linear sweep voltammetry experiments were carried out with the
potential being swept in cathodic direction.

8.2 The Mechanism of [FeFe]-Hydrogenases—How
Aldehydes Inhibit H2 Evolution

8.2.1 General Considerations

All chemicals were used as purchased without further purification. Phosphate buffer
was made up of NaCl, NaH2PO4 and Na2HPO4 (all analytical reagent grade,
Sigma-Aldrich) and titrated to pH 6.0 with HCl or NaOH (both Sigma-Aldrich).
For EPR measurements, 10% (v/v) glycerol was added to the phosphate buffer.
All aldehydes used in this work were purchased from Sigma-Aldrich: formaldehyde
(ACS reagent, 37 wt% in H2O), acetaldehyde (ACS reagent, ≥ 99.5%),
trifluoroacetaldehyde monohydrate (technical, *75% in H2O), butyraldehyde
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(≥ 98%), isovaleraldehyde (≥ 97%), and, for EPR experiments, formaldehyde-d2
solution (*20 wt% in D2O, 98 atom % D) and formaldehyde-13C solution (20 wt%
in H2O, 99 atom % 13C).

8.2.2 Enzyme Preparation

Electrochemistry experiments were carried out using the [FeFe]-hydrogenase
CaHydA from the fermentive, strictly anaerobic bacterium Clostridium aceto-
butylicum [2]. EPR experiments were conducted on CrHydA1 from the green alga
Chlamydomonas reinhardtii [3, 4]. Both enzymes were prepared and provided by
Julian Esselborn (laboratory of Professor Thomas Happe, Ruhr-Universität Bochum,
Germany): “CaHydA was isolated as described previously [5] and showed a
hydrogen evolution activity of 130 μmol H2 min−1 mg−1. CrHydA1 was isolated as
apo-protein lacking the [2Fe]H subcluster via strep-tactin affinity chromatography
from heterologous expression in E. coli as described previously [5–7]. The protein
was maturated in vitro with the complex [Fe2(μ-SCH2)2NH(CN)2(CO)4]

2− and
subsequently purified using a NAP™ 5 gel filtration column (GE Healthcare) and
concentrated using Amicon Ultra centrifugal 10 K filters (Millipore) as shown
before [8]. The total protein concentration (2.4 mM) was estimated spectroscopi-
cally using the method of Bradford [9], with bovine serum albumin (Sigma-Aldrich)
as the protein standard; protein purity was assessed by SDS-PAGE. The H2 evo-
lution activity of CrHydA1 was determined to be 1.37 mmol H2 min−1 mg−1 in a
well established assay with methyl viologen as electron mediator and detection of H2

via GC [10].” Isolation, handling and storage of both enzymes were conducted under
strictly anaerobic conditions. Protein samples were stored at −80 °C before use in
protein film electrochemistry experiments or preparation for EPR.

8.2.3 Protein Film Electrochemistry

In PFE experiments, aliquots of enzyme samples (*1.5 μL of 0.1 g L−1 CaHydA)
were drop cast onto the PGE electrode and left for one minute until partially dry. The
electrode was then connected to an electrode rotator (EcoChemie) and fitted into a
gastight electrochemical cell similar to the one shown in Fig. 2.1. The cell was
covered with electrical tape to prevent light-induced deactivation of the enzyme
(‘self-cannibalisation’ [11, 12]) and the temperature was controlled via a water jacket
surrounding themain cell compartment. Unless otherwise noted, all experiments were
carried out at 20 °C. A platinum wire, placed in the main compartment, was used as
counter electrode. The saturated calomel reference electrode (SCE) was placed in a
side-arm containing 100 mMNaCl electrolyte that was connected to the main cell via
a Luggin capillary. All potentials are quoted vs. the standard hydrogen electrode
(SHE) using the correction ESHE = ESCE + 242 mV at 20 °C [13]. The electrolyte
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was 50 mM phosphate buffer containing 100 mM NaCl in purified water (Millipore,
18 MΩ cm). Electrochemical measurements were made with an Autolab potentiostat
(PGSTAT30) controlled byNova software (EcoChemie). To ensure non-rate-limiting
substrate supply, rapid removal of product, and fast gas-solution equilibration, the
electrode was rotated at a constant high rate (> 2500 rpm) in all experiments.
Chronoamperometry experiments were normalised for film loss according to
Eq. (2.30). In aldehyde inhibition experiments, 1 mL of the respective aldehyde
inhibitor solution was injected into the electrochemical cell containing 4 mL buffer
solution. The inhibition kinetics, i.e. the current decay over time following injection
of the inhibitor, were determined over 300 s. Generally, inhibition studies could not
be carried out in the ‘intermediate’ potential region close to the equilibrium potential
for H+/H2 interconversion (between −0.4 and −0.15 V) due to the relatively low
current densities in this region, which are further lowered by the exponential ‘film
loss’ processes that underlie every experiment. Rate constants for inhibition kobs and
corresponding errors were obtained by ‘least square fits’ of current vs. time traces
recorded at different potentials. Fits were attained using OriginPro 9 software.
Average values represent the mean value of three different experiments.

8.2.4 Electron Paramagnetic Resonance

All EPR samples were prepared in an anaerobic glove box (O2 < 3 ppm) in 50 mM
phosphate buffer containing 0.1 M NaCl and 10% (v/v) glycerol, adjusted to
pH 6.0 at 20 °C. All samples were prepared in 3.0 mm high-precision EPR tubes
(Wilmad 706-PQ-9.50) to ensure accurate spin quantification. EPR-samples were
prepared by reducing approximately 70 μL of as-isolated enzyme using 100% H2 at
20 °C under zero-current flow until the potential of the solution equilibrated, typ-
ically after 3.5 h. Formaldehyde (DCDO or H13CHO) was then injected to give a
final concentration of free, non-hydrated aldehyde (the equilibrium constant
for hydration Keq ≈ 2000 at 25 °C [14, 15]) equal to the concentration of
CrHydA1. Aliquots (ca. 70–90 μL) of the resulting solution were transferred as
quickly as possible to Wilmad EPR tubes and frozen in liquid nitrogen, i.e. within
5 min after injection, a timescale after which almost all enzymatic activity was
noted to be recovered in PFE experiments (Fig. 3.1a). Spin quantification was
carried out using copper perchlorate samples (50 μM CuSO4 in 2 M NaClO4 (aq)
adjusted to pH 1.22 with HCl) measured under non-saturating conditions [16].

Continuous wave EPR experiments were performed using an X-band (ca.
9.4 GHz) Bruker EMXmicro Premium spectrometer (Bruker BioSpin GmbH,
Germany) with an X-band SHQE-W cylindrical TE011-mode resonator (Bruker).
Background spectra of the empty resonator were recorded under identical condi-
tions and subtracted from the EPR spectrum of the enzyme sample. Pulse mea-
surements were carried out on an X-/W-band Bruker Elexsys 680 spectrometer and
a Q-band Bruker Elexsys 580 spectrometer.
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Spectroscopic simulations were performed by Dr. William Myers (Centre for
Advanced Electron Spin Resonance, University of Oxford) in MATLAB 2013a
with the EasySpin 4.5 toolbox [17]: “Simulation of the FID-detected EPR signal
employed matrix diagonalisation with the pepper function using a g-strain model
for linewidth, as is characteristic for simulations of FeS cluster EPR signals.
The EPR fit was then converted to an equivalent linewidth defined by hyperfine
broadening, ‘H-Strain’, and this set of EPR simulation parameter values acted as a
basis for Mims ENDOR simulations making use of the saffron function with
explicit use of the experimental parameter values.”

8.2.5 Density Functional Theory

All DFT calculations presented in Chap. 4 were performed by Professor John
McGrady (Inorganic Chemistry Laboratory, University of Oxford), using the
Gaussian 09 suite: “The basic structure of the H-cluster was extracted from the
reported crystal structure of Desulfovibrio desulfuricans (PDB code 1HFE [18])
following the procedure set out by Bruschi et al. [19]. The active site was extracted
from the protein matrix, and the oxygen atom originally assigned in the bridging
position was replaced with a CO unit. The H-cluster is attached to the protein via
four cysteine units (cys179, cys234, cys378 and cys382); all four were modelled as
CH3S units, with the carbon atoms frozen at the positions found in the matrix. All
other structural parameters were freely optimised. Given the uncertainty in the
position of the bridging CO ligand, optimisations were initialised from a number of
starting geometries where the CO is bridging, semi-bridging, or terminal. In all
cases the CO reverts to the bridging position in the optimised structure. At the
Hox−2 oxidation level the total charge on the cluster is −5, decreasing to −4 when
the system is protonated, as in the [tH-dtma]4− structure reported by Bruschi et al.
[19]. The stabilising influence of the wider protein matrix was introduced through a
polarised continuum model with dielectric constant ε = 4.0. The majority of the
calculations were performed with the BP86 functional [20, 21] along with a triple-ζ
quality basis set (Ahlrich’s TZVP [22]) on all atoms. The dependence of the spin
density distribution on methodology was also explored, using the B3LYP [23]
functional. These latter calculations were done as single points using the geometries
optimised at the BP86/TZVP level. The exchange coupling within the [4Fe–4S]H
cluster (and also, in principle, within the [2Fe]H subdomain) was treated using the
broken-symmetry approach, wherein opposing spin moments are imposed on the
initial (guess) spin density, such that the system converges to a predominantly
antiferromagnetic state. In all cases here, the antiferromagnetic species has an
MS = ½ ground state, which can be formulated to a first approximation in terms of a
reduced [4Fe–4S]1+ cluster. Appropriately spin-polarised initial guesses were
constructed using the ‘guess = fragment’ keyword available in Gaussian 09 [24].
Calculations were initialised using a wide range of initial spin densities corre-
sponding to ferro/antiferromagnetic coupling within the [4Fe–4S]H cubane and also
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to ferro/antiferromagnetic coupling of the spin densities on the [2Fe]H unit. A range
of initial guesses was constructed in which the extra electron starts (a) on the
[4Fe–4S]H unit and (b) on the [2Fe]H subdomain. The converged wavefunction for
the one-electron oxidised case (where the oxidation states are unambiguous) was
also used as an initial guess. In no case did the initial guess have a significant
impact on the converged results; the self-consistent density is essentially identical.
Moreover, no evidence for antiferromagnetic coupling (i.e. opposing spin densities)
on the [2Fe]H subsite in the converged self-consistent solution was found: Mulliken
spin densities on Fed and Fep are always small (< 0.25 electrons) and of the same
sign.”

8.3 The Direct Electrochemistry of Fuel-Forming
Enzymes on Semiconducting Electrodes

8.3.1 General Considerations

All chemicals were of the highest available quality and used as received without any
further purification. Cadmium acetate, thiourea and ammonia solution (28–30%) for
the synthesis of CdS thin film electrodes were procured from Sigma-Aldrich. For the
preparation of TiO2 thin film electrodes, nitric acid was purchased from Fisher
Scientific, and the TiO2 particles were Degussa P25 (80% anatase, 20% rutile,
average diameter 21 nm). Indium tin oxide coated glass slides (1.1 mm thick,
8–12 Ω), used as substrates for the semiconductor thin films, were purchased from
SPI Supplies, USA. 2-(N-morpholino)ethanesulfonic acid (MES) was obtained from
Melford, and aqueous buffer solutions containing MES were titrated to the correct
pH using NaOH (Sigma-Aldrich). KOCN was obtained from Sigma-Aldrich. In
experiments under gas flow, the electrochemical cell was constantly purged with the
respective gas mixture throughout the experiments.

8.3.2 Semiconductor Electrodes

8.3.2.1 Synthesis of Semiconductor Thin Films

CdS: ITO slides of approximate dimensions 1 × 2 cm2 were cleaned by sonication
for 15 min each in ethanol, followed by acetone, and deionised H2O. The cleaned
and degreased slides were activated in a solution containing 1.9 mg KMnO4

(Sigma-Aldrich ACS reagent, ≥ 99%), 30 μL butanol (Alfa Aesar, 99%) and 20 mL
water for 30 min at 93 °C. These activated substrates were washed thoroughly with
H2O and dried. To grow CdS thin films, 0.66 g cadmium acetate was dissolved in
2.5 mL deionised H2O. Subsequently, ammonia solution was added dropwise until
a clear solution was obtained. An aqueous solution (2.5 mL) containing 0.19 g
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thiourea was then added to the cadmium acetate containing reaction mixture. The
activated ITO substrate was placed in a vial containing the reaction mixture,
ensuring that a portion of the substrate remained out of solution, and this mixture
was then heated at ca. 90 °C for 30 min. Upon heating, thiourea releases sulphide
ions which then form CdS by metathesis with the hydrolysed Cd(II) species. The
overall reaction of CdS formation from cadmium acetate and thiourea is described
by the following equation [25]:

Cd CH3COOð Þ2 aqð Þþ NH2ð Þ2CS aqð Þþ 2OH�

! CdSþH2CN2 þ 2H2Oþ 2CH3COO� ð8:1Þ

Following CdS deposition, the thin film was washed thoroughly with deionised
H2O to remove unadsorbed CdS particles, and dried at room temperature. The
appearance of diffraction peaks [(002), (102), (110), (112) and (201)] in the XRD
pattern indicates predominant formation of the hexagonal phase of CdS (Fig. 8.1
lower). However, few peaks corresponding to Cd(OH)2 were also observed.

TiO2: A suspension was prepared by dispersing 50 mg TiO2 (P25) in 70 µL of
0.1 M HNO3, followed by sonication for 30 min. The ITO substrate was cleaned by
sonication for 15 min each in acetone, ethanol, and water. TiO2 thin films were then
deposited onto a cleaned conducting glass substrate by the ‘Doctor blading’ tech-
nique [27]. An area of approximately 10 mm × 10 mm was covered, with the TiO2

film thickness being controlled by a layer of Scotch tape. The TiO2 films were then
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subjected to heat treatment at 450 °C for 30 min (ramp rate 5 °C min−1). The TiO2

XRD pattern, recorded after calcination, shows the presence of both rutile and
anatase phases (Fig. 8.1 upper).

8.3.2.2 Electrode Fabrication

The semiconductor films deposited on ITO were converted into electrodes by
making ohmic contact with copper wire using silver paint (Agar Scientific G3691)
at an uncoated area of the transparent conducting oxide [28]. The copper wire was
insulated with a glass tube, which was connected to the electrode assembly by
epoxy resin (Loctite Hysol 9462). The contact edges of the films were then also
covered by Hysol epoxy, leaving only parts of the thin semiconductor films
exposed. Typical geometric surface areas were 0.1–0.4 cm2.

8.3.3 Enzyme Preparation

Isolation, purification and activity measurements of CODH I from
Carboxydothermus hydrogenoformans were carried out by Dr. Mehmet Can (lab-
oratory of Professor Stephen Ragsdale, University of Michigan, USA) according to
previously described procedures [29]. The activity for CO oxidation was
1.30 mmol min−1 mg−1 at 20 °C. The [NiFeSe]-hydrogenase sample from
Desulfomicrobium baculatum, provided by Professor Juan Fontecilla-Camps
(CEA/CNRS Grenoble, France), was obtained according to previously published
methods [30, 31]. The specific H2 oxidation activity of [NiFeSe]-hydrogenase was
determined as 1.70 mmol min−1 mg−1, using conventional room temperature
assays after a few minutes under H2 to fully activate the enzyme.

8.3.4 Protein Film Electrochemistry

To study the electrocatalytic behaviour of the enzymes on CdS, TiO2, and PGE,
aliquots of enzyme samples (either CODH or H2ase, < 100 pmol) were drop cast
onto the electrode and left for a few minutes until partially dry. The electrode was
then placed in an electrochemical cell and connected as the working electrode in
conjunction with an Ag/AgCl (1 M KCl) reference electrode and a Pt wire as
counter. All potentials are quoted vs. the standard hydrogen electrode (SHE) using
the conversion ESHE = EAg/AgCl + 234 mV at 20 °C. The electrolyte was 0.2 M
MES at pH 6.0, and all solutions were prepared using purified water (Millipore,
18 MΩ cm). Electrochemical measurements were made with an Autolab poten-
tiostat (PGSTAT30) controlled by Nova software (EcoChemie). Impedance mea-
surements were conducted using an Ivium Technologies COMPACTSTAT.e

8.3 The Direct Electrochemistry of Fuel-Forming Enzymes … 219



portable electrochemical interface and impedance analyser, controlled by IviumSoft
software. Cyclic voltammograms were recorded prior to and after impedance and
chronoamperometry experiments with enzyme-modified electrodes, in order to
ensure that the catalytic activity of the enzyme had remained steady throughout the
measurements.

A Kodak light source (Kodak Carousel S-AV 1010 projector) fitted with a
250 W tungsten-halogen bulb and a 420 nm long-pass filter (UQG Optics) was
used in the photoelectrochemistry experiments. At the position of the electro-
chemical cell, the light intensity was 16 mW cm−2, measured using a Melles Griot
Broadband Power/Energy Meter (13PEM001). All electrochemistry experiments
were repeated at least twice.

8.4 Selective Visible-Light-Driven CO2 Reduction
on a p-Type Dye-Sensitised NiO Photocathode

8.4.1 General Considerations

All chemicals were of the highest available quality and used as received without
any further purification. All PFE experiments were carried out in 0.2 M MES buffer
(pH 6.0 at 20 °C), which was prepared by dissolving 2-(N-morpholino)ethane-
sulfonic acid (Melford) in purified H2O (Milli-Q, 18 MΩ cm). The pH was adjusted
to the correct value using NaOH (Sigma-Aldrich). In experiments under gas flow,
the electrochemical cell was constantly purged with the respective gas mixture
throughout the experiments.

8.4.2 Fabrication of NiO Electrodes

8.4.2.1 Synthesis of NiO Particles

Nanocrystalline NiO particles were synthesised according to a previously published
procedure [32]. Solutions of 4 mM oxalic acid (Sigma-Aldrich, 99+%), 20 mM
hexamethylenetetramine (Sigma-Aldrich, ACS reagent, ≥ 99%) and 20 mM Ni
(NO3)2 (BDH Laboratory Supplies) were mixed and refluxed at 100 °C for 5 h. The
resulting green precipitate was then filtered and washed with ethanol and water
before being dried under vacuum overnight and heated to 400 °C for 2 h. The
powder XRD pattern obtained after heating in air is depicted in Fig. 8.2.
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8.4.2.2 Fabrication of Electrodes from NiO Particles

First, ITO slides (see Sect. 8.3.2) were degreased and activated as described in
Sect. 8.3.2.1-‘CdS’. In parallel, NiO powder (2.0 g) was suspended in a mixture of
10 μL acetylacetone (Sigma-Aldrich, ReagentPlus, ≥ 99%), 25 μL Triton X100
surfactant (Fisher Scientific), and 12 mL H2O. The suspension was sonicated for
30 min and then centrifuged for 20 s at 4000 rpm to create an aggregate-free NiO
suspension. This suspension was applied to the activated ITO sheets by the
Doctor’s blade technique [27], with the electrode film thickness being controlled by
a layer of Scotch tape (compare Sect. 8.3.2.1-‘TiO2’). The resulting films were then
calcined at 550 °C for 10 min (an SEM image recorded after calcination is depicted
in Fig. 5.2). The synthesised NiO films were converted into electrodes according to
the procedure described in Sect. 8.3.2.2. Typical geometric surface areas were
0.1–0.4 cm2. Surface areas were determined with the freely available program
‘Image J’ by counting the number of pixels on a digital picture of the electrode,
which included a ruler to set the scale [28].

8.4.2.3 Synthesis of P1 and Sensitisation of NiO Electrodes

4-[Bis(4-{5-[2,2-dicyanovinyl]-thiophene-2-yl}phenyl)amino]benzoic acid (P1)
was synthesised by Samuel Hall under my supervision as previously described by
Qin et al. [33] and characterised accordingly. 1H NMR and 13C NMR spectra of P1
are shown in Figs. 8.3 and 8.4, respectively. NiO electrodes were sensitised with P1
by soaking the electrodes in a 300 μM solution of P1 in ethanol overnight.

8.4.3 Enzyme Preparation

Preparation and activity parameters of CODH I from Carboxydothermus
hydrogenoformans are described in Sect. 8.3.3.

Fig. 8.2 X-ray diffraction
pattern of synthesised NiO
powder
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Fig. 8.3 1H NMR spectrum of P1. δH (500 MHz, acetone-d6) 7.23 (2H, d, J 8.72), 7.28 (4H, d, J
8.71), 7.73 (2H, d, J 4.10), 7.85 (4H, d, J 8.69), 7.97 (2H, d, J 4.10), 8.00 (2H, d, 8.70), 8.40 (2H, s).
Reprinted with permission from Ref. [34]. Copyright 2014 American Chemical Society

NC

SCN
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Fig. 8.4 13C NMR spectrum of P1. δC (125 MHz, acetone-d6) 76.3, 114.6, 115.2, 124.1, 125.7,
126.1, 126.2, 128.9, 129.0, 132.2, 135.1, 142.6, 148.9, 151.3, 152.6, 155.9, 167.0. Reprinted with
permission from Ref. [34]. Copyright 2014 American Chemical Society
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8.4.4 Protein Film Electrochemistry

To study the electrochemistry of CODH on PGE, aliquots of enzyme (< 100 pmol)
were drop cast onto the electrode and left for a few minutes until partially dry. In
the case of NiO and NiO–P1 electrodes, in a typical experiment, 4 μL of 0.12 mM
enzyme was applied to a NiO electrode of 0.4 cm2 geometric surface area. The total
coverage is therefore 1.2 nmol cm−2. The electrodes prepared according to the
above-mentioned protocols were used as working electrodes in a single-
compartment electrochemical cell, with a Pt (wire) counter electrode and a
Ag/AgCl 3.5 M KCL reference electrode. All potentials in Chap. 5 are quoted vs.
the standard hydrogen electrode (SHE) using the conversion ESHE = EAg/AgCl

+ 205 mV at 25 °C. The electrolyte was 0.2 M MES at pH 6.0, and all solutions
were prepared using purified water (Millipore, 18 MΩ cm). Electrochemical mea-
surements were made with an Autolab potentiostat (PGSTAT30) controlled by
Nova software (EcoChemie). The Kodak light source and the 420 nm long-pass
filter described in Sect. 8.3.4 were used in the photoelectrochemistry experiments.
At the position of the electrochemical cell, the light intensity was 45 mW cm−2. An
optical chopper, built in house, was used to measure transient photocurrents.

Inhibition experiments to establish the activity of CODH for CO2 and CO
reduction using the selective inhibitors KOCN (Sigma-Aldrich) and KCN
(Fisher-Scientific) were conducted as follows: 1.0 mL of a stock solution of the
respective inhibitor (dissolved in 0.2 M MES buffer, pH 6.0, and pre-saturated with
the gas-mixture present in the electrochemical cell) was injected into the electro-
chemical cell containing 9.0 mL buffer.

8.5 A Multi-haem Flavoenzyme as a Solar Conversion
Catalyst

8.5.1 General Considerations

All chemicals were of the highest available quality and were used as received
without further purification.

8.5.1.1 Buffer Solutions

All electrochemistry experiments were carried in one of the following buffer
solutions, which were prepared using purified H2O (Millipore, 18 MΩ cm):

• 0.2 M MES buffer (pH 6.0 at 20 °C), which was prepared by dissolving MES
(Melford > 99.5%) in purified H2O;
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• ‘Mixed buffer system’ (pH 7.0 at 20 °C) containing 50 mM TAPS (3-[[tris
(hydroxymethyl)methyl]amino]propanesulfonic acid, Melford > 99.5%),
HEPES (N-(2-hydroxy-ethyl)piperazine-N′-2-ethanesulfonic acid, Melford
> 99.5%), MES, PIPES (1,4-piperazinediethanesulfonic acid, Sigma-Aldrich
> 99%), and an additional supporting electrolyte of 0.1 M NaCl (Fisher
Scientific, 99.9+%);

• 0.1 M Potassium phosphate buffer, ‘KPi’, (pH 7.0 at 25 °C), made up of
K2HPO4 and KH2PO4 (both Fisher Scientific, 99+%).

Sodium fumarate dibasic (Sigma-Aldrich, ≥ 99%) was dissolved in or injected
into the buffer at various concentrations, depending on the experiment. For each
buffer solution, the pH was adjusted to the desired value at the working temperature
for the experiment in question using NaOH or HCl (Sigma-Aldrich).

8.5.1.2 RuP Synthesis

[Ru(bpy)2(4,4′-(PO3H2)2bpy)]Br2 (RuP), prepared as reported previously [35], was
kindly provided by Dr. Thomas Woolerton.

8.5.2 Protein Purification

Samples of flavocytochrome c3 from Shewanella frigidimarina NCIMB400 were
provided by Professors Graeme A. Reid (Institute of Cell and Molecular Biology,
University of Edinburgh) and Stephen K. Chapman (Department of Chemistry,
University of Edinburgh) and purified as described previously [36]. The total
protein concentration (4.13 mg mL−1) was estimated spectroscopically using the
method of Bradford [9], with bovine serum albumin (Sigma-Aldrich) as the protein
standard.

8.5.3 Preparation of Thin Film Electrodes

8.5.3.1 Cadmium Sulphide and Titanium Dioxide

Thin films of CdS and TiO2 on ITO slides (SPI Supplies USA, 1.1 mm thick,
8–12 Ω) were synthesised and characterised as described in Sect. 8.3.2.1.
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8.5.3.2 Meso-Indium Tin Oxide

meso-ITO was prepared according to the procedure reported by Kato et al. [37] using
indium tin oxide nanopowder (Sigma-Aldrich): 1 × 2 cm2 ITO slides were sonicated
for 20 min each in iso-propanol and then acetone. Subsequently, the cleaned and
degreased sheets were dried in air. A dispersion of ITO was created by sonicating a
mixture of ITO nanopowder (20 wt%) in 5 M acetic acid solution in ethanol. The
mixture was applied onto the ITO sheets using the Doctor’s blade technique [27],
following a 30 min calcination step at 450 °C (ramp rate 4 °C min−1).

8.5.3.3 Tungsten-Doped Bismuth Vanadate

W–BiVO4 electrodes were deposited on FTO slides (Sigma-Aldrich, 2.2 mm
thickness, *7 Ω/sq, 80% transmittance) according to a method described by Bard
and co-workers [38]. A premixed solution of Bi(NO3)3�5H2O, VCl3 (both
Sigma-Aldrich), and (NH4)10(H2W12O42)�4H2O (Alfa Aesar) in ethylene glycol
(Sigma-Aldrich) with a molar ratio of Bi:V:W = 4.5:5:0.5 at 10 mM concentration
(total of the three elements) was pipetted onto the FTO substrates followed by
annealing at 500 °C for 3 h (ramp rate 1 °C min−1).

8.5.3.4 Electrode Fabrication

Semiconductor and meso-ITO films were converted into electrodes using the pro-
cedure described in Sect. 8.3.2.2. Geometric surface areas were again determined
using the program ‘Image J’ [28], geometric areas were 0.1–0.4 cm2.

8.5.4 Protein Film Electrochemistry Experiments

To study the (photo-)electrochemistry of fcc3 on PGE, TiO2, CdS, and meso-ITO
electrodes, aliquots of enzyme (< 1 nmol) were pipetted onto the respective elec-
trode and left for a few minutes until partially dry. Electrochemistry experiments
were carried out as described in Sect. 8.4.4, using an Ag/AgCl 3.5 M KCl reference
electrode, the conversion factor (to SHE) of which is ESHE = EAg/AgCl + 205 mV at
25 °C. In experiments with PGE electrodes, the working electrode was controlled
by an electrode rotator (EcoChemie or EG&G) and rotated at a constant speed. All
electrochemistry experiments were repeated at least twice.
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8.5.5 Photocatalysis Experiments

8.5.5.1 Adsorption of fcc3 on TiO2 Nanoparticles

5 mg TiO2 nanoparticles (anatase, average particle diameter 15 nm) were dispersed
at room temperature in 5 mL MES buffer (0.2 M, pH 6.0). Following sonication for
20 min, 1.95 nmol fcc3 (as a 30 μL stock solution) was added to the suspension and
the mixture was stirred for 20 min. After centrifugation (8000 rpm for 12 min), a
UV/Vis spectrum of the supernatant was recorded (Fig. 6.5b).

The unit cell dimensions of fcc3 are a = 77.7 Å, b = 86.7 Å, c = 211.2 Å [39],
resulting in a maximum ‘footprint’ per enzyme molecule of b × c = 1.83 × 10−16 m2.
With the surface area of anatase nanoparticles being 50 m2 g−1, the total surface area
of 5 mg TiO2 particles is 0.25 m2. The upper limit for monolayer coverage of
fcc3 = 0.25 m2/ 1.83 × 10−16 m2 molecule−1 = 1.37 × 1015 molecules, which equal
2.27 nmol. Hence, 1.95 nmol fcc3 cover up to 86% of the TiO2 surface.

8.5.5.2 Adsorption of RuP on TiO2 Nanoparticles

Verification of RuP adsorption on TiO2 was carried out previously, similarly to
adsorption of fcc3. It was established that 213 nmol RuP is required to completely
cover the surface of 5 mg nanoparticle [40]. Thus, 56 nmol is expected to cover
approximately 25% of the TiO2 surface.

8.5.5.3 Photocatalysis by RuP–TiO2–fcc3

Photocatalytic fumarate conversion was carried out as follows. In an anaerobic
glove box, 5 mg TiO2 nanoparticles were suspended in 5 mL of 0.2 M MES buffer
solution (pH 6.0, D2O, containing 6.0 mM fumarate) by sonication in a Pyrex
pressure vessel at room temperature for 20 min. Then, 1.95 nmol of fcc3 (as a
solution of 30 μL) was added to the nanoparticles and the suspension was stirred for
20 min to allow adsorption. Next, attachment of RuP was carried out by adding
100 μL of 0.56 mM RuP (56 nmol) in 0.2 M MES (pH 6.0, D2O) to the suspen-
sion, and stirring the mixture for 20 min. The pressure vessel was tightly sealed
with a rubber septum, removed from the glove box, and clamped in a water bath
connected to a thermostated water circulator with the temperature maintained at
5 °C, and exposed to visible light (λ > 420 nm) provided by a Kodak Carousel
S-AV 1010 projector fitted with a 250 W tungsten-halogen bulb and a 420 nm
long-pass filter (Pin = 45 mW cm−2 at the position of the reaction vessel, see
Sect. 8.3.4). After illumination, the reaction mixture was centrifuged for 12 min at
8000 rpm and analysed by 1H NMR and UV/vis spectroscopy. NMR spectra of
typical experiments, recorded after 4 h and 8 h of illumination, are depicted in
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Fig. 6.6 (comparison) and Figs. 8.5 and 8.6 (original spectra). In Fig. 6.6, the
olefinic fumarate protons are highlighted by black triangles and give rise to a singlet
at 6.44 ppm. The aliphatic succinate protons (indicated by black squares) resonate
at 2.33 ppm. This peak increased after addition of further succinate, providing
additional evidence for the nature of the product (see Fig. 6.6 inlay, original NMR
spectrum depicted in Fig. 8.7). The product conversion can be calculated from the
ratio of the integrals of the fumarate and succinate peaks (see Fig. 6.6). It is
important to note that, as the experiments were carried out in D2O, each succinate
molecule that is produced contains two aliphatic protons (from the original fumarate
molecule) and two aliphatic deuterons (from D2O) in the central unit, i.e. CH(D)–
CH(D).

The fumarate/succinate ratio of 0.6 in Fig. 6.6a corresponds to a succinate
concentration of 2.25 mM, indicating 37.5% conversion of the initial fumarate
concentration of 6 mM after 4 h of illumination. With nfcc3 = 1.95 nmol, this gives
a TON of 5800 and an average TOF of 0.4 s−1 per enzyme molecule, assuming all
enzyme contributed to catalytic turnover. After 8 h of illumination (Fig. 6.6b), the
fumarate/succinate ratio was 0.62, corresponding to a slightly higher TON of 5900
and an average TOF of 0.2 s−1.

Fig. 8.5 1H NMR spectrum recorded after 4 h of illumination of RuP–TiO2–fcc3 in the presence
of 6 mM fumarate. Reprinted with permission from Ref. [41]. Copyright 2014 American Chemical
Society
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Figure 6.7 depicts UV/vis spectra recorded after 4 h and 8 h of illumination and
shows the photodegradation of the enzyme under turnover conditions. The different
peaks in Fig. 6.7a,b indicate multiple decomposition pathways. Photographs of the
solutions corresponding to the UV/vis spectra depicted in Fig. 6.7 are shown in
Fig. 6.8.

8.5.5.4 Photochemistry Experiment—RuP–fcc3 in Solution

This type of experiment was carried out analogously to the RuP–TiO2–fcc3 experi-
ment, but without TiO2 being added to the reaction mixture. 1.95 nmol fcc3 and
56 nmol RuP were dissolved in 5 mL 0.2 M MES buffer (pH 6.0, D2O) containing
6.0 mMfumarate. The pressure vesselwas sealed and illuminated at 5 °C as described
above. No fumarate was formed after 4 h of illumination (Figs. 6.6c and 8.8). UV/vis
spectra and a photograph of the reaction mixture taken after the experiment are
depicted in Figs. 6.7c and 6.8c.

Fig. 8.6 1H NMR spectrum recorded after 8 h of illumination of RuP–TiO2–fcc3 in the presence
of 6 mM fumarate. Reprinted with permission from Ref. [41]. Copyright 2014 American Chemical
Society
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8.5.5.5 Photochemistry Experiment—RuP–ZrO2–fcc3

This experiment was carried out analogously to the RuP–TiO2–fcc3 experiment,
except that ZrO2 was used instead of TiO2. 5 mg ZrO2 nanopowder
(Sigma-Aldrich) were dispersed in 5 mL 0.2 M MES buffer (pH 6.0, D2O) con-
taining 6.0 mM fumarate, and sonicated for 20 min. 1.95 nmol fcc3 and 56 nmol
RuP were added to the reaction mixture and stirred for 20 min. The reaction vessel
was sealed and illuminated at 5 °C as described above. No fumarate was formed
after 4 h of illumination (Figs. 6.6d and 8.9). UV/vis spectra and a photograph
of the supernatant taken after post-experimental centrifugation are depicted in
Figs. 6.7d and 6.8d. A photograph of the precipitate taken after centrifugation, i.e.
fcc3 adsorbed on ZrO2 nanopowder, is shown in Fig. 6.9.

Fig. 8.7 1H NMR spectrum recorded after 8 h of illumination of RuP–TiO2–fcc3 in the presence
of 6 mM fumarate. 0.5 mL of 6 mM disodium succinate was added to 0.5 mL of the centrifuged
reaction mixture, leading to a change in fumarate/succinate ratio compared to Fig. 8.6. Reprinted
with permission from Ref. [41]. Copyright 2014 American Chemical Society
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8.5.6 Photoelectrochemistry Experiments

8.5.6.1 Experimental Procedures

Generally, photoelectrochemistry experiments were carried out as described in
Sect. 8.5.4, either in a thermostated one-compartment electrochemistry cell, or a
two-compartment cell, separated by a porous glass frit. The Kodak light source was
employed as described above, using a 420 nm long-pass UV filter. An optical
chopper, built in house, was used to measure transient photocurrents. For
two-electrode measurements, the reference electrode lead of the potentiostat was
connected to the counter electrode. Current densities were calculated with respect to
the geometric surface area of the working electrode.

8.5.6.2 Catalyst Deposition on W–BiVO4 Electrodes

The Co-Pi electrocatalyst was photodeposited (bias-assisted) on W–BiVO4 from a
solution of 0.5 mM Co(NO3)2 (Sigma-Aldrich, ACS reagent) dissolved in 0.1 M
KPi buffer (pH 7.0) according to a method by Zhong et al. [42]. The catalyst film

Fig. 8.8 1H NMR spectrum recorded after 4 h of illumination of RuP–fcc3 in the presence of
6 mM fumarate. Reprinted with permission from Ref. [41]. Copyright 2014 American Chemical
Society
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was deposited over a period of 5 min at 0.24 V vs. RHE under constant illumi-
nation through the FTO support (back illumination). Figure 6.11 depicts a com-
parison of the current-voltage curves obtained before and after Co-Pi deposition.

8.5.6.3 Photoelectrocatalysis Experiments

Figure 6.13 shows the temporal behaviour of a bare meso-ITO electrode
(WE) connected to a Co-Pi modified W–BiVO4 photoelectrode (CE) in a
two-compartment photoelectrochemical cell at zero external bias. The systems
displays a rapidly decaying capacitive current and the current shows little response
to illumination, as the energy levels of the illuminated Co-Pi-W–BiVO4 electrode
do not permit overall water splitting.

Photoelectrocatalysis experiments including fcc3 were carried out in the same
two-electrode configuration, with the electrode compartment containing the fcc3-
meso-ITO working electrode being sparged with N2 to allow rapid substrate/product
transport to and from the electrode. During the experiments, 1.0 mL 20 mM
fumarate solution (in pH 7.0 KPi buffer) was injected into 9.0 mL buffer solution to
a final concentration of 2.0 mM. Gas flow was briefly interrupted during the
introduction of fumarate.

Fig. 8.9 1H NMR spectrum recorded after 4 h of illumination of RuP–ZrO2–fcc3 in the presence
of 6 mM fumarate. Reprinted with permission from Ref. [41]. Copyright 2014 American Chemical
Society
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An estimate of the turnover frequency on a per enzyme basis was obtained from
the overall charge passed through the photoelectrochemical cell under catalytic
turnover. In the experiment depicted in Fig. 6.12, a total charge of 6.3 × 10−4 C
was passed through the system between Δt = 153–900 s (i.e. after fumarate was
injected into the solution). The capacitive charge during this period, estimated from
the dark currents, was 1.7 × 10−5 C. With F = 96,485 C mol−1, the ‘turnover’-
charge (i.e. the total charge minus the capacitive charge) corresponds to 6.4 nmol
electrons. Assuming ηF = 100 % as the upper limit, 3.2 nmol succinate was formed
over the course of the reaction, since 2 e− are required to reduce one equivalent of
fumarate, corresponding to 5.6 pmol s−1 (under illumination). Assuming all fcc3
molecules immobilised on meso-ITO (0.4 nmol) were adsorbed in an electroactive
configuration, a TOF (on a per enzyme basis) of 0.014 s

−1 is obtained. An analo-
gous photoelectrocatalysis experiment carried out with reversed connections, i.e.
Co-Pi-W–BiVO4 employed as WE and fcc3–ITO as the counter is depicted in
Appendix G.
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Appendix A

Derivation of the Nernst equation

Consider the general reaction [1, 2]

mAAþ mBBþ � � � þ e�ðmetalÞ � mCCþ mDDþ � � � ; ðA:1Þ

where mi are the stoichiometric coefficients of the individual components i. With
the electrochemical potential ~li of component i being related to its chemical
potential li by

~li ¼ liþ ziF/; ðA:2Þ

where ziF/ is the electrical energy of species i (zi is the charge carried by i, F is
Faraday’s constant, and / is the potential of the particular phase (electrode or
solution) in which i resides), the electrochemical potentials of the reactants and
products in the equilibrium described by Eq. (A.1) can be expressed as

mA~lA þ mB~lB þ � � � þ ~le� ¼ mC~lC þ mD~lD þ � � � : ðA:3Þ

The different ~li can be substituted according to Eq. (A.2):

mA lA þ zAF/sð Þþ mB lB þ zBF/sð Þþ � � � þ le� � F/mð Þ
¼ mCðlC þ zCF/sÞþ mDðlD þ zDF/sÞþ � � � : ðA:4Þ

Conservation of electrical charge requires that

mAzA þ mBzB þ � � � � 1 ¼ mCzC þ mDzD þ � � � : ðA:5Þ
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Rearrangement of Eq. (A.4), substitution into Eq. (A.5), and solving for
Fð/m � /sÞ leads to

Fð/m � /sÞ ¼ mAlA þ mBlB þ � � � þ le� � mClC � mDlD: ðA:6Þ

With

li ¼ l0i þRT ln ai: ðA:7Þ

follows

Fð/m � /sÞ ¼ mAðl0A þRT ln aAÞþ mBðl0B þRT ln aBÞþ � � � þ le�
� mCðl0C þRT ln aCÞ � mDðl0D þRT ln aDÞ: ðA:8Þ

Substitution of the term

FD/0 ¼ ðmAl0A þ mBl
0
B þ � � �Þ � ðmCl0C þ mDl

0
D þ � � �Þþ le� ; ðA:9Þ

which is constant at a fixed temperature and pressure, into Eq. (A.8), and
rearrangement lead to a general statement of the Nernst equation:

/m � /s ¼ D/0 þ RT
F

ln
amAA amBB � � �
amCC amDD � � �

� �
: ðA:10Þ

For ‘ideally’ behaving solutions activities can be approximated to concentra-
tions. With E ¼ /m � /s and E0 ¼ D/0, and by introducing z for the number of
electrons transferred in the process (as a means of generalisation to account for
processes with z > 1), Eq. (A.9) can be rewritten as

E ¼ E0 þ RT
zF

ln
½Ox�
½Red� ; ðA:11Þ

which, when at equilibrium (E = Eeq), equates Eq. (2.7) in Sect. 2.2.4.
With the change in free energy DG being defined as the sum of the products of

the stoichiometric coefficients mi and the chemical potentials li of the individual
components i

DG ¼
X

mili; ðA:12Þ

the relationship between the Nernst equation and DG becomes apparent:

DG ¼
X

mil
0
i þRT

X
mi ln ai ðA:13Þ
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or, rearranged:

DG ¼ DG0 þRT ln
Y

i
ai½ �mi : ðA:14Þ

Hence,

DG ¼ �zFE: ðA:15Þ
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Appendix B

Derivation of the Mott-Schottky Equation

Consider an n-type semiconductor under depletion [3]. The density of electrons and
holes at the surface, ns and ps, respectively, is related to their constant bulk values
by

nðxÞ ¼ nbe
e0D/
kBT and pðxÞ ¼ pbe

�e0D/
kBT ; ðB:1Þ

where D/ ¼ /x � /b represents the surface-bulk potential difference, i.e. the
band-bending, and nb and pb are the electron and hole concentrations in the bulk of
the semiconductor. The potential, the charge density (q), and the number of carriers
(n and p) all depend on the distance (x) away from the interface into the semi-
conductor bulk. The charge density in an n-type semiconductor can be expressed as
[4]

qðxÞ ¼ e0 �nðxÞþ pðxÞ � NA þNDð Þ ðB:2Þ

and n � p, ND � NA. Further, the density of electrons in the bulk principally
equals the donor density, i.e. nb � ND. Using these simplifications, Eq. (B.2) can
be rewritten as follows:

qðxÞ ¼ e0ND 1� e
e0D/
kBT

� �
: ðB:3Þ

The charge density is related to the potential by the Poisson equation [5]:

d2/ðxÞ
dx2

¼ �qðxÞ
ere0

: ðB:4Þ
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Using the substitution

v ¼ �D/ ¼ �ð/x � /bÞ ðB:5Þ

Equation (B.4) can be expressed as

� d2v
dx2

¼ � q xð Þ
ere0

ðB:6Þ

and substituted in Eq. (B.3):

d2v
dx2

¼ e0ND

ere0
1� e

�e0v
kBT

� �
: ðB:7Þ

With the property of derivatives [5]

d2v
dx2

¼ 1
2
d
dv

dv
dx

� �2

ðB:8Þ

Equation (B.7) transforms into

d
dv
dx

� �2

¼ 2e0ND

ere0
1� e

�e0v
kBT

� �
dv: ðB:9Þ

Integration gives

dv
dx

� �2

¼ 2e0ND

ere0
vþ kBT

e0
e
�e0v
kBT

� �
þ const: ðB:10Þ

Taking into account that in the bulk of the semiconductor (x ! ∞) /x ¼ /b, i.e.

there is no potential difference between two points ðv ¼ 0Þ and dv
dx ¼ 0;

dv
dx

� �2

¼ 2e0ND

ere0
v� kBT

e0
1� e

�e0v
kBT

� �� �
: ðB:11Þ

At the surface with x = 0; v ¼ vs, the following approximation can be used for
the depletion layer of the semiconductor:

vs � kBT
e0

: ðB:12Þ
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Then, Eq. (B.11) simplifies to

dv
dx

� �
x¼0

¼ 2e0ND

ere0
ðvs � kBT

e0
Þ

� �1=2

: ðB:13Þ

Using Gauss’ law to express the total charge Q [4] as

Q ¼ ere0
dv
dx

� �
; ðB:14Þ

and combining Eqs. (B.13) and (B.14), Eq. (B.15) is obtained:

Q ¼ 2ere0e0NDðvs � kBT
e0

Þ
� �1=2

: ðB:15Þ

The interfacial capacitance of the space-charge layer Csc is given as

Csc ¼ dQ
dvs

: ðB:16Þ

Substitution of Eq. (B.15) into Eq. (B.16) and differentiation yields

Csc ¼ ere0e0NDffiffiffi
2

p ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ere0e0ND vs � kBT

e0

� �r ¼ 2
ere0e0ND

ðvs � kBT
e0

Þ
� ��1=2

: ðB:17Þ

With vs ¼ 0 at E = Efb

vs ¼ E � Efb; ðB:18Þ

and Eq. (B.17) transforms into the Mott-Schottky equation Eq. (2.40) [3]:

C�2
sc ¼ 2

ere0e0ND
E � Efb � kBT

e0

� �
: ðB:19Þ
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Appendix C

The Effect of H2 Consumption by CaHydA
at High Potential

The effect of H2 consumption by CaHydA at oxidising potentials was determined
by chronoamperometry, since in inhibition studies using acetaldehyde (described in
Sect. 3.2.3) the gas flow had to be interrupted simultaneously to aldehyde injection,
because of the high volatility of MeCHO (bp 20 °C). The figure below depicts three
control experiments carried out analogously to the inhibition studies described in
Sect. 3.2.3, apart from buffer solution being injected into the electrochemical cell at
t = 0 instead of acetaldehyde (H2 flow was turned off simultaneously to buffer
injection; the electrode was poised at 0.0 V vs. SHE; x = 3000 rpm; pH 6.0
phosphate buffer; dark). In all three cases, less than 5% activity is lost during 5 min,
the typical time-course of an actual inhibition experiment.
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Appendix D

Continuous-Wave EPR Spectrum
of Formaldehyde-Inhibited CrHydA1

X-band EPR spectrum of formaldehyde-inhibited CrHydA1 collected at 11 K,
9.3902 GHz, with a total spin concentration of 830 lM. Non-saturating conditions
were employed, i.e. microwave power of 1 mW, modulation amplitude of 1 Gauss,
and digital smoothing of 10 points of 1 point per Gauss in a sweep of 1500 G in
10 s. The minor signal at 330 mT (g = 2.025) most likely corresponds to a decay
product following HCHO inhibition of CrHydA1.
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Appendix E

X-Band ENDOR Natural Abundance Carbon Control

X-band ENDOR spectrum of a 2H control, DCDO, with natural abundance
carbon (i.e. approximately 99% 12C), compared to formaldehyde isotopically
labelled with 13C. The two spectra are scaled to the 5th harmonic of the 1H-ENDOR
signal (as indicated in the figure). Data was collected at g = 1.944, under the same
conditions as in Fig. 3.18. Reprinted with permission from [6]. Copyright 2016
American Chemical Society
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Appendix F

Mott-Schottky Experiment on CODH–CdS

Mott-Schottky plot (1/C2 vs. E) recorded at 20 °C, 1 kHz for CODH–CdS under
100% N2 in a 0.2 M MES (pH 6.0) cell buffer solution.
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Appendix G

Photoelectrocatalytic Fumarate Reduction
Under Inverse Connections

Photoelectrocatalysis experiment carried out with reversed connections, i.e.
Co–Pi-W–BiVO4 as the working electrode and fcc3–ITO as counter. (a) Linear
sweep voltammograms recorded before and after Co–Pi deposition on W–BiVO4;
10 mV s−1, chopped illumination (0.5 Hz, back illumination), 25 °C, 0.1 M KPi
buffer (pH 7.0). (b) Current vs. time trace of the Co–Pi-W–BiVO4 WE connected to
the bare meso-ITO electrode (CE) in a two-compartment photoelectrochemical cell
at zero external bias. Conditions: no gas flow, 25 °C, 0.1 M KPi buffer (pH 7.0).
(c) Chronoamperometry experiment depicting photocurrent densities corresponding
to visible-light-driven fumarate reduction; 25 °C, 0.1 M KPi buffer (pH 7.0). The
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reduction compartment was sparged with N2 to allow efficient substrate transport to
the electrode, gas flow was turned off during injection of fumarate (final concen-
tration 2 mM) into the reduction compartment at t = 2.0 min. (d) Cyclic voltam-
mogram of fcc3–ITO recorded after chronoamperometry experiments depicted in
(c); 30 mV s−1, 25 °C, 0.1 M KPi buffer (pH 7.0), N2 flow. The red trace, recorded
after introducing fumarate (final concentration 2 mM) into the solution, shows that
the enzyme is still catalytically active towards fumarate reduction.
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