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Preface

Space Mission Analysis and Design, published in 1991, was the first book that com-
prehensively treated space and spacecraft system design. It is still the most compre-
hensive book on that subject. While later editions do cover some spacecraft hardware 
design issues, the book’s main emphasis is on the analysis and design of space mis-
sions, rather than the design of spacecraft hardware itself.

Since 1991, interest in LEO spacecraft has increased tremendously, as has the 
number of young workers in the field. With the advent of CubeSats, the number of 
satellites being built and launched today has skyrocketed.

This book, Low Earth Orbiting Satellite Design, is intended to complement 
Space Mission Analysis and Design. It focuses on the design of the spacecraft hard-
ware and software, and it intends to provide the new crop of space enthusiasts with 
the tools they need to design hardware and software for space. At the end of the 
book, a spacecraft design problem is given. The reader is encouraged to complete 
the design posed by the problem with the spreadsheets and equations provided in 
the book, thereby affirming all that has been learned over the course of this text.

McLean, VA, USA George Sebestyen
December 2016
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Book Overview

This book is intended for the practical, hands-on spacecraft designer community. It 
does not provide a comprehensive treatment of the Earth environment, 
Astrodynamics or Spacecraft Mission Design. Only what is necessary for space-
craft hardware design is covered. The book assumes that the spacecraft mission has 
already been defined and specified. In the last chapter, a sample problem is given 
for the reader to solve.

Chapter 1 Space Environment describes the magnetic field, acceleration of gravity 
and solar and Albedo radiation. These are quantified so that the satellite designer 
can use these in developing the electric power and attitude control and propulsion 
systems, and also calculate atmospheric drag forces and tipoff torques that the 
ADACS and propulsion systems must overcome.

Chapter 2 Satellite Missions describes various types of orbits, satellites and the 
growth of the number of small LEO satellites. This chapter also contains a detailed 
description of an imaging satellite and imaging satellite design. Design equations 
and graphs are provided. The chapter ends with a discussion of satellite constella-
tions, ways of deploying the individual satellites to their stations and station 
keeping.

Chapter 3 Orbits and Spacecraft-Related Geometry begins by defining the space-
craft orbital elements, obtaining the satellite ground track, ground station access 
times and elevation angles during each pass. It covers the most often used geometri-
cal relationships, orbit period, pass durations for various minimum elevation angles, 
how a ground station off the spacecraft ground track would see the spacecraft and 
how pass durations and peak elevation angles would be affected by the ground sta-
tion Closest Point of Approach (CPA) to the ground trace.

Chapter 4 Electric Power Subsystem Design details the procedure for obtaining the 
required Orbit Average Power (OAP) and Battery Capacity. It discusses how to 
obtain the instantaneous and orbit average power generated by a set of solar panels, 
then ends with a block diagram of an electric power subsystem.
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Chapter 5 Spacecraft Communications discusses frequency allocations for space-
craft, modulation types and Forward Error Correction. It presents the Eb/No required 
for different Bit Error Rates and Modulation Types. It develops the RF link equa-
tions as a function of elevation angle for a typical spacecraft antenna and a large 
dish ground station. Various antennas and their gain patterns are described. The 
chapter concludes with ways of increasing the spacecraft throughput by varying 
data rates as the link margin varies, and by switching between high and low gain 
antennas.

Chapter 6 Spacecraft Digital Hardware briefly describes C&DH, ADACS and 
Image or Experiment Processing digital computer selection.

Chapter 7 Attitude Determination and Control describes the various ADACS sys-
tems and how mission requirements are used to flow down to ADACS requirements. 
It then discusses the various kinds of attitude control systems, gravity gradient, 
pitch bias momentum, 3-axis zero momentum and spin stabilized systems. It 
describes the components of ADACS, software development, integration and test 
and on-orbit checkout.

Chapter 8 Spacecraft Software describes software architectures, the functions the 
spacecraft software performs and how it does so. The chapter concludes with a dis-
cussion of software development methods.

Chapter 9 Spacecraft Structure describes the various structure configurations, their 
advantages and disadvantages and the detailed structural analysis procedure.

Chapter 10 Deployment Mechanisms describes common mechanisms for solar 
panel and antenna deployment and for launch vehicle separation.

Chapter 11 Propulsion describes cold gas and hydrazine propulsion systems, com-
puting the delta V required for rapid deployment of a spacecraft to its station, and 
station keeping within a constellation.

Chapter 12 Thermal Design describes the thermal balance equation, methods of 
altering the spacecraft thermal performance by application of surface finishes and 
by creating conductive and radiative paths. Methods of constructing a thermal 
model of a spacecraft, making temperature predictions, correlating model predic-
tions to Thermal Vacuum Test data are described next. The chapter concludes with 
a point design example.

Chapter 13 Radiation Hardening, Redundancy and Reliability are discussed. 
Shielding, use of redundancy and computing reliability are also discussed.

Chapter 14 Integration and Test describes the process of integrating the spacecraft 
and discusses component and system-level test procedures.

Chapter 15 Launch Vehicles and Spacecraft Interfaces describes the characteris-
tics of several launch vehicles and the vibration environment that the spacecraft will 
see. The spacecraft must be designed to accommodate these. The mechanical inter-
faces to spacecraft as primary and secondary payloads are also described.
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Chapter 16 Ground Stations and Ground Support Equipment describes the func-
tions of Ground Stations and those aspects of the ground station operations that the 
spacecraft designer must know.

Chapter 17 Spacecraft Operations covers the functions and some of the displays 
used during the operation of the spacecraft.

Chapter 18 Low Cost Design and Development describes procedures and program 
management techniques that lead to reduced spacecraft cost.

Chapter 19 Systems Engineering and Program Management describes the sys-
tems engineering process from requirements flowdown to the subsystem specifica-
tions. It also gives examples of tradeoff analyses. The development documentation 
process is described, and the various reports, like PDR and CDR are described. A 
Statement of Work and a very detailed example of the Work Breakdown Structure is 
given.

Chapter 20 A Spacecraft Design Example develops the technical requirements 
from a customer statement of what the spacecraft is to do, and describes the space-
craft Preliminary Design process for the design of the spacecraft hardware. It is 
encouraged that the reader perform his or her own point design to these 
requirements.

Chapter 21 Downloadable Spreadsheets describes 29 calculations frequently 
needed in spacecraft design. These spreadsheets can be downloaded and adapted to 
the specific requirements of the designer.
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Chapter 1
The Space Environment

Space environment and related matters as they apply to spacecraft hardware design 
will be discussed in this chapter.

1.1  The Environment

1.1.1  The Earth Magnetic Field

The Earth magnetic field is approximately a dipole of 30,000 NanoTesla (nT) 
strength at the surface of the Earth at 0° magnetic latitude. It varies inversely with 
the cube of the radius from the center of the Earth, and it also varies with the mag-
netic latitude. A simplified dipole model of the scalar magnetic field (MF) in nano-
Tesla is in Eq. (1.1); and the picture of the magnetic field around the Earth and its 
variations with altitude, H, magnetic latitude, φ, are shown in Fig. 1.1a, b. R is the 
radius of the Earth. An accurate model of the field is given in Appendix H of 
Reference 71, based on the International Geomagnetic Field Model, from which the 
field can be computed as a function of altitude, Latitude, Longitude and time.

 
MF nT R R H 1 3
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Fig. 1.1 (a) The earth magnetic field. (b) The earth magnetic field vs. altitude  
and magnetic latitude
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The direction of the magnetic field at midlatitudes is nearly parallel to the surface 
of the Earth, as seen from the picture of Fig. 1.1a. It “sucks in” towards the Poles. 
The property that the field is nearly parallel to the Earth at midlatitudes is used by 
some CubeSat spacecraft to align one dimension of the spacecraft with the local 
horizon. The spacecraft includes a horizontal magnet. At midlatitudes, the magnet 
aligns itself with the magnetic lines and provides a degree of stabilization to the 
spacecraft. When the spacecraft approaches the Polar region, it tends to first “suck 
in” then flip.

The magnetic field of Earth varies with time. Models representing the field are 
updated every 7 years. To illustrate the variation of the magnetic field, consider the 
motion of the Poles. In 2015, the magnetic North Pole was located at 86.27° N and 
159.18° W. The South Pole was at 62.26° S and 136.59° E. The North Pole was 
drifting North at about 40 miles per year. It was also getting weaker.

1.1.2  Solar Energy

The heat sources seen by a spacecraft are direct radiation by the sun, Earth-reflected 
radiation of the Sun (Albedo) and outgoing long wave Earth radiation. The sun 
incident power varies between 1322 and 1414 W/m2, with a median of 1367 W/m2.

The Earth-reflected power (Albedo) and Long Wave outgoing radiation from 
Earth vary with altitude and position around the Earth. Albedo radiation is mostly 
in the visible range and has a mean reflectance of 0.3, meaning that 0.3 times the 
incident sun energy is reflected from Earth omnidirectionally. The reflection coef-
ficient is less 0.25 near the Equator and about 0.7 toward the Poles.

The challenge faced by most spacecraft designs is how to get rid of the large 
amount of incident heat.

1.1.3  Residual Atmosphere

Atmospheric density is a function of altitude and solar sunspot activity. Figure 1.2 
shows the atmospheric density as a function of altitude for High, Low and Medium 
sun spot numbers.

1.1 The Environment
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Fig. 1.3 Sunspot activities (NASA)

Fig. 1.2 Atmospheric density varies with altitude & sun spot activity

Atmospheric density at any given altitude varies significantly, depending on sun-
spot activities. Sunspot activity follows a seven-year cycle and is shown in Fig. 1.3. 
The red line is a projection.

At low orbit altitudes (below ≈ 650 km), atmospheric density results in signifi-
cant drag on a spacecraft, causing it to lose altitude. Atmospheric drag can also 
induce torques if the spacecraft Center of Gravity (CG) and its Center of Pressure 
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(CP) are not near each other. Since sunspot activity has a major impact on atmo-
spheric density at low altitudes, it is important to take it into consideration over the 
mission life of the spacecraft.

1.1.4  Gravity and Gravity Gradient

The acceleration of gravity at Earth’s surface is 9.806 m/s2, and it varies inversely 
with the square of the altitude. This functional relationship is shown in Eq. (1.2), 
where G(H) in m/s2 is the acceleration of gravity at altitude H. The gradient of the 
acceleration of gravity is an important quantity, as it determines how well spacecraft 
with gravity gradient booms will function. These spacecraft utilize the gravity gra-
dient to create a restoring force for a pendulum formed by the spacecraft mass, the 
gravity gradient boom and the tip mass. This subject will be covered in more detail 
in the ADACS chapter. More detailed descriptions of the Space Environment are in 
references 3, 36 and 72.

 G H H H
2( ) = +( ) 

∗9.806 6378.14 6378.14/ , is Altitude in km  (1.2)

1.2  The Earth and Spacecraft Coordinate System

The position of a spacecraft in orbit at any instant is defined by the six Keplerian 
orbital parameters, given below. Instead of Eccentricity and Semimajor Axis, some-
times Apogee and Perigee are used to describe the size and shape of the orbit. 
Figures  1.4 and 1.5 illustrate the orbital elements.

1 Semi-Major Axis a Half of the major diameter of the orbit 
a=R+(HA-HP)/2, where HA is the Apogee, 
HP is the Perigee. R is the Earth radius

2 Eccentricity e e = (HA-HP)/a 
3 Inclination i The angle between the orbit plane and the 

Equatorial plane
4 Argument of Perigee ω The angular distance between Ascending 

Node and Perigee
5 Time of Perigee 
Passage

T Time

6 Longitude of
Ascending Node

Ω The difference (degrees) between the
Vernal Equinox and the Longitude where
the spacecraft crosses the Equator going
North

Fig. 1.4 Orbital elements

1.2 The Earth and Spacecraft Coordinate System
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THOR ABLESTAR R/B1
1 00047U 60007C 96198.95303667 -.00000008 +00000-0 +24803-4 005026 2
2 00047 066.6626 011.9766 0252122 190.4009169.1818 14.34618735877842

Line 2 contains the relevant orbital elements. They are given below:

Column Number Number

First Last Charact Description

1 1 1 Line Number Indentification

3 7 5 Catalog Number

9 16 8 Inclination (degree) 1

18 25 8 Right Ascension of Ascending Node 2

27 33 7 Eccentricity w Assumed Leading Decimal 3

35 42 8 Argument of the Perigee 4

44 51 8 Mean Anomaly (degree) 5

53 63 Mean Motion (Revolutions Per Day) 6

64 68 5 Revolution Number at Epoch

69 69 1 Checksum Modulo 10

11

Fig. 1.6 Two-line orbital elements

Fig. 1.5 The orbital elements

Sometimes, orbital elements are expressed in Two-Line Elements. An example is 
below:

1 The Space Environment
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1.3  Other Space Environmental Matters

The Earth axis of rotation is tilted relative to its orbit plane around the Sun by 23.5°. 
This causes the Sun to move up and down relative to the Equatorial plane by up to 
±23.5° during the year.

The Earth-Sun distance varies from 147,166,462  km (around January 3) to 
152,171,522 km (around July 4), with an average of 149,597,870.7 km.

The images of the Sun and the Moon both subtend an average of ≈0.52°. Optical 
instruments on spacecraft need to take this into account to assure they do not point 
to the Sun or Moon unintentionally.

The angular positions of stars are maintained in a Star Catalog by the Goddard 
Space Flight Center (GFSC). This catalog is matched against the star field seen by 
a Star Tracker on a spacecraft to establish the spacecraft position and attitude.

1.3 Other Space Environmental Matters
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Chapter 2
Satellite Missions

2.1  Satellite Orbits

The most frequent orbits are shown in Fig. 2.1. Polar orbits are those where the 
plane of the orbit passes through the poles. They have inclinations of 90° and are 
usually circular. Because the Earth rotates under the orbit, these satellites can survey 
the entire Earth.

Beta angle is the angle between the Sun line and the orbit plane. In a Beta = 0° 
Polar orbit, the Sun will see the orbit edge on. For Beta = 90° (top left figure), the 
Sun will see the orbit at normal incidence. Figure 2.1 also shows a Polar orbit at 
Beta = 45° and a 60° inclination orbit, used when mid- latitude coverage is required. 
In the top three figures, a nadir pointing four-sided spacecraft is also shown.

Sun Synchronous orbits are near Polar orbits inclined so that the spacecraft sees 
the same points on Earth at the same time each day. For example, a 97.8° inclined 
orbit at 540 km will describe exactly 15 orbits per day, and each day the spacecraft 
will cover every point on Earth at the same time. Such orbits are very useful for 
imaging, as the orbit will ensure that the spacecraft will be over a specified area of 
the Earth during (say) mid-morning hours.

Elliptical orbits that dip low at Perigee are often used by spacecraft that must be 
at low altitudes over designated areas of the Earth, but could not survive long at the 
low altitude. For this reason their orbit is elliptical, so that they would spend a lot of 
time at higher altitude, thereby reducing average drag and maximizing surveillance 
time. A special case of the elliptical orbit is the Molnya orbit, which is highly ellipti-
cal. It has an Apogee of 40,000 km, and its orbital period is 12 h. A spacecraft in this 
orbit can survey the Northern hemisphere for half a day at a time.

The GPS satellite orbit is at an altitude of 20,180 km at an inclination of 55°. The 
32 spacecraft provide continuous worldwide coverage for navigation systems.

While this book does not address Geostationary Satellites, circular orbits at 
35,786 km have 24-h orbit periods, so the satellite appears to hang over a single point 
on Earth. Such orbits are used for commercial radio and television broadcasts.
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2.2  Satellites Today

According to Wikipedia, there were about 1100 active satellites in orbit in 2015, and 
about 2600 that no longer work. More than 50 countries have spacecraft programs 
of one sort or another. In 2015, a total of 86 spacecraft were launched, 32 of which 
were GEO and 44 that were LEO. Additionally, 33 Cubesats were launched in 2014. 
This number is not included in the previously mentioned satellites launched or on 
orbit. So far, some 300 CubeSats have been launched, and there are another 150 or 
so in the pipeline.

The GEO satellite missions are mostly for communications or television. 
There are some MEO satellites (GPS) that provide navigational capabilities to 
its users. Almost all of the rest are LEO satellites. Their missions range from 
weather, science, communications, Earth observation and imaging. The number 
of small LEO satellites is increasing dramatically. It is expected that in the 
period from 2014 to 2023 an average of 115 small LEO satellites will be 
launched per year.

Some representative LEO satellites are illustrated in the following figures:

Fig. 2.1 Polar, inclined, sun-synchronous and elliptical orbits seen from the sun

2 Satellite Missions
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The satellite in Fig. 2.2 has an explosive bolt separation system. Figure 2.3 shows 
horizontal mating of the satellites with the launch vehicle. Two satellites are 
launched, one on top of the other.

The spacecraft below illustrate the great variety of LEO spacecraft, orbits, meth-
ods of stabilization, types of propulsion systems and methods of deploying a variety 
of solar arrays and antennas (Figs. 2.4 – 2.7).

Fig. 2.2 180 lbs, 89.5°, 756 × 887 km orbit, gravity gradient stabilized communications satellite

Fig. 2.3 Two 170-lbs polar orbit digital store-forward communications satellites

2.2  Satellites Today



Fig. 2.4 190 Ibs Polar orbit, 800 km altitude radar calibration satellite  
with 17 deployable antennas

Fig. 2.5 400 Ibs, 822 km Polar orbit, 3-axis pitch bias momentum stabilized satellite.  
Gimbaled dish antenna & deployable solar panels

Fig. 2.6 900 lbs, 548 km, 40° Orbit satellite with hydrazine propulsion, 3-axis stabilized,  
3 reaction wheels, deployable solar panels with solar array drive
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Fig. 2.7 579 lbs, 430 × 1375 km, 68.9° Orbit 3-axis stabilized satellite with 3 reaction  
wheels, hydrazine propulsion, deployable solar panels

2.3  Satellite Imaging

Imaging spacecraft are used for remote sensing and for taking images or strip photo-
graphs of points on Earth. Remote sensing satellites are typically in Polar or near- Polar 
orbits to cover the entire Earth. Often, near-Polar orbits are also sun synchronous so that 
any given point on Earth is covered at the same time each day. Figure 2.8 illustrates such 
an orbit and several imaging spacecraft.

2.3  Satellite Imaging
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There are basically two different types of imaging spacecraft, shown in Fig. 2.9. 
A few imaging spacecraft “fly” horizontally, with the telescope parallel to the hori-
zon. These use a 45° elliptical mirror in front of the telescope to image the Earth. To 
change the image position, only a light mirror needs to be moved in pitch and roll. 
The spacecraft itself does not change attitude and can be pitch bias stabilized, sav-
ing the cost and weight of 2 reaction wheels. One advantage of this type of space-
craft is that pointing agility is easily achieved. Another is that it presents a small 
cross section, so aerodynamic drag is reduced, and aerodynamic torques are elimi-
nated because the spacecraft CG and Center of Pressure are essentially colocated. 
One of the disadvantages, however, is that the spacecraft is substantially longer to 
make room for the gimbaled mirror in front of the telescope.

Fig. 2.8 Imaging spacecraft orbit and several imaging spacecraft

Telescope and SC Horizontal with
Attitude Fixed. Gimballed Mirror Steers
Image in Pitch/Roll

Entire SC is
Moved to Point
the Target

Fig. 2.9 Two types of imaging spacecraft

2 Satellite Missions
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Most imaging spacecraft point to the target on the ground. To change aim point, 
the spacecraft attitude must be changed. This requires a 3-axis stabilization system 
with large enough reaction wheels to achieve the aim point agility required by the 
mission.

2.3.1  Imaging Payload Fundamentals

Most imaging spacecraft contain a telescope that looks at the Earth. The area on 
the Earth imaged is centered at the telescope aim point. Ground resolution 
achievable is defined by the telescope Diffraction Limit, given in the equation at 
the top of Fig. 2.10. Diffraction limit (DL), telescope aperture (D), orbit altitude 
(H) and wavelength (λ) are all in meters. For a spacecraft at 540-km altitude 
with a 35-cm diameter telescope, the DL is given for three wavelengths in the 
table in Fig. 2.10. The DL varies between 0.753 m and 1.223 m, depending on 
the wavelength.

Geometrical resolution on the ground is usually defined as the Ground Sample 
Distance (GSD) and is given by the equation at the bottom of Fig. 2.10. The space-
craft GSD (for nadir-pointing) depends on the spacecraft altitude (H), telescope 
focal length (FL) and camera pixel size (P). At an off-nadir angle, ϕ, the GSD 
increases as 1/cos(ϕ).

A numerical example is given in Fig. 2.10 for ϕ = 0, H = 540 km, camera pixel 
size of 5.5*10−6  m, telescope FL  =  3  m and telescope aperture of 35  cm. The 
GSD = 0.99 meter.

A telescope with a 10-cm aperture may be flown on a CubeSat, while a tele-
scope with a 35-cm aperture may be the largest that experimenters might fly. 
Note that the geometrical resolution, determined by the focal length of the tele-
scope (for a given pixel size camera) is well matched to the diffraction limit in 
these examples. In other words, trying to increase the focal length to get better 
resolution is not worth the effort, as the diameter establishes the diffraction 
limit that cannot be bettered. Note that F# = FL/D ≈  8.57. The camera pixel 
size, in this example, is 5.5 μm, such as the Truesense (Kodak) KAI-16050 16 
MP CCD array.

2.3  Satellite Imaging
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Fig. 2.10 Diffraction limit as a function of wavelength
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Fig. 2.11 Geometrical resolution and diffraction limit

2.3.2  The Telescope

A picture of a typical Cassagrain telescope is shown in Fig.  2.12. The Primary 
Mirror (PM) reflects the incident light, which is reflected by the Secondary Mirror 
(SM) to the camera Focal Plane. First, however, the light passes through corrector 
lenses, shown in the central tube. Since the Cassagrain Telescope folds the optical 
path in two, the actual length of the telescope is about half of the focal length.

2 Satellite Missions
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The telescope is made of nearly zero temperature coefficient materials to ensure 
that the telescope remains in focus over the temperature variations it will encounter in 
space. The determination of how much of a dimensional change or elongation is per-
mitted for the telescope to remain in focus is a very complicated matter and will not 
be addressed here. However, according to a simple rule of thumb, the change in the FL 
due to temperature variations should not cause the diameter of a spot to increase much 
over half the size of the camera CCD pixel. For a 35-cm diameter, nominally 3.0 m FL 
telescope and 5.5*10−6 pixel size, this is a FL change of about 0.047 mm. Because the 
optical path is folded, the telescope structure must not change dimensions by more 
than 0.023 mm. The thermal design of the telescope must achieve such dimensional 
stability over the temperature range the telescope will encounter in space.

This is a very challenging task. The temperature coefficients of different materi-
als often used for constructing telescopes are Aluminum, Graphite Epoxy and Invar 
36. Their Temperature Coefficients are, respectively, 22.2  pp/m/C°, 2.1  pp/m/C° 
and 1.2 pp/m/C°. The telescope length is approximately 1.5 m.

The fractional elongation of the telescope structure permitted is 7.66  ppm. If 
made of Aluminum, the maximum temperature change permitted is only 0.345 C°. 
If made of Graphite Epoxy, the temperature could change by 3.64 C°; and if made 
of Invar 36, the temperature could change by 6.38 C° before the telescope would 
defocus. The thermal designs of the spacecraft and telescope are a major engineer-
ing challenge.

Fig. 2.12 Cassagrain telescope with camera and ray paths

2.3  Satellite Imaging
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2.3.3  Image Quality

From an optical design point of view, the performance of a telescope is typically 
characterized by the Modulation Transfer Function (MTF). MTF is the spatial fre-
quency response of the optical system. As in electronics, where a filter is character-
ized by its transfer function in the frequency domain, the MTF describes the ability 
of the optical system to pass or transfer an image.

Figure 2.13 shows increasing frequency sinusoidal and rectangular amplitude bar 
patterns as inputs to an optical system. The spatial frequency is measured in line 
pairs/mm. The output for each pattern and the system frequency response are shown 
below. Note that for a frequency response amplitude >10% of the low frequency response, 
the image is reasonably good and usable. MTF = 10%, for this example, occurs at 70 
lp/mm. The dimension of a line pair is 1/70th of a mm, or 14 μm. This is the resolu-
tion of this optical system. If a CCD camera with 5.5-μm pixel size at the focal plane 
is used, the sharpest detail in the image would be greater than 2 pixels in size. A good 
design should provide an output that is better matched to pixel size.

For a typical telescope, MTF > 10% is often used to specify the response required 
for an input image of the size of the GSD. Of course, MTF = 10% should be achieved 
everywhere in the Field Of View of the image, not just at the center.
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Another measure of the quality of a system, from the point of view of a human 
observer and his ability to interpret an image, is the National Image Interpretability 
Rating Scale, NIIRS. Since that takes into account many factors other than the tele-
scope design, it will not be discussed here.

2.3.4  Adequacy of the Light Input

We covered the subject of resolution. Now, we must determine how long an expo-
sure time is required to get a good picture. The image Signal-to-Noise Ratio (S/N) 
is determined by comparing the intensity of the image to the intensity of the back-
ground noise, Albedo and CCD electron noise. This is accomplished by performing 
a radiometric analysis of the system (telescope, sun angle, time of day, season, lati-
tude, etc.). An example of a radiometric analysis for a 35-cm aperture, 2.8-m focal 
length telescope looking at the Earth from an altitude of 600 km at specified time 
and latitude, and using a camera exposure time of 150 μsec (one pixel spacecraft 
travel time) is shown in Fig. 2.14.

The CCD sensor noise is 16 electrons per pixel, and the sensor saturates at 
30,000 electrons. For various Sun elevation angles, the figure shows the number of 
image electrons per pixel. If a 10 bit A/D converter is used to digitize the image, at 
90° Sun elevation angle the image intensity is only 4.5 bits of the 10 bit converter 
range. Pixel noise is 16 electrons/pixel; and the S/N per pixel varies from 21.84 dB 
(at 90° elevation) to 12.03 dB (at 24.86° elevation). The latter is not good enough 
for a good picture.

The bottom left of the figure shows the time of day that the camera is usable and 
produces enough light for a good picture. Although the fraction of the sensor 
dynamic range occupied by the image is small, the S/N is adequate for a good 
picture.

As seen from the green region of the figure, acceptable images can be produced 
from about 7 AM to about 4 PM. If we increase the image exposure time to 750 μsec, 
see Fig. 2.15, the usable time of day increases by 1 h at each end of the day.

2.3  Satellite Imaging
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Fig. 2.14 Radiometric analysis to determine the image S/N

2 Satellite Missions
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2.3.5  Image Integration (Exposure) Time

As seen from the foregoing results, it may be advantageous to increase the image 
exposure time from the 150 μsec 1 pixel fly-bye time. There are two ways of increasing 
exposure time:

 (a) Impart to the spacecraft a negative pitch rate to increase the allowable dwell 
time per pixel

 (b) Make the spacecraft point to the target, and keep pitch, roll or yaw slewing so 
that the telescope aim point remains fixed

Figure 2.16 shows the pitch rate needed to permit the effective exposure time to 
increase, as shown. A pitch rate of −0.60°/sec would permit an exposure time of about 
600 μsec, probably enough for most purposes. Of course, it takes time for the 
spacecraft to go from 0°/sec pitch rate to −0.6°/sec pitch rate, and then return to 0 
after the image was taken. The elapsed time for the entire maneuver can be substantial 
and reduces the number of images that can be taken per unit time.

Fig. 2.15 Increasing exposure time to 750 μsec adds 1 h of  
usable time to each end of the day

2.3  Satellite Imaging
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Fig. 2.16 Establishing a negative spacecraft pitch rate increases  
allowable image exposure time

The other alternative for increasing the available dwell time over a pixel is for the 
spacecraft to point to the target and stay pointing to it until the image is taken. There 
are two ways to point to the target:

 1. Pitch and yaw to point to the target, then keep changing pitch and yaw. For this 
case, the orientation of the image FOV keeps changing. It is more difficult to 
“stitch” successive pictures into a strip photo.

 2. Roll the spacecraft to aim at a line parallel to the SC ground trace by an amount 
equal to the Spacecraft-Target CPA range, and continuously change the pitch to 
keep pointing to the target. In this case, the image orientation remains constant and 
parallel to the spacecraft ground trace. It is much easier to “stitch” consecutive 
images into a strip photo. In most cases, this second alternative is preferred.

2 Satellite Missions
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Fig. 2.17 Spacecraft points to target either by pitch and yaw or by roll and pitch

2.3.6  Pointing to a Target on the Ground

The procedures for both methods of pointing the spacecraft to the target are 
described below and illustrated in Fig. 2.17:

Computing SC Yaw and Pitch Computing SC Roll and Pitch

1. Compute SC-Target angle
relative to Lon line

1. Compute the great circle range between 
SC and Target

2. Subtract SC heading 2. From this, compute subtended angle
3. Compute great circle range from
SC to Target

3. Determine the angle subtended by the 
CPA range

4. From this, compute Earth subtended angle 
between SC- Earth Center and Target-to- Earth 
Center lines

4. In the plane defined by Target-Earth 
Center and CPA- Earth Center lines 
determine Roll at CPA

5. In the plane defined by the SC-Earth Center 
and the Target- Earth Center lines, we now have 
2 lines and the included angle. From these 
compute Pitch. We have both Yaw & Pitch

5. In the plane defined by the Roll angle, 
Target and SC, determine the Pitch angle.

The computations in the tables above are illustrated in Fig. 2.18.
Spacecraft Yaw and Pitch required to point to the target is computed as follows: 

The subsatellite point and target latitudes and longitudes are known and given for this 
example in the top part of Fig. 2.18. The orbit altitude and instantaneous satellite 
heading are also given. The SC to Target Azimuth is computed from the differences 
of Target-SC latitude and longitude. The spacecraft Yaw angle is then the difference 
between the SC-Target Azimuth and the instantaneous spacecraft heading.

2.3  Satellite Imaging



24

The required Pitch is computed by first computing the ground range subtended 
angle, α, and then, by using the law of cosines, the slant range. From the slant range 
and α, the off-nadir angle or Pitch is computed by use of the law of sines.

For the case where pointing to the target is to be accomplished by a roll and pitch 
maneuver, first the angle, ζ, subtended by the cross track distance at CPA is com-
puted. Then, the slant range at CPA is computed using the law of cosines. Finally, 
the off nadir angle or pitch is computed using the law of sines.

These results are plotted in Figs. 2.19 and 2.20 as functions of time.

Fig. 2.18 Equations and an example, the spacecraft points to the target  
by yaw and pitch or by rolland pitch

2 Satellite Missions



Fig. 2.19 Spacecraft pitch and yaw as a function of time to keep the spacecraft  
pointing to the target

Fig. 2.20 Spacecraft roll and pitch as a function of time  
to keep the spacecraft pointing to the target
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2.3.7  Swath Width

Earth coverage provided by an imaging spacecraft depends on the maximum Off- 
Nadir look angle. For a 600-km orbit, Fig. 2.21 illustrates the maximum ground range 
visible from the spacecraft. At a 40° Off-Nadir look angle, the ground elevation from 
the target is about 45°. This is close to the lowest useful elevation angle for imaging. 
At this angle, the ground range to the target is about 525 km. Thus, the swath width of 
potential coverage by this spacecraft is about 1050 km. However, the distance between 
successive orbits is much greater, so there will be areas that the spacecraft cannot 
cover. Figure 2.22 shows the ground distance at a constant latitude between successive 
orbits as a function of latitude. It is evident that the spacecraft covers only a small 
fraction of the total area of the Earth. By choosing the orbit altitude, the rate at which 
successive orbits cover different areas of the Earth can be controlled.

Fig. 2.21 Swath width as a function of Off-Nadir look angle  
for a 600-km altitude spacecraft

2 Satellite Missions
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For the case where the orbit period is an exact sub-multiple of a day, after a cer-
tain number of orbits, the initial orbit repeats exactly. Since the orbit period is a 
function of altitude, one can chose altitudes to make this happen. At other altitudes, 
the orbit will precess either to the East or to the West, depending on altitude. 
Figure 2.23 shows that at an altitude of ≈567 km the orbit will repeat exactly in 
7 days. At an altitude of 590 km, the orbit precesses about 100 km to the West per 
day. Since the range between orbits at 38° latitude is about 2400 km, it will take 
about 240 days for the orbit to repeat exactly. But, since the swath width is about 
1100 km, a given target can be imaged in about 13 days (2400-1100)/100 = 13. This 
is still a long time between image opportunities. Flying at 600 km increases the per 
day drift of the orbit to about 225 km/day, resulting in an opportunity to image the 
target in (2400-1100)/225 ≈ 5.7 days. The point of this example is that the choice of 
altitude has a significant impact on the utility of an imaging spacecraft, making it 
very important to carefully study the impact of altitude choice.

Spacecraft Altitude (A km)
Latitude 400 500 600 700 800 900 1,000 1,100 1,200

0 2,576 2,633 2,691 2,749 2,807 2,866 2,926 2,985 3,045
10 2,537 2,593 2,650 2,707 2,765 2,823 2,881 2,940 2.999
20 2,421 2,475 2,529 2,583 2,638 2,693 2,749 2,805 2,852
30 2,231 2,281 2,330 2,381 2,431 2,482 2,534 2,585 2,637
40 1,973 2,017 2,061 2,106 2,151 2,196 2,241 2,287 2,333
50 1,656 1,693 1,730 1,767 1,805 1,842 1,881 1,919 1,958
60 1,288 1,317 1,345 1,375 1,404 1,433 1,463 1,493 1,523
70 881 901 920 940 960 980 1,001 1,021 1,042
80 447 457 467 477 488 498 508 518 529
90 0 0 0 0 0 0 0 0 0

Range (km) per Orbit at Constant Latitude
Period (min) = P = 2*π*((A+R)3µ)0.5

Earth Circumference at Altitude = C = 2*µ*(R+A)
Earth Turns per Orbit (deg) = OD = 360*P/1440

Orbit-to-Orbit Distance at Lat (deg) = R*cos(Lat)*OD

Fig. 2.22 Range at constant latitude between successive orbits vs. latitude
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Fig. 2.23 Orbit drift as a function of spacecraft altitude

2.3.8  Spacecraft Agility and Targeting

In a typical imaging scenario, the goal is to image as many targets as possible, but 
spacecraft agility limits the target set that can be imaged on a given pass. Targets 
must be within the swath as well as within similar Off-Nadir angles. For example, 
if a spacecraft can slew at an average rate of 4°/second (this is a very agile space-
craft), then (ignoring slew acceleration, deceleration and settling time) it takes 
about 40° in roll to go from a target 200 km on one side of the ground trace to 
another target 200 km on the other side of the ground trace. It takes, nominally, 
10  s to accomplish this maneuver during which the spacecraft traveled about 
70 km. Adding acceleration, deceleration and settling time to the time to slew 40°, 
the downrange distance the spacecraft travels between these two targets is much 
greater than 70 km. To determine spacecraft agility requirements, typical scenar-
ios should be simulated. To render the spacecraft agile, the size of the reaction 
wheels or control moment gyros must be large. Sizing these will be covered in the 
chapter on Attitude Control.

2.3.9  Imaging Spacecraft Attitude Sensing, Control Requirements

Imaging spacecraft pose the greatest challenge to the attitude sensing and control 
subsystem. Positioning the center of an image with 100 m accuracy, from an altitude 
of 600 km, for example, requires the ability to sense spacecraft attitude with an 

2 Satellite Missions



29

accuracy of 0.00477° (16.92 arc seconds) and to control pointing with an accuracy 
of 0.00955°. Attitude control accuracy is typically a factor of 2 worse than attitude 
sensing accuracy. Star trackers can provide this accuracy. Modest cost small star 
trackers achieve accuracies on the order of 25 arc seconds; the best, large star track-
ers can achieve about 3 arc-seconds (0.00083°). With such a star tracker, the aim 
point from 600 km is accurate to 8.7 m.

The mission dictates the pointing accuracy required. For example, if the mission 
requires only that the target be contained in the picture taken, there is no need for 
the pointing accuracy to be greater than 10% of the image FOV. For a 10 MP image 
with a GSD of 1.0 meter, the image is 2.582 km by 3.873 km; and 10% of this is 
about 250 meters. An attitude sensor with 0.0119° (42.9 arc-sec) can control the 
spacecraft to the required pointing accuracy. Even a small, relatively inexpensive 
Star tracker can do this. If, on the other hand, the position of points on Earth needs 
to be determined with (say) 20-m accuracy, a star tracker with 0.0019° or 6.8 arc-sec 
accuracy is needed. The difference in cost, size and weight of these two Star Trackers 
is enormous.

Because a typical star tracker FOV is about 15° × 15°, in an imaging spacecraft 
application usually two star trackers are used.

In addition to pointing accuracy, as previously mentioned, the scenario also 
drives the required slew rate.

2.3.10  Data Quantity and Downlink Data Rate

Taking strip photographs places a large demand on both data storage and downlink 
data rate requirements. In the previous example, a 10 MP image at 1.0 m GSD was 
2.582 km by 3.873 km. If the longer dimension is along the spacecraft ground track, 
and assuming a 10% overlap between successive pictures is required, about 2 pic-
tures per second must be taken. Thus, the spacecraft accumulates image data at the 
rate of 20 MP/sec, or, if the image is digitized to 24 bits per pixel, the rate of image 
data accumulation is 480 Mbits per second (before FEC and Encryption).

If a strip photo is to cover 20 km along the spacecraft ground track, then the strip 
would contain 6 images, resulting in 1.44 Gbits of data. At 4 Mbps data rate, it 
would take 6 min - the duration of a typical pass - to get imagery from a single strip 
to the Ground Station.

By JPG compressing the images, the downlink time could be cut to 1 min (10 s 
per image). In a typical pass, a total of about 36 images could be downlinked.

If the mission requirement exceeds this capacity, there are several alternatives for 
increasing the spacecraft image downlink throughput. The downlink data rate could 
be increased. Additionally, near-Polar ground stations could be employed so that 
image data could be downlinked during each pass and transmitted to its destination 
via terrestrial means. Or a data relay, such as a Geostationary satellite, could be used 
to permit more continuous data dumps to ground.

2.3  Satellite Imaging
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2.3.11  An Imaging Scenario

Now let us go through a sample imaging scenario. Figure 2.24 shows England and 
Ireland. A 600-km nearly polar orbit spacecraft ground trace is shown in red, while 
the ±300 km swath limits, corresponding to a maximum of ±30° Off-Nadir angle 
roll, are shown by the yellow lines.

The 5 intended targets are shown in yellow, and straight lines connecting the 
targets are shown in green.

Target coordinates (latitudes and longitudes) are shown in Fig. 2.25. The time 
shown in this figure is the time in seconds the spacecraft will reach CPA to each 
target. The entire scenario is 140 s. The image longitudes are the distances in km 
from the spacecraft ground trace.

The last column shows the average roll rate in degrees/sec that the spacecraft has 
to be able to execute to slew from one target to the next.

The peak slew rate is between targets 3 and 4, where the average slew rate has to 
be −0.209°/sec. This is a slow slew rate that the spacecraft can execute.

Fig. 2.24 Imaging scenario shows 5 targets to be imaged, the  
spacecraft ground trace and the slew limits

2 Satellite Missions
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Fig. 2.25 Target Lat/Lon, Spacecraft CPA Times, Average roll rates

However, if an additional target, shown in white, is added, the maximum average 
slew rate would become 0.6°/sec, and the spacecraft may not be able to slew that 
fast. In this case, imaging the target on this pass may have to be omitted.

2.4  Satellite Constellations

2.4.1  Present Constellations

The purpose of using a constellation of satellites is to increase geographic coverage 
on the Earth surface or to reduce revisit time. There are several satellite constella-
tions now, and many are planned for the future. Most present constellations are for 
navigation by use of satellites at MEO orbit, or for communications with satellites 
at LEO orbits. The major orbital characteristics of several constellations are listed 
in Fig. 2.26. Pictures of the orbits of GPS and Globalstar are shown in Fig. 2.27a, b.

Name Purpose Country SC Planes SC/Plane Alt 
(km)

GPS Navigation USA 24 6 4 20,180
GLOSSNAS Navigation Russia 24 3 8 19,100

Iridium Phone Communication USA 66 6 11 781
Orbcomm Store-Forward Comms USA 30 4 6-8 825
Globalstar Communication EU 24 8 3 1,400

Galileo Navigation EU 30 3 8+spares 23,222
Bei Dou Regional Navigation China 4 N/A N/A GEO

Quasi-Zenith Regional Navigation Japan 4 N/A N/A 42,164
Regional Nav Indian Regional Nav System India 4 N/A N/A 36,000

Fig. 2.26 Several satellite constellations

2.4  Satellite Constellations
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Fig. 2.28 Illustration of earth coverage by a polar plane of 600-km altitude spacecraft

The main drivers in the design of a satellite constellation are (1) mission-imposed 
requirements, (2) degree of coverage (or permissible holidays of coverage), (3) 
number of planes and launches, (4) orbital altitude and (5) cost. Figure 2.28 illus-
trates a Polar plane of 8 spacecraft in a multi-plane constellation of satellites. In the 
illustration, each spacecraft is at an altitude of 550 km. The orange cones represent 
the coverage limits of the satellites. Each cone is tangent to the Earth surface at the 
edge of coverage. There are gaps in coverage between adjacent spacecraft.

In the following, the number of spacecraft in a plane, the number of planes and 
spacecraft altitudes will be considered to determine constellation coverage of the 
Earth. While the example is for Polar orbits, coverage considerations for differently 
inclined orbits are similar.

Fig. 2.27 (a) GPS constellation of 24 spacecraft. (b) Globalstar constellation of 24 spacecraft

2 Satellite Missions
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2.4.2  Coverage and Gaps

Figure 2.29 shows the ground range from a spacecraft at varying altitudes.
When a number of spacecraft are equally spaced in an orbit of a given altitude, 

their coverage may have gaps between adjacent spacecraft, shown in Fig. 2.28, or 
their coverage may overlap. Figure 2.30 shows the length of the gap (or overlapping 
coverage) as a function of spacecraft altitude and the number of spacecraft in the 
same plane of the orbit. If there were 9 spacecraft per plane, then, at an orbit altitude 
as low as 400 km, the coverage circles of adjacent spacecraft would just touch. At 
higher altitudes, spacecraft coverage would overlap, with the number of kilometers 
of the overlap indicated by the figure. With only 8 spacecraft per plane, orbit altitude 
would have to be raised to about 540 km to achieve the same result.

Fig. 2.29 Ground range vs. altitude

The amount of overlap determines the swath width in which continuous coverage 
is achieved. In the Orbcomm constellation, for instance, at an orbit altitude of 825 km, 
overlapping coverage starts with about 6.5 spacecraft per plane. Orbcomm uses 6-8 
spacecraft per plane. Iridium, flying at 781 km altitude, uses 11 spacecraft per plane, 
clearly achieving sufficient overlap for continuous coverage, which is required by the 
continuous voice communication mission. By contrast, Orbcomm is a store-forward 
system and does not require overlapping coverage. Nevertheless, in a plane with only 
6 spacecraft, the coverage gap is a minimum of 300 km, or about 43 s.

The swath width as a function of the number of spacecraft per plane, and orbit 
altitude are shown in Fig. 2.31. It is seen that for 6 spacecraft per plane the swath is 
pretty small until an altitude of about 1100 km. For 8 spacecraft per plane, the orbit 
can be as low as 700 km for a reasonable swath width.

2.4  Satellite Constellations
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Fig. 2.30 Overlapping coverage vs. the number of spacecraft per plane and altitude

Fig. 2.31 Swath width as a function of the number of spacecraft per  
plane and orbit altitude

2 Satellite Missions
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The overlap (or gap of coverage) between planes also depends on the latitude. 
For example, for a Polar orbiting constellation, each of the satellites in each of the 
planes covers the Polar region. Above a certain latitude, adjacent planes start to 
overlap. Below that same latitude there will be coverage gaps. Figure 2.32 illus-
trates above what latitude overlap starts, as a function of the number of equally 
spaced planes and swath width. The ordinate of the graph is the number of kilome-
ters of gap or overlap.

Fig. 2.32 Planes overlap above a certain latitude, and there are gaps below that latitude. Positive 
numbers show the size of the gaps, negative numbers show the amount of overlap

An illustration, shown in Fig. 2.33, shows 8 spacecraft distributed uniformly on 
a 700-km, 65° orbit. There is a small amount of overlap in their footprints, making 
it possible to cover the swath width almost continuously.

When 3 planes of such spacecraft are on orbit, shown in Fig. 2.34, it is evident 
that every point on Earth is covered almost continuously. Thus, a 24-spacecraft 
constellation is almost large enough for continuous Earth coverage (from a com-
munications point of view).

2.4  Satellite Constellations
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Fig. 2.33 Single 65° inclination plane at 700 km with 8 spacecraft

Fig. 2.34 Three planes of 8 spacecraft per plane at 700-km altitude and 65° inclination provides 
almost continuous coverage

2 Satellite Missions
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2.4.3  Other Satellite Constellation Considerations

Launch Vehicles Constellations consist of a number of planes of spacecraft. It is 
important to have each of the spacecraft in a plane at the same altitude and inclina-
tion. For this reason, if possible, all of the spacecraft of a plane, including on-orbit 
spares, should be launched on the same launch vehicle.

Distributing the individual spacecraft of a plane launched by one launch vehicle 
can be done by having the launch vehicle deliver each spacecraft to its station, or by 
having the propulsion systems of the individual spacecraft move the spacecraft to its 
station. The former would require the launch vehicle to have restartable engines. For 
this reason, the latter approach is used most often.

Station Keeping Station keeping can be a real manpower driver at the ground station. 
In a 24-spacecraft constellation, if a station keeping maneuver is performed once 
every 72 days on each spacecraft, then a station keeping maneuver has to be per-
formed every 3 days. It is desirable that station keeping maneuvers be automated.

Maximum Off-Nadir Angle Some missions, such as imaging, require that the Off- 
Nadir angle be limited. For example, if the target is to be imaged at a look angle 
greater than (say) 30° by a 600-km altitude constellation, the spacecraft off-nadir 
angle should not exceed 52.3°. This corresponds to a maximum ground range of 
843 km from the subsatellite point. While the horizon is 2631 km away, the useful 
maximum range for imaging can be substantially less. For this reason, imagery 
coverage requires more spacecraft per plane, or coverage gaps have to be accepted. 
Obviously, this is a major cost driver.

Constellation Communications For some missions, intermittent spacecraft-to- 
ground communications is adequate. The Store-and-Forward digital  communications 
system, Orbcomm, is an example. Imaging satellite systems can also operate with 
just spacecraft-to-ground communications of their images. However, a system 
designed for continuous access from and to the spacecraft must use either ground 
station communications relays, GEO satellite relays (like TDRS) or intersatellite 
links (like Iridium).

2.4  Satellite Constellations
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Chapter 3
Orbits and Spacecraft-Related Geometry

3.1  Acceleration of Gravity, Velocity, Period

Acceleration of gravity, g(H), at an altitude, H, varies inversely with the square of 
H. The equation for g(H) is given below. Its value at the surface of the Earth is go 
and is approximately 32.2 ft./sec2 or 9.8 m/sec2. R is the radius of the Earth and H is 
the orbit altitude, both in km.

 
g g R R HH o

2
= +( ) /

 
(3.1)

A spacecraft traveling in a circular orbit with tangential velocity, V, experiences 
centrifugal radial acceleration of value ar = V2/(R + H). If the spacecraft is to be in 
a stable orbit, the acceleration of gravity must be equal to the centrifugal accelera-
tion. Solving for V, the equation below is obtained.
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The period of the orbit, P, can be obtained by dividing the circumference of the 
orbit, C = 2*π*(R + H) by the orbit velocity. P in minutes is given below.

 
P R H

1 5
= +( )∗0.00016587

.

 
(3.3)

These relationships are summarized in Fig.  3.1 for a 600-km altitude 
spacecraft.
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If the orbit is elliptical, the same formulas can be used, except (R + H) should be 
the Semi-Major Axis of the elliptical orbit. If A is the Apogee and PE is the Perigee 
of the orbit, the Semi-Major Axis is given by:

 
Semi Major Axis R A PE 2− = + +( ) /

 
(3.4)

For example, the Period of a Molniya orbit with Perigee  =  860  km and 
Apogee = 39,610 km has a Semi-Major Axis of 26,613 km and a period of 12 Hrs.

3.2  Position of Spacecraft as a Function of Time

Using the spacecraft orbital elements, the position of the spacecraft at a given instant 
can be determined.

Fig. 3.1 Altitude, velocity, period and radial acceleration example

Fig. 3.2 Illustrates and describes the orbital elements

3 Orbits and Spacecraft-Related Geometry
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The spacecraft motion in its orbit can also be described from the orbital elements. 
Each of the elements, except True Anomaly, remain constant, and True Anomaly 
describes 360° in one orbit period. The orbit period in minutes is P = 2π*(a3/μ)0.5 
where μ = GM, a is the semi-major axis in meters, G is the gravitational constant in m3/
s2 and M is the mass of the Earth. Note that the period depends only on the Semi-Major 
Axis, SM. RE = 6378.1 km. Equation 3.5 is the Period in terms of the Semi-Major Axis:

 
P 0 R a PE

1 5
= +( )∗. ,

.
000106587 in minutes and SM in kmRE  

(3.5)

For a 600-km altitude circular orbit of 60° inclination, and other orbital elements 
given below, the Ground Track of the satellite as a function of time can be computed 
and is shown in Fig. 3.3a. There are several good programs available commercially 
for computing the ground track. Programs such as the Satellite Tool Kit from 
Analytical Graphics, or NOVA from AMSAT are examples of such programs. Access 
times from Washington DC are given for a two-day period in Fig. 3.3b.

1. Apogee = 600 km 4. Lon of Ascending Node = 239.46°
2. Inclination = 60° 5. Eccentricity = 0
3. Argument of Perigee = 0° 6. True Anomaly = 0°

Access Start Time (UTCG) Stop Time (UTCG) Seconds 
1 31 Aug 2016 04:26:44.649 31 Aug 2016 04:40:06.258 801.610
2 31 Aug 2016 06:07:21.438 31 Aug 2016 06:18:33.846 672.408
3 31 Aug 2016 18:34:18.880 31 Aug 2016 18:43:05.994 527.113
4 31 Aug 2016 20:11:13.687 31 Aug 2016 20:24:34.033 800.346
5 31 Aug 2016 21:52:18.323 31 Aug 2016 22:04:21.323 723.000
6 31 Aug 2016 23:35:46.300 31 Aug 2016 23:44:24.396 518.095
7 01 Sep 2016 01:18:11.672 01 Sep 2016 01:26:49.920 518.248
8 01 Sep 2016 02:58:14.680 01 Sep 2016 03:10:17.845 723.165

a

b

Fig. 3.3 (a) Ground track of a 600-km 60° inclination spacecraft. (b) Access times to 
Washington DC for 2 days

3.2 Position of Spacecraft as a Function of Time
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Note that the ground range from the subsatellite point to the circle of 0° elevation 
angle is 2631 km. However, because of local ground terrain obstructions, typically 
only a ground range to the 10° elevation range circle is used for communications 
purposes. This ground range is only 1740 km. Therefore, the satellite useful swath 
width (from a communications point of view) is 3480 km; and the useful ground 
station access times are shorter than those listed in Fig. 3.3b.

3.3  Spacecraft Elevation, Slant Range, CPA, Ground Range

The most often used geometrical relationships for circular orbit spacecraft will be 
described in this section. One of these is Slant Range vs. Elevation angle, needed for 
computing RF link margins. Figure 3.4 illustrates the geometrical situation in the 
orbit plane.

SR

EI

H

GR

R

R

R = Earth Radius
SR= Slant Range
GR= Ground Range
H = Altitude
EI = Elevation
α = Included Earth Angle
Φ = Off-Nadir Angle

Φ

α

Fig. 3.4 Spacecraft and earth geometrical situation

Equations for Slant and Ground Range are given below and are plotted for vari-
ous orbit altitudes (Fig. 3.5).

 
SR 9 E= +( ) + +( )( ) + +( ) −
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3 Orbits and Spacecraft-Related Geometry



43

Figure 3.6 shows a spacecraft at altitude H and a ground station at CPA distance 
from the spacecraft ground track. The ground range between the spacecraft subsat-
ellite point and the ground station is GR, while the ground range from the  subsatellite 
point to the CPA point is GRCPA. The central angle subtended by GR is α, by GRCPA 
is ω, and by the CPA distance is ψ.

For an altitude of 600 km, a CPA distance of 250 km and an elevation angle of 
5°, the left-hand column gives the numerical results, while the right-hand column 
gives the equations from which the numerical results were computed.

Fig. 3.5 Slant and ground range (km) vs. elevation angle for various spacecraft altitudes

3.3 Spacecraft Elevation, Slant Range, CPA, Ground Range
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Fig. 3.6 Geometry and example for 600-km orbit and general  
equations, taking CPA into consideration

3 Orbits and Spacecraft-Related Geometry
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Fig. 3.7 Elevation angle vs. ground range to CPA, various CPA

The first thing to note is that as the CPA increases, the maximum elevation angle 
reached during a pass is reduced, as is the duration of the pass. This is illustrated in 
Fig. 3.7. For higher orbit altitudes, the peak elevation angle increases for the same 
CPA distance. Since this figure is plotted against the ground range to CPA, it also 
illustrates the elevation angle vs. time (when ground range is converted to time by 
the spacecraft ground velocity). The Azimuth vs. range to CPA is in Fig. 3.8.

The reduction of the pass duration as the CPA is increased is shown in Fig. 3.9. 
Here, pass duration is expressed as a function of the minimum elevation angle, 
which is considered to be the beginning of a pass. This is relevant because a pass in 
a mountainous region with low horizon obstructions may not be of value until a 
given minimum elevation angle (like 5° or 10°) is reached.

3.3 Spacecraft Elevation, Slant Range, CPA, Ground Range
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Fig. 3.9 Pass duration vs. minimum elevation angle for various CPA

Fig. 3.8 Azimuth or yaw to target vs. range to CPA

3 Orbits and Spacecraft-Related Geometry
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Figure 3.9 shows that, for example, for a CPA = 500 km and a minimum eleva-
tion angle of 15°, the pass is 6 minutes long. For a CPA = 1000 km, the pass is only 
4.5 minutes long.

Figure 3.10 illustrates how pass duration increases with orbit altitude (for 
CPA = 0).

3.4  Pointing to a Target on the Ground From the Spacecraft

In many situations, such as in imaging a ground target from the spacecraft, the Pitch 
and Yaw angles from the spacecraft must be known to be able to point to the target. 
The target does not lie on the spacecraft ground track, but is off at a range of CPA 
km at the spacecraft Closest Point of Approach. The geometrical situation is shown 
on the left side of Fig. 3.11. The figure on the right is in the plane defined by the 
spacecraft, the center of the Earth and the Target. It is used only to assist in the deri-
vation of the relevant equations. The equations are shown in Fig. 3.12 for a 600-km 
orbit and a CPA of 500 km.

Fig. 3.10 Pass duration a function of minimum elevation angle  
(for various orbit altitudes and for CPA = 0)

3.4 Pointing to a Target on the Ground From the Spacecraft
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Fig. 3.12 Spacecraft pitch, yaw to aim at ground target, various CPA

Fig. 3.11 Spacecraft pointing to target at CPA km from ground track  
and geometry in plane of target, spacecraft and earth center

Above, the spacecraft look angles to the ground target are given as Pitch and 
Yaw. However, in many instances, it is more convenient to use spacecraft Roll 
and Pitch. In Sect. 2.3, the equations for that situation were derived. In 
Fig. 3.13, the Pitch, Yaw and Elevation are plotted for a 600-km orbit and a 
target CPA of 500 km.

3 Orbits and Spacecraft-Related Geometry
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3.5  Ballistic Coefficient and On-Orbit Life

Ballistic Coefficient is the ratio of spacecraft mass to its drag. It is B = M/CDA, 
where M is the mass, CD is the drag coefficient and A is the cross sectional area of 
the spacecraft. For example, a 200 lbs 24” × 24” × 30” nadir-pointing spacecraft has 
a cross sectional area of 720 sq. in (0.465 sq. m), a mass of 6.23 slugs (90.9 kg), a 
coefficient of drag of 2 and a Ballistic Coefficient of 97.7. Typical spacecraft bal-
listic coefficients vary between 50 and 200.

Fig. 3.13 Pitch and yaw from spacecraft to target (600-km Altitude, 500 km CPA)

3.5 Ballistic Coefficient and On-Orbit Life
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Alt
km

Estimated Orbit Lifetime
Solar Min
50 kg/m²

(days)

Solar Max
50 kg/m²

(days)

Solar Min
200 kg/m²

(days)

Solar Max
200 kg/m²

(days)
0 0 0 0 0

100 0.04 0.06 0.06 0.06
150 0.24 0.18 0.54 0.48
200 1.65 1.00 5.99 3.60
250 10.04 3.82 40.21 14.98
300 49.90 11.0 196.7 49.2
350 195.6 30.9 615.9 140.3
400 552.2 77.4 1,024 346.9
450 872 181 1,497 724
500 1,205 393 2,377 3,110

Years from this Row Down
Years

550 4.5 2.2 15.0 13.1
600 9.0 7.0 38.6 36.7
650 15.2 12.5 78.1 76.4
700 36.7 34.5 146 144
750 67 66 270 268
800 115 112 480 477
850 209 208 842 840
900 348 342 1,427 1,425
950 605 575 2,337 2,334

1000 934 931 3,739 3,732

Fig. 3.15 Orbit decay rate and orbit life time vs. altitude and  
ballistic coefficient (NASA)

Fig. 3.14 Orbit life and atmospheric density
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Fig. 3.16 Eclipse (min) vs. Beta for 600- and 800-km Orbits

The website https://www.orbitaldebris.jsc.nasa.gov/mitigation/das.html pro-
vides downloadable NASA software for computing orbit life.

3.6  Computing the Projection of the Sun on Planes 
on the Spacecraft

To compute the power produced by a set of solar panels on the spacecraft, the projec-
tion of the sun on each panel must be computed. Using unit area panels, the projec-
tion of the Sun is a function of true anomaly and Beta. Ignoring eclipse, for the 
moment, the power produced by the 5 main panels (+X, −X, +Y, −Y and +Z) can be 
computed with the aid of the downloadable spreadsheet listed in the Chap. 21.

The Sun projection on panels in other orientations can be computed from the 
projections on these 5 principal panels. The bottom panel (−Z) is usually not avail-
able for power generation for it contains the separation system.

Next, eclipse must be factored in. Eclipse is a function of Beta and altitude. 
Figure  3.16 shows the eclipse duration vs. Beta for a 600-km and an 800-km 
orbit.

3.6 Computing the Projection of the Sun on Planes on the Spacecraft

https://www.orbitaldebris.jsc.nasa.gov/mitigation/das.html
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Note that (1) Beta does not vary much with altitude, and (2) for Beta > ≈65°, 
there is no Eclipse; the spacecraft is in sunshine all the time.

The eclipse duration corresponds to an anomaly angle range that straddles 0° 
anomaly (when the sun is in the equatorial plane). For instance, for ß = 0 the Eclipse 
is 35.36 minutes long, and, since the orbit period is 96.518 minutes, the eclipse lasts 
for an anomaly range of 131.89°. The anomaly ranges from 360–131.89/2 = 294.155° 
to 131.89/2 = 65.945°.

Figures 3.17, 3.18, 3.19 and 3.20 show the instantaneous powers of the 5 panels 
and the OAP of the sum. The spreadsheet from which these figures are obtained is 
among the downloadable spreadsheets listed in the Chap. 21.

Fig. 3.17 ß = 0°, Inc. = 90° Only +X, −X, +Z panels contribute to power

Note that the OAP (if each of the 5 panels have unit areas) is 0.748. Since there 
are 5 panels, the OAP produced is 14.96% of the solar cell power purchased and 
installed. Also note that the top (+Z) panel contributes almost half of the total OAP. 
If it were not used, the OAP would drop to 9.35% of the 4 remaining panel powers.

As ß is increased (to 45° and 90°) the OAP increases because more panels con-
tribute and because the eclipse is shorter. See Fig. 3.18.

3 Orbits and Spacecraft-Related Geometry
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Note that now, the -Y panel starts to contribute, and the eclipse spans only 
109.25°.

Increasing ß to 90°, Fig. 3.19, shows that there is no eclipse and that the OAP is 
1.213 or 24.26% of the installed power.

Lowering the inclination to 65° reduces the OAP somewhat (to 1.107), resulting 
in an overall OAP efficiency of 22.14%.

If computation of the power produced by some other panel is desired, it can be 
constructed from the components of the 5 panels given here. For example, to 
 compute the contribution of a panel tilted up 45°, we simply take 0.707 of the +Z 
and 0.707 of the (say) + X panel as a function of the anomaly, and compute the OAP 
as anomaly advances from 0 to 360°.

Fig. 3.18 ß = 45° OAP increased to 1.088 or 21.76% of installed power

3.6 Computing the Projection of the Sun on Planes on the Spacecraft
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Fig. 3.20 As inclination is reduced, OAP decreases slightly

Fig. 3.19 For ß = 75° There is no more eclipse

3 Orbits and Spacecraft-Related Geometry
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Chapter 4
Electric Power Subsystem Design

The Electric Power Subsystem (EPS) of a satellite is a heavy and expensive subsys-
tem. It is often about 25% of the weight and 25% of the cost of a spacecraft. Electric 
Power is also often underestimated, resulting in insufficient power to support the 
“mission creep” requirements of the spacecraft. The EPS design procedure is out-
lined below. Each of the steps will be discussed and illustrated in more detail later.

 (A) Determine the Required Spacecraft Orbit Average Power

• List all of the electronic components of the satellite and the voltages and 
currents that each component requires

• Determine the power drawn by each component in each of the spacecraft 
operating modes. Augment these by the appropriate DC/DC conversion effi-
ciency to obtain the OAP drawn from each voltage source in each spacecraft 
operating mode.

• Determine the peak OAP required

 (B) Determine the Battery Capacity Required and Choose the Battery Bus 
Voltage

• Based on the power drawn during the eclipse (and the maximum eclipse 
duration), determine the battery WH requirements

• Select the battery cells that will be used
• Applying the battery output vs. input efficiency, determine the battery WH 

used during the eclipse
• Select the maximum Depth of Discharge below which the batteries should 

not be discharged. Apply this, and a large safety factor, to obtain the battery 
WH to be installed.

• Choose a battery bus voltage and divide by the cell voltage to determine the 
number of cells in series (in a string) of cells. Divide the total battery current 
by the current each parallel string will supply to determine the number of 
parallel battery strings.
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 (C) Select a Solar Panel Configuration and Compute the OAP it can Supply

• Select the solar panel configuration (the orientations and areas of each panel 
relative to the spacecraft axes). Also, determine how each panel will be 
stowed and released.

• Compute the instantaneous power generated by each panel as the spacecraft 
moves around an orbit. The total power vs. time is then computed, as is the OAP.

• Repeat this for all Beta angles (the angle between the sun line and the orbit 
plane) to determine what the minimum OAP is. Ensure that the minimum 
OAP generated is equal to or greater than the spacecraft OAP required.

 (D) Draw the EPS Block Diagram

• Given the panel configuration, the various required voltages and the number of 
battery strings and cells per string, the EPS block diagram can now be drawn.

• Consider which groups of components should be turned ON/OFF on com-
mand, and whether the switch to turn these groups ON/OFF should be ahead 
or after the respective DC/DC converters that supply the voltage to the group.

 (E) Miscellaneous EPS Design Steps

• Often, an EPS computer is included to collect telemetry regarding the state 
of health of the EPS, the battery capacity status, component temperatures 
and EPS status. This computer may also be used to turn ON/OFF power to 
the various electronic components.

• The Separation Switch that signals release from the launch vehicle and the 
start of spacecraft operations is also part of the EPS. The functions enabled 
or disabled to ensure that no electric power is drained from the spacecraft 
prior to launch are used to determine where in the spacecraft circuit the 
Separation Switch should be located.

4.1  Required Orbit Average Power (OAP)

The procedure above is illustrated for a 3-axis stabilized spacecraft that has two star 
trackers for attitude determination, a camera and image processor payload, an 
S-Band downlink communication transmitter and a UHF uplink command system. 
It also has a separate Command & Data Handling (C&DH) computer.

The three operating modes of the spacecraft are:

• Idle Mode - when no communications or imaging takes place, but all other sys-
tems are operating. In this mode, the CMD receiver is ON.

• Imaging Mode - when the camera and image processing computer are turned 
ON, but when there is no downlink communications

• Communications Mode - when the spacecraft downlinks telemetry and image 
data and receives commands from the ground station. In this example, it is 
assumed that downlink takes place for 5 min (out of a total orbit period of 90 min).

4 Electric Power Subsystem Design



57

The table in Fig. 4.1 shows the power consumption of each component and the 
voltage source from which it draws the power. The first group of three columns 
shows the peak powers required from each DC/DC converter. The DC/DC converter 
efficiencies (in %) are also shown.

The 2nd, 3rd and 4th groups of columns show the component percent utilizations 
in each of the three spacecraft operating modes. The OAP, after accounting for DC/
DC converter efficiencies in each of the three modes, are shown in the OAP in Each 
Op Mode row. The peak OAP requirement for which the EPS must be designed is 
shown in the last row as the maximum of the OAP requirements in each of the three 
operating modes.

Spacecraft OAP 
Requirements

Watts at 
Voltages Idle Mode Watts Imaging Mode 

Watts
Communications 

Mode Watts
5v 12v 28v % 5v 12v 28v % 5v 12v 28v % 5v 12v 28v

C&DH 1.5 100 1.5 100 1.5 100 1.5
EPS Processor 0.2 100 0.2 100 0.2 100 0.2
Imaging Payload
Camera 4.0 10 0.4
Image Processor 3.0 15 0.5
ADACS
Pitch Reaction Wheel 3.5 100 3.5 100 3.5 100 3.5
Roll Reaction Wheel 3.5 100 3.5 100 3.5 100 3.5
Yaw Reaction Wheel 3.5 100 3.5 100 3.5 100 3.5
Star Tracker #1 0.5 100 0.5 100 0.5 100 0.5
Star Tracker $2 0.5 100 0.5 100 0.5 100 0.5
Course Sun Sensors 0.4 100 0.4 100 0.4 100 0.5
3 Torque Rods 0.8 100 0..8 100 0.8 100 0.8
Communication
TTM & Image Xmitter 30.0 5.5 1.6
CMD Receiver 1.5 100 1.5 100 100 1.5
Peak and AvePower 6.1 36.3 10.5 3.1 2.3 10.5 3.6 1.2 10.5 3.2 3.9 10.5
DC/DC Converter Eff. % 87 85 85 87 85 85 87 85 85 87 85 85 
OAP from Each Source 7.0 42.7 12.4 3.6 2.7 12.4 4.1 1.4 12.4 3.7 4.6 12.4
OAP in Each Op Mode 18.7 17.9 20.7
Design for OAP of 20.7

Fig. 4.1 Developing spacecraft orbit average power requirements

4.2  Battery Capacity and Battery System Design

4.2.1  Battery Capacity

Select the spacecraft operating mode when it will be in the eclipse. This is usually 
the Idle Mode. The spacecraft will spend a maximum of about 35 min in eclipse per 
orbit, during which it must be powered from the battery. In the above example, the 
Idle Mode power is 18.622 watts, and the battery energy used in eclipse is Eclipse 
Power × Max Eclipse Duration/60 min = 18.622*35/60 = 10.868 WH.

Typical battery output vs. input efficiencies are 85%. That is, 100/85 = 1.176 
times the battery capacity is required to provide the required battery output WH. In 
the above example, this raises the battery capacity requirement to 12.780 WH.

4.2 Battery Capacity and Battery System Design
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Next, consider the expected mission and battery life that the EPS must support. 
In Low Earth Orbit (LEO), a satellite orbits the Earth typically 15 times per day. 
Therefore, the battery will be charged and discharged about 5000 times per year. A 
battery’s useful life depends on the average Depth Of Discharge (DOD). The smaller 
the DOD, the longer the battery life. A typical Lithium Battery life vs. average DOD 
is shown in Fig. 4.2.

Figure 4.2 shows that if 5-year mission life is desired, the DOD should be less 
than 15%. For 10-year mission life, a DOD of 10% may be appropriate. Thus, the 
battery capacity that must be provided is many times that which the SC requires to 
support operations in the eclipse.

Fig. 4.2 Typical lithium ion cycle life vs. depth of discharge (DOD)

WH (installed)=(WH used in 
Eclipse)*(100/Efficiency)*(100/DOD)*(1+Margin/100)

Item Quantity Units
WH needed to operate in Eclipse 10.868 WH
Battery Efficiency 85 %
Depth of Discharge 10 %
Margin 25 %
Battery Capacity Installed 159.8 WH

Fig. 4.3 Computing installed battery capacity

In addition, a significant margin of battery capacity should be provided to com-
pensate for temperature degradation of battery, solar cell capacity and for mission 
creep. These factors are reflected in the battery capacity table in Fig. 4.3.

4 Electric Power Subsystem Design
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This example shows that about 15 times the needed battery WH has to be provided 
to support a 10-year mission life.

To many, this may sound excessive. However, experience suggests that it is not. 
One can never have enough battery capacity!

4.2.2  Battery Choice

Legacy spacecraft batteries were NiCd until about the year 2000. Sealed lead acid 
batteries were used in some spacecraft that required battery charge and discharge at 
cold temperatures. More recently, Lithium Ion batteries have been used in space-
craft with good success. The table in Fig. 4.4 compares the characteristics of the 
different kinds of batteries used in spacecraft. The entries in this table are approxi-
mate. Specific manufacturers’ product specifications should be used since there are 
large variations from battery to battery, and because the state of the battery art 
changes rapidly.

Battery Types Lead Acid NiCd NiMH Li-Ion
Voltage/Cell 2.0 1.2 1.2 3.6
Approx No of Series Cells 
for 28 V bus

14 24 24 8

Density WH/kg 30-50 45-80 60-120 150-250
Charge Temp C° -20 to +50 0 to +45 0 to +45 0 to +45
Discharge Temp C° -20 to +50 -20 to +65 -20 to +65 -20 to +60
Self Discharge in (months) 3-6 1-2 2-3 years
Notes Do Not 

Discharge
to 0

OK to 
Discharge

OK to 
Discharge

Cell 
Protection 

Needed
Approx Weight of 150 WH 3.75 kg 2.5 kg 2.1 kg 0.8 kg

Fig. 4.4 Comparison of the characteristics of different battery types

There is a great deal of experience and data on the NiCd batteries that were used 
in spacecraft until recently. However, in the last several years, spacecraft have 
switched to Lithium Ion batteries because of their large energy density and excellent 
low-temperature performance. Lithium Ion batteries are recommended.

Since there are large differences between different Lithium Ion batteries depend-
ing on the manufacturer, or even between different models of the same manufac-
turer, the reader should research the cell specifications before making a selection. In 
addition, since battery capacity degrades with temperature, the installed battery 
capacity may have to be increased to allow for aging and temperature-dependent 
loss of capacity.

4.2 Battery Capacity and Battery System Design
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4.3  Solar Arrays Configuration

There are basically three types of spacecraft solar array configurations.
In the Body Mounted array, solar cells are mounted to a substrate to create a panel 

and then the panels are mounted to the spacecraft structure. This type of array con-
figuration is simple, but the Orbit Average Power (OAP) generated is usually only a 
small fraction of the installed solar cell power.

In the Deployable Panel Solar Array, power generated as a fraction of the 
installed power is greater, for panel angles can be adjusted to be more nearly at right 
angles to the Sun. However, these arrays are more complex because deployment and 
panel release mechanisms are required.

The Rotating (Solar Array Drive) panels optimize the use of the installed solar 
cells by continuously rotating (either about one or two axes) to orient the panels to 
maintain normal incidence to the sun. Such panels are used when large amounts of 
power are required. Most geostationary spacecraft use such rotating panels.

The various typical spacecraft solar array configurations are shown in Fig. 4.5a–d. 
In the first group are 4, 6 or 8-sided spacecraft with solar cells mounted on the sides 
of the body. Cells may also be on top.

In the next group of two spacecraft, the panels are angled at 30° and 90° with 
respect to the body.

In Fig. 4.5c, the long panels are tilted at 30° (the upper half) and 45° (the lower 
half). Some designers have tilted panels this way to better match the OAP require-
ments over the range of Beta during the mission.

Some spacecraft are built with one-axis and others with two-axis solar array 
drives. The two-axis solar drive permits the panels to be normal to the Sun all the 
time, thus increasing array efficiency. However, solar array drives and deployment 
mechanism are complex and costly.

The SC with single-axis solar array drive can also point the solar panels to the 
Sun most of the time. If the SC is permitted to yaw, this array configuration is very 
effective.

The Electric Power generated as a function of time in one orbit can be computed 
by stepping the spacecraft around the Earth in true anomaly (stepping the spacecraft 
position around in its orbit one revolution). At each step, the vector from the Sun to 
the spacecraft is computed, and then the dot product between this vector and a panel 
normal vector is computed. The dot products are multiplied by the peak output of 
each panel and summed to get the total output power. This results in the spacecraft 
power generated as a function of true anomaly (time), The OAP can then be 
computed. Finally, the OAP computation for each Beta is repeated.

Figure 4.6 illustrates the results of these computations for a 4-sided satellite 
(like the one shown in Fig. 4.5a Type A) in a 560 km 90° inclined orbit. The Beta 
angle varies from 0° to 90°. For Beta = 0° the spacecraft generates only 11% of the 
purchased and installed power.

4 Electric Power Subsystem Design
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Fig. 4.5 (a) Several body mounted solar array configurations. (b) Solar panels tilted 30°  
and 90° to the body. (c) Long panels are tilted 30° AND 45°. (d) Spacecraft with single  

or dual axis solar array drives

4.3 Solar Arrays Configuration
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The OAP generated for all Beta angles can be increased significantly by tilting 
the panels, as shown in Fig. 4.5b. Tilting the panels 15° up increases the minimum 
OAP (for Beta = 0°) from 11% to 17% of the installed power. Increasing panel 
angles to 30° raises the minimum OAP to about 22%. While further increasing 
panel tilt increases the Beta = 0° OAP, the OAP at 90° Beta starts to decrease. 
The 30° panel tilt is nearly optimum if the spacecraft must operate at all Beta angles. 
At 30° panel tilt, the OAP is double that for body mounted panels. The OAP generated 
as a function of Beta for a 500 km Polar orbit spacecraft is shown in Fig. 4.7. Panel 
tilt is shown parametrically.

In an equatorial (0° inclination) orbit, the configuration with 90° panel angles, 
shown in Fig. 4.5b, can generate an OAP that is 33% of the installed power.

As the orbit inclination is reduced to 75°, 60°, 45°, 30° and 0°, OAP vs. Beta 
changes. Figure 4.8 shows the minimum OAP vs. Beta for each panel inclination. 
Panel tilt of 30° is near optimum for all inclinations until we approach the equatorial 
orbit, where a 90° tilt angle is best.

Note that in a geostationary orbit, the solar panels of a nadir-pointing satellite 
with a solar array drive can be aimed at all times to point to the Sun (except in the 
eclipse), resulting in the OAP becoming 95% of the installed power.

Fig. 4.6 OAP as a percentage of installed power vs. Beta  
for polar orbit spacecraft
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The changes in Beta angle and inclination are illustrated in the pictures of 
Fig. 4.9.

In Sect. 3.6, the relationships were developed for a spreadsheet that provides the 
instantaneous and OAP for solar panels of arbitrary orientation. Employing those rela-
tionships, OAP for 4 configurations are shown in Fig. 4.10. These are (1) 4 body mounted 
panels, (2) 4 panels tilted 30° from the body, (3) 4 panels where half of the panels are at 
15°, the other half at 30° and (4) where half the panels tilt 45°, the other half 60°.

The red line in Fig. 4.10 shows that tilting panels 30° increases the OAP signifi-
cantly (relative to body mounted panels). Tilting the panels 45° and 60° further 
increases the OAP for low Beta, but at higher Beta the OAP is less. The bottom line 
is that tilting all the panels 30° is probably the best.

Fig. 4.7 OAP vs. beta for a 4-sided spacecraft at 500 km altitude and  
90° inclination with their solar panels tilted up by 0–90°

Orbit Inclination 
(deg)

Panel Tilt 
(deg)

Min OAP vs. 
Beta

At Beta Equals 
(deg)

90 30 22% of Total 0
75 30 23% of Total 0
60 30 23% of Total 0
45 30 23% of Total 0
30 45 25% of Total 90
0 90 33% of Total Any Beta

Fig. 4.8 Minimum OAP as a function of panel tilt, and the beta for  
which OAP is Minimum. 4 Solar Panels

4.3 Solar Arrays Configuration
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60° incl

Beta=0° Beta=30°

Beta=90°Beta=60°

Seen from Sun

Fig. 4.9 Pictorial illustration of changes in beta and inclination

Fig. 4.10 The OAP as % of installed power for four configurations

4 Electric Power Subsystem Design
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Fig. 4.11 Beta as a function of time in a 1-year period  
for a 600 km, 60° orbit

4.4  Beta Angle Vs. Time

As seen from the generated solar power’s dependence on Beta, in planning a mis-
sion, the range of Beta angles encountered in that mission should be considered. 
The equation for Beta as a function of time, orbit inclination, launch date and hour 
is a complicated equation. It is given in the Appendix. Figure 4.11, however, illus-
trates how Beta varied in a specific one-year period.

Note that for the entire year, Beta does not exceed 80°. So, if this remains true for 
the entire mission life of the spacecraft, a solar panel configuration that maximizes 
OAP for Beta < 80° can be chosen. Significant savings in solar cell costs can then 
be realized.

4.5  Solar Cells and Cell Laydown

Solar cell technology is rapidly increasing the efficiency of solar cells. In the 1990s, 
Germanium cell efficiencies were only about 15%. Today, the Spectrolab Ultra 
Triple Junction Gallium Arsenide cells have efficiencies of about 28.3%. With Sun 
illumination density of 135.3 mW/cm2, a typical 40 mm × 70 mm cell produces 
about 1 watt output at 28 °C. At maximum power, the cell voltage is 2.350 volts and 
the cell current is 425 mA. The bare cell weighs 84 mg/cm2, and a little bit more 
with the cover glass.

The cell degrades a few (about 5) percent over 7–10 years due to radiation in space. 
The exact amount depends on the orbit. The cell output also degrades with temperature. 
The reader should consult the manufacturer’s specifications for these degradations.

4.5 Solar Cells and Cell Laydown
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The number of cells in series is dependent on the bus voltage planned for the 
spacecraft. For a legacy 28 volt spacecraft bus, typically about 14–18 cells in series 
are used. The solar cell “string” output of 32.9–42.3 volts is sufficient to charge the 
batteries with an overvoltage to accommodate the voltage drop in the charge regulator. 
The strings are isolated from one another by diodes (see block diagram). In addition, 
wiring is typically built into the substrate in the reverse direction from the current in 
the string to eliminate the magnetic fields that the panel would generate otherwise.

Good manufacturing practice is to lay down these cells on a substrate with at 
least 1 mm gap between cells in series. The space between “strings” should be at 
least 2 mm. A typical cell laydown on two solar panels is shown in Fig. 4.12.

Fig. 4.12 Two panels with 3 “strings” each and 9 cells per “string”  
produces 21 volts for a 14.4 volt battery bus. Each panel produces about  

27 watts of power

4.6  EPS Block Diagram

A typical block diagram of the Electric Power Subsystem is shown in Fig. 4.13. 
Solar panel outputs are combined with blocking diodes. The current of each panel 
is monitored by the (optional) Electric Power Subsystem microprocessor and sent to 
the ground via the telemetry transmitter.

4 Electric Power Subsystem Design
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Each of the multiple, series-connected string of batteries is charged by a charge 
regulator that assures that the (Lithium) cell voltages should not exceed 4.2 volts/
cell. In a typical 28 volt bus, there are 8 series-connected battery cells. The string 
requires 8 × 34.2 = 33.6 volts of charging voltage, which requires solar array outputs 
of several volts more. The multiple batteries and charge regulators are connected in 
parallel. Blocking diodes from the battery strings to the main bus are used to ensure 
that no reverse currents flow into the batteries. Individual battery voltages and 
currents are monitored.

The Power Distribution Unit (PDU) is powered from the battery bus. It contains 
the various DC/DC converters required by the spacecraft electronics components. 
Each component can be switched ON/OFF as needed. Note that some DC/DC con-
verter outputs may not be switched to ensure that they could not be turned OFF. One 
of the 5 V DC/DC converter outputs that powers the C&DH may not be switched to 
make sure it is never turned off (which could end the spacecraft mission).

The EPS micro-processor controls the switches, collects EPS telemetry and 
communicates with the spacecraft C&DH computer from which it receives com-
mands and to which it sends EPS telemetry.

The spacecraft separation switch signals that the spacecraft and the launch vehi-
cle have separated. This switch is often placed in series between the battery bus and 
the PDU.

In addition, if there are battery heaters, they are turned ON/OFF by either tem-
perature sensors mounted to the batteries or by the EPS processor.

This diagram shows only one DC/DC converter for each different voltage 
required by the spacecraft components. However, a more distributed architecture 
would use multiple DC/DC converters, often one associated with each of the 
spacecraft components.

Also, this diagram shows the power switches at the outputs of the DC/DC 
converters. Some prefer to switch the converter inputs to avoid DC/DC converter 
power drain from the batteries when components are turned OFF.

Fig. 4.13 Typical electric power subsystem block diagram

4.6 EPS Block Diagram
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This diagram shows that each Charge Regulator charges an entire string of series- 
connected battery cells. The cells should be matched in this design. There are charge 
regulators, however, that can charge each cell in a string separately.

The EPS design procedure was described in the foregoing. There are, of course, 
other considerations, such as the thermal design of the EPS, which are not described 
here. Some of these EPS considerations are discussed elsewhere in this book.

4 Electric Power Subsystem Design
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Chapter 5
Spacecraft Communications

RF communication is used to command the spacecraft from the ground, to have 
the spacecraft send Health and Status (Telemetry) about the condition of the 
spacecraft and to send payload data to the ground station(s). This chapter dis-
cusses spacecraft frequencies, communication link margins, Bit error rates and 
RF hardware.

5.1  Frequency Allocation

Satellites are only permitted to transmit and receive in allocated bands. The 
Abbreviated Table in Fig. 5.1 and the detailed Table in Fig. 5.2 list the frequencies 
from within allocations must be obtained to operate satellites by amateurs, research-
ers and commercial organizations. This Figure was extracted from the FCC Table of 
Frequency Allocations (July 28, 2016). The FCC Table enumerates further restric-
tions that will not be discussed here.

The VHF frequencies are suitable for low data rate applications. The spacecraft 
antennas, because of their size, are usually omnidirectional (or Earth Coverage) and 
are usually fixed (not steerable). Antennas must often be stowed, because of their 
deployed size, and released when on orbit. Since radio frequency interference on the 
ground raises the ground station RF noise above the KTB noise level by more than 
10 dB, successful communication requires either sufficient spacecraft transmitter 
power or high gain ground station antennas.

The UHF frequencies are also used for low data rate applications. However, the 
spacecraft antennas are smaller (or they have more gain). Terrestrial noise, while 
greater than KTB, is less than at VHF, and ground stations with larger antenna gains 
are smaller in size. All of these factors permit operating at higher data rates 
(typically several hundred Kbps).
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Frequency Range 
(MHz)

Typical Uses or users

137-138 VHF Low Data Rate Satellite-to-Earth
145-146 VHF Amateur Satellites
148-150 VHF Uplinks to Low Data Rate Satellites
240-270 UHF Military Satellites
400-403 UHF Mobile Communications
432-438 UHF Amateur Satellites
2,025-2,300 S-Band Space-to-Earth and Earth-to-Space
8,000-9,000 X-Band X-Band High Data Rate Satellites
Above 20,000 Increasingly used despite weather degradation

Fig. 5.1 Abbreviated list of frequencies used by spacecraft

1,610.600 1,613.800 Earth-to-Space (Mobil, Aeronautical Navigation)
1,626.500 1,660.000 Mobile Earth-to-Space
1,660.000 1,675.000 Mobile Earth-to-Space
1,675.000 1,695.000 Meteorological Space-to-Earth
1,695.000 1,710.000 Meteorological Space-to-Earth
1,761.000 1,850.000 Space Operation Earth-to-Space
2,000.000 2,020.000 Mobile-to-Satellite Earth-to-Space
2,025.000 2,110.000 Space Research, Earth-to-Space, Space-to-Space
2,200.000 2,290.000 Space-to-Earth, Space-to-Space
2,310.000 2,345.000 Broadcasting Satellite
2,483.500 2,500.000 Space-to-Earth
2,655.000 2,700.000 Space Research, Passive
3,100.000 3,300.000 Earth Exploration and Space Research
3,600.000 4,200.000 Fixed Satellite Space-to-Earth
4,500.000 4,800.000 Fixed Satellite Space-to-Earth
5,000.000 5,010.000 Radio Navigation Earth-to-Space

From 
(MHz)

To 
(MHz)

Allocated to

7.000 7.1000 Amateur Satellite
14.000 14.250 Amateur Satellite
19.068 18.168 Amateur Satellite
21.000 21.450 Amateur Satellite
24,890 24.990 Amateur Satellite

137.000 138.000 Space-to-Earth
144.000 146.000 Amateur Satellite
148.000 149.900 Earth-to Space
149.900 150.050 Earth-to Space

161.9625 161.9875 Earth (Mobil)-to-Space
162.0125 162.0375 Earth (Mobil)-to-Space
399.900 400.050 Earth-to Space
400.150 401.000 Space-to-Earth
401.000 402.000 Space-to-Earth and Earth-to-Space
402.000 403.000 Earth-to Space

1,164.000 1,215.000 Radio-Navigation Sat Space-to-Earth, Space-to-Space
1,215.000 1,240,000 Radio-Navigation Sat Space-to-Earth, Space-to-Space
1,240.000 1,300.000
1,300.000 1,350.000 Radio-Navigation
1,400.000 1,427.000 Earth Exploration and Satellite Research
1,525.000 1,535.000 Space-to-Earth
1,535.000 1,559.000 Space-to-Earth
1,559.000 1,610.000 Radio-Navigation Sat Space-to-Earth, Space-to-Space

Fig. 5.2 Frequencies used by satellites (up to 20 GHz)
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7,900.000 8,215.000 Earth-to-Space
8,215.000 8,400.000 Earth Exploration Space-to-Earth, Mobile Earth-to-Space
8,400.000 8,450.000 Deep Space Space-to-Earth
8,450.000 8,500.000 Space Research Space-to-Earth
8,550.000 8,650.000 Earth Exploration and Space Research
9,300.000 9,500.000 Earth Exploration and Space Research

10,600.000 10.700.000 Earth Exploration and Space Research, Passive
10,700.000 12,200.000 Fixed Satellite Space-to-Earth
12,200.000 12,700.000 Broadcasting Satellite
12,700.000 13,250.000 Fixed Satellite Earth-to-Space
13,250.000 13,750.000
13,750.000 14,470.000 Earth-to-Space
14,500.000 15,350.000 Space Research
16,600.000 17,100.000 Deep Space Research Earth-to-Space
17,200.000 17,300.000 Earth Exploration, Space Research
17,300.000 17,700.000 Broadcasting Satellite
17,700.000 17,800.000 Fixed Satellite Earth-to-Space
17,800.000 20,200.000 Fixed Satellite Space-to-Earth

5,010.000 5,030.000 Radio Navigation Space-to-Earth
5,150.000 5,250.000 Fixed Satellite Earth-to-Space
5,250.000 5,460.000 Earth Exploration, Space Research
5,460.000 5,570.000 Earth Exploration, Space Research
5,839.000 5,850.000 Amateur Satellite Space-to-Earth
5,850.000 7,075.000 Fixed Satellite Earth-to-Space
7,145.000 7,235.000 Space Research Earth-to-Space
7,250.000 7,850.000 Fixed Satellite Space-to-Earth

Fig. 5.2 (continued)

At S-Band, ground noise interference is small, and high gain spacecraft antennas 
are easier to build and aim. For this reason, S-Band operations at data rates of a few 
MHz are possible.

At X-Band, all of the properties described for S-Band also apply. In addition, 
more bandwidth is available. For this reason, data rates of tens of MHz can be 
accommodated. However, rain attenuation must be considered.

At all of these frequencies the FCC requires that the ground illumination density 
be less than 1–5 mW/cm2. This effectively limits the maximum usable spacecraft 
transmitter power and antenna gain.

5.2  Modulation Types

Communications from and to a spacecraft use digital data and one of several modu-
lation types. The most frequently used modulation types and their general charac-
teristics are given in Fig. 5.3. Modulation types are listed in the order of decreasing 
S/N ratio required for the same Bit Error Rate (BER).

5.2  Modulation Types
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5.3  Bit Error Rate (BER) and Forward Error Correction 
(FEC)

Before the communication links can be designed and the required received S/N can 
be determined, properties of the different modulation techniques must be assessed.

Depending on the type of modulation chosen, there are significant differences in 
the Signal-to-Noise ratio needed for reliable communication. This is expressed by 
the Bit Error Rate as a function of signal bit energy per noise power density (Eb/No). 
Figure 5.4 shows the BER vs Eb/No for the most often used modulation types.

Forward Error Correction (FEC) is often used to reduce the required Eb/No. Error 
correction increases the number of bits in the message to provide a way of making 
the message less susceptible to noise or other interference. There are a large number 
of different error correction codes with different properties. Here, we will only use 
the most frequently used Viterbi Rate 1/2, k = 7 convolutional code.

Applying FEC either reduces the effective message data rate (if the bit rate is 
held constant), or it requires increasing the bit rate and the bandwidth if the data rate 
is held constant. Thus, while using FEC has significant advantages, it also has 
disadvantages.

Figure 5.4 shows the BER vs. Eb/No for FSK, BPSK, QPSK, FSK with FEC and 
QPSK with FEC. It is seen that introducing FEC has a significant impact on reduc-
ing the Eb/No required for a given BER. This is best seen from the summary given 
in Fig. 5.5, illustrating the Eb/No required for BERs ranging from 10−5 to 10−7.

Modulation Type Description Comments
FSK (Incoherent) Carrier frequency is 

toggled between 2 
values

Heritage modulation, 
simple, doppler insensitive, 
Modulation Index is 0.3

FSK (coherent) Carrier frequency is 
changed with
continuous phase shift

Requires less S/N for the 
same BER

GMSK (Gaussian 
Minimum Shift 
Keying)

Binary data is first 
Gaussian rounded before 
applying to FSK

Similar to FSK except the 
spectrum is more contained 

PSK (Phase Shift 
Keying)

Carrier phase is changed 
±90°

Improved BER performance

BPSK (Bi-Phase Shift 
Keying)

Carrier is modulated by 
a signal that is +1 or - 1

Efficient but doppler 
sensitive

QPSK (Quadrature 
Phase Shift Keying)

Carrier phase is changed 
to one of four phases

Improved spectral 
efficiency. Two bits per 
step. Phase changes occur 
for every two bits of
information

O-QPSK
(Offset QPSK)

One of the two phase 
changes is delayed by 
one bit

Improved spectral 
efficiency. Phase changes
occur every bit

Fig. 5.3 Most frequently used modulation types  
and their characteristics
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5.4  Link Equations

The downlink RF Link Equations express the signal and noise received at the ground 
station receiver in terms of the spacecraft transmitter power, spacecraft antenna 
gain, frequency-dependent path loss, data rate, received antenna gain, pointing loss, 
ground receiver noise figure, ground station receiver noise and FEC for a given 
modulation type. Similarly, the uplink Link Equation expresses the signal and noise 
received at the spacecraft receiver. Figure 5.6 illustrates the link margin as a func-
tion of spacecraft ground elevation angle. The spacecraft has a 10 watt FSK trans-
mitter and a quarter wave Quadrifilar (Earth Coverage) antenna (see black line in 
the figure). The spacecraft operates at S-Band (2.250 GHz) and the downlink data 

Fig. 5.4 Bit error rate vs. Eb/No for various modulations and FEC

Modulation Approximate Eb/No(dB) Required for
BER=10-5 BER=10-6 BER=10-7

FSK (incoherent) 13.2 14.2 14.8
BPSK or QPSK 9.8 10.6 11.7
FSK with FEC* 7.8 9.0 9.6

QPSK with FEC* 4.5 5.6 5.9
* FEC is Viterbi Rate 1/2 with k=7

Fig. 5.5 Summary of Eb/No requirements for  
different modulations and BER

5.4  Link Equations
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Fig. 5.6 S-Band downlink margin example

rate is 1 Mbps. No FEC is used. The ground station has a 2.4 meter antenna of 3.9° 
beamwidth. The ground station receiver noise figure (NF) is 3 dB. In addition, a 
3 dB implementation loss at the receiver is assumed. To operate at a BER of 10−7, 
the Eb/No should exceed 15 dB. The minimum required Eb/No of +15 dB is included 
in the graph plotted in Fig. 5.6. The Link Equations are shown under Fig. 5.6.

It is seen that the satellite can close the Space-to-Earth link at ground elevation 
angles greater than ≈12°, and it has excess Eb/No at higher elevation angles. If Rate 
1/2, k = 7 FEC were used, link performance would improve by 5.2 dB (see Fig. 5.5), 
and the spacecraft could close the downlink at the horizon.

The downloadable software contains a detailed Link Margin as a function of 
Orbit Altitude, Ground Elevation angle from the ground observer to the spacecraft 
and all of the other variables already described (Fig. 5.7).
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PT = Spacecraft Transmitter Power in dBm
AGSC = Spacecraft Antenna Gain in the direction of the Ground Station in dBic
SL = Space Loss (varies inversely with the square of the slant range to the
Ground Station) in dB
AGGS = Ground Station Antenna Gain in dBic
ML = Modulation Loss in dB
PL = Ground Station Antenna Pointing Loss in dB
SGR = Ground Receiver Input Signal in dBm
NF = Ground Receiver Noise Figure in dB
NBW = Ground Station Receiver Noise Bandwidth in dB/Hz
KTB = KTB noise in dBm
GN = Ground Noise in excess of KTB noise in dB
IL = Implementation Loss in dB
Eb/No R = Required Eb/No taking into account modulation, BER requirements and 

FEC in dB
SRequired = Signal Strength Required at the Ground Receiver in dBm

Quantity Description Values for 
Example in
Figure 7.6

PT Spacecraft Transmitter Power 40.00 dBm

AGSC
Spacecraft Antenna Gain in the direction of the 
Ground Station

-1.45 dBm

ML Modulation Loss -0.50 dB

SL Space Loss (from 600 km altitude spacecraft to 
Ground at 15° Elevation)

-163.70 dB

AGGS Ground Station Antenna Gain 32.04 dB
PL Ground Station Antenna Pointing Loss 0.00 dB

SGS
Received Signal Strength at the Ground Station 
Receiver Input

- 93.11 
dBm

NF Ground Receiver Noise Figure 3.00 dB
NBW Grnd Station Receiver Noise Bandwidth (for 1 Mbps 

Data Rate)
60.79 dB

KTB KTB Noise Density (per Hz) -174.00 
dBm

GN Ground Noise in Excess of KTB noise 0.00 dB
IL Implementation Loss 2.00 dB

Eb/No R Required Eb/No (for FSK, no FEC, BER=10-7) 15.00 dB

SRequired
Required Signal Strength at Grnd Rcv Input to 
close the link

-93.21 dBm

Link Margin 0.10 dB

Fig. 5.7 Link margin example

If FEC were employed, the Link margin would increase to 5.3 dB; and that would 
enable closing the link at the horizon with 10−7 BER.

Using QPSK with FEC would increase the link margin by about 8.9 dB. This excess 
margin could be used to close the link at the horizon (using up 4.8 dB) AND increasing 
the data rate to 2 Mbps.

Additional improvements would have to be achieved mostly by increasing the 
spacecraft antenna gain.

5.4  Link Equations
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5.5  Spacecraft Antennas

The most frequently used antennas on LEO spacecraft are:

• N-Turn Helix
• 1/2 wave Quadrifilar Helix
• Full wave Quadrifilar Helix
• Patch
• Horn (at microwaves)
• Dish (mostly at microwaves)

5.5.1  The N-Turn Helix Antenna

Helix antennas are very popular for spacecraft use, and they can achieve gains up to 
about 15 dB. The antenna can also be pressed flat (like a bedspring) so that in the 
stowed configuration it occupies little space. When on orbit, the turns of the antenna 
are released to let the helix deploy to its design length. Flexible lines tied between 
consecutive turns ensure that the deployed antenna has its design length.

Different references provide different values of antenna gain for a given numbers 
of turns. The Table in Fig. 5.8 uses conservative values. This author has used 2.5 and 
5-turn helixes on several spacecraft. The antenna gain for the 2.5 turn helix was 
about 5.5 dB.

Helix Antenna Characteristics
Frequency f 2.250 GHz
Lambda 30/f(GHz) 13.333 cm
Space Between Turns 0.22169*λ 2.960 cm
Pitch 12.5° 12.5 degree
Diameter λ/π 4.24 cm
Ground Plane Diameter 0.8*λ 10.66 cm
Turns Gain 

(dBic)
3 dB BW 

(°)
Ant Length

(cm)
Grnd Plane

Dia (cm)
Diameter

(cm)
1 3.76 110 2.96 10.66 4.244
2 6.77 78 5.91 10.66 4.244
3 8.53 64 8.87 10.66 4.244
4 9.78 55 11.82 10.66 4.244
5 10.75 49 14.78 10.66 4.244
6 11.54 45 17.74 10.66 4.244
7 12.21 42 20.69 10.66 4.244
8 12.79 39 23.65 10.66 4.244
9 13.30 37 26.60 10.66 4.244
10 13.76 35 29.56 10.66 4.244

Fig. 5.8 N-Turn Helix antenna gain, beamwidth and length
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5.5.2  Half Wave Quadrifilar Helix Antenna

Quadrifilar antennas were first developed in the 1970’s. The half wave antenna 
shown in Fig. 5.9 has a 1 GHz bandwidth and a peak antenna gain of about 4 dB. It 
provides Earth Coverage from LEO.

Fig. 5.9 (a) 0.75″ Diameter half wave quadrifilar antenna at 2.250 GHz. (b) 2-turn quadrifilar 
pattern a better match to path loss vs. angle

5.5  Spacecraft Antennas
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Fig. 5.10 Improving the low elevation link margin through use of  
full wave quadrifilar antenna

A full wave quadrifilar has improved gain, but it is used mainly because its antenna 
pattern peaks at 60° (30° down from the spacecraft horizontal). This is the angle of the 
horizon from about 600 km. In addition, the antenna gain is reduced at nadir, better 
matching the slant range path loss. The antenna pattern of a full wave Quadrifilar antenna 
is shown in Fig. 5.9b. The link margin vs elevation angle for the same conditions as in 
Fig. 5.6, except for substituting the full wave quadrifilar, is shown in Fig. 5.10.

5.5.3  The Turnstile Antenna

This type antenna is well-suited to provide Circularly Polarized Earth Coverage for 
spacecraft below about 800 km. The antenna is small (at S-band, about 2″ × 2″) and 
rigid. It easily withstands launch vehicle loads (Fig. 5.11).

5.5.4  The Patch Antenna

For higher gains, a circularly polarized Patch Antenna can be used. This is a rectan-
gular, flat antenna that can be built with gains ranging from about 3 dB to in excess 
of 15  dB.  A commercial 2.4  GHz patch antenna of 8 dBic gain is typically 
11.4 cm × 11.4 cm × 2.3 cm.

5 Spacecraft Communications
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Another patch antenna, designed to provide telemetry from a satellite at S-Band 
(2.2–2.3  GHz), had to provide Earth Coverage so the Ground Station could be 
accessed any time the spacecraft was in the Field Of View (FOV) of the ground 
 station. This antenna was 1.9 in × 1.9 in × 0.050 in and had the antenna gain, shown 
in Fig. 5.12. Note that the Earth Horizon is about 30° down from the spacecraft. The 
antenna has 0 dBic gain at the horizon, and reaches 4 dB gain toward nadir.

5.5.5  Horn Antennas

At microwave frequencies, a horn antenna can provide medium-to-high antenna 
gain. At X-Band stock horns are readily available with 10 dB, 15 dB and 20 dB 
gains. A typical 10 dB (linearly polarized) horn is shown in Fig. 5.13. It also shows 
the physical characteristics of a 15 dB horn.

Fig. 5.11 Turnstile antenna (courtesy SpaceQuest)

Fig. 5.12 Low gain earth coverage patch antenna

5.5  Spacecraft Antennas
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Fig. 5.13 X-Band horn antennas

5.5.6  Dish Antennas

For higher gains dish antennas are used. The gain of a parabolic dish of diameter D 
and its beamwidth are given below (Fig. 5.14):

 
Gain 10 k BW 70 D

2
= ( )( ) =∗ ∗log / deg) /π λ λ

 
(5.1)

Fig. 5.14 Dish antenna gains and beamwidths at 2.2GHz and 8 GHz
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5.5.7  Intersatellite Links and Steerable Antennas

There are some spacecraft applications that require very high gain antennas. For 
example, an intersatellite link at 23.2 GHz, if it is to communicate with another 
satellite at 3500 km distance at 25 Mbps bit rate, requires a spacecraft antenna gain 
of about 30 dBic. Such an antenna has a beamwidth of about 5.3°. This presents a 
difficult problem of acquiring the other satellite and to keep the antenna pointing to 
it during a rapidly changing geometrical environment. Typically, such antennas are 
mechanically pointed. However, the angular momentum and CG changes of the 
antenna during steering must be taken into account by the spacecraft attitude control 
system, for both of these will affect spacecraft attitude.

Two examples of mechanically steered microwave antennas (both from Surrey 
Satellite Technology) are shown in Fig. 5.15. The one on the left is a 19 dB 8 GHz 
antenna, while the one on the right is a steerable dish antenna. These antennas are 
typically used to communicate from spacecraft to a ground station, and are used to 
track the ground station during the satellite pass.

Fig. 5.15 Mechanically steered microwave antennas  
(Surrey Satellite Technology)

5.5  Spacecraft Antennas
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5.5.8  Phased Arrays

Phased array antennas can be steered rapidly and can exhibit moderate gains. 
Steering is usually restricted to about ±45° in elevation and azimuth. The array of 
elements that comprise the antenna operate at low power and are phase shifted digi-
tally. The main advantage of such antennas is their ability to switch antenna direc-
tion very rapidly and to serve as a multibeam antenna. The main disadvantage, from 
a spacecraft point of view, is that the phase shifters draw a lot of power. In small 
spacecraft, this power requirement may prohibit the use of phased arrays.

5.5.9  Deployable Antennas

In most larger spacecraft where very large antennas are needed, the antennas are 
deployable. Examples of deployable antennas are shown in Fig. 5.16 (ATS-6 and 
the 2-meter APL Hybrid Inflatable Reflector).

Fig. 5.16 Pictures of deployable antennas

5.6  Increasing Throughput by Varying Bit Rate or Switching 
Antennas

It was shown in Fig. 5.10 that a link margin of 0 dB limited the data rate to 1 Mbps. 
However, Eb/No reached 10 dB for higher elevation angles before it dropped to about 
6 dB at Nadir. The data rate could have been increased to take advantage of the exces-
sive link margin at higher elevation angles. For example, after 10° elevation, the data 
rate could have been increased to 2 Mbps, and after about 17° the rate could have 
been increased to 4 Mbps. While the majority of time is spent at low elevation angles, 
varying the data rate during the pass can substantially increase the throughput.

Another approach to increasing the throughput is to use (in addition to the Nadir 
pointing Quadrifilar antenna) two high gain antennas pointing in the horizontal direc-
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tion fore and aft. The maximum gains that such antennas could have are plotted in 
Fig. 5.17. If 6-turn Helix antennas of 11.54 dB peak gains were used, the link equa-
tion would change, shown in Fig. 5.18, and 4 Mbps could be used for the entire pass.

Fig. 5.17 Maximum gain of horizontally aimed antennas to increase  
link margin at low elevations

Fig. 5.18 Switching antennas during the pass could increase the data rate to 4 Mbps

5.6  Increasing Throughput by Varying Bit Rate or Switching Antennas
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5.7  Geometrical Constraints on Space-to-Ground 
Communication

The relatively short duration of a pass of a LEO spacecraft over a ground station, 
and the low maximum antenna gains for Earth coverage severely limit the amount 
of data that can be downlinked from a spacecraft during a pass. Figure 5.19 illus-
trates the duration of a pass from a 600 km orbit altitude spacecraft to a groundsta-
tion at various CPA distances from the ground trace of the spacecraft.

As the Spacecraft Ground Trace CPA to the Ground Station increases, pass 
durations get shorter, and the maximum elevation angles become lower. At a 500 km 
CPA and an elevation angle above 20°, for example, the pass is only about 5 min 
long.

With an Earth Coverage spacecraft antenna and a large (2.4 meter) ground sta-
tion dish antenna operating at 1 Mbps data rate, the maximum amount of data that 
can be downlinked in a pass is about 300 Mbits or 37.5 MBytes. At greater CPA 
distances, the amount of data that can be downlinked is even less. This severely 
limits how LEO satellites can be used for large data dumps.

Fig. 5.19 Elevation angle vs. Ground range and pass durations in  
communicating to a ground station at a given CPA  

from the satellite ground trace
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A steerable spacecraft antenna that tracks the ground station can provide a large 
enough antenna gain to increase the amount of data that can be downlinked to 10 
times more than an Earth coverage spacecraft antenna.

A spacecraft orbits the Earth about 15 times a day, but it can access a given 
ground station only about 5 times a day. Therefore, the total amount of data a spacecraft 
can downlink to a given ground station per day is about 1.5 Gbits. With steerable 
antennas, this number can increase 10 fold or even more.

Other methods of increasing a spacecraft’s ability to downlink large amounts of 
data are (a) use multiple ground stations, (b) use ground stations at high latitude 
where the number of orbits visible per day is larger - at least for highly inclined 
orbits and (c) use a geostationary relay satellite.

5.8  RF Subsystem Block Diagram

A typical LEO spacecraft RF subsystem is shown in Fig. 5.20. It is assumed that 
packetization, randomization to balance the data stream for 0  DC component, 
Forward Error Correction and Encryption are performed either in digital hardware 
or software in the C&DH computer. The data stream ready for transmission enters 
the S-Band 10 watt transmitter where it is QPSK modulated. The data may be 
telemetry (TTM) or payload data.

The design employs a nadir looking main antenna and an anti-nadir looking 
secondary antenna to assure that TTM could be sent to the ground even if the spacecraft 
suffered an attitude control anomaly, or if the spacecraft has just been released from 

Fig. 5.20 Typical LEO spacecraft RF subsystem

5.8  RF Subsystem Block Diagram
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the Launch Vehicle and is tumbling. Since the data rate of TTM is very small com-
pared to the data rate of the main mission payload, a power splitter is used to dump 
most of the power into the main antenna, and only a small amount of power is fed 
to the anti-nadir patch antenna. In this example, 1 Mbps data is fed to the main 
antenna and the TTM is only 9.6 kbps. Therefore, when the spacecraft is inverted, 
TTM transmissions reach the ground with the same power density as the main data 
when the spacecraft is nadir pointing.

The same procedure is used to receive the CMD uplink transmissions. Since the 
ground station is assumed to have a powerful transmitter, and since the command 
uplink is at a low data rate, the spacecraft received signal is strong even if the 
spacecraft is upside down.

5 Spacecraft Communications
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Chapter 6
Spacecraft Digital Hardware

Digital computer selection for spacecraft applications is not as big of a problem as 
it used to be, because computers have increased in speed and in the size of their 
memories. Thus, these are no longer major factors in the selection process. However, 
radiation hardness, sensitivity to SEU, power consumption and I/O capabilities are 
still properties that influence the choice of digital processors. A list of factors that 
should be taken into consideration is given below:

• Architecture (one central or a distributed set of computers)
• Software Operating System
• Instruction Set
• Number of Bits Per Word
• I/O Capability
• Rad Hardness
• Reliability
• Redundancy
• Memory Size
• Speed
• Cost
• Weight
• Power Consumption

6.1  Computer Architecture

The space community is divided between a single, centralized processor performing 
most of the functions versus several small, low power consumption processors 
(associated with the spacecraft subsystems) in a distributed architecture. The com-
munity is also divided between those who like to use the many high technology, low 
cost COTS processors of low RAD hardness versus the very expensive RAD hard 
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processors, usually lagging in technology and speed behind the COTS processors. 
The trend is toward the use of a distributed computer architecture.

Advantages of the decentralized, distributed computer architecture are:

• Less capable computers can be used to command, handle and receive informa-
tion from a single subsystem than from all the subsystems of a spacecraft

• Computer speed requirements are reduced
• Fewer I/O channels are needed in each computer
• Power consumption is usually less
• There is inherent redundancy in a distributed system (one computer malfunction 

may not take down the entire spacecraft)
• It is easier to integrate all spacecraft software (written by multiple people) if each 

person only writes for one computer
• A distributed system is often much less expensive

An example of a distributed digital architecture is shown in Fig. 6.1 for a com-
plex spacecraft with a main mission of imaging selected targets on Earth. This 
spacecraft has four computers. The C&DH is mostly concerned with housekeeping 
and communication functions. It requires a large memory. It also controls other 
payloads that may exist in the spacecraft. The ADACS computer performs the 

Imaging Computer
operates camera
takes pictures at
designated times

C&DH Computer
accepts ground commands
performs scheduling
collects TTM
commands EPS system
controls all subsystems
assembles downlink TTM
controls other payloads
sends commands to ADACS
accepts ADACS attitude,TTM
assembles downlink data
controls comms system
controls imaging system

Communications Processor
tunes Xitters & Receivers
sets up modulation format
sets up data rates
controlls Xmitters, Rcvrs

Sun sensor(s)
Magnetormeter
Start Tracker(s)
GPS Receiver

Interfaces
Drives Reaction Wheels
Activates Torque Rods

ADACS Computer, performs:
accepting attitude commands from the C&DH
computing the Earth magnetic field vector
computing the sun orientation
accepting attitude sensor information from

the sun sensor(s)
the 3-axis magnetometer
the star tracker(s)
the IMU(s)
the GPS receiver

propagating the orbit
computes slewing attitude maneuvers
computing reaction wheel and torque rod commands
controlling the reaction wheels and torque rods
collecting ADACS TTM and sending it to the C&DH

compresses images

sends image data to
comms or to C&DH

encrypts images

Fig. 6.1 Example of a distributed spacecraft processor architecture
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 hardest tasks and may require the highest speed. The image processor is also a high 
speed processor and requires a large memory. The communications processor (if 
separate from the C&DH computer) is of modest speed and requires little memory. 
Interconnections between computers are not shown.

6.2  Computer Characteristics and Selection

The requirements for each of the multiple computers of the spacecraft should be 
determined from mission and cost considerations. The RAD hardness, speed, amount 
of memory, the number of analog and digital I/O channels, power consumption, 
weight and cost are the most important characteristics on which a selection is based.

In spacecraft weighing under 150 lbs, low power consumption is more important 
than in larger spacecraft. Single board computers for small spacecraft typically con-
sume 1–3 watts, and that power consumption can be reduced further by operating 
the computer at lower clock speeds when it is not needed. Large concentrated RAD 
hard computers typically consume 30–40 or more watts, an amount a small space-
craft cannot afford.

The I/O capability is another major consideration. A small spacecraft may need 
to access about 30–40 points to collect TTM data. In a larger spacecraft, this number 
may be 100 or more. If a distributed architecture is used, any one computer may 
only be required to access less than 20 points. This not only reduces I/O require-
ments, but it also reduces the required speed.

Memory size used to be a big issue, but in recent years, memories have gotten 
larger and cheaper. However, SEU sensitivity and RAD hardness are still big issues.

Single board computers typically weigh about 0.5–1.0 lbs, while larger central 
computers can weigh as much as about 20 lbs.

The form factor ranges from the PC/104 (3.6″ × 5″) to much larger sizes.
COTS for Single Board Computers range from about $10 K, while larger RAD 

hard machines cost several hundred thousands of dollars.
So, while it seems that selecting a set of computers for a spacecraft would be a 

challenging task, in reality it is much easier when one lists the main features and 
compares different machines in terms of those features.

Cost is most often the deciding factor, as long as radiation and SEU characteris-
tics can be managed to provide the required mission life.

6.3  Spacecraft Computers Available Today

It must be recognized that COTS computer state-of-the-art is changing rapidly, and 
any set of choices would be obsolete in a year or two. The space computer state-of- 
the-art is changing much more slowly, but even here, specific recommendations will 
become obsolete in a few years.

6.3 Spacecraft Computers Available Today
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Nevertheless, it is worthwhile to list some of today’s space computers. The list 
below is but a small fraction of space computers available today.

Space Micro manufactures a set of radiation and SEU tolerant single board space 
computers. They are the Proton 200 k, the Proton 300 k and the Proton 400 k. They 
weigh about 0.5 lbs, consume about 1.5 watts and are PC-104 size. Each is modestly 
rad hard and SEU insensitive. Their costs are at the low end of the scale.

Surrey Satellite Technology (UK) also manufactures a very capable single board 
5 k Rad Hard computer. It weighs less than 3.3 lbs and consumes less than 10 watts. 
It is more expensive.

Synova, Inc. manufactures the Mongoose-V 32-bit radiation-hardened space-
craft computer. It is packaged in a 256-pin ceramic flatpack.

6 Spacecraft Digital Hardware
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Chapter 7
Attitude Determination and Control System 
(ADACS)

The ADACS is one of the most expensive subsystems of a spacecraft. Over- 
specifying ADACS performance requirements can easily “bust the budget.” A com-
mon mistake is to call for more stringent accuracy than is required by the payload. 
For example, if the mission is to simply scan the atmospheric spectrum from the 
Northern Hemisphere, then pointing much more than 5° is hardly required. 
Specifying pointing accuracy 1 or 2 orders of magnitude better rapidly leads to 
expensive equipment, such as star trackers, when a simple momentum-biased sys-
tem with Earth sensors would suffice.

This chapter describes ADACS development beginning with the process of flow-
ing down requirements from mission to system and component level requirements 
with the added objective of minimizing cost while providing adequate performance. 
Next, different types of attitude control system configurations and their accuracies 
and suitability to various missions are described. Finally, the processes of on-orbit 
checkout, operations and anomaly resolution are addressed.

7.1  ADACS Performance Requirements Flowdown

The first step is to evaluate mission pointing accuracy requirements. How accurately 
does the payload need to point to a target on the Earth or in space? Are there any 
maneuvering requirements (that is, how far and how fast)? The simplest lowest cost 
and most reliable solution is nearly always that which yields the lowest performance 
acceptable to the mission. Following are some representative examples.

If the mission is space-to-ground two-way communications, attitude accuracy of 
0.2 times the antenna beamwidth is usually sufficient. Since Earth Coverage anten-
nas typically have beamwidths of about 100°, attitude control can be as poor as 20°. 
This is readily achieved by a gravity gradient stabilization system.
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If spacecraft-to-spacecraft communications is employed, the spacecraft-to- 
spacecraft antenna beamwidth is quite narrow, but pointing accuracy probably does 
not have to be better than about 2°. This can readily be achieved with a Pitch Bias 
Momentum stabilization system.

If the pointing accuracy required by the mission is to point a camera to the ground 
with an accuracy of 60 m (at nadir) from an altitude of 600 km, then the pointing 
accuracy needs to be 0.0001 radians (0.00573°), and attitude sensing capability 
needs to be twice as good, 0.002865° or 10.25 arc-sec. This results in a very expen-
sive ADACS and requires a 3-axis zero momentum stabilization system with 3 reac-
tion wheels and two star trackers. Because of the cost involved, one must be sure 
that 60 meter pointing accuracy on the ground is really required.

Another factor that drives the cost and choice of the ADACS is the agility with 
which a spacecraft must be able to change attitude. The more agility is required, the 
larger the torque the ADACS must be able to impart to the spacecraft.

The lowest cost, most reliable system usually results by considering the mini-
mum performance required to fulfill mission requirements. The challenge is know-
ing what the simplest configuration is that can meet the requirements of the 
payload.

Most missions are either Earth or inertial-pointing. Earth-pointing missions 
point a payload at, or offset from, the subsatellite point, requiring the spacecraft to 
rotate at or near the orbit rate. Inertial-pointing missions point the payload at the 
Sun or other target fixed in position with respect to the stars. Either kind of mission 
can have various agility requirements.

Many of the Earth or inertial-pointing missions can be satisfied by a single 
momentum wheel or even an all magnetic spinning system. Such systems have 
demonstrated performance of about 1° in roll and pitch and 3° in yaw. They are 
generally inertially fixed or have only limited mobility about the momentum bias 
axis.

Another class of missions have low (5° or greater) Earth-pointing requirements. 
This accuracy can sometimes be achieved by an all passive system, consisting of a 
gravity gradient boom and magnetic hysteresis rods. Because the gravity vector is 
used to orient the spacecraft, this solution is only for nadir pointing.

The highest performance category involves use of 3 orthogonal reaction wheels 
operated with little or no bias speed, termed a 3-axis zero momentum system. 
Spacecraft attitude can be controlled with excellent accuracy (0.01° or better), 
accommodating payloads with stringent pointing requirements. One or more star 
trackers are generally required to sense such small attitude errors. This is the most 
costly ADACS system.

Mission requirements must flow down to specify the minimum pointing accu-
racy and spacecraft agility. The table shown in Fig. 7.1 summarizes ADACS require-
ments for various types of missions

7 Attitude Determination and Control System (ADACS)
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7.2  Description of the Most Common ADACS Systems

7.2.1  Gravity Gradient Stabilization

The simplest method of stabilizing a spacecraft so it would be nadir-pointing is by 
gravity gradient stabilization, shown in Fig.  7.2. This is a completely passive 
method, requiring no electric power. Here, a Tip Mass of weight WT is placed at the 
end of a boom of length, L, protruding from the spacecraft of weight WSC. Hysteresis 
rods at the tip mass damp the oscillations. Nadir-pointing accuracy of 5–10° peak 
swing can be achieved in pitch and roll, but not in yaw.

Since the acceleration of gravity is inversely proportional to the square of the 
distance from the center of the Earth to the spacecraft altitude, there will be a  gravity 

Mission Pointing 
Requirement

Maneuver ADACS
Type

Equipment Relative 
Cost

Ram 
Pointing

3° into Ram None Aerodynamic 
at Altitudes 

Below 
~300km 

Only.

Tail Feathers, 
Optional Pitch 

Bias Wheel 
and Torque 
Rods with 

Magnetometer

Low

Nadir 
Pointing

>3° to 10° None Gravity 
Gradient

Gravity 
Gradient 
Boom, 

Hysteresis 
Rods, No 
Attitude 
Sensing

Low

Nadir or 
Single 
Axis 

Inertial 
Pointing

1° 0 to 1° per 
day

Magnetic 
Spinner

Torque Rods, 
Magnetometer, 
Optional Earth 
or Sun Sensors

Low

Nadir 
Pointing

1° Track Sub-
satellite 
Point to 

Slight Pitch 
Axis 

Excursions

Pitch 
Momentum 

Bias

Single 
Reaction 

Wheel, Torque 
Rods, 

Magnetometer 
Earth Sensor, 
Optional Sun 

sensor

Medium

3-axis 
Stabilized 
Earth or 
Inertial 
Pointing

< 0.1° None to 
Highly 
Agile

3-axis zero 
Momentum

3 Reaction 
Wheels, 

Torque Rods, 
Star 

Tracker(s), 
Magnetometer

High

Fig. 7.1 Stabilization approaches for various missions
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gradient between the tip mass and the spacecraft that will cause the mechanical 
system to act like a pendulum and oscillate. The thermal energy generated by the 
hysteresis rods cutting the Earth magnetic field is used to dissipate the pendulum 
oscillation energy and damp the magnitude of oscillations.

The acceleration of gravity at an altitude H km is given by Eq. 7.1, the gravity 
gradient by Eq. 7.2, the restoring torque at θ° deflection by Eq. 7.3 and the fre-
quency of oscillation by Eq. 7.4. R is the Earth radius.

 
g H g R R H g N so o( ) = +( )( ) =* / . / . /

2 2 29 8 32 2where or ft s
 

(7.1)

 
g H dH *g *R R H m s m or so( ) = − +( )/ / / / /2 2 3 2 2ft

 
(7.2)

 
T W L W W W g R R H* * * *T T T SC oθ( ) = − +( ) ( ) +( )−2 2 3

/ *sin * *Θ
 
(7.3)

 
f L dg H dHo = − ( )( )2

0 5
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To get a “feel” for the stabilization achieved, numbers are put into these equa-
tions. These are illustrated in Fig. 7.3 for a 600 km altitude spacecraft.

Since a gravity gradient stabilized spacecraft has two stable states (right side up 
and upside down), it is possible that when first achieving a stable orientation, the 
spacecraft will be upside down. Employing the Z-coil against the Earth magnetic 
field in the Polar region can be used to flip the spacecraft so it becomes stable in the 
right side up orientation.

WT

L*WT/(WT+WSC)

L

Hysteresis
Rods

Fig. 7.2 Gravity gradient stabilization
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Oscillations are damped out usually by hysteresis rods that dissipate some of the 
energy due to oscillation by converting oscillatory energy to heat. “Fat” hysteresis 
loop soft iron rods at right angles to the orbit plane are typically used in a passive 
damping system.

7.2.2  Pitch Bias Momentum Stabilization

Pitch bias momentum stabilization, shown in Fig.  7.4, provides excellent nadir- 
pointing stability in Roll, Pitch and Yaw at the cost of one reaction wheel, 3-axis 
torque rods, a magnetometer, and Earth horizon sensor(s).

SC Weight 
(lbs)

Tip Weight 
(lbs)

Boom 
Length (ft)

Period 
(min)=1/fo

Restoring 
Ƭ(10°)

200 5 20 47.732 3.98*10-5 ft-lbs
200 10 20 58.281 7.77*10-5 ft-lbs
400 10 50 91.874 2.95*10-4 ft-lbs

10 1 10 65.161 3.71*10-6 ft-lbs
10 1 20 92.152 7.41*10-6 ft-lbs

Fig. 7.3 Different spacecraft and tip mass weights and periods of oscillation, restoring force

Iw

ISC
w

Fig. 7.4 Pitch bias momentum stabilization

The reaction wheel is aligned with the spacecraft pitch axis and turns with an angu-
lar velocity of ω. The wheel has a moment of inertia of IW while that of the spacecraft 
is ISC. Earth horizon sensor(s) (EHS) determine spacecraft attitude in pitch in a narrow 
range (where the spacecraft is nearly nadir-pointing). Magnetic torque rods interact 
with the secular magnetic field to provide damping and precession torques. A magne-
tometer senses the phase angle of the torque rods with respect to the secular field.

The reaction wheel serves two functions. It provides gyroscopic stiffness to 
allow the spacecraft to retain attitude when the magnetic field is not favorably 
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aligned, and it facilitates a high bandwidth loop in pitch. By conservation of angular 
momentum, when the reaction wheel speed increases, spacecraft pitch angular 
velocity decreases in the ratio of IW/ISC. Thus, the pitch attitude of the spacecraft can 
be adjusted by speeding up or slowing down the reaction wheel in response to 
changes in the angular position of the Earth horizon.

The gyroscopic stiffness of the spinning wheel provides inertial stability. When 
initially deployed, simple –B dot rate damping (turning the torque rods ON, out of 
phase with the sensed magnetic field to remove kinetic energy from the body) will 
drive the momentum bias vector to the negative orbit normal (the minimum energy 
state) where pitch can be captured by the EHS.

Subsequently, continuously damping nutation with the torque rods and serving to 
null pitch error with the reaction wheel will drive the Z axis to nadir. Quarter orbit 
coupling through gyroscopic stiffness will keep yaw error small also. Typical errors 
are 1° in roll and pitch and 3° in yaw.

It is recommended by GSFC that the reaction wheel angular momentum be about 
10 times that of the spacecraft due to orbital rate. When the spacecraft is nadir- pointing 
it rotates at P/360/60 = P*2.773*10−5 degrees/s, where P is the orbit period in minutes. 
Expressing the nadir-pointing spacecraft angular velocity in terms of its altitude, H, 
Eq. 7.5 is obtained. The reaction wheel angular velocity is given in Eq. 7.6.

 
ωSC

9 1 5
7 68 10 R Hdeg/ sec . and in

.( ) = +( )∗ − ∗ where R H are km
 

(7.5)

 
ωW SC WRPM I I( ) = ∗0 16589. /

 
(7.6)

Numerical examples will help to get a “feel” for the important parameters of 
wheel speed and inertia. The spacecraft in this example weighs 200 lbs. and is a 
rectangular prism with 24 inches square base and 28 inches height. The Reaction 
Wheel has diameter of DW inches and is TW inch thick. It is made of steel of 0.270 
lbs./cu in density. Orbit altitude is 600 km or 800 km. From Fig. 7.5, it is seen that 
the reaction wheel speed is in a reasonable range although the wheel is quite large.

The horizon sensor can be a horizon scanner where a rotating beam shines the 
incident energy onto a detector. When the rotating beam intersects the Earth hori-
zon, the IR radiation-induced pulse indicates the angular span of the Earth pulse. 
The bisector of this pulse indicates the direction to nadir.

Alternatively, a linear array of static IR sensors spread out in the pitch direction 
can be used to look at the Earth limb. The specific sensors at the boundary of the 
high and low IR radiation indicate the angular position of the Earth limb. From this, 
the nadir angle can be computed. Earth horizon sensor accuracies are typically a 
fraction of a degree.

SC Weight 
(lbs)

Altitude 
(km)

ISC
(slug-ft2)

DW
(in)

TW
(in)

IW
(slug-ft2)

ωW
(RPM)

200 600 3.004 10.0 1.5 0.051418 2,175
200 800 3.004 10.0 1.5 0.051418 2,085

Fig. 7.5 Reaction wheel speed (RPM) for example
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7.2.3  3-Axis Zero Momentum Stabilization

A generalized functional diagram of a typical 3-Axis Zero Momentum spacecraft 
ADACS is shown in Fig. 7.6.

A block diagram of the ADACS for a 3-axis Zero Momentum system is shown in 
Fig. 7.7

Fig. 7.6 Functional diagram of a 3-axis zero momentum ADACS

Fig. 7.7 Block diagram of a 3-axis zero momentum ADACS
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7.2.4  Magnetic Spin Stabilization

Another method of stabilizing a spacecraft is to cause it to spin about an axis. A 
property of a gyroscope is that the direction of the spin axis will remain fixed with 
respect to inertial space. If the satellite mass distribution is designed with a diagonal 
inertia matrix (cross products are zero or negligible) with respect to the spacecraft 
principal axes, then stable spin can be maintained about the major or minor inertia 
axis (but not the intermediate). Spinning can be initiated either by interaction 
between a torque rod on the spacecraft with the Earth magnetic field, or by 
thrusters.

The early Hughes communication satellites were spin stabilized. Another exam-
ple of spin stabilized satellites is a three-plane, seven spacecraft per plane constel-
lation performing continuous “bent-pipe” analog voice communication. Only one 
plane of these were built and flown. These spacecraft were spinning at 3 s/revolution 
normal to the 823 km orbit of 82° inclination. Spinning was accomplished by a 
single torque rod in the orbit plane, spinning with the spacecraft, and activated in 
response to a radial Earth horizon scanner. Images of one of the spacecraft and the 
footprints of the spacecraft in the constellation are shown in Fig. 7.8.

Fig. 7.8 Three planes of 7 spin stabilized “Bent Pipe” satellites, each spinning about an axis 
normal to the orbit plane, provide nearly continuous communications

The spin RPM should be selected so that the spacecraft angular momentum 
should be 10 or more times the angular momentum due to the spacecraft rotation 
around the orbit. Since the orbit rate is 360° per Orbit Period (96.518 min), or 0.01 
RPM, spinning the spacecraft faster than about 0.1 RPM (36°/sec) should result in 
a stable spin with the spin axis normal to the orbit plane. This orientation is the 
minimum energy state.
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7.3  The ADACS Components

Selecting and sizing components of an ADACS system are described next.

7.3.1  Reaction Wheels and Sizing the Wheels

Reaction wheels consist of a mass rotated by a brushless DC motor. The motor 
applies torque to the wheel inertia and, hence, an equal and opposite torque to the 
spacecraft body; this is used for attitude maneuvers and for pointing the payload. In 
addition to providing torques for maneuvering spacecraft attitude, reaction wheels 
also provide momentum storage. The wheel parameters of interest are the available 
torque and momentum storage (product of wheel inertia and maximum speed).

Non-conservative external environmental moments (e.g. aerodynamic, gravity gra-
dient, residual magnetic dipole, etc.) cause the control system to command corrective 
torques that accumulate in the wheels as stored momentum JWω. If not unloaded by 
the electromagnets, ω would eventually reach a saturation limit (typically 5000  – 
10,000 rpm) and not allow the wheel to apply any more torque in that direction.

Unbalances in the rotors (on the order of mg-mm for CubeSat wheels to gm-cm 
for SmallSat wheels) can create jitter torques that disturb pointing the payload and 
can also excite structural modes that further disturb pointing.

The torque necessary to provide a given maneuvering bandwidth determines 
maximum torque requirements. The dynamics of rigid body tracking a sinusoidal 
command of frequency, ω, and amplitude, A, are:

 
θ ω= ( )2 Asin ωt

 (7.7)

Substituting: Ӫ = Ƭ/ISC the peak torque required is:

 τ = I ASC ω2

 (7.8)

For illustrative purposes, a typical small spacecraft has an inertia of 2.1 kg-m2 
and tracks a target having a position uncertainty of 0.1 deg. with a bandwidth of 
0.25 Hz. The torque required is 9 mNm. Typical small spacecraft wheels can pro-
vide about 25 mNm maximum torque.

The maximum momentum that has to be stored influences the required wheel 
size. Due to external torques, momentum accumulates and is transferred to and from 
the body during maneuvers. Momentum storage during maneuvering is usually 
much greater than that due to momentum management. As already stated, wheels 
saturate around 5000–10,000 rpm, placing additional constraints on the system. If 
the same spacecraft is to slew at a rate of 5°/sec, then the required momentum stor-
age is ISC ω or 183 mNms. If the wheel inertia is 0.001 kgm2 (typical for a small 
spacecraft wheel) then the peak speed is 1750 rpm.

The table in Fig. 7.9 shows torque and momentum capacities of representative 
wheels

7.3  The ADACS Components



100

In most 3-axis stabilized spacecraft, maneuvering requirements determine the 
maximum wheel torque needed. For example, if the spacecraft weighs 120 lbs. 
and is 20″ × 20″ × 30″, it has a pitch/roll moment of inertia about its CG of 
≈2.812 slug- ft2. If the goal is to have the agility of slewing the spacecraft 20° in 
5s, a reaction wheel with maximum torque capability of 0.157 ft.-lbs. (0.13558 Nm) 
is required. The Millenium reaction wheel in Fig. 7.9 comes close to this maxi-
mum torque capability. With the Millenium wheel, the above spacecraft could be 
slewed 20 degrees in 7.296s. The slew maneuver consists of constant maximum 
torque for 3.648s, at which instant the spacecraft will have slewed 10°. This is 
followed by a constant negative torque of equal duration to decelerate the space-
craft to a halt at 20°.

7.3.2  Torque Coils or Rods: Momentum Unloading

Torque Rods are used to unload accumulated momentum of the reaction wheels and 
to detumble the spacecraft after separation from the launch vehicle. To determine 
the amount of built-up momentum that can be unloaded by a torque rod (or coil) 
involves a simulation that runs the spacecraft around the Earth and integrates the 
external torques as a function of time. The total integrated momentum is the maxi-
mum that can be dumped by the magnetic torquers per orbit. This needs to be less 
than the expected accumulation due to all external disturbance torques.

When the spacecraft is on orbit, external disturbance torques will cause the reac-
tion wheels to spin up over time. To prevent this, magnetic coils are used to continu-
ously desaturate the wheels by applying a torque to the body that causes the wheels 
to despin when they correct for it.

It is easy to run a simulation in Matlab to model the spacecraft on orbit and 
model the geomagnetic field. Consider a nadir-pointing spacecraft flying in a circu-
lar orbit at 450 km altitude and 45° inclination. The secular magnetic field in the 
body frame is shown in Fig. 7.10. It was generated by a 10th order IGRF model. In 
this figure, Blue is X, Green is Y, and Red is the Z axis.

A CubeSat ADACS system, the MAI-100, has magnetic coils of 0.037 Am2 
 maximum dipole strength. The magnetic moment r, produced by energizing the 
coils, is the cross product of the dipole m and the secular magnetic field B.

Manufacturer Model Maximum Available
Torque (mNm)

Max. Momentum 
Storage @ rpm

Honeywell HR-0610 ±55 mNm 4 Nms @ 6,000 rpm
Millenium RWA-1000 ±100 mNm 1 Nms
Vectronics VRW-1 ±25 mNm 1 Nms @ 5,000 rpm
MAI MAI-300 ±100 mNm 1 Nms

Fig. 7.9 Representative small reaction wheels
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Next, take the cross product of the maximum magnetic field dipole, m = [0.037 
0.037 0.037] with the magnetic field to obtain the available magnetic torque. The 
result is shown in Fig. 7.11. Again, Blue is X, Green is Y and Red is Z.

Fig. 7.10 The earth magnetic field vector over one orbit

Magnetic Torques in Body
3

× 10-6

2.5

1.5

0.5

-0.5

-1.5

-1

2

1

0

-2
0 50 100 150 200 250 300 350 400

True Anomally (deg)

T
or

qu
e 

(N
m

)

Fig. 7.11 Available magnetic torque during one orbit

Finally, integrate the magnetic torques over an orbit to get the total momentum 
that can be unloaded by torque coils. This is shown in Fig. 7.12.

A total of almost 8 mNms can be dumped per orbit. To correct for inefficiencies 
in the secular field model and for other reasons, the actual momentum that can be 
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dumped per orbit is about 0.5–0.3 times that which the model calculated. The space-
craft designer should be sure that the total momentum accumulated from external 
torques should not exceed this.

Some spacecraft use torque rods while others use torque coils. Torque coils have an 
advantage over torque rods in that coils do not produce residual magnetic fields (when 
no current is applied), while even the best torque rods with the thinnest magnetic hys-
teresis curve iron core retain some residual magnetic field. If the spacecraft is relatively 
small, for a given B field, torque rods are lighter than coils; but when the spacecraft is 
large and has a large area around which a coil can be wound, coils are lighter.

One other feature of torque coils or rods that the designer must take into account 
is the inductance of the torquer. Torquers are most often used in a bang-bang man-
ner (the torquer is either energized at full strength or not energized at all). Varying 
the duty cycle (or the duration of pulsed operation of the torquers) produces the 
required average torque.

Since the spacecraft has a magnetometer to measure the Earth magnetic field, 
care must be taken that the use of torquers should not affect magnetic field measure-
ments. For this reason, the magnetometer readings are taken when the torquers are 
OFF, and when the magnetic field created by them has decayed enough to be below 
the Earth magnetic field intensity at the location of the magnetometer.

7.3.3  Star Trackers

If spacecraft attitude knowledge better than 0.1° is required, Star Trackers must be 
used. A star tracker is a (typically) 15° × 15° Field of View CCD camera with com-
puter to match the observed star field to a star catalog to determine spacecraft posi-
tion and attitude.

Star tracker accuracies, weights and costs vary considerably. The Ball Aerospace 
High Accuracy Star tracker (HAST), for example, achieves 0.2 arc-second (5.5 × 
10−5 degree) accuracy. The Sinclair ST-16 accuracy is about 7 arc-sec (0.0002°).
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Fig. 7.12 Total momentum that can be unloaded by the torquers
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Star Trackers image fixed stars, measuring their vectors in the body frame and 
calculating the spacecraft attitude with respect to inertial space. Star Trackers have 
been historically large and expensive; however, recently a new low cost generation 
has become available, based on technology used in Digital Cameras and Smart 
Phones. The Maryland Aerospace Inc. Star Tracker, shown in Fig. 7.13, for exam-
ple, weighs less than 200 gm, and features automatic star identification and attitude 
determination to 0.013° at a 4 Hz update rate.

Fig. 7.13 Miniature star tracker in a 5 cm3 form factor (Courtesy of Maryland Aerospace)

A unique feature of contemporary units is their ability to autonomously recognize 
visible stars in real time with no apriori information, known in the industry as Lost-In-
Space attitude determination. Generally, the implementation is based on the observa-
tion that the angular separation between any 2 bright stars is a unique signature, and 
by comparing the measured separation of stars seen on an image with a catalog of 
separations, the two components may be identified. A third star is required to resolve 
the ambiguity and, in practice, a 4th star is required for positive identification, Ref. 37.

To give adequate all-sky coverage with a compact star catalog, a lens of short 
focal length and a wide field of view is required. The lens of the above unit is f 1.2 
with a FOV of 14°×19°; the required catalog has only 1825 stars. This is large 
enough to insure that at least 4 stars of the catalog are visible in 99.6% of the sky.

Most star trackers can tolerate the Moon in the FOV but saturate when the Sun or 
Earth are in the FOV. Large baffles can reject bright objects outside the FOV. Star 
trackers are usually mounted on the satellite tilted up and away from the Earth and 
on a side facing away from the Sun.

Because of spacecraft maneuvering requirements, and because of the possibility 
that either the Sun or the Moon may enter the star tracker FOV, many spacecraft fly 
two star trackers (usually oriented 90° apart).

Figure 7.14 shows the fraction of passes on which a Star Tracker, pointing in the 
-X (anti-RAM) direction, is unavailable because either the sun or the moon are in its 
FOV.
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It is seen from Fig. 7.15 that pointing the Star Tracker to the side reduces the 
fraction of the time the Sun or Moon are in the FOV of the star tracker. If the 
spacecraft is permitted to yaw a little bit on days the star tracker would be 

Fig. 7.14 Star tracker (pointing in -X direction) unavailable because either the sun  
or the moon is in its FOV

Fig. 7.15 Star Tracker (pointing in -Y direction) unavailable
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 otherwise unavailable, yawing would make it useful again. The conclusion is that 
the designer must calculate the times the star tracker would be unavailable, and 
decide whether to use one or two trackers and also decide in which direction the 
trackers should point.

7.3.4  GPS Receivers

GPS data are most useful when pointing a payload at a terrestrial target relative to 
the orbit frame, when it is required to know precise relative position. Imaging 
payloads may have FOVs of 0.5° or less. From an altitude of 600 km, the FOV 
may be on the order of 3 km. Thus, the SC position should be known to about 
300 m. The permissible time error is on the order of 50 msec. This is well within 
the capability of inexpensive GPS receivers. An example of a low cost GPS 
receiver that was used on several CubeSat spacecraft is the NovaTel OEM7 
receiver, shown in Fig. 7.16.

Fig. 7.16 A small GPS receiver (NovaTel)

Generally, these receivers are intended for terrestrial use and contain software 
that limit the maximum velocity and altitude. These limitations need to be removed 
for space flight. In addition, they output position data in the ECEF frame that needs 
to be transformed to the J2000 (or other inertial) frame. This needs to be done 
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 precisely since nutation and precession terms can account for large position errors. 
The mathematics for ECEF to ECI transformations are in Reference 37, and Matlab, 
C++ implementation in http://www.celestrak.com/software/vallado-sw.asp

Accuracy of GPS receivers is generally on the order of 10 m or so; however, 
depending on the geometry of the orbit relative to the NAVSTAR GPS constellation, 
periodic dropouts of up to 20 min may occur. This can be mitigated by the use of 
data from the GLONASS and Galileo constellations. The aggregate GPS availabil-
ity is still not 100%.

To propagate across the dropouts and to refine the position and velocity data, a 
Kalman filter is used to estimate the orbit state. The filter compares the residuals 
between successive GPS observations and an analytical propagation model to refine 
a state estimate that becomes more precise with time. The model may include the 
effects of perturbations also, such as J2 and atmospheric drag. During dropouts, the 
model is integrated forward in time to produce a state estimate in the absence of 
data. An estimate of the error in the state, called the covariance, is also calculated. 
Reference 67 is a treatise on the mathematics and methods of orbit determination by 
Kalman filtering.

GPS receivers can also be used to provide spacecraft attitude (by use of multiple 
GPS receive antennas). For example, for an antenna baseline of 20″ (RADCAL 
spacecraft), attitude accuracy of 0.3° was achieved.

As stated above, from GPS data the spacecraft can also propagate the equations of 
motion and obtain its own spacecraft orbital elements. It is also a very accurate time 
standard. In addition, a GPS receiver is relatively inexpensive, small and has low 
power consumption. It is a very cost-effective instrument to have on a spacecraft.

7.3.5  Other ADACS Components

In addition to the reaction wheels, torquers, Star Trackers and GPS receivers already 
discussed, a 3-axis zero momentum spacecraft stabilization system often has Sun 
sensors, a 3-Axis Magnetometer and an Inertial Measuring Unit (IMU) for tracking 
during a maneuver.

7.3.6  The ADACS Computer and Algorithms

In a pitch bias momentum stabilized spacecraft, the ADACS computer functions are 
quite simple. The computer determines the nadir direction (by bisecting the Earth 
IR pulse from a scanning earth sensor). It then compares the nadir direction with the 
Z axis of the spacecraft, and it commands increasing or decreasing reaction wheel 
speeds to minimize the error between the measured nadir and the Z axis of the 
spacecraft. If the wheel speed approaches saturation, the torquers are used to unload 
wheel momentum.

7 Attitude Determination and Control System (ADACS)
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In a 3-axis zero momentum stabilized spacecraft, the ADACS computer per-
forms the following functions:

• Accepts attitude commands from the C&DH
• Accepts sensor outputs from the magnetometer, Sun sensor, GPS receiver, star 

trackers
• Determines present spacecraft attitude and the Error from the commanded attitude
• Computes commanded functions (slewing, changing attitude, pointing to targets)
• Computes reaction wheel and torque rod drives
• Propagates the orbit
• Computes the orbital elements
• Outputs ADACS telemetry and Time to the C&DH

In the Maryland Aerospace Inc. ADACS system, all this is performed in a single 
board computer. This PCB also contains the reaction wheel drivers and the other I/O 
required to interface with all of the ADACS hardware components.

7.3.7  ADACS Modes

The ADACS can function in one of several attitude determination or attitude control 
modes. These modes can be selected by either ground command or autonomously, 
e.g. if a fault were detected. Modes are specific to every spacecraft, since they 
depend upon the mission and equipment complement. For robustness and operating 
simplicity, the number of modes should be minimized. Three or four modes are usu-
ally all that are required. For a representative 3-axis zero momentum spacecraft with 
reaction wheels, electromagnets, sun sensors, star tracker, gyro and magnetometer, 
the modes are as follows:

Attitude Control Modes

• Acquisition  – After deployment from the launch vehicle, the spacecraft may 
tumble with unknown body rates. The torque rods are used in a Bdot mode where 
they are turned on and off out of phase with the secular magnetic field rate as 
sensed by the magnetometer. This has the effect of removing energy from the 
body and damping the rates. The end of the acquisition mode is when body rates 
are below ≈0.1°/sec. The acquisition mode can also be used as a safe mode if an 
anomaly is detected.

• Nadir Pointing – The wheels are used to capture the attitude and stabilize the 
spacecraft with the Z body axis pointing toward the subsatellite point and the X 
body axis pointing into the ram direction. The nadir direction is determined from 
knowledge of the spacecraft position on orbit. Wheel momentum is managed 
with electromagnets. Offsets from the nadir attitude can be commanded to point 
to targets displaced from the ground track. By continuously updating the point-
ing command it is possible to keep the payload line of sight stabilized at a con-
stant latitude and longitude on the Earth geoid.
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• Inertial Pointing – This mode is similar to nadir pointing except that the  payload 
line of sight is pointing to a fixed target in the sky such as the Sun or a distant star. 
Moving targets can be tracked by continuously updating the pointing quaternion 
as in a laser communication or space surveillance mission.

Attitude Determination Modes

• Bdot – Attitude is not determined, but the rate of change of the secular magnetic 
field in the body frame is measured by the backward difference of consecutive 
magnetometer measurements. The magnetic field rate is known as Bdot and is 
multiplied by a gain to specify the commands to the torque rods to effect body 
rate damping in acquisition mode.

• Sun Sensor/Magnetometer – Sun Sensor and Magnetometer are used to mea-
sure the Sun and secular magnetic field vectors in the body frame. These are 
compared with the inertial vectors calculated from the Sun and IGRF magnetic 
field models, respectively, using Cross Product or Triad attitude determination. 
Sun sensor measurements can only be performed during the daylight portion of 
the orbit and require an initialization of the ephemeris. Sun sensors and magne-
tometers provide an all-aspect measurement of attitude that allows the ADACS 
to capture attitude for nadir pointing.

• Star Tracker/Gyro – A very precise quaternion is provided by star vector mea-
surements. Between updates, attitude is propagated using the gyro. A Kalman 
filter is generally used to estimate gyro bias and to reduce measurement noise. 
Once the filter has converged, large angle slews can be made at rates that exceed 
the maximum tracking rate of the Star Tracker, generally 3–5°/sec.

7.4  Attitude Control System Design Methodologies

A methodology to develop ADACS control laws is to design them using analyti-
cal techniques, and then verify, test and fine tune them using time domain simu-
lations. Algorithmic formulations are adequately covered in the literature, so 
they will not be repeated here. The authors have found References 68 (Wertz), 14 
(Flatley) and 71 (Wie) to be very useful, and have had success designing attitude 
controllers with them.

As a first step in developing control laws, preliminary gains are calculated using 
linear analytical techniques. Methodologies for doing this are well covered in the 
literature, see for example Reference 71. In addition, the Matlab control system 
toolbox contains many utilities that can be employed, e.g. place.m, lqr.m, rlocus.m, 
etc. Given the inertia properties of the spacecraft and the desired dynamic perfor-
mance characteristics, gains for magnetic, reaction wheel and thruster actuators 
may be determined along with their stability margins.

Once a gain set has been determined, it is essential to verify and test it in a high 
fidelity time domain software simulation. A dynamic simulator provides an all 
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Fig. 7.17 KEDS3D dynamic simulator GUI (Maryland Aerospace)

On the simulator computer is the spacecraft simulation that can be tailored for 
the dynamics of any arbitrary spacecraft through an input file. High fidelity math 
models of the spacecraft and the on-orbit environment are incorporated including:

• Rigid body dynamics
• Orbital mechanics model
• IGRF magnetic field model
• Atmospheric density model
• Aerodynamic torques
• Residual Dipole Torques
• Gravity gradient torques
• Sun position
• Solar pressure torques

Many of the math models used in KEDS3d were adapted from Refs. 72, 16 and 
74. They are highly recommended for anyone doing work in this field. An example 
of one of the math models is the magnetic field shown below Fig. 7.18.

In addition, the progress of the mission can be followed in real time on the GUI 
which features an animated display of spacecraft attitude.

 software standalone test set, and can also be used later in a Hardware-In-The-Loop 
(HITL) environment. The concept is to simulate the dynamics of the satellite and 
the space environment in real time on a PC. A screenshot of the simulation is shown 
below (Fig. 7.17).

7.4  Attitude Control System Design Methodologies
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Many different mission scenarios of spacecraft maneuvering can be constructed 
and run in order to validate the ADACS in all of its various pointing modes. The 
dynamic simulator thus forms the cornerstone of a comprehensive system validation 
and verification test program.

Simulations may be controlled and monitored in real time using a GSE GUI that 
sends and receives ADACS commands and telemetry. The GUI is identical in func-
tion to the display that would be seen on a ground control station, Fig. 7.21. By 
clicking buttons and entering numbers in the text boxes, commands can be sent to 
the simulation to change modes and point to specified target attitudes. Telemetry 
displays the output states of various sensors and actuators Fig. 7.19.

Please refer to the red numbers in the figure

 1. Receive Buffer - A scrolling display of the raw telemetry bytes as they are 
received. The TLM valid light is green if the data are being received at 4 Hz rate 
with a valid checksum.

 2. Command History - A scrolling display of the raw command bytes sent.
 3. General Information includes:

Version Number of the flight software
TLM subframe counter
Last Command Received by MAI-200
Temperature of Motor Block
Voltage at bus
Pressure inside the hermetic enclosure

Fig. 7.18 Magnetic field math model
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Fig. 7.19 ADACS simulation control GSE

 4. Wheel Speeds - Commanded and Tachometer
 5. Wheel Torques - Commands in mNm and least significant bits (lsb)
 6. Electromagnet Commands - in Am2 and lsb
 7. Test Mode Motor Commands  – Open loop commands can be sent in Test 

Mode only. Either Torques or Speeds can be commanded. Type a torque or 
speed command in the text box and click on Send. Stop Wheels sends a zero 
speed command.

 8. Test Mode Electromagnet Commands – Open loop commands can be sent in 
Test Mode only. Type a dipole command in the box and click Send. Zero Dipole 
sends a zero dipole command.

 9. Attitude and Rate Displays – Commanded, Estimated and Error body-to-orbit 
quaternions from the ADACS. Angle-To-Go is the eigen angle of the Error qua-
ternion. Body rates are the rate of change of the Estimated quaternion.

 10. ACS Mode Select – Radio button selects the ACS mode, see Sect. 7.3.7. The 
text box displays the actual mode returned from TLM.

 11. Attitude Determination Mode Select  – Radio Button selects the Attitude 
Determination Mode, see Sect. 7.3.7. The text box displays the actual mode 
returned from TLM.

 12. Record Data – Clicking the Button creates a data file (text, space delimited) of 
the raw TLM data.

 13. Time – The Current GPS Time, Julian Date and Spacecraft GPS Time are dis-
played. The Clock Sync pushbutton send the ground GPS time to the MAI-200.

 14. ComPort – Select Com Ports 1–10. Contact us if you need a different port.
 15. Exit Program – The program can only be exited by this pushbutton.
 16. Magnetic Field – The processed magnetometer outputs and bdot rates
 17. CSS Outputs – The processed Coarse Sun Sensor outputs
 18. Statistics – Counters for various normal and anomalous events
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 19. Qbo Command – Allows input of a quaternion command in Roll, Pitch, Yaw. 
The euler angles with respect to the orbit frame (3-2-1 sequence) are converted 
to an orbit-to-body quaternion Qbo, by pressing the Calc Qbo Cmd pushbutton. 
Pressing Send Qbo transmits the command to the MAI-200.

7.5  Integration and Test

An efficient way of testing the ADACS subsystem is to use a Hardware-In-The- 
Loop (HITL) benchtop test set. A HITL test employs a computer model of the 
spacecraft dynamics, and it contains a model of the orbital environment. It runs in 
real time and operates in conjunction with the ADACS computer and other hard-
ware sensors and actuators of the spacecraft. The HITL generates the components 
of the Earth magnetic field at the instantaneous location of the spacecraft, and the 
components of the Sun vector. It also produces the disturbance torques the space-
craft is likely to see. Feeding these quantities back to the spacecraft, the spacecraft 
responds by generating the reaction wheel and torquer commands. The HITL then 
“flies” the spacecraft by executing the changes in the spacecraft attitude (and com-
puting spacecraft position changes).

In this way, the performance of the ADACS can be tested. The use of a HILP test 
is invaluable in testing and debugging the software and characterizing on-orbit 
 performance and behavior. Simulations several days long can be run, lending confi-
dence that the system will perform reliably on-orbit.

A block diagram of a typical HITL test set is shown in Fig. 7.20. This diagram 
was drawn for the QbX 4 U CubeSat. Attitude determination and control is per-
formed by the MAI-100 integrated ADACS. The 3D software simulator computes 
the spacecraft dynamic responses to reaction wheel, electromagnet and orbital 
environmental torques in exactly real time. Electrical interfaces between the MAI-
100 ADACS and the simulation computer are identical to the actual QbX space-
craft, so that the MAI-100 in the loop believes that it is flying the real spacecraft 
on-orbit. The HITL system can provide an End-to-End performance validation of 
ADACS pointing accuracy. In addition, other related spacecraft systems that 
impact pointing performance are simulated, including performances of the 
Electrical Power System, the Command and Data Handling System, and the 
Communications System.

To visually see the performance of the ADACS subsystem, the point to which the 
spacecraft Z axis points as a function of time can be displayed together with the 
ground track of the spacecraft, as shown in Fig. 7.21. In this figure, one of the out-
puts of the Dynamic Simulator, the spacecraft ground track is shown as the purple 
line, while the “aim point” of the spacecraft as a function of time is shown by the 
red line.

The scenario shown in this figure is one where three targets must be imaged. The 
spacecraft enters the area covered by the display at the bottom of the figure and 
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Fig. 7.20 Flatsat dynamic simulator for QbX, Earth-Pointing Nanosat

Fig. 7.21 The dynamic simulator “flies” the spacecraft in a hardware-in-the-loop to permit 
assessing ADACS performance

7.5  Integration and Test
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advances initially along the yellow arrow. Attitude commands then cause the space-
craft to roll to reach the first target roll angle and then settle, awaiting the instance 
when the FOV (shown as the white rectangles) reaches the target. The first image is 
then taken. The spacecraft then slews to the roll angle of the second target and set-
tles at that roll angle until it is time to take the second image. Imaging the third 
target is accomplished in the same way. Finally, the spacecraft is caused to slew 
back to nadir, awaiting further commands.

7.6  On Orbit Checkout

Once the spacecraft is on orbit, checkout of the ADACS can begin. First, proper 
functioning of each of the ADACS components is verified by causing the spacecraft 
to perform simple functions. An example is to roll the spacecraft (say) 10°. The roll 
acceleration and deceleration commands are executed (open loop), and the change 
in attitude, as measured by the Star Tracker(s), is noted. This verifies that the reac-
tion wheel torques are as specified on the ground.

Next, ADACS system level tests are performed. The spacecraft is caused to roll 
and pitch to point to a known target on the ground. Repeated performance of this 
test can establish component misalignments and other bias errors, and it can also be 
used to verify that the loop gains are correct. ADACS software uploads can be used 
to correct for these biases.
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Chapter 8
Spacecraft Software

Spacecraft software is discussed here in terms of (1) the functions the software has 
to perform, (2) the software architecture and (3) the manner in which the functions 
are performed. While the functions the software has to perform are generic, there 
can be different architectures and different methods of implementing the functions. 
Here, a point design is described, a design with a lot of flight heritage over many 
different spacecraft. The spacecraft missions in this example are:

• Store and Forward communications
• Collecting data from and commanding unattended remote sensors
• Imaging designated targets and downlinking image data from the spacecraft to 

ground stations

The spacecraft software utilizes a distributed processing environment. It has 
C&DH and ADACS computers. They operate independently; only ADACS house-
keeping telemetry data flows from ADACS to the C&DH and only changes in 
ADACS requirements or orbital parameters (or target location) data and time flow 
from the C&DH to the ADACS computer. Communication functions are performed 
by the C&DH, but there may be a separate, dedicated image data processor (not 
discussed here).

The software can be thought of as consisting of three distinct software modules, 
each consisting of many different submodules. The three main modules are:

 1. Command and Data Handling System (C&DH) software
 2. Attitude Determination and Control System (ADACS) software
 3. Communications Processor Subsystem software

The C&DH software contains the spacecraft bus operating software and the mis-
sion payload specific software. Spacecraft communications software may reside in 
the C&DH or it may be in a separate communications processor.
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8.1  Functions and Software Architecture

The spacecraft bus C&DH software performs the following functions:

 1. Initializing the C&DH processor, hardware, and operating system
 2. Executing scheduled events, housekeeping, communications, telemetry
 3. Communicating with ground stations or mobile users (when in the

vicinity of these users)
 4. Management of the on-board electric power system
 5. Management of the on-board thermal control system
 6. Collecting, computing and formatting spacecraft telemetry
 7. Storing and retrieving data, messages and statistics
 8. Managing the message memory

Expanding on the Communication functions listed above, the functions include:

• Communications transmitter frequency selection,
• Transmission of messages and data,
• Selection of CMD or uplink message frequency
• Reception and processing uplink commands
• Storing messages
• Accepting uplinked software to augment or change spacecraft software
• Collection, storage and processing of user access authorization data,
• Message collection, routing and acknowledgment

The ADACS Processor performs:

• Propagating the orbit from uplinked orbital elements or from on-board GPS
• Reading the data from all attitude and position sensors
• Kalman filtering sensor data to obtain optimum spacecraft attitude
• Receiving and interpreting commands to the ADACS (from the C&DH 

computer)
• Performing attitude control computations
• Controlling reaction wheel speeds and torque rod activities
• Controlling propulsion subsystem activities (if applicable)
• Controlling thruster activities
• Collecting ADACS telemetry and sending it to the C&DH
• Sending accurate orbital elements to the C&DH
• Sending accurate time to the C&DH

The Payload Processor performs the management of payload functions and col-
lecting payload data.

The software hierarchy diagram is shown in Fig. 8.1. The Executive controls the 
computer operating system. The operating system and all software are typically written 
in C++ or in machine language. Often multiple copies of the bootstrap program reside 
in radiation hard Fuse Link PROM for redundancy; the main program is in Flash 
EPROM. All spacecraft bus operations are performed on a time schedule, programma-

8 Spacecraft Software



117

ble from the ground and employing default values on the spacecraft. Hardware counters 
programmed by the C&DH execute the schedule, and perform repetitive operations in 
response to a single command. All high speed and low level operations are relegated to 
the multiple, high speed communications processors that operate autonomously. They 
are powered up only when needed. This reduces high speed requirements of the C&DH, 
permitting it to operate at a relatively low duty cycle, conserving electric power.

Though not required by throughput and speed requirements, ADACS functions 
are performed in a separate processor that communicates with the C&DH only by 
two-way file transfer of telemetry and commands. C&DH and the ADACS codes are 
resident in both processors; however, each processor executes only its assigned 
functions (C&DH or ADACS). In case of hardware failure in either the C&DH or 
the ADACS processor, the other processor can perform the other’s functions, but 
computer loading becomes much higher. During high communications traffic peri-
ods, operating with only one processor, highly computationally intensive functions 
must be eliminated. Kalman filtering of the multiple attitude sensor data is compu-
tationally intensive and is eliminated at those times, reverting to the use of the 
(ground designated) single sensor for attitude determination. Generally this will be 
the GPS attitude determination or a star tracker, if there is one on board.

The software architecture consists of the Executive and the Subroutines for 
accomplishing the various tasks. The Executive schedules hardware, electric power 
and ADAC interface initialization, Operating System initialization, State 
Determination, Mass Memory initialization, Default Schedule initialization, and the 
Idle Task. The Executive operates the Idle Task in which the Executive cycles 
through all of the potential tasks (subroutines) it might have to perform, to deter-
mine if there is anything it has to do. It does this at a low clock speed to conserve 
power. If, while cycling through potential tasks, the Executive finds one that requires 
execution, it switches the processor to high speed and causes the appropriate sub-
routine to execute the required task. It services interrupts in the same manner.

Executive

EPS Management,
TTM Collection

Scheduler

Thermal Management,
TTM Collection

Spacecraft
Initialization

Up/Down
Communications

Message and Data
Management

ADACS
Computer

Spacecraft
C&C

Fig. 8.1 Software architecture and software modules
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8.2  Performing Each Function or Module

8.2.1  Initialization of the CDH Processor, Hardware, 
and Operating System

Once the C&DH is released from the reset condition (held during ascent until the 
separation switch indicates that the spacecraft has been released from the launch 
vehicle), the C&DH performs a Flash EPROM Operating System check, and initial-
izes the hardware and nonvolatile RAM variables. The Mass Memory is tested for 
unusable blocks. After all the start-up tasks have been initialized, the C&DH loads 
the Default Schedule. The Default Schedule consists of a C&DH State of Health 
(SOH) telemetry collection event, and a communications event. The C&DH per-
forms the communications event repeatedly until communications with the ground 
station is successful. After the Default Schedule is loaded, the C&DH transitions to 
the Idle Task to cycle through the spacecraft subsystems for possible action.

The ADACS is released from reset at the same time as the C&DH and performs 
a similar initialization sequence. This sequence will be described later in the ADACS 
software section; however, the portion of the ADACS initialization that is pertinent 
to the C&DH initialization will be described here.

The ADACS computer will complete initialization before the C&DH because its 
initialization sequence is shorter. The C&DH listens for notification by the ADACS 
computer that its initialization is completed and is ready for commands. The C&DH 
synchronizes time with the ADACS and commands the ADACS to begin State of 
Health data collection.

The Idle Task maintains the C&DH computer in a slow clock mode to conserve 
power. The tasks performed include resetting the watchdog timer, validating the operat-
ing system in EDAC memory, EPS monitoring and recovery, and interrupt handling.

The interrupt handler monitors the real-time clock alarm (Event Execution Time), 
operating system time tick, GSE port service, communication reception and trans-
mission service, and watches for unscheduled communications from mobile users.

8.2.2  Executing Scheduled Events

All scheduled events use the real-time clock alarm function to start execution. The 
alarm is set to the time of the next event by the Scheduler at the completion of the 
previous event. Prior to executing the event, the watchdog timer is reset. Since the 
watchdog timer duration is usually twice the longest event duration, and the watch-
dog timer is reset on entry to each event, all events are executed without regard to 
the watchdog timer duration. After the watchdog timer is reset, the event is per-
formed. When the event is completed, the next event is removed from the schedule, 
and the real-time clock alarm is set for this event and the ADACS computer returns 
to the Idle Task.
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The scheduler performs three major functions: (1) disassembles and interprets 
commands received during a communications event, (2) identifies the next execut-
able event, and (3) validates the scheduler command sequence queue. Each com-
mand is validated in three ways: the satellite access password is checked to determine 
whether the ground station has the authority to schedule commands, the CRC of the 
packet containing the commands is checked to be sure it has been received correctly, 
and the CRC on each command is checked before placing it in the schedule.

If the command is valid, it is placed in the schedule in time-order sequence. If an 
error is detected, the command is discarded. The spacecraft schedule can be teleme-
tered to the ground for verification.

After the event is executed, the scheduler readies the command to be performed 
next and sets the alarm for the specified event execution time. An event can resched-
ule itself at a later time. This allows self-scheduling repetitive events, such as telem-
etry collection, to only require a single command (schedule memory location). The 
spacecraft is capable of storing a large number of commands (counting repetitive 
commands as a single command) in EDAC memory. The iterative execution of com-
mands continues until the schedule is exhausted or new commands are received. If 
the scheduler ever becomes empty, it loads the default schedule that contains the 
“Beep/Receive” communications event. Also, if a communicate event is not sched-
uled for the next 3 days, the scheduler places a communicate event (“Beep/Receive”) 
in the schedule. This tells the master ground station that the satellite is out of sched-
ule and needs servicing.

The “Beep-Receive” communications event is a repetitious spacecraft transmit 
event (transmitting “Routine Telemetry”), followed by activation of the spacecraft 
command receiver for a specified time interval. So, if communication is lost with 
the spacecraft, or if someone just forgot to send up a schedule, the spacecraft goes 
into short transmission “Beeps” every (say) 1 min, to tell the world within its line of 
sight that the spacecraft is here and it has no schedule to execute. This feature proved 
very useful in many instances when, for one reason or another, the spacecraft got 
“lost.” Because of the intermittent nature of the transmit events, the power required 
to execute “Beep-Receive” is quite low.

All events are self-routing, i.e., if the event is destined for a processor other that 
the C&DH, the code for that event will route it to the proper destination processor.

8.2.3  Stored Command Execution

The satellite operates on an internal schedule, executing commands uplinked and 
stored in memory together with the time when commands are to be executed. 
Uplinked commands are processed by the spacecraft to extract pointer information 
with which time sequential commands can be retrieved from memory for execution 
regardless of the order in which these commands were sent up to the spacecraft. The 
time to execute the commands is determined on the ground from the spacecraft 
orbital parameters used by the ground station. The ground station computes the time 
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when the spacecraft will be over the specific areas on the ground where the command 
is to be executed. Exceptions are commands to the ADACS to point the spacecraft 
to a given point on Earth and take a picture. The ADACS has all the information 
with which to autonomously compute the required maneuvers.

Exceptions to the time-scheduled execution of commands are satellite self- 
scheduled events (such as telemetry data collection) and geographically commanded 
repetitive events. Telemetry is collected at ground commandable intervals. This is 
implemented by placing a number in one of the hardware counters, and counting 
down until the count reaches zero. At that instant, an interrupt occurs and causes the 
execution of the repetitive event. The number is then reinserted into the counter so 
that the process may be repeated.

8.2.4  Housekeeping

Housekeeping functions include maintenance of on-board hardware status, teleme-
try data collection and formatting, electric power system management, management 
of the thermal control system, ADACS status maintenance and ADACS telemetry 
data collection.

On-board hardware status is maintained by a “state vector,” telemetered to the 
ground, where each bit indicates the status of a different hardware module, and 
whether it is being used at this time or not. Onboard hardware status, if all compo-
nents are functioning, is controlled by a default status vector that (for example) 
signifies that User Downlink Transmitter No. 1 is used, that the C&DH and the 
ADACS software are operating normally, that all batteries are on the line, that the 
thermal control system (heaters) are cycling with a duty cycle to maintain electron-
ics temperature at (say) 5 ° C, and that all deployables (activated by pyrotechnic 
devices) have been fired.

8.2.5  Management of the On-Board Electric Power System

Electric Power System Management is performed in a number of different ways. 
Battery charging and controlling the charge regulators in accordance with the tem-
perature and voltage of the batteries is performed by the “smart” electric power 
subsystem in response to its own controller. The C&DH control of the power system 
includes turning on or off various batteries, taking a battery off the line for condi-
tioning, monitoring individual batteries for low voltage, taking the load off of these 
until they are recharged, and maintaining a battery watt-hour charge status for 
telemetry to the ground to indicate battery status and the level of general battery 
usage over different parts of the world. In addition to control of the batteries, the 
C&DH control of the electric power system is also used to conserve electric power. 
It determines the usage of individual PCB, turns them on or off depending on need, 
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controls the clock speed to slow it down when over ocean areas or when performing 
only idle tasks. The spacecraft can also be commanded into Save Power mode by 
ground command. Finally, should power become critical, the hardware will trigger 
a low power condition and shed all unnecessary loads in an attempt to save the 
spacecraft. This computer control of the electric power system is a flight-proven 
feature that has resulted in achievement of high power efficiencies.

8.2.6  Management of the On-Board Thermal Control System

Based on spacecraft telemetry, ground operators are provided with data about bat-
tery temperatures. The operators may decide that the battery temperature should be 
increased. Management of the Thermal Control System is implemented by control-
ling the temperature by cyclic, computer-controlled, operation of heaters. Instead of 
using thermostats (that would put the vital battery heater system under the control 
of an automatic device whose failure could jeopardize the entire mission), the com-
puter is used to turn on and off the heaters, with time-out on the duration of execu-
tion of the heater commands. By controlling heater operation via the computer, 
more precise and less power consuming heater control can be achieved.

8.2.7  Telemetry Data Collection

Telemetry data collection is performed by repetitive scheduling of the execution of 
a “status” event at ground commanded or default schedule commanded repetition 
intervals. This event powers up the Analog I/Os, samples each of the analog and 
binary telemetry points, feeds these values to a multiplexer and A/D converter for 
input to the C&DH computer. In the C&DH, the sets of telemetry point values are 
stored, and telemetry statistics are updated. These are the minimum, maximum, 
average and most recent values of all the telemetry point time histories. In this way, 
if only routine telemetry is required, the stored telemetry dump to the next ground 
station has always the same number of data points, regardless of the time between 
ground contacts, yet the data contains the important SOH statistics of every teleme-
tered point. The default time interval between telemetry data collection instances is 
typically quite long, so that 90 sets of samples cover one orbit.

If there is an anomaly, or the ground station operator wishes to examine a par-
ticular subsystem in more detail, he or she can command that specific subsystem to 
collect and downlink telemetry from a specified time to another specified time with 
a sample rate that can also be commanded. In this way, the Engineering Telemetry 
data may contain much more granularity. Telemetry from ADACS, from the 
Communications Processor and from the Propulsion System are downlinked and 
displayed in a similar manner.
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8.2.8  Communications Software

The communications software is divided into up/down communications and on- 
board message handling. While specific details of the communications protocol are 
usually a joint decision between the customer and the spacecraft builder, general 
concepts of operation are described below. Since this spacecraft has multiple and 
different store-forward communications functions, there are also different message 
types that must be serviced. Since communications involves a large number of 
steps, Higher Level Commands are used to facilitate implementing 
communications.

The commands provided to the spacecraft by the ground control station are high 
level commands, interpreted by the spacecraft. For example, to communicate and 
contact a ground station at time To using transmitter No. 2 and send data at 56 kbps 
on frequency fo and time out after 10  min is a single high level command. The 
spacecraft implements this command by turning on a TCXO oscillator at T0-X (to 
permit it to stabilize), connect the TCXO to transmitter number 2, turn on the B+ to 
number 2 at T0-Y, set up the protocol control software to transmit at 56 kbps, select 
the modulator to be used, and select the first piece of data to be transmitted so that 
it would be ready for transmission when the transmitter key-on switch is turned on 
at T0. These high level commands generally follow the concept of implementing the 
answers to a sequence of specifications about the action to be implemented, as a 
structured set of instructions to When? What? and How? This high level, menu- 
driven command structure has extensive flight history. Command confirmation 
takes only a short time. It contrasts sharply with the older methods of controlling 
satellites, where separate ground commands were needed to perform each switch or 
setup function, and where each element of the command had to be repeated by the 
satellite for confirmation by the ground before it was executed, thus limiting the 
number of (equivalent) high level commands that could be executed per unit time.

Message deliveries are attempted a predetermined number of times, and if they 
are undeliverable, they are recorded as undeliverable in the Communications 
History. Message responses not received within 2 seconds are retransmitted until 
the retry count is exhausted. Once the retry count expires, no more messages are 
sent to that user on the current pass.

The major function of the processor associated with the command receiver is to 
relieve the C&DH of all low level processing associated with frequency selection, 
receiver tuning, decrypting, removing Forward Error Correction coding and mes-
sage or command interpretations. The communication processor is only powered up 
by C&DH command. After the processor powers up, it notifies the C&DH that it is 
ready for receiver frequency assignment. The C&DH sends the frequency, modula-
tion type, data rate of the expected uplink command or message. The communica-
tion processor programs the receiver to the specified frequency, initializes the digital 
hardware and DMA, and waits for the receiver squelch threshold to be exceeded. 
The processor receives data until detection of packet termination. Only user packets 
received error free, i.e., have a valid CRC, are forwarded to the C&DH. During 
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packet reception, the receive signal strength for each packet is monitored and 
appended to the packet that is forwarded to the C&DH. The number of good and 
bad packets received are included in telemetry when requested by the C&DH. The 
processor collects SOH information requested by the C&DH.  SOH consists of 
information pertaining to the Executive, interprocessor communication errors, 
invalid command or data transfers, and other miscellaneous information.

The communication processor program memory is divided between two types of 
storage, Fuse Link ROM and Flash EPROM.  The Fuse Link ROM contains the 
software necessary to initialize the processor, communicate with the C&DH, and 
houses critical software functions. The Flash EPROM contains two copies of the 
software. When the communication processor is powered up and detects an unre-
coverable error condition, or is reset by the C&DH, it scans both copies of the 
operating system. The processor executes the most correct version. The communi-
cation processor software is written in C with low level drivers or time critical por-
tions of code written in assembly language.

8.2.9  Attitude Control System Software

Functions performed by the ADACS were already described. Here, only those 
aspects that propagate the orbit from GPS data are described. The on-board GPS 
provides position (in ECEF coordinates), velocity and time information. First the 
coordinates are converted to J2000 coordinates, then the spacecraft accelerations 
are double integrated to obtain position in the future, and thus the orbit is 
propagated.

8.2.10  Uploadable Software

From time to time, it may be necessary to change the way the on-board software 
operates. New software must be sent to the C&DH. This is made easy by the fact 
that the on-board software is organized as a set of independent modules, called into 
service by the Idle Task sequencer. The executive addresses each module in turn. 
This means that a new module can be sent up to the spacecraft and located anywhere 
there is free memory space available. Only the pointer that causes the Idle Task to 
go to the next module must be changed to point to the location of the new code. The 
C&DH should have the capability to update the code resident in Flash EPROM. The 
sequence is initiated by the C&DH issuing a command to receive new software. The 
function that receives, stores, and programs the Flash EPROM resides in Fuse Link 
ROM. After all the software has been received, the C&DH commands to program 
the Flash EPROMs. The C&DH then resumes normal operations using the new 
software patch or subroutine.

8.2 Performing Each Function or Module
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8.2.11  Propulsion Control System Software

Commands to the propulsion system are to provide a delta V burn through the CG 
of the spacecraft, using multiple thrusters. Since the net force of the thrusters misses 
the CG by an undetermined small amount, providing a net thrust through the CG 
involves duty cycling the multiple thrusters and correcting the thrust error by chang-
ing the duty cycles in response to an attitude or rate sensor. Since the ADACS 
includes an IMU, attitude errors are readily determined. The propulsion control 
system computes the length of the thrust required to produce a commanded delta 
V. It does this from the tank pressure, using the ideal gas law. This time interval is 
divided into many shorter intervals to apply to the thrusters. Then, the IMU is used 
to provide the input to the computer to determine which thrusters are to be fired for 
these shorter time intervals to result in straight flight. When thrusting is initiated, the 
processor activates the shutoff valve to open gas flow from the fuel tank, measures 
the gas pressure and temperature (a normal SOH measurement) and computes the 
duration of the burn from the gas law. If the required burn duration is longer than 
0.1s, the program computes the number of burns required so as not to upset the 
spacecraft due to any one burn being too long. Then, starting at the programmed 
time, the set of short burns are executed by opening appropriate thruster valves for 
specified durations of time. The time between burns is controlled by angular veloc-
ity, so that consecutive burns should result in opposing torques, resulting in mini-
mum attitude error from the burn sequence.

8.3  Software Development

Software should be developed in an orderly manner with adherence to a set of prin-
ciples. The software should be:

 (a) Broken up into different modules, each of which performs one of  the func-
tions described earlier in this chapter.

 (b) Each module should be described in full (defining the module requirements, the 
inputs to the module, the algorithm or logic the module will perform and the 
outputs of the module). This is usually called the pseudocode. The pseudocode 
may also define the method of testing the code and the ICD (Interface Control 
Document) for interfacing to the hardware.

 (c) From the pseudocode, the software can be reviewed before it is written to catch 
conceptual mistakes. Also, the size of the code (as Source Lines of Code  - 
SLOC) can be estimated.

 (d) If not included in the pseudocode, separate ICD’s should be written to define 
interfaces between software and hardware modules.

8 Spacecraft Software
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 (e) Based on whether this code is new or is reused from an earlier program, an 
estimate of the time to write the code can be made. Estimating programming 
effort depends on the assigned programmer’s experience. For this reason, pro-
gramming time estimated based on SLOC is, at worst, a WAG, and at best, it is  
not much better. The SLOC can also be estimated by comparing each module 
with similar modules written in the past.

 (f) Software written should be archived regularly and should have a version number 
and date so it could be readily identified. Several good version control COTS 
software are available.

 (g) Software progress reviews should be held frequently to determine progress and 
to identify incompatibilities or problems. If a software person tells you that he 
or she is almost finished, interpret this to mean that the software does not work.

 (h) Changing software modules is dangerous, if not rigorously controlled, and 
could invalidate software written by another member of the team. For this rea-
son, software changes should follow the Change Process (of writing down what 
the change is, why it is made and what other part of the software will be affected 
by the change). There are several Change Control Systems (Subversion, Git) 
that can establish and maintain the change control rigor.

 (i) The completed software modules should be tested under realistic situations.

 (j) While expensive, a complete software simulation of the spacecraft hardware 
should be built. This enables testing the individual software modules as well as 
the complete software system.

 (k) From the pseudocode, software should be written that can perform some (even 
if not all) the functions of each module. This permits an early testing of the 
entire system, verifying that the system as conceived will work. Later improve-
ments to the code will just make the system work better. This iteratively improv-
ing software development process is called the Spiral process (since the initial  
software spirals in toward the final software). The advantage of the  Spiral pro-
cess is that it creates code very soon after starting the development process.

8.3 Software Development
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Chapter 9
Spacecraft Structure

Selection of the most suitable spacecraft structure depends on many factors. The 
main ones are (1) the launch vehicle payload envelope and interface separation sys-
tem dimensions, (2) the launch vehicle loads to the spacecraft structure, (3) the 
weights of the spacecraft bus and payload components, (4) thermal design and abil-
ity to get rid of incident and internally generated heat, (5) the way solar arrays will 
be mounted, deployed or rotated to provide the required Orbit Average Power, (6) 
instrument pointing and (7) any other special requirements, such as the possible 
requirement to keep propulsion, bus and payload separated from one another.

This section will go through the process of analyzing a typical spacecraft 
structure with common-sense explanations for each step.

9.1  Introduction

During the launch sequence, the structure is exposed to a complex dynamic environ-
ment. It starts with the launch vehicle at rest on the pad with a 1 G vertical static 
load. At the moment that the rocket engines begin to fire, before the rocket begins to 
rise, the structure is exposed to severe vibration loads. Some of these are structure- 
born, because engine vibrations pass through the launch vehicle, but a significant 
portion are acoustic, due to the engine sounds reflecting off the ground around the 
launch vehicle and impinging upon the spacecraft. There is a relationship between 
the height of the launch vehicle and the acoustic loads on the spacecraft at the top of 
the rocket. As the launch vehicle begins to rise, it accelerates slowly as a result of 
having to lift the high mass of the initial fuel. As the ground falls away, the reflected 
acoustic loads dissipate. As the velocity increases, the relatively dense air hitting the 
nose of the launch vehicle at lower altitudes, creates a dynamic pressure, “Q”, 
inducing a compressive load on the upper structure. It is common practice for the 
engines to be throttled back until sufficient altitude is reached, where the air density 
is less, to minimize the effects of this pressure. During this entire time, as fuel burns 
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off, the launch vehicle is getting lighter and acceleration increases for a given engine 
thrust. A typical axial acceleration profile for the Falcon 1 launch vehicle, given in 
Fig.  9.1, illustrates this sequence. It is noted that the peak axial acceleration of 
6.5 g’s occurs at first stage separation.

During this time, the spacecraft is attached (together with the other manifest 
payloads) to the launch vehicle, which has its own stiffness and mass. The complete 
assembly is subjected to dynamic loads over a large frequency range. The dynamic 
responses of the launch vehicle and the manifested components couple with each 
other, producing a set of loads unique to that specific launch. In order to enable the 
analysis during spacecraft design, estimated design loads are published by the 
launch vehicle supplier. These are conservative estimates of the loads the structure 
will actually see. Depending upon the maturity of the launch vehicle/manifest, they 
may be based on similar launch vehicles, actual measured values from previous 
launches, or coupled loads analysis (CLA) of the launch manifest. During the design 
cycle, additional CLA cycles may be performed, and the published loads updated. 
The loads used for testing and to verify the structure are based on the latest loads 
estimates at the time of testing.

9.2  Requirements Flow-Down and the Structure  
Design Process

Structural Requirements are flowed down from the Launch Vehicle and from 
Spacecraft Requirements.

Launch Vehicle requirements are defined by the launch vehicle provider. 
Typically, they include:

 1. Minimum Spacecraft Resonant Frequency: (typically 50  Hz for a small 
satellite): This is specified to avoid coupling with launch vehicle modes. In the 

Fig. 9.1 Axial acceleration vs. time of the Falcon 1 launch vehicle

9 Spacecraft Structure
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case of the ISS, there are additional requirements to preclude coupling with the 
Station’s robotic arm modes. Finally, there may be on-orbit deployed configura-
tion frequency requirements for instrument control and performance.

 2. Static Loads: (provided by the launch vehicle) are based on estimates, past 
experience, or Coupled Loads Analysis. These are conservatively estimated 
numbers and take into account the coupled effects of the entire manifest and 
launch vehicle. Coupled Loads Analyses include uncertainty factors. These fac-
tors are higher for the preliminary CLA at the beginning of a project, because the 
design and manifest are not finalized. By the final CLA, there are fewer vari-
ables, and the factors of safety used can be lower.

 3. Sine Specification: (may or may not be required by the launch provider.) 
Typically, a sine spec may be a few G’s in magnitude, in the 0 to 50 or 100 Hz 
frequency range. It is intended to include the low frequency/high displacement 
dynamic loads on the spacecraft.

 4. Random Loads: These loads include the higher frequency dynamic loads on the 
spacecraft. As a rule, the larger the spacecraft-instrument, the less the effect 
these loads have. When a specific vibration spectrum is not available from the 
launch vehicle provider, the designer should begin with the General Environmental 
Verification Specification, GEVS, shown in Fig. 9.2.

Fig. 9.2 (a) A launch vehicle random vibration spectrum (GEVS).  
(b) Random vibration spectrum

9.2  Requirements Flow-Down and the Structure Design Process
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 5. Acoustic Loads: caused by acoustic pressure impingement, may be critical for 
lightweight items with large surface areas (solar arrays). An effective static pressure 
can be calculated from the acoustic sound pressure, using Eq. 9.1
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 6. Pressure Loads: propulsion systems, sealed and vented containers. Propulsion 
systems have specific multi-tiered requirements, depending on the propellant 
used. A hazardous propellant, such as hydrazine, has higher safety requirements 
than an inert propellant such as compressed nitrogen. Safety requirements also 
depend on the contained energy of the propellant system. Fuel lines must be 
analyzed for 4 times, and proof tested to 2 times maximum expected pressure. 
For use near manned spacecraft, they require a “leak before burst” analysis to 
demonstrate that, in the event of a crack, the crack will grow linearly to a length 
that would allow the pressure to leak out before unstable crack growth will occur. 
Propellant tanks are typically proof tested to 1.5 times their Maximum Design 
Pressure.

Sealed containers are volumes not vented during launch; they remain at one 
atmosphere internal pressure on-orbit. Sealed containers must be qualified by 
testing to two atmospheres internal pressure.

Vented container analysis consists of calculating how much vent area is 
required for a given enclosed volume. The venting pressure loads are calculated 
based upon the maximum pressure decay rate and the ambient pressure during 
launch.

Note: Pressure load requirements may be tiered based on the amount of 
energy contained in the system.

 7. Factors of Safety: (defined by the project)

9.3  Structure Options, Their Advantages and Disadvantages

Structural configurations can vary from a simple box containing the spacecraft 
electronics (several examples are shown in Fig. 9.3) to a complex set of shapes that 
contain or support the electronics, propulsion and various deployables, shown in 
Fig. 9.4.

If the spacecraft is small, almost any structural configuration will work. However, 
as the size of the structure and the weight of its electronics and payload grow to 
several hundred or more pounds, the placement of the electronics affects the strength 
required and the resulting resonant frequencies of the spacecraft. For instance, in 
Fig. 9.5a, the spacecraft structure consists of bottom and top plates, longerons and 
side panels.

9 Spacecraft Structure
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Under the load of the electronics mounted to the inside of the side panels, the 
bottom plate will bend and vibrate. This can be mitigated by using corner braces. 
However, as shown in Fig. 9.5b, by mounting the electronics to internal panels at or 
near the separation system diameter, the load path will be straight and will permit 
reducing the thickness, strength and weight of not only the bottom plate but also the 
weight of the side panels. In addition, in Fig. 9.5a solar incidence will heat the outer 
panels, which will create a difficult environment for the electronics, while in 
Fig. 9.5b the electronics is protected from direct solar heating.

Fig. 9.3 Simple box spacecraft structures

Propulsion 
Module

Payload

Deployable 
Solar Panels

Bus

Fig. 9.4 A more complex spacecraft structure

9.3  Structure Options, Their Advantages and Disadvantages
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In selecting and designing the spacecraft structure and the layout of the elec-
tronics, intuitive consideration must be given to the spacecraft stiffness, resonant 
frequency and thermal performance even before undertaking a detailed analysis. 
There are some “rules of thumb” to aid in this process:

• Avoid long, unsupported structural members

 – Include stiffeners, where possible, to avoid buckling
 – Stiffeners should be strong enough to support diagonal tension buckling of 

shear webs

• Milled aluminum is strong and provides a good thermal path

 – Use materials that are resistant to Stress Corrosion Cracking per MSFC- 
STD- 3029, “Guidelines for the Selection of Metallic Materials for Stress 
Corrosion Cracking Resistance in Sodium Chloride Environments”

• Honeycomb panels feature high stiffness to weight ratios

 – Honeycomb face sheets may be metallic or composite
 – Carry high stress levels without buckling
 – Honeycomb core needs to be perforated to allow venting during launch
 – Handle acoustic pressure loads well
 – Require local inserts for bolt attachments
 – Composite face sheets may require an electrical barrier ply when used with 

solar cells
 – May require additional testing to verify fabrication workmanship
 – Be sure to accommodate thermal expansion between materials

• Use many screw fasteners

 – Fastener joints should be bearing critical (not shear critical)
 – Use high strength A-286 steel fasteners (avoid 300 series stainless bolts)
 – Cadmium plated fasteners are not permitted around manned spaceflight

Fig. 9.5 (a, b) Load paths in two different structures and two electronics mounting methods

9 Spacecraft Structure
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 – Use self-locking inserts and nuts to attach bolts
 – Fasteners should be redundant to avoid single point failures

• Graphite Epoxy structures are light and strong

 – Their coefficient of Thermal Expansion (CTE) can be tailored for optical 
applications

 – Poor thermal or electrical conductors
 – May require additional testing to verify the workmanship of the composite layup
 – Higher manufacturing costs

• Assure that there is a good thermal path to get rid of the heat

An example of a complex structure is the double satellite manifest launched by 
NASA in 2009 and shown in Fig. 9.6. In this mission, the Lunar Reconnaissance 

Fig. 9.6  (a) The LCROSS and LRO stack of satellites. (b) ESPA (EELV secondary  
payload adapter) ring. LCROSS structure supports LCROSS modules and the LRO spacecraft. 
(c) Each bracket supports the load of only one subsystem. (d) Details of the LRO propulsion 

system. (e) Four external structure modules comprise the LRO structure configuration

9.3  Structure Options, Their Advantages and Disadvantages
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Fig. 9.6 (continued)

9 Spacecraft Structure
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Orbiter (LRO) was launched atop the Lunar Crater Observation and Sensing 
Satellite (LCROSS). LRO orbited the moon and mapped its surface. The LCROSS 
mission was to approach the moon. The upper stage then impacted the Moon and 
LCROSS flew through the ejecta looking for signs of water. The two vehicles were 
stacked for launch.

The LCROSS structure used an ESPA ring with components mounted radially 
around its perimeter. The upper flange of the ESPA ring supported the LRO space-
craft. Both spacecraft required large fuel tanks to supply thrust for lunar orbit 
insertion.

The fuel tanks were located inside in LCROSS, and multiple components were 
mounted on the outside of the ring. From a structures load point of view, this pro-
vided modularity to LCROSS and an efficient load path to support LRO.

The LRO was a 4-sided structure and consisted of 4 vertical honeycomb panels 
containing the LRO subsystems and instruments. The four vertical panels were 
mounted to a horizontal main deck, which interfaced with the LCROSS through the 
Launch Vehicle Adaptor (LVA). The large fuel loads were carried through to the 
separation system of LRO through the central structure (in a manner similar to the 
example in Fig. 9.5).

The alignment accuracy between the star trackers and the optical bench instru-
ments was critical for mission success. The composite bench material had a very 
low CTE, thereby minimizing the thermal effects on pointing accuracy. The bench 
was attached to the spacecraft using flexures to isolate deflections of the spacecraft 
from the optical bench. Alignment accuracy of other components on the spacecraft, 
such as solar arrays and high-gain antennae, were not as critical as those of the 
optical instruments.

This example of a complex spacecraft illustrates that use of direct load paths is a 
good design practice.

Fig. 9.6 (continued)

9.3  Structure Options, Their Advantages and Disadvantages
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9.4  Structure Materials and Properties

Machined aluminum, aluminum honeycomb and graphite epoxy laminates are com-
monly used structural materials (Fig. 9.7).

Fig. 9.7 Typical metal material properties

Composite materials have unique structural properties that can be tailored for 
specific applications. While there are some very specialized composites for use in 
extreme environments, this discussion will focus on laminated composites. The 
two most common structural composites used on spacecraft are fiberglass and 
graphite/epoxy (Gr/Ep). Both composites are assembled from fibers and an epoxy 
matrix. Fiberglass has less strength than Gr/Ep, but its cost is relatively low and it 
is commonly used to provide thermal isolation. Gr/Ep structural composites come 
in two configurations: fabric and tape. The fabric versions use a graphite fabric, 
impregnated with epoxy. While not quite isotropic, their strengths in both in-plane 
axes are similar. In the tape versions, the ply fibers run in one direction and they are 
impregnated with epoxy. They are orthotropic and both their strength and 
Coefficient of Thermal Expansion (CTE) values vary dramatically with orienta-
tion. Along their fiber axis, tape composites have extremely high strength and stiff-
ness and have very low (sometimes even negative) CTE. Along axes normal to 
their fiber direction, where only the epoxy matrix carries the load, the plies are 
relatively weak and have a higher CTE. Because of the weakness in the tape off 
axis direction, tape laminates usually feature multiple plies at different angles to 
tailor the required strength for each axis. This tailoring requires that the laminate 
be custom made, which is expensive.

The fact that the GrEp fibers have a negative CTE and the epoxy matrix has a 
positive CTE means that it is possible to design a composite laminate with near 
zero CTE. This property is used extensively in on-orbit optical applications where 
pointing must be maintained even with thermal gradients across the structure 
(Fig. 9.8).

9 Spacecraft Structure



137

9.5  Fasteners

Typical English fastener sizes are given in Fig. 9.9.

Fig. 9.8 Typical composite material properties

Fig. 9.9 English screw sizes

9.5  Fasteners



138

Note: Tension areas are calculated taking plastic deformation at the thread 
section into account, which makes them larger than the minimum thread diameter 
areas. The tensile areas should be used for calculating tensile stresses. If the 
threads are in shear, the minor diameter areas should be used when calculating 
shear stresses.

Note: If a fastener with an unthreaded section in shear is used, the diameter of the 
unthreaded section should be used for shear stress calculation.

9.6  Factors of Safety

In a spacecraft design, the required factors of safety are based on whether the 
structure is strength tested or qualified by analysis only. If the added mass incurred 
by using “No-test” factors is acceptable, time and cost can be saved by not running 
a structural test program.

Structures that include composite laminates usually require a structural test. This 
is because the strengths of composite laminates vary significantly, based on the 
quality of their manufacture. If multiple quantities of a composite laminate are pro-
duced, each unit, most likely, requires testing for the same reason.

Typical factors of safety used in the design are given in Fig. 9.10. (different val-
ues may be specified by different projects.)

Fig. 9.10 Typical factors of safety table

9 Spacecraft Structure
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Static load test on metallic structures: The main issue is whether a structural test 
will be performed (allowing use of lower factors of safety). A structural test may be 
performed using a static pull test (simplest and cheapest), but that may not test 
entire structure. A sine-burst vibration test (next cheapest) tests the entire structure. 
A centrifuge test (may require multiple test cycles at various orientations), is the 
most expensive.

Random/Acoustic: If using the acceptance level loads, random/acoustic factors 
of 1.6 yield and 1.8 ultimate must be used. If qualification loads (acceptance +3 dB) 
are used, factors of 1.25 yield and 1.4 ultimate should be used for margin of safety 
calculations.

Stability: The factor ensures that the structure does not buckle below the ulti-
mate stress levels.

Thermal Stresses: a thermal vacuum test allows use of lower tested factors.
EVA kick Loads and nominal EVR operations: Typically not tested; therefore 

they carry higher no-test factors.
EVR Impact: This is considered an unplanned failure mode. Therefore; the 

structure may be damaged (hence no yield requirement) but must remain intact.
Fail-Safe: This is typically used for bolted joints. It must be shown that the joint 

will remain intact and carry the full load when the highest loaded fastener has failed.

9.7  Structural Analyses

9.7.1  Structural Analysis Overview

The purposes of the Structural Analyses are:

• To determine if the spacecraft structure is strong enough to withstand vibra-
tional, acoustic and static loads during launch to orbit

• To determine if the deformation of the structure during ascent to orbit is small 
enough to meet structure and payload deformation criteria

• To determine if the resonant frequencies are high enough to meet launch vehicle 
requirements

• To determine the critical stress levels in the structure, and where they are located
• To determine where the structure needs to be strengthened and where it could be 

made lighter
• To determine the equivalent G loads induced by random and acoustic loads.
• To determine whether the stiffness (modes) and thermal distortion are acceptable 

for on-orbit instrument performance

The main tool for performing the above analyses is the Finite Element Model 
(FEM). It is a mathematical model constructed from CAD drawings of the space-
craft, its electronics and payload. It is used to provide outputs that answer the above 
questions. Methods of constructing the FEM will be discussed later.

9.7  Structural Analyses
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After the FEM is constructed, the analysis sequence is:

 1. Run the FEM model to determine the resonant modes (solution of an Eigenvalue 
problem). This results in the resonant mode frequencies and the amount of the 
spacecraft mass that participates in each mode.

 2. Run the Static Loads to determine whether the structure has the required strength.
 3. Conduct a Sine vibration analysis to simulate the low frequency/high displace-

ment response of the spacecraft structure during launch. The excitation is applied 
by driving the model at the spacecraft-launch vehicle interface in each axis 
separately.

 4. Run a random vibration analysis, with the excitation at the spacecraft-launch 
vehicle interface, to simulate the higher frequency responses during launch. In 
this analysis the spacecraft is exposed to all the vibrations that it will experience 
during launch. If different modes couple to each other to create large deflections, 
this analysis will produce these modes. One of the purposes of the random vibra-
tion test is to obtain accelerations over the entire frequency spectrum and then 
calculate from these an effective static acceleration that can be used in further 
analyses. This analysis is run in each axis separately.

9.7.2  Structural Analysis Steps in Detail

The analysis is performed using a Finite Element Model (FEM), based on the 
spacecraft’s CAD model. The FEM can be created automatically from the CAD 
model or the geometry can be entered manually using points, lines and solids. This 
geometry can then be used to create structural elements.

The choice of how to construct the FEM model depends on the maturity of the 
mechanical design. If it is the final configuration, the fastest procedure may be to 
create a model by auto-meshing the geometry file. However, if the design is prelimi-
nary, and changes are expected, a finite element model (FEM) should be constructed 
that can easily accommodate changes. Using plate and bar elements allows making 
changes to the FEM quickly, permitting rapid design iteration.

 1. Creation of Finite Element Model (FEM)

A finite Element Model is a mathematical simulation of the structure. It is composed 
of a stiffness and a mass matrix which can be used to calculate the natural frequen-
cies, distribution of loads, and stresses within the structure. Software from many 
sources is available today for creating, solving, and post processing finite element 
model results. Their prices and capabilities vary significantly. Some capabilities 
include:

 1. Graphic model creation (creating/meshing FEM from CAD models)
 2. Frequency analysis (eigenvalues)

9 Spacecraft Structure
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 3. Static Load stress analysis
 4. Sine Load stress analysis
 5. Random vibration base-drive analysis
 6. Design optimization
 7. Graphic post processing of results

Three steps are involved in performing a FEM analysis:

 1. Create a model and use it to create a data deck file. (A data deck file is an ASCII 
text file which includes model information and a case control section to tell the 
computer what analysis to run)

 2. Solve the data deck file (the stiffness and mass matrices in the deck are processed 
for the desired solution)

 3. Take the analysis results and map them back to the model to display the results 
(examples: animated plot, deformed plot, stress contour plot).

The FEM can also be created by hand or from a CAD model of the design. Most 
programs (such as FEMAP) can create a solid element FEM from a solid CAD 
model. The FEM program will assign a default mesh size, based upon the geometry 
of the CAD model being meshed. There are a few considerations to note when using 
an auto-meshed FEM:

If the FEM model has a very fine mesh, it may take a long time to run analysis 
solutions. As personal computers have become faster and more powerful, this has 
become less of a concern for static runs, but dynamic solutions can still end up tak-
ing many hours. Most auto-meshing routines allow one to override the default mesh 
size for a component. In order to reduce the size and run times of the FEM, input a 
larger mesh size than the default size. Most models take only seconds to mesh. If the 
input mesh size is too large, the software will not be able to mesh the CAD geom-
etry. By changing the mesh size input, one can quickly iterate to the largest mesh 
size that can be processed, thereby reducing the size of the FEM.

One major weakness of auto-meshed solid models is that they are difficult to 
edit. Every time the design changes, a new model must be created. Even though 
auto-meshing the structure is fast, the fastener elements and boundaries must still be 
recreated. If a final design is analyzed, this may be less of an issue.

A FEM can also be created by importing the CAD geometry into the FEM soft-
ware and creating a structural model on top of the imported geometry. While this 
method takes longer than auto-meshing, it gives the analyst complete control over 
the size of the elements. They can be tailored to have a finer mesh in critical areas 
to calculate stress gradients, and a larger mesh in less critical areas, to minimize the 
size of the model. Also, the hand meshed model can be easily modified when mak-
ing changes to the design.

An initial CAD model is shown at the left, Auto-meshed and Hand-meshed mod-
els are shown at the right in Fig. 9.11.

Regardless of the software used, the steps used in creating a model are similar, 
and the sequence is intuitive.

9.7  Structural Analyses
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Element mesh size 
was defined on lines 

before extruding

Fig. 9.12 Manually input elements and elements created from geometry

Fig. 9.13 Example of element property input

 2. Defining the Element Geometry

When creating a model by hand, as shown in Fig. 9.12, the geometry is created 
using points and lines that can be manipulated (extruded, revolved, rotated, copied) 
to create the elements.

Fig. 9.11 Model creation method comparison

 3. Defining Material and Element properties

The properties of each material are entered. A separate material card is used for each 
material used (the software may have material databases that can be loaded into 
material cards). Figures  9.13 and 9.14 illustrate entering element properties and 
materials into the model.
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Fig. 9.14 Example of material property input

 4. Elements to Model Joints and Attachments

Three types of elements are used to attach components and may be used to calculate 
loads for later joint analysis. The first two are rigid elements (RBE2 & RBE3). An 
RBE2 rigidly attaches dependent and independent nodes. In an RBE3, the depen-
dent node’s displacement is the average of the motions of the independent nodes, 
without rigidly attaching the independent nodes to each other. The third  element 
type for attaching nodes is a CBUSH element. Figure  9.15 illustrates the FEM 
model displays when creating CBUSH elements.

Fig. 9.15 Example of CBUSH property and element cards

9.7  Structural Analyses
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Fig. 9.16 Example of mass element and RBE3 rigid element cards

 5. Adding Masses and Non-Structural Mass

Two methods are used for attaching a mass to a FEM. For a simple electronics box, 
the box can be modeled as a concentrated mass, using a rigid element to attach it to 
its mounting bolt locations. In this case, the RBE3 should be used. An RBE2 would 
rigidize all the mounting bolt locations, thereby reinforcing them by creating a false 
load path. Using an RBE3 attaches the box’s mass, but does not reinforce the struc-
ture. This is illustrated in Fig. 9.16.

Mass can also be added to a model as Non-Structural Mass. In a solar array, the 
mass of the solar cells and wiring can be smeared over the array’s surface by input-
ting NSM in the property card.
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Fig. 9.17 Machined aluminum deck with electronics components modeled using  
concentrated masses and RBE3 rigid element attachments

 6. Defining Boundary Constraints

The typical model is constrained using Single Point Constraints (SPC’s) to define 
which model nodes are constrained. In Fig. 9.17 the model is constrained at four 
locations (two on the front panel and two on the rear panel) (Figs. 9.18 and 9.19)

Fig. 9.18 Plate property card used to define a honeycomb solar array panel  
(with aluminum face sheets)
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Fig. 9.20 Attaching spacecraft mounting interface locations to a single node for analyses, 
requiring a base drive (sine and random)

While this method works well for static and eigenvalue solutions, it does not 
work in sine or random analyses solutions where the model must be driven from a 
single node. For sine and random analysis, an RBE2 rigid element can be used to 
attach the model’s interface mounting locations to a single node. In this case, all the 
interface locations should be rigid in relation to each other so an RBE2 is used 
instead of an RBE3 (Fig. 9.20).

 7. Lowest Resonant Frequency (Eigenvalue Analysis) Requirement

Once the FEM is created, the eigenvalue (modal) solution is usually run first. The 
eigenvalue run calculates the natural frequency modes of the FEM. It is also useful 
as a model check. If the first vibrational mode of the structure is very low (less 
than, say, 0.001 Hz), it is probably caused by one of two factors: the model may not 
be properly constrained at its boundaries, or an element is not properly attached. 
This will become very evident when looking at the animated or deformed mode 
shapes. If it looks like the entire model translates wildly when animated, it is prob-
ably an issue with the constraints. If it looks like a specific component is moving 

SPC’s showing DOF’s 
constrained

(two additional SPC’s on 
back Face)

Fig. 9.19 Example of single point constraints
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Fig. 9.21 Vibrational mode exhibiting the lowest resonant frequency

Fig. 9.22 Modal effective weight table for first ten modes

wildly, the component is probably not attached properly. An example of the 
deformed shape of the structure is shown in Fig. 9.21. The modal effective weights 
of each mode can also be calculated during an eigenvalue run. The modal effective 
weight summary lists the frequency of each mode and how much of the total mod-
el’s mass is participating. It is common practice to consider any mode where more 
than 5% of the model’s mass participates as a primary mode (Fig. 9.22).
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Fig. 9.23 Example of body loads (accelerations)

Fig. 9.24 Example of nodal load types

At this point, the FEM has not been correlated to test data. While it should be 
relatively accurate at low frequencies, it may be significantly inaccurate above 500 Hz.

 8. Static Analysis

Once an eigenvalue solution has run successfully, running static solutions is the next 
step. The elements and constraints for the static run are the same as those for the 
eigenvalue run. Most FEM software support the creation of a variety of applied 
static loads. Examples of body, nodal and elemental load types are shown in 
Figs. 9.23, 9.24 and 9.25.
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Fig. 9.25 Example of elemental load types

Fig. 9.26 Example of stress contour plot

Once the loads and constraints have been applied, a static solution can be run to 
calculate, loads, displacements and stresses. The stresses can then be used to calcu-
late margins of safety (Fig. 9.26).

9.7  Structural Analyses



150

Fig. 9.27 Example of sine solution NASTRAN data deck

 9. Sine Analysis

Sine analysis is a base-driven dynamic load case. It may or may not be required by a 
launch provider. It simulates the low frequency/high displacement portion of the 
launch environment. While the input levels may seem low, if the frequency range 
includes any of the spacecraft primary modes, the response levels may be significant, 
depending upon the load amplification of the design. The results from a sine analysis 
are response load/displacements versus frequency. The response load values can be 
applied to the spacecraft FEM as a static load to calculate stresses and deflections.

One of the reasons for running a sine test on a spacecraft is that it simulates the 
deflections of the structure at the low frequency/high displacement range. There 
have been cases where restraint systems and latches have actually deployed during 
sine tests due to excessive manufacturing tolerances (Fig. 9.27).
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 10. Random Vibration Analysis

Random analysis is also a base-driven dynamic load case. It is used to simulate the 
higher frequency portion of the launch environment. Random analysis is the only 
analysis where the spacecraft is exposed to all its modal frequencies at the same 
time. Modes may couple with each other, creating very high responses. The purpose 
of the random vibe analysis is to calculate an effective static acceleration and to 
assess the modal responses over the entire launch frequency spectrum to exhibit 
modes with high responses (Fig. 9.28).

Fig. 9.28 Example of random solution NASTRAN data deck
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The results from the random run include a punch file and an F06 file. The punch 
file contains the response frequency vs. G2/Hz data, and it can be graphed. The F06 
file contains the GRMS values of the energy under the graphed punch file curve. Both 
values are 1-sigma levels. The accepted procedure is that the structure is analyzed 
using 3-sigma GRMS levels as a static load. The 3-sigma accelerations in each axis 
are applied simultaneously to calculate stresses. Figure 9.29 illustrates a 1-sigma 
response for a 10 GRMS input

Fig. 9.29 Example of 1-sigma response curves for 10.0 grms acceptance level X-Input

From the response shown in the table above, the component at node 3 should be 
analyzed, using a 3-Sigma static acceleration load of:

 Gx G s= × = ′3 16 83 50 49. .  

 Gy G s= × = ′3 7 13 21 39. .  

 Gz G s= × = ′3 20 75 62 25. .  
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When choosing node locations to calculate responses, take into account the 
effective mass at the location. For example, a location at the center of a web will reso-
nate at its own natural frequency at some point over the random analysis frequency 
range. This resonance may create very high response levels, but the active mass of the 
web is negligible, and the stresses induced by the resonance are insignificant.

 11. Fastener Analysis

Fastener loads can be calculated easily by the FEM using rigid elements (RBE2, 
RBE3) and scaler spring (CBUSH) elements. When using rigid elements, request-
ing a grid point force balance (GPFB) at the constrained node will produce a listing 
of all the forces acting on the node. The MPCFORCE load will be the load from the 
RBE. For scaler spring elements, requesting the element forces will calculate the 
forces in the CBUSH elements.

Once the forces are calculated, fastener margins are usually calculated by hand. 
Fastener shear and tensile stresses can be calculated using the fastener area values 
shown in Fig. 9.9. From these stresses, principal stresses can be calculated and used 
to produce margins of safety. Margins of safety are calculated for tension (yield and 
ultimate) as well as shear (ultimate).

Fastener margins can also be calculated taking the bolted joint stiffness into 
account. When the fastener is tightened (torqued), it is normally preloaded to 
approximately 65% of yield stress. This preload creates compression in the bolted 
joint. When the joint is loaded, part of the load is carried by the fastener and part is 
carried by the preloaded joint components. There are spreadsheets available on the 
web for calculating bolted joint margins based on joint stiffness.

Although bearing stress margins are not presented as commonly as fastener mar-
gins, understanding bearing stress is important when analyzing fastener patterns. 
Bearing stress is calculated by dividing the fastener shear load by the area of the 
hole that it is installed in.

 

Bearing stress f P d t where P is the fastener shear loadbearing= = ( )∗/ ,,

       d is its diameter and t is the thickness on the thin side of thee joint  

When the hole at the highest loaded fastener in a fastener pattern yields in 
bearing, the hole elongates, but continues to carry load. This yielding redistributes 
the joint load among the adjacent fasteners, thereby allowing the joint to carry a 
higher load before joint failure occurs.

Another mechanism for redistributing fastener loads is fastener yield, when the 
fasteners themselves yield and redistribute the load to adjacent fasteners in the 
pattern. It is always desirable to use a fastener material with a large range between 
the yield and ultimate stress allowables. If the yield allowable is close to the ulti-
mate allowable, the fastener will be brittle. If the brittle fastener fails, its load is 
suddenly passed onto the adjacent fastener. This sudden load may cause the adjacent 
fastener to fail, beginning a chain reaction where the bolted joint unzips, causing 
catastrophic failure.
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Two of the most commonly used fastener materials are high strength A286 steel 
and 300 series corrosion resistant steel (CRES):

A286 high strength steel: Fty = 120,000 psi and Ftu = 160,000 psi
300 Series CRES: Fty = 30,000 psi and Ftu = 80,000 psi

A-286 high strength steel comes in heat treats where Ftu is greater than 
160,000 psi. Their yield strengths are closer to their ultimate strengths; however, 
they are more brittle and are not commonly used for flight structures.

9.8  Weight Estimate

Estimating and updating the weight of a spacecraft should be done regularly and 
accurately during development. It is essential to not exceed the spacecraft weight 
agreed to with the launch vehicle supplier, and to meet the CG location require-
ments in the XY plane. Typically, the CGXY should be within 0.25″ of the separation 
system axial centerline. A CGXY location error will cause spacecraft tipoff (rotation 
in the XZ and YZ planes).

The procedure for accurately estimating spacecraft weight, Center of Gravity 
and Pitch or Roll Moments of Inertia are outlined below. Create a spreadsheet:

• List all of the spacecraft parts and components
• State the weight of each
• Apply weight margins to each part

 – 2% if the part exists, was weighed or if a vendor specification of the part exists
 – 10% if the weight of the part was computed
 – 20% if the weight is estimated

• Compute the margined weight of each part
• Determine the XYZ location of the part CG in the spacecraft coordinate 

system
• Determine the component moments (weight*location) in all 3 coordinates about 

the origin of the spacecraft coordinate system
• Determine the spacecraft CG in each of the 3 coordinates

(Sum the component moments in each coordinate Divide the 3 sums by the 
spacecraft margined weight)

• Compute the Pitch/Roll Moment of Inertia of the spacecraft

 – For each component compute its inertia, W/g*(Z-ZCG)2

 – Sum the inertias in each coordinate
 – Divide the three sums by the spacecraft margined mass.

This process is illustrated for a 20″ × 20″ × 36″ spacecraft consisting of (1) a 
Propulsion Module, (2) an Electronics Module and (3) a Payload Module, as shown 
in Fig. 9.30.
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Fig. 9.30 Spacecraft for which the weight statement is constructed

The spreadsheet implementing the process described above is shown in Fig. 9.31. 
The origin of the coordinate system is at the center of the Top Plate, and Z is positive 
going down

The spacecraft CG is 12.928″ from the top. Its Moment of Inertia is 1.4299 
slug- ft2 (1.910 kg-m2). In the XY plane, the CG is off the center by 0.389″ in X and 
0.379″ in Y. Thus, the CG is 0.543″ from the XY plane center. It does not meet the 
launch vehicle specifications that the CG should be within 0.25″ of the center. 
For this reason, the locations of some of the spacecraft components should be 
moved in the XY plane.

The weight distribution of the spacecraft among its various subsystems is shown 
in Fig. 9.32.

The difference between CGZ and Center of Pressure is 5.072″. This is large 
enough that at low altitudes (500 km) atmospheric drag will try to tip the spacecraft, 
and this has to be compensated by a more frequent unloading of built up momentum 
in the reaction wheels. At altitudes above 600 km, this effect is very small and 
probably negligible.
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Spacecraft Weight Distribution

26.4, 24.9%

2.4, 2.3%

1.6, 1.5%

21.9, 20.7%

2.8, 2.6%

9.6, 9.1%

19.5, 18.4%

21.7, 20.5%

Structure
Propulsion
EPS
Digital
ADACS
Communications
Harnessing
Payload

Fig. 9.32 Weight distribution among various subsystems
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Chapter 10
Deployment Mechanisms

Various parts of the spacecraft often have to be deployed on orbit. These may 
include solar panels, antennas, gravity gradient booms and various other booms and 
instruments of the payload. There are two main rules for designing deployables.

First, one must be sure that in the stowed state, launch vehicle vibrations should 
not permit separation of any part of the deployable from the spacecraft. This 
demands that at each point of the deployable where it touches the spacecraft, the 
deployable should be secured to the spacecraft with a force greater than the weight 
of the deployable times the launch vehicle acceleration. If the force is insufficient, 
during vibration testing, the deployable will “chatter,” and it may be damaged.

The second rule is that during deployment, the force should be sufficient to reini-
tiate deployment after the deployable has been stopped. One should not rely on the 
inertia of the deployable to continue deployment. There should be a positive force 
acting on the deployable at all times.

Design practices for deployables are many. Some are listed below:

• Whenever possible, two surfaces that must slide relative to one another should 
use rollers to minimize friction

• Use space qualified lubricants or dry lubricants
• Avoid the use of dissimilar materials in contact with one another
• Design to preclude metal-to-metal adhesion
• Analyze the behavior of moving parts under a large temperature span
• Ensure that the deploying force or torque should have a large safety margin
• Use dampers to avoid unbounded accelerations during deployment
• If detents or latches are used, assure that slight overdeployment is used to permit 

latches to engage
• If assurance is required (in telemetry) that deployment has actually taken place, 

it could significantly complicate the mechanism
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10.1  Deployment Devices

There are several different deployment and release devices.

10.1.1  Hinges

Figure 10.1 shows a typical hinge used to deploy solar panels initially held fixed to 
the sides of the spacecraft, and then deployed to some angle (say 30°) when on orbit. 
The hinge uses a coiled spring on a shaft. When deployed, there is still positive 
torque to keep the panel in the deployed state. The red plate is used to determine the 
deployment angle (a 30° deployment hinge is shown). The deployed spring residual 
torque must be large enough to overcome any on-orbit loads.

Alternatively, instead of using the residual torque to keep the hinge deployed, 
detents or latches can also be used. When using detents, the design should allow for 
a slightly greater than required deployment angle so that as the hinge deploys, it 
overrides the hole designed for the detent, thereby assuring detent penetration into 
the hole. One disadvantage of using detents is that the deployed structure may expe-
rience “play” due to the tolerances of holes and detents.

Fig. 10.1 Spring loaded hinge to deploy from 0–30°

10.1.2  Deployable Booms

Deployable booms, like a gravity gradient boom or an expending structure, require 
light weight and stiff structural elements that stow in very small spaces and deploy 
to great lengths. A good example of such booms is the gravity gradient boom which 
must often deploy to some 50  ft or more and, when stowed, fit in just a small 
canister.

Developed in the early 1960’s, the Stem and Bistem booms were used to create 
long structures stowed in small initial volumes. Figure 10.2 illustrates the Stem and 
Bistem mechanisms. In both, the flat spring material is curled along its longitudinal 
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axis. It straightens out when wound up on a spool. When allowed to unwind from 
the spool, the spring assumes it original curled state to create a round boom. The 
Stem boom can be quite rigid, but torsionally indeterminate. The Bistem uses two 
deployed booms, one inside the other.

Fig. 10.2 Stem and bistem deployable booms

Later, stiffer deployable structures were developed. Two deployable boom 
structures are shown. In Fig. 10.3a, two pre-bent flat springs are welded together to 
form a stiff tube. The tube is squashed to become a flat spring, which is then rolled 
onto a drum. When deploying from the drum, the squashed tube resumes its origi-
nal shape. This makes for a very stiff boom. Since often the Sun will shine on one 
of the springs and not on the other, the boom will experience thermal bending. To 
mitigate this, holes are drilled into the flat springs so that sunshine incident on one 
side can get through the holes and impinge on the other spring also, keeping the 
boom straight.

In Fig. 10.3b, a “stacer” boom is shown. Here, when the flat beryllium spring is 
stowed, it is coiled up like a roll of postage stamps. Since the spring is coiled at 
(typically) 60° angle, the spring will try to deploy axially from the canister where it 
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is stowed. For this reason, the spring is held stowed by an internal (kevlar) line, 
which is cut with a line cutter when deployment is initiated. The same line with a 
constant force spring and a governor are used to control deployment. The internal 
string also prevents over-deployment and the unwinding of consecutive layers of the 
spring. Thermal bending is also an issue with this design, but the beryllium flat 
spring is a good thermal conductor, so bending is minimized. Testing the deployable 
boom on Earth can be difficult. In Fig. 10.3c, the tip of the boom is secured to a 
piece of ice, and the boom is deployed horizontally on a smooth floor. Thus, deploy-
ment in space at zero g and no friction is simulated with good results.

10.1.3  Large Deployable Antennas

For low power space-to-ground communications from geostationary altitude, the 
spacecraft antenna must be very large. To be compatible with the spacecraft, the 
stowed antenna configuration and the overall weight of the antenna and deployment 
mechanism should both be small. These seem like incompatible requirements. 
Nevertheless, the art of designing ever larger spacecraft antennas seems to be in 
good health, with novel ideas emerging frequently.

One of the early types of large deployable antennas consisted of articulated webs 
interconnected with a thin metal mesh, shown in Fig. 10.4.

Fig. 10.3 (a–c)Two different deployable boom configurations
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Other approaches have also been developed. In one of these, the ribs are wound 
up in a drum and when deployed, they straighten out and drag the metal mesh with 
them. In another, the outer diameter is constructed from an inflatable tube, and the 
surface is either a mesh or a diaphragm.

The reader is referred to the references for more detailed information about large 
deployable antennas.

10.2  Restraint Devices

Explosive bolt cutters or line cutters, explosive bolts, electric burn wires, paraffin 
actuators, solenoid pin pullers and motorized cams are used to keep the deployables 
stowed on orbit.

10.2.1  The Explosive Bolt Cutter

The explosive bolt cutter is perhaps the most frequently used restraining device, 
shown in Fig. 10.5. This device uses redundant pyrotechnic initiators that ignite the 
charge. The charge then drives the cutter forward to cut the bolt. Bolts of 6–32″ to 

Fig. 10.4 Articulated rib with metal mesh ATS-6 antenna
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0.25″ are commonly cut by such bolt cutters. While the cutters are relatively inex-
pensive, the reader is cautioned that a large number of cutters must be purchased to 
provide samples for lot qualification and testing. The pyro shock generated by these 
cutters must be taken into account in the design of the nearby spacecraft structure 
and electronics.

10.2.2  Electric Burn Wires

The electric burn wire is a device where a short piece of nichrome wire is wrapped 
around a Kevlar or Vectran line, and when current is applied to the wire, it burns the 
line and releases whatever is held taut by the line. Its main advantage is that it is not 
a pyrotechnic device. The relationships between the wire gauge, wire tensile strength 
and the current needed to burn the line are in Fig. 10.6.

Fig. 10.5 Explosive bolt cutter (Ensign Bickford)

Gauge lbs Burn°C Min 
Amp

Ohm 
(1")

Min 
Volt/inch

38 0.628 1350 0.846 3.5167 2.975
36 0.982 1350 1.182 2.2500 2.661
34 1.559 1350 1.673 1.4167 2.370
32 2.513 1350 2.387 0.8833 2.109
30 3.927 1350 3.345 0.5625 1.881
28 6.234 1350 4.731 0.3542 1.676
26 9.928 1350 6.706 0.2225 1.492
24 15.865 1350 9.533 0.1392 1.327
22 25.136 1350 13.425 0.0883 1.186

Fig. 10.6 Nichrome (1″) burn wire cutting 65 lbs. Vectran line
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As the required tensile strength of the nichrome wire increases, the current 
required to burn the line increases substantially. For this reason, the burn wire 
release mechanism is best suited to the release of small devices. The length of 
time for burning the line is several seconds, so if multiple releases are required, 
the exact instance of the releases cannot be ensured. For this reason, the release 
of the spacecraft deployable should be insensitive to the exact time of the 
release.

Since the nichrome wire melting point in space is less than it is at ambient pres-
sure, care must be taken not to overheat the nichrome wire and cause it to melt.

There are two design approaches to burn wire separation systems. In one, the 
nichrome wire is in tension by the line. In this type, the maximum line tension is the 
tensile strength of the nichrome wire. In the other type, the nichrome wire is wrapped 
around the line. In this design, line tension is not dependent on the nichrome wire 
break strength. Both types are shown in Fig. 10.7.

Fig. 10.7 Two different types of burn wire systems

10.2.3  Solenoid Pin Pullers

A solenoid, when energized, pulls a pin that holds the restrained structure. When the 
pin is pulled, the restrained structure is free to move. While this pin puller appears 
to be simple, because of the friction between the pin and the surrounding housing, a 
surprising amount of force is needed to pull the pin. The solenoids tend to be large 
and require a lot of current.
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10.2.4  Paraffin Pin Pushers

Paraffin is a wax that, when heated, can increase its volume up to 25% over a tem-
perature range of 30–300 °F. This is used to push out a pin from an enclosed cylin-
der. Figure 10.8 shows the principle of these actuators, and the stroke and force of 
three different Rostra Vernatherm actuators. The advantages of the paraffin actua-
tors are that they are small, provide a lot of force and are reusable.
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Fig. 10.8 Rostra Vernatherm paraffin actuators

10.2.5  Motorized Cams or Doors

To deploy larger structural members while controlling deployment speed, motor-
ized cam releases or motorized structure deployments can be used. For example, the 
aperture block of a space telescope, a large structure, can be deployed by a motor- 
driven deployment mechanism which controls the speed of deployment. Usually, 
motorized deployment mechanisms can be used repeatedly for they can close as 
well as open the deployable structure.

10.2.6  Separation System

The spacecraft-launch vehicle separation system needs to push up the heavy space-
craft within the stroke of the separation system springs to a velocity of about 3 ft./
sec, and it must do so without tipping the spacecraft. Figure 10.9a illustrates the 
Planetary Systems Inc., Lightband motorized, pyroless separation system that 
accomplishes the above objectives. Figure  10.9b shows the separation system 
released, showing the length of the pushoff springs and the part of the Lightband 
that stays with the spacecraft. This system uses a large number of motorized cam 
segments that hold the two halves of the band together.
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10.2.7  Dampers

To restrain the speed of deployment and to avoid the shock when the deployed struc-
ture hits the stops, dampers are used. The most often used dampers are the fluid, 
magnetic and inertial dampers.

10.2.8  Fluid Dampers

The principle of the fluid damper is shown in Fig. 10.10. When a piston is pushed 
in, as the attached structure is deployed, the fluid must go from one chamber to 
another through orifices or holes. If the holes are small, damping is significant. If the 
holes are larger, there is less damping. There are dampers to damp linear motion like 
the one shown in this figure and others, used to damp rotary motion.

Fig. 10.9 (a) Lightband motorized spacecraft-launch vehicle separation system (b) Motorized 
pyroless lightband separation system motorized cam segments visible
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10.2.9  Magnetic Dampers

Magnetic dampers, now used in suspension systems of automobiles, use an oil- 
based magnetorheological fluid in a piston-cylinder mechanism. The fluid contains 
magnetic particles. When a magnetic field is applied to the fluid, its viscosity is 
increased to provide increased damping action. The speed with which viscosity can 
be changed is on the order of a millisecond. Viscosity can be controlled by the size 
of the magnetic field.

10.2.10  Constant Speed Governor Dampers

Governor mechanisms tend to rotate at constant speed. They can be attached to 
deployable structures to damp their deployment speed. For example, the old- 
fashioned rotary telephone dial mechanism was used to control the deployment 
speed of booms in several gravity gradient stabilized satellites using “stacer” booms. 
Without these constant speed governors, the booms would have torn themselves 
apart during deployment.

10.3  Choosing the Right Mechanism

Because of differences in the amount of force, the required electric power, and the 
size and weight of the different release mechanisms, the process of selecting the 
right mechanism is not simple. In Fig. 10.11, some qualitative guidelines are offered 
to aid the selection process.

Fig. 10.10 Fluid damper to damp linear motion (Taylor devices)
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The large electric power needed to operate some of the release mechanisms 
 suggests that those mechanisms that need to be deployed simultaneously be stag-
gered, if possible. In addition, since some of the devices require large currents (at 
low voltage), several may be connected in series rather than in parallel.

10.4  Testing Deployables

Because of their size and the need to simulate a zero G environment, testing large 
deployables can be a challenge. Mechanical Ground Support Equipment (MGSE) 
has to be designed to support the deployable structure and counterbalance gravity. 
Each structural member is suspended from cables that are counterbalanced with 
weights to simulate zero gravity.

More is said about testing deployables in the chapter on Integration and Test.

Mechanism Force Size Weight Power Cost
Explosive Bolt Large Relatively 

Small Low Moderate
Pulse Moderate

Explosive Bolt-
Wire Cutters Large Relatively 

Small Low Large Pulse Low

Solenoid Pin 
Pullers Moderate Medium Medium Large Low

Paraffin Pin 
Pushers Medium Relatively 

Small Medium Moderate Moderate

Motorized Cams Large Medium-
Large Large Low High

Fluid Dampers Large Medium Medium High High
Magnetic 
Dampers Medium Medium Medium High High

Governors Medium Medium Large None High

Fig. 10.11 Properties of retention-release mechanisms
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Chapter 11
Propulsion

11.1  The Basics

In LEO spacecraft, the main uses of a propulsion system are to raise or lower the 
orbit and to maintain the spacecraft on station in a constellation of spacecraft. The 
Rocket Equation, given below, describes the fundamental property of a propulsion 
system. It gives the magnitude of change in spacecraft velocity as a function of the 
spacecraft and expanded fuel masses.

 
∆V g I ln 1 m / m*

SP
*

P o= − +( )  
(11.1)

where mo is the spacecraft initial mass, mP is the fuel mass, ISP is the Specific 
Impulse of the fuel used and g is the acceleration of gravity. The Specific Impulse is 
a measure of fuel efficiency. It measures the fuel exhaust velocity (when multiplied 
by g) and its unit is in seconds. Values of ISP for various fuels are given in Fig. 11.1.

 
V sec I gE SP

*( ) =  
(11.2)

Fuel ISP
(sec) Comments

Nitrogen gas under 
pressure 70 Used in small spacecraft for station keeping

Butane 70 Used in small spacecraft instead of Nitrogen (higher density)
Hydrazine 160 Used in larger spacecraft for drag makeup, station keeping
Bipropellant 230 Used in Launch Vehicles and larger spacecraft
Liquid LOX/LH2 268 Used in Launch Vehicles
Rocket Fuel
(Castor) 280 Used in Launch Vehicles and as an apogee kick motor

Fig. 11.1 Specific impulse of different fuels
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The fuel mass required to achieve a given ∆V is given by the equation below:

 
m m 1 eP o

( V*g*I )= − 
− ∆ SP

 
(11.3)

By conservation of momentum, when a specific mass of fuel is expelled at a 
given velocity, producing an impulse of JFuel, then spacecraft velocity changes in the 
opposite direction by ∆V = JFuel/mo.

The ∆V can be used to change the orbit of the spacecraft or to move it back and 
forth for station keeping. Figure 11.2 shows the geometry due to a “burn” tangential 
to an initial circular orbit. The ∆V places the spacecraft in an elliptical orbit, 
with the perigee of the orbit at the point of burn and the apogee 180 degrees later. 
The period of the elliptical orbit is:

 
P a*= ( )0.0001658

1.5

 
(11.4)

Point of Burn Becomes Perigee of New Orbit
New Orbit Has Larger Semi-Major Diameter;
Hence its period is Greater. This means that
One Orbit Later the Spacecraft Arrives at the
Point of Burn Later than a Spacecraft in the
Original Orbit.

Initial Orbit SMA1

SMA2

Orbit After Burn

Fig. 11.2 Geometry of a “burn” tangent to a circular orbit

For small ∆V burns the Semi-Major Axis of the elliptical orbit, a, changes by 
∆a, given by the equation:

 ∆ ∆a 2 a V/ V* *=  (11.5)

Since the Semi-Major Axis of the ellipse is greater than that of the initial circular 
orbit, the period of the elliptical orbit will be greater, and it will take longer to return 
to the point of burn. By this time the spacecraft, had it remained in the initial circu-
lar orbit, would have advanced forward by V*∆P.  This is a perplexing result, 
because thrusting to move the spacecraft forward, makes it actually fall behind.

11 Propulsion
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Figure 11.3 illustrates this situation with a numerical example. The result is that 
the spacecraft received a thrust to move it forward at 1 m/s faster, and, instead, it 
seems to have moved backwards with an apparent velocity of 3 m/s.

When a second burn is used at the Perigee to circularize the orbit with the origi-
nal Semi-Major Axis by thrusting in the opposite direction, the spacecraft maintains 
its station 17.4 km behind its original position.

The basic steps in designing a propulsion system for a spacecraft are to:

 1. Determine the ∆V requirements
 2. Choose the fuel type, and thus the ISP

 3. Compute the fuel mass and volume required
 4. Determine thrust vector accuracies/alignments required
 5. Determine thrust granularity requirements
 6. Configure the propulsion system (fuel tanks, valves, thrusters, heaters, 

electronics)

In the following, an example will be carried through to illustrate these design 
steps.

Example
It is required that a 125 lb. (56.818 kg) spacecraft of 5 square foot (0.465 square 
meter) cross sectional area be kept in a circular orbit at 560 km for 7 years. The 
spacecraft should not drop below 540 km.

Determine ∆V requirements. At 560 km altitude, mean atmospheric density is 
about 3 × 10−13 kg/m3. To simplify calculations, variations of atmospheric density 
over the mission lifetimes are ignored. The drag force acting on the spacecraft, F, is 
given below, where ρ is atmospheric density, D is the drag coefficient (typically 
equals to 2.2) and V is spacecraft velocity. The period at 560 km is 95.855997 min 
and the velocity is 7.580 km/s.

Property Quantity Dimension
Radius of Earth (RE) 6,378.137 km
Spacecraft Mass 50 Kg
Initial Orbit Altitude 600 km
Initial Orbit period 96.68900 minutes
Initial Orbital Velocity 7.557724 km/sec
∆V 1 m/sec
∆a 1.846624 km
Period of Ellipse 96.72739 minutes
∆P 2.302965 seconds
Distance Spacecraft in Initial Orbit 
would have traveled Forward

17.40517 km

Apparent Reverse Speed of Spacecraft 
Resulting from ∆V Burn

3.00 m/sec

Fig. 11.3 Spacecraft velocity resulting from ∆V burn

11.1 The Basics
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 Drag Force = F = 0.5 D A V 10 Newton* * * * 6ρ 2 ≈ × −4.007  (11.6)

This force decelerates the 56.818 kg spacecraft at 7.052 × 10−8 m/s2. Over 7 years 
the total loss of velocity is 15.57 m/s. This has to be made up by the propulsion 
system.

Determine Fuel Mass and Volume Requirements. Let us choose a simple cold gas 
propulsion system using nitrogen gas at an ISP = 70 s. The fuel mass for a given ∆V 
for this example is given below:

 
m m 1 e = kgP o

( V*g/ I )SP= − 
− ∆ 1.3273823

 
(11.7)

The density of N2 at 15 psi is 0.00125 g/cu cm. At 6000 psi it is 0.5 g/cu cm, and 
at a readily available tank of 4500 psi it is 0.375 g/cu cm. At 6000 psi a tank of 2.655 
liters is needed and at 4500 psi tank pressure a tank of 3.540 liters is needed.

The inlet pressure of a typical 1 N thruster is 215 psi. If the tank pressure is to 
remain above 215 psi, only 100*(6000-215)/6000 = 96.4% of the fuel contained in 
the tank can be used. Therefore, the 6000 psi tank volume should be 2.754 liters. 
Similarly, the 4500 psi tank should be 3.718 liters.

The frequency of drag makeup burns depends on how low the spacecraft is per-
mitted to drop. If the spacecraft minimum altitude is to be kept above 550 km, the 
maximum decrease in velocity should not exceed 6.216  m/s. This will occur in 
2.795 years. Therefore, over the 7-year mission life drag makeup burns of 6.216 m/s 
have to be performed every 2.795 years (or smaller burns more frequently).

11.2  Propulsion Systems

11.2.1  Cold Gas Propulsion System

Figure 11.4 shows the configuration of a small cold gas (N2) propulsion system. The 
two 2-liter fuel tanks are fueled through the check valve, and the tanks are pressur-
ized to 6000 psi. When ready to thrust, the Tank Shutoff Valve is opened to let the 
high pressure gas flow to the four thrusters through a pressure reducer. The 1 lb. 
thrusters are operating at a 215 psi inlet pressure. For this reason, 96.4% of the fuel 
in the tanks is available for thrusting before the tank pressure drops below 215 psi. 
The thrusters are mounted at the four corners of a rectangular spacecraft. When fired 
together, they provide 4 lbs. of thrust. When only two thrusters are fired on the same 
side of the spacecraft, the spacecraft can be rotated. To make the thrust vector go 
through the principal axis of the spacecraft, the thrusters can be fired intermittently 
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Fig. 11.4 Cold gas propulsion system schematic

Fig. 11.5 Layout of a cold gas propulsion system

with variable duty cycles to compensate for the slight differences of thrust and 
differences in alignment among thrusters. Thruster valve opening and closing times 
are typically 3.5 ms (max) (Figs. 11.5 and 11.6).

11.2 Propulsion Systems
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The thrust vector should go through the spacecraft CG. Since the position of the 
CG is not known with great accuracy, and since the thrusters cannot be aligned per-
fectly, multiple thrusters intentionally straddling the expected CG position are 
employed. In the propulsion system above, the four thrusters are aligned to pur-
posely miss the expected CG position by about 2 cm. The misalignment of thrusters 
from the CG can be compensated for by varying the thrust durations. Whenever ∆V 
burns are required, the spacecraft is turned (using the reaction wheels) so that its 
longitudinal axis is aligned with the velocity vector. After the burn is completed, the 
spacecraft attitude is changed to the attitude required by the mission.

The moment of inertia of the spacecraft, assuming a uniform distribution of 
weight in its 24″ × 24″ × 30″ volume, is 3.326 slugs, and the angular acceleration 
imparted by a 1 lb. thruster acting through a line 2 cm from the CG is 0.01972 rad/s2 
(1.13 deg./s2). If the other thruster, intentionally misaligned from the CG in the other 
direction is only misaligned by 1 cm, the angular velocity after 1 s of burn will be 
0.556 deg./s. By increasing the burn duration of the other thruster to 2 s, the space-
craft angular velocity will be 0. Since thrusters typically open and close in about 
3 ms, the thrust granularity is more than enough to keep the spacecraft going straight.

11.2.2  Hydrazine Propulsion System

A Hydrazine propulsion system uses liquid hydrazine and expels it through heated 
thrusters. The hydrazine is put under (typically) 350–500 psi pressure by a gas (typi-
cally N2). The gas under pressure and the hydrazine are contained in the same tank; 

Fig. 11.6 Photograph of a cold gas propulsion system that can provide 4 lbs of thrust

11 Propulsion
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but the two are separated by a flexible bladder. In addition to fill and drain valves, a 
pressure transducer monitors fuel pressure, and a filter with a 15–25 micron rating 
is used to ensure that no contaminant should get into the thruster valves. Hydrazine 
density is 0.9 g/cm3, while N2 at 6000 psi has a density of 0.5 g/cm3. Because of the 
ISP and density advantage of hydrazine, for a given volume of fuel, a hydrazine sys-
tem is capable of ≈4 times greater ∆V than a cold gas system (Fig. 11.7)

Fill and Drain Velve for
Nitrogen Gas

Fill and Drain
Valve For
Hydrazine

Thrusters Contain Valves, Heaters

Pressure Transducer

P

N2

N2H4

F10 micron Filter

Diaphragm
Tank

Fig. 11.7 A typical hydrazine propulsion system

11.2.3  Other Propulsion Systems

The main type of spacecraft propulsion systems are the rocket motor, cold gas and 
the hydrazine systems. However, other propulsion systems such as electric, nuclear, 
solar pressure and others are beginning to be used. These will not be discussed here.

11.3  Propulsion System Hardware

Several manufacturers make components for spacecraft propulsion systems. Here, 
representative samples are presented to provide a feel for the size, weight, perfor-
mance and power consumption of typical components used in small LEO space-
craft. Kick motors, cold gas and hydrazine tanks and thrusters are described next.

Kick Motors circularize the orbits of an elliptical transfer orbit into which the 
launch vehicle injects a spacecraft. Typical kick motors are the STAR series of 
motors. Characteristics of these are in Fig. 11.8.

11.3 Propulsion System Hardware
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Orbital-ATK Model Volume (liters) Weight (lbs) Rated psi Dia (in)
80295-1 1.6 3.20 8,000 5.81
80326-1 3.9 3.38 3,600 7.66
80345-1 6.6 7.40 4,500 9.44
80202-1 14.5 15.8 4,500 12.45

Fig. 11.9 SCI Orbital-ATK cold gas high pressure tanks (By permission from ATK)

Orbital-
ATK 

Model

Total 
Volume

liters

Diameter
(mm)

Propellant 
Volume 
(liters)

Weight
lbs

Operating 
Pressure 

(psi)
80222-1 6.8 239 4.8 2.85 400
80216-1 17.7 327 12.5 6.0 396
80271-3 37.4 419 24.9 11.4 300
80308-1 49.1 419 x 508 37.6 kg 

Hydrazine
12.4 320

Fig. 11.10 Orbital-ATK small hydrazine fuel tanks with bladder (By permission  
from Orbital-ATK)

STAR Motor 5C 15G 24 37 48
Total Impulse (lbs-sec) 1,252 50,210 126,000 634,760 1,303,700
Effective Specific Impulse 268.1 281.8 282.9 290 292
Max Thrust (lbs) 455 2,800 4,420 15,250 17,490
Burn Time (sec) 2.8 33.3 29.6 49.0 84.1
Weight (lbs) 9.86 206.6 481 2,390 4,780
Diameter (in) 4.77 15.04 24.5 35.2 49
Length (in) 13.43 31.57 40.5 66.2 81.7

Fig. 11.8 STAR (Thiokol-Orbital-ATK) solid space motors (By permission from Orbital-ATK)

Fuel Tanks for cold gas propulsion systems are usually high psi-rated tanks of 
sizes ranging from about 1 liter to several liters. To reduce their weight, these tanks 
are often made of thin titanium foil with graphite epoxy over-wrap. Typical tanks 
made are listed in Fig. 11.9.

For Hydrazine propulsion systems, the fuel tanks are divided into two parts. One 
contains the hydrazine fuel, the other the pressurant gas. The two parts of the tank 
are separated by a bladder. Typical Diaphragm tanks for hydrazine propulsion sys-
tems are shown in Fig. 11.10.

Cold Gas Thrusters Several companies manufacture cold gas thrusters for space-
craft propulsion systems. Figure 11.11 illustrates a typical small thruster and its 
technical characteristics.

Note that the power consumption of this thruster is 30 watts. While the thrusters 
are usually turned on for only a short period of time, making the energy required to 
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operate them relatively small, the fact that typically four thrusters may be fired 
simultaneously, requires that the spacecraft should provide 120 watts at 28 volts to 
operate the propulsion system.

Thrusters for Hydrazine Propulsion Typical small thrusters for hydrazine propul-
sion system are shown in Fig. 11.12.

Fig. 11.11 A small (0.8 lbs) cold gas thruster (Courtesy of Moog Inc.,  
Space and Defense Group)

Property Moog 0.17 lb 
Thruster
051-271

Moog 0.2 lb 
Thruster
051-346D

Moog 9.0 lb 
Thruster

51-288
Operating Pressure (psi) 386 400 500
Max Response Time (msec) 1 10 15
Operating Voltage (volts) 24-32 24-37 22-32
Power Consumption (watts) 10.4 8.69 26.5
Weight (gm) 30 218 230
Operating Temperature (°C) 4.4-149 4.4-149 4.4-149

Fig. 11.12 Typical small hydrazine thruster characteristics (Courtesy of Moog Inc.,  
Space and Defense Group)

11.4  Propulsion Maneuvers

11.4.1  Maneuvers for Spacecraft in a Constellation, 
Maintaining and Getting to Station

11.4.1.1  Station Keeping

Let us start with an example. Suppose we have a constellation of 24 Polar-Orbiting 
spacecraft, distributed in three planes, 120° apart. Each plane has eight equally 
spaced spacecraft. Their true anomalies are 45° apart. Each spacecraft is at a 
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nominal 659.2 km altitude. The objective is to keep each spacecraft within ±10% of 
the inter-satellite distance at all times. To reduce ground station work load, we spec-
ify that station-keeping maneuvers on each spacecraft should not be needed more 
often than once in 72 days. In this way, the ground station must perform station 
keeping every 3 days on one of the 24 spacecraft. This situation is illustrated in 
Fig. 11.13. The red and the green arcs are the footprints of adjacent spacecraft, and 
the footprints overlap.

Slant range to the horizon is 2973.799 km. The Earth Subtended Angle by the 
spacecraft horizon-to-horizon footprint is:

 
2 2 50 02 2∗ ∗= +( )



 =ϕ acos R R H/ . .

 
(11.8)

Fig. 11.13 Eight spacecraft per plane to maintain station by each moving back an forth

11 Propulsion
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The ground footprint is 50/360*2*π*R = 5566 km. If each spacecraft position 
is to be maintained to ±10% of the nominal (44,216.892 km/8 = 5527 km) inter- 
satellite distance, then each is permitted to deviate from its nominal position by 
±552.7 km. Therefore, the average speed variance from the nominal orbital speed, 
must be less than:

 
2 552 7 72 24 60 60 0 177∗ ∗ ∗ ∗( ) =. / . / sec.m

 
(11.9)

We already saw that to move a spacecraft in its orbit, a forward thrust of ∆V 
results in an elliptical orbit which puts the spacecraft behind its original burn position 
by a specific distance after each orbit. To determine the ∆V required to achieve a 
spacecraft apparent speed of 0.177 m/s, we proceed as follows. Details of the calcu-
lations are shown in Fig. 11.14.

Nominal Orbit Period, Po = 97.9220209 min
Orbital Velocity, Vo = 7.52586804 Km/sec
Required Apparent SC Speed, S = 0.177 m/sec
Distance Moved Per Period, D = 1,039.932 meter
Delta Period, ∆P 0.138181 sec
Period of Elliptical Orbit, PE 97.92432392 min
The Semi-Major Axis of the Ellipse, aE = 7,037.447 km
∆ Semi-Major Axis =∆a = 0.110 km
∆V burn required = ∆a * V/(2a) 0.059 m/sec

Fig. 11.14 Calculating ∆V required for station keeping

The orbit period at the nominal 659.2  km altitude is 97.9220209  min and the 
orbital velocity (circumference of orbit/Period) is 7.525804 km/s. Since at the appar-
ent speed of 0.177 m/s the spacecraft should fall behind by 1039.9319 meters per 
orbit, the ∆P should be 1.38181 s, giving an elliptical orbit period of 97.9243239 min. 
This corresponds to a Semi-Major Axis of 7037.447 km. The ∆ Semi-Major Axis, 
∆a = 0.110 km; and the ∆V required to achieve this is 0.059 m/s.

The reverse burn required after 72 days is 0.118 m/s. Half is required to re- circularize 
the elliptical orbit at the altitude of the Perigee, and the other half is required to make 
the spacecraft move in the opposite direction. So, the  station- keeping maneuver requires 
0.598 m/s ∆V per year or 4.187 m/s over a 7-year mission. This is a very modest 
amount of fuel.

11.4.1.2  Getting on Station

Suppose we require that the spacecraft that must travel the furthest to get on station 
must travel 22,264 km (4 inter-satellite distances); and suppose we require that this 
spacecraft get on station in 10 days. The average required spacecraft speed should 
be 25.7685 m/s. The spacecraft must be put into an elliptical orbit so that it would 
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fall back 151.398 m/orbit. The ∆P should be 20.117044  s and the period of the 
ellipse should be 98.25730497  min. This results in the Semi-Major Axis of the 
ellipse to be 7053.392 km. The ∆a is 16.055 km, and the ∆V required to produce 
this is 8.565 m/s.

It is seen that getting this spacecraft on station quickly takes twice as much fuel 
as station keeping for 7 years. Considerable fuel could be saved by relaxing the time 
interval allowed to get this spacecraft on station. The innocuous requirement to 
establish the constellation in 10 days drives the propulsion system requirements.

Figure 11.15 illustrates the details of the station-keeping maneuver. The left- 
hand figure shows the spacecraft nadir pointing and performing its mission. It trav-
els from left to right. Note that the center of pressure is at the center of the spacecraft; 
but the CG is below it. For this reason, at low orbit altitudes there is an atmospheric 
torque that tends to rotate the spacecraft counterclockwise. Below about 550 km 
altitude this can be significant, and to counter it may take fuel or the use of the reac-
tion wheels. When it comes time to initiate a burn to the right, the spacecraft is 
turned 90° so that the thrusters are tangential to the orbit. Note that both thrusters 
have thrust vectors that purposely straddle the CG. If any of the thrusters are slightly 
misaligned, varying the duty cycles of the different thrusters, the net thrust vector 
can be kept parallel to the spacecraft velocity vector.

The spacecraft in the second position is ready to thrust to move the spacecraft to 
the right and into an elliptical orbit. Note that in this attitude the CG and the CP are 
both on the line of the velocity vector, eliminating atmospheric drag torque. Also, 
the spacecraft cross-section is smaller, reducing atmospheric drag and prolonging 
mission life. In fact, if the mission permits it, the spacecraft could be flown horizon-
tally most of the time, and it could be put in a nadir-pointing position only when the 
mission must be performed.

In the third position, the spacecraft has been turned around 180° and is ready to 
burn to stop (and reverse) spacecraft station-keeping motion. At the end of the 
reverse burn, the spacecraft is again nadir pointed to permit it to resume its 
mission.

Performs
Mission

Thrust Right to 
Provide ∆V

Thrust Left to 
Provide ∆V

Performs
MissionCenter of

Pressure

Center of
Gravity

Fig. 11.15 Details of station-keeping burns
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11.4.1.3  Thrust Duration

Let us again assume that the spacecraft weighs 125  lbs. Using all four thrusters 
producing 4  lbs. of thrust, the required station keeping ∆V of 0.059 m/s can be 
achieved in 17.5 ms. The duration of the burn to put the furthest spacecraft on sta-
tion is 2.533 s. Typical cold gas thrusters can be opened and closed in 3 ms. Thus, 
there might be a problem of executing a 17.5 ms burn precisely. The thrust schedule 
has to be planned and the thrust strategy has to be tested to implement the required 
thrust.

If the size of each thruster were reduced to (say) 0.2 lbs., then burn times for sta-
tion keeping and for getting on station would increase to 85  ms and 12.665  s, 
respectively.

11.4.1.4  Hohmann Transfer Orbit Maneuver

A frequent application of a spacecraft propulsion system is to change the altitude 
of the orbit. The minimum energy transfer is a Hohmann transfer, where a ∆VP 
burn puts the spacecraft in an elliptical orbit where the point of burn becomes the 
Perigee of the elliptical orbit. A second ∆VA burn is applied at the Apogee of the 
elliptical orbit to circularize the orbit with the Apogee altitude. In the example 
below, it is required to raise the altitude of a 600 km circular orbit to a 700 km 
circular orbit. Figure 11.16 illustrates the geometry and the calculations to obtain 
the ∆VP and ∆VA.

From initial and final altitudes the elliptical transfer orbit semi-major axis, a, is 
computed. This is (7028.137 km). The change in semi-major axis from the initial 
circular orbit is ∆a (50 km). The first burn takes place at a point that becomes the 
Perigee of the elliptical transfer orbit; and the size of this burn is ∆VP = 26.884 m/s. 
The second burn, ∆VA, takes place at the Apogee and is approximately the same 
size. Thus the total ∆V required to raise the orbit from 600  km to 700  km is 
53.768 m/s. It takes 48.865 min to perform the orbit transfer.

11.5  Other Propulsion Requirements

There are other, less often used, propulsion requirements. These include the Spin Up 
and Spin Down of spin-stabilized spacecraft. Generally, a cold gas system has ade-
quate ∆V to implement spin ups.

There is an increasing need to deorbit spacecraft at end-of-life to reduce space 
debris. The energy required to do this maneuver usually requires the use of a rocket 
motor, and the ∆V required is substantial.

11.5 Other Propulsion Requirements
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Collision Avoidance is an emerging requirement. No clear avoidance strategy has 
yet been devised. However, a strategy of raising or lowering the orbit a little bit is a 
possible, low energy strategy, if the protected spacecraft can be alerted in time to 
perform such a maneuver.

Fig. 11.16 Calculation of ∆V required for Hohmann transfer orbit
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Chapter 12
Thermal Design

The altitude, inclination, epoch and angle of the orbit plane to the Sun (the Beta 
angle) determine the thermal environment of a spacecraft. In the direction of the 
Sun, the heat incident on a spacecraft can be huge, while on the side opposite the 
Sun, the spacecraft faces cold space. The objective of the thermal design is to bring 
these temperatures into a range where the spacecraft components can safely operate, 
and to ensure that internally generated heat from the spacecraft components is con-
ducted or radiated out to maintain all spacecraft temperatures within the operating 
temperature ranges of its components. Typical component temperature operating 
ranges are given in Fig. 12.1. The goal is to design for component temperatures in 
the 10°–20 °C range.

Component Typical Operating 
Temperature Range °C

Electronics -20 to +40
Special Electronics (like Reaction Wheels) 0 to 35
Solar Panels -100 to +100
Hydrazine 10 to 70

Fig. 12.1 Typical temperature ranges of spacecraft components

In steady state, the heat absorbed from the Sun, Albedo and Earth IR, plus the 
heat generated in the spacecraft equals the heat radiated out for some spacecraft 
temperature. The thermal design process is to vary surface finishes and radiators to 
achieve this balance at the desired spacecraft temperature. The design process 
consists of the following steps:

 1. Flow down the thermal requirements from component thermal specifications 
(to determine the acceptable spacecraft and component temperature ranges)

 2. Assess the solar flux, Albedo and Earth IR radiation incident on the spacecraft 
in its orbit, and compute the orbit average heat on each of the spacecraft outside 
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surfaces. The environment depends on the Beta angle. Assess the range of Beta 
over the mission life of the spacecraft.

 3. Compute the heat absorbed by the spacecraft surfaces
 4. Determine the heat generated by the spacecraft electronics
 5. The sum of the heat from steps 3 and 4 is the heat that has to be rejected for 

steady state. Iterate radiator and surface finishes to reject that much heat.
 6. Construct a thermal model, including locations of its heat generating 

components
 7. Compute spacecraft temperatures as a function of time
 8. Apply techniques to bring these temperatures within component specifications. 

These techniques include:

 (a) Applying paint or other surface finishes to reduce heat absorption or 
increase heat radiation

 (b) Apply heaters to increase temperatures of cold components (such as 
batteries)

 (c) Use metallic or other heat conductors to take heat from hot components to 
points from where heat can be radiated out to space

 9. When the spacecraft is completed, conduct thermal vacuum tests to determine 
the actual spacecraft and component temperatures as a function of time and in 
the steady state

 10. Correlate the thermal model to bring it in conformity with actual measurements 
obtained during test

 11. Generate adjusted model predictions of the spacecraft thermal behavior in all 
conditions relevant to mission life in orbit

12.1  The Thermal Environment

At normal incidence, average Sun radiated power is 1367 Watt/m2 (0.882 Watt/
square inch). Depending on the absorptivity, α, of the material on which it is inci-
dent, and on the emissivity, ɛ, of the surface that can radiate the heat into space, the 
temperature of the surface is given by Eq. 12.1.

 
Τ Κ°( ) = ( ) ( )( )S / A / A /* *

i r

.

α ε σ
0 25

 where
 

(12.1)

S = the Sun radiance = nominally 1367 Watt/m2

Ai = Area of surface of Sun incidence normal to Sun
Ar = Area of surfaces radiating to space
α and ɛ absorptivity and emissivity of the surfaces
σ = 5.67 × 10−8 W/m2/K4

12 Thermal Design
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To appreciate how large the Sun incident radiation is, consider an example of a 
1 m2 plate of absorptivity and emissivity both equal to 1.0. Applying Eq. 12.1, the 
temperature of the surface becomes T = 393° K or +120 ° C. That is pretty hot.

The thermal environments in typical LEO orbits are discussed below.
From a thermal design point of view, the space environment seen by a spacecraft 

can be defined by the sum of the orbit average solar flux, the Albedo and Earth IR 
incident on each side of the spacecraft in its orbit. Of these, solar flux is the major 
contributor. The amount of sunlight illuminating each side of a spacecraft can be 
computed for any orbit altitude and Beta with the aid of equations (and spreadsheet) 
developed in Sect. 3.6. For example, the Orbit Average solar fluxes incident on each 
of the sides of a 20″ × 20″ × 36″ nadir-pointing spacecraft for Beta angles ranging 
from 0° to 90° and 70° inclination are given in Fig. 12.2.

Incl
deg

Altitude
km

Beta
deg

+X 
OA 

watts

-X 
OA 

watts

+Y 
OA 

watts

-Y 
OA 

watts

+Z 
OA 

watts

-Z 
OA 

watts

Total 
OA 

watts
70 600 0 141.3 141.3 0 0 111.7 9.6 403.9
70 600 30 128.3 128.3 0 208.1 97.2 11.8 573.6
70 600 45 112.5 112.4 0 331.8 79.6 15.0 631.3
70 600 60 91.4 91.4 0 440.7 56.3 23.7 703.5
70 600 75 52.3 52.3 0 613.4 29.0 29.0 776.0
70 600 90 0 0 0 635.0 0 0 635.0

Fig. 12.2 Orbit average incident solar flux (watts) on each side of a  
nadir-pointing spacecraft (20″ × 20″ × 36″)

Values in this figure are the projection of the Sun on a unit area of each side as a 
function of time (from which the orbit average area could be computed). Then, these 
projections are multiplied by the areas of the sides and by the solar flux of 0.882 
Watt/square inch.

This figure shows that at Beta = 75° is the highest total incidence of 776 Watts, 
while at Beta = 90° is the largest thermal gradient. The −Y side will get very hot, 
while the +Y side will face cold space. The above table takes into account the 
eclipse, of up to 35.36 min duration, when none of the sides gets any Sun.

The instantaneous solar flux incident on each side of the spacecraft is shown (for 
Beta = 45°) in Fig. 12.3. In this figure, each curve represents the fraction of the area 
of a side normal to the Sun at any instant of time. The blue curve is the total flux 
incident on the spacecraft at any point in time.

12.1 The Thermal Environment
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The incident solar flux depends on Beta, which varies over a range of ±90°. 
During positive Betas, the Sun illuminates the +Y side. During negative Betas the 
Sun illuminates the −Y side. Beta must be computed for the mission life of the 
spacecraft. Figure 12.4 shows Beta as a function of time for an entire year. It is seen 

Fig. 12.3 Solar flux incident on each side of a spacecraft as the  
fraction of each panel normal to the sun vs. time. Panel areas are scaled  

by their relative size

Fig. 12.4 Beta for one year per month of the year

12 Thermal Design
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that for this mission Beta varies mostly from 0° to 80° with most of the time spent 
between 10° and 60°.

To obtain the total heat incident on the sides of the spacecraft, the contributions 
of Albedo and Earth IR radiation must be computed and added. Earth IR radiation 
and Albedo vary with latitude, time of year and orbit inclination. At 600 km, Earth 
IR incident is 0.119 Watts/in2 on the nadir surface and 0.035 Watts/in2 on surfaces 
normal to nadir. Figure 12.5 shows these orbit average Albedo powers for the same 
cases as given for Sun incidence in Fig. 12.2.

Note that Albedo fluxes are much smaller than solar fluxes, but they are not neg-
ligible. These three fluxes are average fluxes and do not consider natural variations 
due to cloud cover, nor the 7% seasonal variation because the Earth orbit around the 
Sun is elliptical.

Earth IR flux incident on this spacecraft is 149 Watts.

Incl
deg

Altitude
km

Beta +X 
OA 

watts

-X 
OA 

watts

+Y 
OA 

watts

-Y 
OA 

watts

+Z 
OA 

watts

-Z
OA

watts

Total 
OA 

watts
70 600 0 18.5 18.5 18.5 18.5 0 34.5 108.4
70 600 30 16.1 16.1 14.5 17.9 0 30.1 94.6
70 600 45 13.3 13.3 10.9 15.2 0 24.5 77.2
70 600 60 9.3 9.3 6.7 12.4 0 17.5 55.2
70 600 75 5.0 5.0 2.5 9.1 0 9.7 31.4
70 600 90 2.4 2.4 0.7 6.9 0 3.2 15.5

Fig. 12.5 Albedo orbit average incident flux (watts)  
on each side of a 20″ × 20″ × 36″ nadir- pointing spacecraft

12.2  Heat Absorption

Figure 12.2 showed the solar flux incident on each side of the 20″ × 20″ × 36″ exam-
ple spacecraft. The heat absorbed depends on the surface finishes of the sides. For 
example, if 75% of each side of the spacecraft is covered with solar cells (absorptiv-
ity = 0.82) and the rest of the sides are painted white (absorptivity = 0.19), then the 
net orbit average heat absorbed is only 0.75*0.82 + 0.19*0.25 = 0.6625 times the 
incident orbit average solar flux. So, the flux incident on each side of the spacecraft 
in the inclinations and Beta angles listed in Fig. 12.2 must be multiplied by 0.6625 
to calculate the heat absorbed by each side. The electric power generated by the 
solar cells must be subtracted from the calculation of the absorbed heat.

To determine the Earth IR absorbed, multiply together the flux, panel area and 
surface emittance.

If there are deployable solar panels that block incident fluxes or obscure the view 
from space, the absorbed heat calculation is more complicated. A thermal model of 
the spacecraft is needed.

12.2 Heat Absorption
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12.3  Heat Rejection

For thermal balance, heat absorbed plus heat generated internally must equal 
heat rejected. The ability to reject heat from a surface of area, A square inches, 
of emissivity = ɛ from a temperature T(°K) is given by Eq. 12.2. This is the emit-
ted heat in a direction normal to the surface. Heat radiated hemispherically 
(which should be used in calculations of heat rejected by the spacecraft) is typi-
cally 5% less.

Q watts A T 3 104( ) = = −εε σσ σσ* * * . /where Watts in266 11××
 

(12.2)

If the intent of the thermal design is to keep spacecraft temperatures in the range 
of +5 °C to +25 °C, then each of the spacecraft X and Y sides can reject about 140 
watts of heat. Since the sum of the Sun, Albedo and Earth IR absorbed heat ranges 
from 538 watts to 779 watts (from Figs. 12.2 and 12.3) and hemispherical emissiv-
ity = 0.8, the temperature (from Eq. 12.2) will be 16 °C. The same exterior surfaces 
will be −7 °C to reject 538 watts. The temperature difference between the Hot and 
the Cold cases is 23 °C.

Where solar cells do not populate the spacecraft exterior, various surface finishes 
can be used to modify the spacecraft temperature range. Low absorptive finishes can 
be employed to reduce the absorbed solar and Albedo heat. MLI can be used to 
nearly eliminate absorbed solar heat; however, MLI reduces the rejection area. By 
appropriately choosing surface finishes, a thermal balance can be achieved in a tem-
perature range acceptable to the spacecraft components.

The foregoing illustrated the principals involved. An accurate thermal treatment 
of a spacecraft can be accomplished only through use of a good thermal model.

12.4  Heat Generated by the Spacecraft Electronics

The electric power consumption for each spacecraft operating mode and for each 
component was shown for a specific spacecraft in Chap. 4, Electric Power Subsystem 
Design. It is repeated here as Fig. 12.6.

From this figure it is seen that the Orbit Average Power is about 20 watts, and 
that the instantaneous power varies from about 17.9 watts to 20.6 watts. The 
peak power (excluding the 10 watt fraction of the transmitter power radiated as 
RF power) is 26 watts. The reaction wheels consume up to about 27 watts while 
the wheels are accelerating. Since they do so for only very short periods of time, 
the excess reaction wheel power consumption over the average power can be 
ignored.

Solar cells convert solar power to electrical power. This reduces the power 
absorbed.

12 Thermal Design
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12.5  Tools Available for Altering Spacecraft Thermal 
Performance

Absorption and radiation of heat can be altered by:

 (a) Surface Finishes (white paint will reduce, black paint will increase the temperature)
 (b) Metalic conduction from hot parts of the spacecraft to cold parts so it could 

radiate heat into space
 (c) Heat pipes that can increase thermal conduction from one point to another
 (d) Heaters (to increase the temperature of components that are too cold  - like 

batteries)
 (e) Louvers that can open or close surfaces and can change their absorptivity or 

emissivity
 (f) MLI (Multi-Layer Insulation) to protect a wrapped volume by reducing 

absorbed radiation
 (g) Thermoelectric Coolers (to spot cool electronics parts)
 (h) Placing heat generating components where it is easy to get rid of heat

12.5.1  The Impact of Surface Finishes

To illustrate how surface finishes can reduce the temperature of surfaces exposed to 
direct sunlight, the table of absorptivity and emissivity of different finishes is shown 
in Fig. 12.7.

Fig. 12.6 Power consumption in different operating modes

12.5 Tools Available for Altering Spacecraft Thermal Performance
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As an example of the effectiveness of paint in controlling the temperature of 
spacecraft outer surfaces, consider the previous example of a 1 m2 plate; but in this 
example the plate is painted with Corning White Paint DC-007. The equation for 
temperature of the plate is now given in Eq. 12.3 where S is solar flux in Watts/m2 
and σ = 5.67*10−8Watts/m2.
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This is a significant change. By reducing the fraction of the area of the plate 
painted white, the temperature of the plate can be brought into the region where 
electronics can safely operate.

12.5.2  Thermal Conduction

In the thermal design, it is important to not only design for heat balance at a desired 
temperature, but also to move heat from a hot part of the spacecraft to a cool part, or 
to an area from where heat can be radiated out to space. The heat transport process 
has radiated and conductive paths. Considering conduction only, the fundamental 
equation for determining the amount of heat a metallic conductor can move from 
one place to another is given in Eq. 12.4.

   
q = k A/ L dT,* *( ) where

 
(12.4)

k = conductivity in KW change per °K (or °C) over length m
A = the cross section of the conducting structure in m2

dT = difference in temperatures between the two ends of the conductor
L = the length of the conductive path in m, and
q = is the heat conducted in watts

Fig. 12.7 Absorptivity and emissivity of different surfaces and the thermal conductivities and 
specific gravities of selected metals

12 Thermal Design
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The penalty on spacecraft weight that heat conduction imposes can be substan-
tial. To illustrate this, consider the 20″  ×  20″  ×  36″ spacecraft example already 
 discussed. If the goal is to move 20% of the absorbed solar heat from a sunny side 
to the opposite shaded side, consider using the three existing aluminum equipment 
decks of 20″ × 20″ each. Aluminum conductance is 3.6 W/in C°. To compute how 
thick these plates have to be and to ensure (for purposes of this example) that ther-
mal gradients in these decks should be <10 °C, Eq. 12.5 must be satisfied. Equation 
12.5 simply rearranges Eq. 12.4.
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(12.5)

The combined weight of these three aluminum decks is excessive. The spacecraft 
weight budget prohibits such a solution.

There are a number of ways to overcome this problem, including:

• Not covering the entire Sun-facing panel with solar cells
• Employing other exterior finishes (as discussed in Sect. 12.5.1)
• Using deployable arrays so that the exterior of the spacecraft could be covered 

with a low absorptance finish
• Isolating the body mounted array panels from the structure
• Adding heat pipes into the three interior decks (see Sect. 12.5.4)

12.5.3  Conducting Heat across Screwed Plates or Bolt 
Boundaries

Thermal conductivity through a metal structure is reduced at each joint between 
members of the structure. A bolted joint, for instance, creates thermal resistance. 
Thermal conductivity through bolted plates depends on the pressure with which the 
plates are bolted together. The conductance of bolted joints as a function of the bolt 
torquedown for various bold diameters is given in the Aerospace Thermal Control 
Handbook Volume 1.

12.5.4  Heat Pipes

Heat pipes are hermetically sealed extrusions, or pipes partially filled with a liquid 
used for spreading heat over relatively long distances with small gradients. In space-
craft applications, the aluminum pipes have internal grooves and use ammonia as 
the working fluid. Capillary forces wick the liquid along grooves from the cold end 
to the heat source. At the heat source, the liquid evaporates and the vapor flows 
down the pipe center and condenses on the colder areas of the pipe. Contrary to 

12.5 Tools Available for Altering Spacecraft Thermal Performance
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normal conductors (e.g. through metal plates), gradients do not increase for the 
distance the heat travels down the pipe. Due to the small capillary wicking forces, 
these pipes need to be horizontal (within 0.05″) to be tested in 1G.

Heat pipes have a transport limit. A typical ½″ OD heat pipe has a 5000 Watt/
inch transport limit. One pipe can carry 250 W 20 inches. There are two gradients - 
one at the evaporator (where the heat enters the pipe), the other at the condenser 
(where the heat leaves the pipe). A ½″ OD evaporator conductance is typically 4 W/
in-C° (where the heat travels into the pipe). Pipe condenser conductance is 8 W/
in-C°. These conductances do not include gradients at the heat pipe flanges or inter-
face gradients.

In the example in Sect. 12.5.2, 72 W had to be carried across 3 decks with less 
than 10  °C gradient. A single pipe (almost 80″ long) could be attached near the 
outboard edge of each deck. Each pipe would need to carry 24 watts 40 inches, 
approximately 1000 watt-inches, well within the transport capability. Allowing for 
pipe radii, the contact area along the edge would be 16 inches. The pipe gradients 
would be:
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(12.6)

This is a very low gradient. The weight of 80″ of heat pipe (with 1″ × 0.040″ 
flanges) is 1.2 lbs. As seen, heat pipes are an effective means to mitigate gradients 
in the equipment decks.

12.5.5  Louvers

Louvers are like adjustable blinds that permit partially opening a surface of the 
spacecraft to the outside (either on the space side to control emissivity or on the 
sunny side to control absorptivity). Louvers were popular in years past, but now 
they have lost favor to alternate thermal control hardware options.

12.5.6  Heaters

Heaters are used to spot heat specific components, such as batteries, that are not 
allowed to drop below their respective minimum temperatures. Since heaters con-
sume electric power, a rare commodity in a spacecraft, they should only be used 
where absolutely necessary. Heaters operate in a bang-bang manner; they are either 
ON or they are OFF.  The duty cycle determines the average temperature of the 
heaters.

12 Thermal Design
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12.6  Constructing a Thermal Model of the Spacecraft

In the preceding examples, the spacecraft was idealized to simplify analyses. For 
more accurate analyses a thermal model is needed. The thermal model keeps track 
of complex heat flows, and it can predict temperatures, both steady state and 
transient.

The model uses a series of nodes that represent components, external surfaces, 
internal structure, items that dissipate heat, and items whose temperature is of spe-
cial interest.

The nodes are interconnected with conductive (linear) and radiative (fourth 
power) couplings, similar to an electrical circuit comprised of resistors. The model 
iterates to predict heat flow between interconnected nodes, and outputs the tempera-
tures of each node. Thermal Desktop is the best known software for constructing 
spacecraft thermal models. This graphically based program includes:

• Geometry generation (or importing common geometric models)
• Conductive coupling calculations
• Internal radiation couplings (radKs)
• External radiation couplings (radKs) to space
• External absorbed environmental flux calculations
• Temperature and heat flow calculations (using SINDA)
• It then presents the SINDA Model results in graphical, geometric or tabular 

format

When constructing a model, resist the urge to make it more detailed or more 
granular than it really has to be, lest the model become the problem rather than part 
of the solution. In Thermal Desktop, subdividing a surface takes but a few mouse 
clicks. Simplifying a subdivided surface requires deleting the article, rebuilding it, 
reconnecting and verifying it. Start simple to get a feel for thermal drivers. Scrutinize 
the results and crosscheck them against hand or EXCEL calculations. Every model 
has limitations and flaws. Efficient modeling requires understanding the model lim-
itations to adjust the flaws that introduce large errors.

The thermal model is used to provide temperature predictions for various mis-
sion phases, Beta angles and operating modes. These results are incorporated into a 
summary of predictions that can be compared to the component temperature require-
ments. The thermal model is also used to predict spacecraft temperatures during 
thermal testing.

12.7  A Point Design Example

This section provides an example of how requirements must be modified, and hard-
ware manipulated into a cohesive design. For purposes of this design, it is assumed 
that heater power is unavailable.

12.7 A Point Design Example
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Figure 12.1 indicated that the operating temperatures for electronics is allowed 
to vary from −20 °C to 40 °C. Some of the Electronics may have to operate over a 
narrower range. So, the design should be for a − 15 °C to 40 °C allowable tempera-
ture variation.

The cause of temperature uncertainties and their likely magnitudes are discussed 
next, leaving the discussion of the range of orbit Betas for last.

 (a) Since models are imperfect, in a thermal design, typically a 5 °C margin is used 
in both the hot and cold cases. So, the design must strive to keep the temperature 
between −10 °C and +35 °C.

 (b) An additional 5 °C should be budgeted to account for variations in surface finish 
absorptance and emittance, and for finish degradation toward End-of-Life.

 (c) Earlier in this chapter, incident fluxes were computed. However, these fluxes 
vary over time. Specifically, solar incident flux varies 7% annually. Earth IR and 
Albedo also vary considerably even at a given Beta angle. Collectively, these 
variations can cause up to 10 °C temperature variation for a given Beta.

 (d) Eclipses are expected to cause at least 5° to 10 °C variation over a single orbit. 
This transient effect is not addressed by the orbit average fluxes calculated for 
the various Betas.

 (e) Budget an additional 5 °C to account for transients due to component power 
consumption variations, such as turning the transmitter ON.

Grouping all of these factors together, the temperature uncertainty takes up about 
35 °C of the available operating temperature range goal.

Gradients between the warmest and coldest components are on the order of 
10 °C. However, satellite gradients can be reduced by adding heat pipes.

Subjecting the 20″ × 20″ × 36″ spacecraft (covered with solar cells) over a large 
range of Betas caused a 23 °C spacecraft average temperature change. Combining 
the 23 °C variation due to variations in Beta, and other factors already discussed, 
would exceed the allowable temperature range.

Reducing the effects of solar variations over the range of Betas is key to success-
ful thermal design. The goal is to modify the finishes so that the Beta = 75° hot case 
and Beta = 0° cold case result in nearly the same spacecraft temperature.

Assume that the finish of 30% of the external surface can be modified, as shown 
in Fig. 12.8.

The spacecraft flies with +Z facing anti-nadir. Velocity is in the +X direction. 
Visualize several Betas, starting with Beta  =  0°. The Sun is in the plane of the 
Beta = 0° orbit, and the eclipse is the longest for any orbit altitude. During each 
Beta = 0° orbit, the Sun illuminates the +X, then the +Z, followed by the −X, and 
lastly, the −Z side of the spacecraft. Since Beta = 0° is the cold case, the choice of the 
finish should allow collecting as much energy as possible. To keep the spacecraft 
from becoming too cold, the +X, +Z, −X and −Z sides should remain black, or cov-
ered with highly absorptive solar cells. The two Y sides receive no incident sun.

12 Thermal Design
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During the Beta = +75° hot case, when there is no eclipse, the Sun illuminates 
the +Y spacecraft face. During the Beta = −75° hot case, the Sun illuminates the –Y 
face. The spacecraft receives solar illumination constantly. For this reason either a 
low solar absorptance finish or MLI should be applied to the +Y and –Y sides to 
reduce the environmental heat absorbed during the hot case.

MLI is preferred since:

 (a) MLI is more effective blocking the incident Sun in the hot case
 (b) MLI reduces the heat escaping from the spacecraft during the Beta = 0° cold 

case

A spreadsheet calculation indicates that, with the remaining 70% of the surfaces 
having absorptivites of 0.82, the temperature variation of 23 °C (between Beta 0° 
and 75°) is reduced to about half.

12.8  Thermal and Thermal Vacuum Testing

A thermal vacuum test series includes several test phases: Thermal Balance, Thermal 
Cycling and testing for Outgasing. Thermal Cycling and Outgasing are addressed in 
Sect. 14.5. Thermal Cycling is a spacecraft workmanship test. Outgasing prevents 
volatile contaminants from condensing on sensitive surfaces. The Thermal Balance 
test simulates the hot and cold flight environments to obtain spacecraft flight tem-
peratures. Temperatures are recorded for later analyses to determine differences 
between model predictions and test results.

30% of Each Side

+X +Y

+Z

+X

+X

X+
X+

Earth
Shadow

Fig. 12.8 Nadir-pointing spacecraft flying in +X direction  
30% of its surfaces available for application of surface finishes

12.8 Thermal and Thermal Vacuum Testing
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Thermal Balance is usually tested at two or three balance points (conditions). 
The balance points vary the spacecraft’s radiative boundary conditions to simulate 
the worst hot and cold (orbit average) orbital environmental conditions. The space-
craft operates in a steady state mode (without cycling loads or heaters) until the 
spacecraft attains steady state temperatures. At each balance point, it takes about 
12–24 h to reach stability (defined as a state where temperature variation is less than 
0.1 °C/h).

The test is conducted in a vacuum chamber with an LN2 shroud. The spacecraft 
is surrounded by heated (and sometimes cooled) high emittance plates (painted 
black or black anodized). A six-sided spacecraft may have at least six heater plates 
surrounding the spacecraft to represent the heat incident on each of the sides. If 
there is more than one finish per spacecraft side, multiple plates at different tem-
peratures may be placed opposite those spacecraft sides. The temperatures of the 
plates are set to present the spacecraft with an IR environment simulating the com-
bined solar, Albedo and Earth IR fluxes. The combined simulated environment is 
referred to as the Equivalent Sink Temperature. Since the actual heater plate emit-
tance is 0.85–0.90, plate temperatures are adjusted to reproduce the Effective Sink 
Temperature. If it is necessary to reproduce equivalent sink temperatures below 
−50C°, the plate needs to be cooled (usually by GN2). Spacecraft power consump-
tion has to be monitored during the Thermal Balance test.

The resulting steady state spacecraft temperatures are compared with the model 
predicted temperatures in a process called model correlation.

12.9  Model Correlation to Conform to Thermal Test Data

Before the thermal model can be used to provide final flight temperature predic-
tions, differences between actual test results, obtained during TVAC testing, and 
model predictions must be brought into agreement with one another. For this pur-
pose, the model must be altered to agree with test results. The methods to alter the 
model require considerable experience.

As an example, however, let us say that the temperature gradients in TVAC 
exceed those that the model predicted. In this case, the model thermal interface 
conductances may be adjusted until the temperatures and gradients agree.

12.10  Final Flight Temperature Predictions

After the model has been adjusted to make predictions that best match the Thermal 
Balance Test results, final temperature predictions are made for various important 
points in the spacecraft and for various cases in the mission life of the spacecraft. 
Illustrative examples are given in Figs. 12.9 and 12.10. In Fig. 12.9, the rapid rise in 
temperature of the 10 Watt transmitter is seen when it is turned on.
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Fig. 12.9 Temperature ranges are acceptable. The impact  
of the 10 Watt transmitter turning ON is evident

Fig. 12.10 Hot case. ADACS temperature approaches the  
limit of the acceptable temperature range
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Chapter 13
Radiation Hardening, Reliability 
and Redundancy

There are at least three factors that affect spacecraft orbit life. These are (1) the 
amount of radiation protection provided for the orbit altitude of the spacecraft, (2) 
the reliability of the components and of the spacecraft system and (3) the redun-
dancy built into the spacecraft.

13.1  Radiation Hardening

There are two kinds of radiation effects that can cause the spacecraft to fail: (1) total 
radiation dose and (2) single event upset (SEU).

13.1.1  Total Dose

Total Radiation increases sharply with orbit altitude and linearly with time. 
Protection against total radiation can be achieved with shielding. The table in 
Fig. 13.1 shows the radiation environment in an aluminum shielded space as a func-
tion of altitude, mission life in years and the thickness of the aluminum shield. 
Several cases are plotted in Fig. 13.2a–c.

Electronic component vulnerabilities to radiation dose vary greatly from compo-
nent to component. Most commercial CMOS parts range from 1 to 10 kRAD, while 
RAD hardened space qualified parts vulnerability is well over the 100 kRAD range. 
NASA maintains a parts list that provides data for the reliability as well as radiation 
hardness of components. RAD hard parts, of course, are very expensive, so a 
designer must consider radiation hardness mitigation by not only parts selection and 
shielding, but also by introducing redundancy in the electronics architecture. More 
will be said about this later in this chapter.
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Figure 13.2a shows that, if we use components that can operate to 10 kRAD total 
dose, a 5-year mission life can be achieved at up to 700 km altitude with a shielding 
thickness of 110 mils. Parts for this mission are relatively low cost. If the orbit is at 
1000 km altitude,180 mils of shielding would be needed for a 5-year mission. This 
would increase the card cage weight from about 0.81 lb. to about 1.33 lb.

Single Event Upset is caused by a single, high energy particle striking a critical 
point of a memory or an integrated circuit. The result can be either (1) the creation 
of a soft error, where a bit may change state, causing an error, but not the destruction 
of the circuit, or (2) a “latchup” may occur, destroying the circuit permanently. The 
only certain way to mitigate against an SEU latchup is to select components that are 
not prone to this kind of a latchup.

Shielding 
Thickness
Mil AL

Total Dose (kRad) 
700 km for

Total Dose (kRad) 
1000 km for

Total Dose (kRad) 
2000 km for

1 yr 5yrs 12yrs 1  yr 3 yrs 5 yrs 1 yr 5 yrs 12 yrs
50 7.16 3S.80 85.92 14.00 42.00 70.00 164.68 82340 1976.16
60 6.51 27.66 66.12 11.00 33.00 85.00 125.63 628.15 1507.86
70 4.33 21.66 61.96 8.80 2640 44£0 97.86 489.30 1174.32
80 3.58 17,90 42.96 7.00 21.00 35.00 80.19 400.95 962.28
90 2.96 14.80 35.52 5.80 1740 29.00 65.71 328.55 788.52

100 247 12.36 29.64 5.00 16.00 25.00 54.34 271.70 652.08
110 2.08 10.40 24.96 4.40 13.20 22.00 45.55 227.75 546.60
120 1.83 9.1 S 21.96 3.90 11.70 19.50 39.89 199.45 478.68
130 1.58 7.90 18.96 3.50 10.50 17.50 34.29 171.45 411.48
140 1.38 6.90 16.66 3.10 9.30 15.50 29.81 149.05 357.72
180 1.20 6.00 14.40 2.80 840 14,00 25.80 12100 309.19
160 1.08 5.40 12.96 2.50 7.50 12.50 23.11 115.55 277.32
170 0.96 4.80 11.52 2.20 6.60 11.00 20.45 102.25 245.40
180 0.88 4.40 10.56 2.00 6.00 10.00 18.66 93.30 223.92
190 0.79 3.96 9.46 1.84 5.52 9.20 16.67 83.38 200.04
200 0.73 3.65 8.76 1.70 5.10 8.50 14.60 73.00 175.20
210 0.67 3.35 8.04 1.60 4.80 8.00 13.33 66.65 159.96
220 0.61 3.05 7.32 1.54 4.62 7.70 12.08 60.40 144.96
230 0.68 2.90 6.96 1.50 4.50 7.50 11.43 57.15 137.16
240 0.57 2.85 6.84 1.44 4.32 7.20 11.17 55.85 134.04
260 0.55 2.75 6.60 1.40 4.20 7.00 10.73 53.65 128.76

Fig. 13.1 kRad radiation levels in aluminum shield  
vs. number of years at various altitudes

13 Radiation Hardening, Reliability and Redundancy
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Fig. 13.2 (a) kRad dose vs. various aluminum shield thicknesses  
and mission life (b) kRad dose vs. mission life and altitude for various  

aluminum shield thicknesses (c) Shield thickness vs. total kRad dose for  
various altitudes and mission durations

13.1 Radiation Hardening



206

13.2  Reliability

The designer must ensure that the spacecraft could achieve the desired mission life. 
In order to do so, a reliability analysis must be undertaken. A system level reliability 
analysis starts with a system reliability block diagram. This is a series arrangement 
of all the blocks in a block diagram that must each work for a spacecraft function to 
operate successfully. For example, a reliability diagram of the RF transmit portion 
of a spacecraft employing a single-string design is shown in Fig. 13.3. The diagram 
reflects the connections of the boxes or functions that must each work. Redundant 
elements, like the batteries, are shown connected in parallel, indicating that if one 
fails, the system may still function.

Reliability is computed from the component failure rate, λ failures per hour. 
R = e-λT, where T is mission life in hours. Mean Time Between Failures (MTBF or 
Mean Time To Failure (MTTF) is 1/λ. So, if a part has an MTBF of 500,000 H, over 
a 5-year (43,800 H) mission, reliability is R = e-43,800/500.000 = 0.91613. The Probability 
of Mission Failure over the 5 year period is PF = 1-R or 0.0837 or 8.37%. For 10 year 
life and a PF of 10%, we need a system reliability, R > 0.89984. This is a system 
MTTF of 830,000 h.

Fig. 13.2 (continued)

13 Radiation Hardening, Reliability and Redundancy
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If a component, like a transmitter, is not used continuously, the duty cycle of 
utilization should be taken into account in the MTTF requirement. For example if a 
transmitter is used for only 10  min per 96  min orbit, a 5-year mission life only 
requires an MTTF of 43,500 h (for a probability of failure of 10%), and the reliabil-
ity requirement can be reduced to 0.90043.

Probability that the transmitter will fail is: P(failure of transmitter)=
=1–0.995 = 0.005 = 0.5%
The probability that one battery will fail is (1–0.89984) = 0.10016 = 10.016%
The probability that both batteries will fail is 0.05 = 5%
The reliability of the 2 parallel batteries is 1–0.05 = 0.94992.
Note how Battery Reliability has increased through use of two batteries.
System reliability (from battery input to antenna output) is R = 0.9338, and the 

probability of system failure is 0.0662 or 6.62%.
The reliability numbers for components are combined to obtain the reliability of 

the system by:

• Multiplying the Reliabilities of Series Elements together
• If two components are in parallel, let P1  =  1-R1 and P2  =  R2 and compute 

R = (1-P1*P2/(P1 + P2))

Sometimes, failure of a component does not end a mission, it only degrades per-
formance. For example, if there are two redundant transmitters, loss of one does not 
reduce mission capability. If one of several solar arrays quits working, the mission 
is only degraded, not ended. Reliability calculations should take into account mis-
sion degradation, not only mission failure.

0.9980

0.89984

0.89984
0.995 0.990

Solar 

DC/DC

Battery 

Battery 
Transmitter Antenna

Solar
B

A
C D E

Reliability = A*B/(A+B)*C*D*E =
0.998*0. 995*0.990*(1-(1-0.89984)/2)=0.9338

Fig. 13.3 Reliability diagram

13.2 Reliability
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13.3  Redundancy

It is a common practice to use redundant components where the reliability of a com-
ponent is less than desired. It is for this reason that, usually, redundant transmitters, 
batteries and other components are used in the spacecraft. While use of redundant 
components increases the cost, size, complexity and weight of a spacecraft, it also 
significantly increases its probable mission life.

Redundancy should be used judiciously and only where absolutely necessary, 
because redundancy increases system complexity and introduces new components 
whose reliability must also be taken into consideration. Some of the applications for 
redundancy are:

• Where a component is susceptible to failure by SEU
• Where the component reliability is too low to meet mission requirements
• To eliminate single points of failure in critical paths
• When it is inexpensive to use a redundant component

So far, only hardware reliability and redundancy were discussed. However, use 
of redundancy measures also applies to spacecraft software. Some of the software 
redundancy measures are to:

• Put multiple copies of the spacecraft operating software in EPROM memory
• Use uploadable software
• Use majority logic (perform the calculations in 3 processors simultaneously, and 

select the result if at least 2 of the processors gave the same result). This requires 
hardware redundancy as well

13 Radiation Hardening, Reliability and Redundancy
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Chapter 14
Integration and Test

Integration is the process of testing the components of the spacecraft, assembling 
them, putting the completed spacecraft through functional testing, then performing 
thermal, vibration and thermal vacuum tests. After that, the spacecraft is ready to be 
shipped to the launch site, where it is functionally retested to ensure that no damage 
was done to the spacecraft. Then, the spacecraft is integrated with the launch vehicle.

This process is accompanied by writing test plans for each of these tests.
Integration and Test typically takes about 3 months on a new spacecraft, and not 

much less on one that was previously built. A typical schedule is shown in Fig. 14.1.

Fig. 14.1 Typical integration and test schedule

14.1  Component Level Testing

Each component (computer, radio, ADACS, etc.) is tested to ensure it meets func-
tional specifications and the thermal and vibration environment it will see on orbit. 
These tests are either performed by the vendor who supplies the component or by 
the spacecraft team. For mature components that have been used in previous space-
craft, the vibration and thermal or thermal vacuum tests can be omitted, since these 
tests will later be performed on a finished spacecraft level.
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Deployables must be tested to ensure that they will deploy in a zero G environ-
ment in space. Zero G environment can be simulated in the laboratory by suspend-
ing each part of the deployable structure with pulleys, cables and counterweights. 
Deployment should be interrupted and restarted to ensure that the deployment does 
not rely on the inertia of a moving part. Figure 14.2 illustrates a large, deployable 
solar array being deployed in the laboratory while simulating zero G.

Fig. 14.2 Simulating zero G while deploying a large solar array  
(By permission from Orbital-ATK)

14 Integration and Test
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There should be a sufficient supply of pyro devices, if they are used, to permit 
repeated deployment of pyro-initiated deployables.

The spacecraft structure undergoes static load and vibration testing. These are 
usually performed before the spacecraft components are assembled and integrated 
with the structure. For vibration testing the structure, usually mass mockups of the 
electronics are used.

14.1.1  The “Flat-Sat”

It is important to start the integration and test process as soon as possible, even 
before most of the mechanical hardware is available. For this purpose, a “Flat-Sat” 
should be built. This is a flat surface or table onto which the spacecraft components 
(or duplicates, if available) are laid out and harnessed with a functional duplicate of 
the spacecraft harness. The result is the spacecraft electronics integrated on a flat 
surface. This is called a “Flat-Sat.”

The Flat-Sat is populated with the electronics subsystems when they are ready, 
resulting in an early functional test of each subsystem, and, eventually, of the entire 
spacecraft. Availability of a Flat-Sat can speed up the integration process.

It is at this level that conceptual and technical problems can be discovered and 
fixed. Aside from hardware problems, most problems discovered are software 
related. Not that the software does not work as specified. The problem most often is 
that the software, as specified, is not as intended, and the software must be revised. 
To discover the problems and to “debug” the system a Flat-Sat level test is most 
useful.

14.2  Spacecraft Level Tests

The Objectives of Functional Tests are, basically, to get the assembled spacecraft 
working as the system it is intended to be. So, functional testing involves verifying 
that all components of the spacecraft can be turned on and off via ground command 
through the Electronics Ground Support Equipment (EGSE) speaking with the 
C&DH. This is followed by exercising the telemetry collection capabilities, then the 
ability to transmit telemetry to the EGSE (bypassing the RF link). Then, all the 
uploadable commands are exercised, and the ability of the spacecraft to perform 
those commands is tested. Similarly, correct performance of commands to the pay-
load and outputs from the payload are verified. Finally, the entire system is operated 
through the RF links.

RF link performance is tested at an antenna range. Antenna patterns are mea-
sured when the antennas are mounted on the spacecraft. In this way, the effect of the 
spacecraft on the antenna patterns is checked.

14.2 Spacecraft Level Tests
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RF signals from (and to) the spacecraft must be attenuated to simulate the mini-
mum detectable signal levels. Often, it may be difficult to near-impossible in a labo-
ratory, or even in an open range environment, to achieve enough attenuation to 
properly simulate the minimum detectable signal levels. So, one must do the best 
one can.

Testing the ADACS is particularly difficult. It is best done if an ADACS Dynamic 
Simulator is available. This hardware (and software), through the EGSE cable, takes 
the outputs of the spacecraft actuators (reaction wheel speeds, torque rod activities 
and the spacecraft instantaneous position - calculated by the on-board ADACS com-
puter). The Dynamic Simulator, shown in Fig. 14.3a, connected to the spacecraft 
ADACS computer, computes the vector magnetic and solar environments corre-
sponding to the present position of the spacecraft, simulates disturbance torques and 
solves the equations of motion to predict what the spacecraft attitude will be and 
feeds corresponding magnetic and solar vector information back to the ADACS. In 
this way, a “hardware-in-the-loop” simulation of the spacecraft flight is obtained. 
The spacecraft instantaneous attitude is also pictured on the Dynamic Simulator 
display, shown in Fig. 14.3b.

14.3  Environmental Testing

14.3.1  Vibration Tests

Vibration tests are typically used to qualify the spacecraft for the launch environ-
ment. These tests usually include sine, sine-burst, and random test cycles. The first 
decision to be made is the choice of the facility where the test will be performed. 
The two primary considerations in choosing a test facility are the capability of the 
vibration table and the number of instrumentation channels available. The vibration 
table must be able to drive the spacecraft and all the test fixtures to the desired vibra-
tion spectra. In the case of the sine-burst test, it should be able to drive the spacecraft 
to the desired acceleration at a frequency lower than 1/3rd the lowest spacecraft 
frequency. The second consideration is the number of instrumentation channels the 
facility can support. Each axis of measurement requires one channel. For example, 
a triax, which measures accelerations in three axes, requires three channels. The 
number of channels required is up to the discretion of the structural engineer. In 
theory, a test can be performed without instrumenting the spacecraft at all; as long 
as the spacecraft withstands the test environment without failing, the test is a suc-
cess. It would be taking a significant risk, especially during random vibration test-
ing, but it would be acceptable.

An interface fitting must be fabricated to attach the spacecraft to the vibration 
table. The test facility will provide the bolt pattern for bolting to the table. There 
may be two different bolt patterns, one for the lateral test table and the other for the 
vertical test table. The interface fitting should have a very high resonant frequency 
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(>1000 Hz) when constrained at the test table bolt pattern with the spacecraft mod-
eled as a concentrated mass, at its center of gravity, and attached to the interface 
fitting, using an RBE3. The fitting should be as light as possible, as the combined 
mass of the fitting with the spacecraft mass has to be driven during test. If possible, 

The Dynamic Simulator Display Contains:
· Commanded and Actual Reaction Wheel Speeds (3) vs. Time
· Commanded and Actual Torquer Activities vs. Time
· Earth Magnetic Field Components in Inertial Coordinates vs. Time
· Magnetic Field Components in Spacecraft Coordinates
· Reaction Wheel Torque Commands (3) vs. Time
· Sun Vector Components vs. Time
· Spacecraft Velocity vs. Time
· Spacecraft Position vs. Time
· Spacecraft Attitude vs. Time
· Spacecraft Attitude Picture vs. Time (in Ram and Side View vs. Time)
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Fig. 14.3 (a) Hardware in the loop simulator (b) Dynamic simulator “flies”  
the spacecraft in the “hardware-in-the loop” laboratory test setup
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the interface fitting should not bolt to the vibration table beneath the spacecraft, as 
this would require unbolting the spacecraft from the fitting before reorienting the 
assembly on the table between test axes.

During tests, the spacecraft is in the launch configuration, thermal blankets are 
typically not installed, and the spacecraft is unpowered. A lightweight bag that 
allows the attachment of accelerometers is placed over the spacecraft. Lifting hard-
ware, which is not part of the flight configuration, is removed. Solar arrays are 
installed and latched in the stowed configuration.

Testing is a relatively expensive activity and is usually charged by the time spent 
in the facility. During testing, the structural/test engineer is responsible for the hard-
ware. Typically, the test facility people will answer questions about what the capa-
bility of their facility is, but they will not provide any guidance about the test levels 
or procedures. Any deviations to the written test plan will require a written note on 
the plan along with a signature. Because of this environment, it is imperative that a 
full pretest analysis be performed before arriving at the test facility. This pretest 
analysis should include FEM runs for all the test cases along with printed results of 
the responses at each accelerometer location. From the pre-test, it should become 
obvious which test cycle is critical (produces the lowest margin of safety). If the test 
is run in multiple axes, there will be one that is most critical. Beginning in the non- 
critical axes can be used to gain knowledge about the structure before applying the 
critical test loads. The order of testing in each axis can also be used to verify the 
instrumentation before testing at the higher levels. The first and last test cycles in 
each axis will be signature cycles (either sine or random). Sine signature cycles 
normally run from 5–2000 Hz. and random signatures run from 20–2000 Hz. Either 
signature method is acceptable. The before and after response plots at each acceler-
ometer are compared against each other to verify that the hardware has not failed 
during the test.

The low level sine sweep is at 0.1 G over the range of 5–2000 Hz (4 oct/min) in 
all 3 axes.

Typical low level sine signature vibration test levels

Test axis
Frequency
(Hz)

Amplitude
G’s (peak) Sweep rate (octaves/minute)

XYZ - axis 5–2000 0.10 4.0

The test sequence is, in each axis, the sine, sine-burst, and then random vibration. 
The sine and sine-burst tests are easily compared to the pretest analysis predictions. 
They allow the engineer to verify that the instrumentation is working and producing 
the expected responses. During the random test, all the spacecraft modes over the 
entire frequency range are excited. Up until this time, all of the analysis was run 
using a model, uncorrelated to test data. The test results provide the first indication 
of how accurate the model is. Some of the modes may couple, creating higher 
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responses than predicted. While the sine and sine-burst tests will typically produce 
expected responses, it is not uncommon for the random responses to vary signifi-
cantly from the pretest predictions.

In order to avoid accidentally overstressing the spacecraft during testing, the 
input levels are increased incrementally using multiple test cycles. During these 
cycles, the load levels are usually defined as dB levels. The table below shows the 
correlation between dB level and full test load level.

dB % Test load

−18 12.5%
−12 25.0%
−6 50.0%
−3 75.0%
0 100.0%

For example, when reviewing the −12 dB cycle results for the sine or sine burst 
tests, the response values should be approximately 25% of the expected full level 
responses.

Typical sine vibration levels are shown in the table below:

Sine vibration test levels

Test Axis Frequency (Hz)
Level
(peak) Sweep rate octaves/min

Proto-flight Thrust 5–20 7.4 g 4
Lateral 5–20 4.0 g 4

Typical Sine Burst test levels are shown below:

Sine burst test levels

Test axis Test description Test requirement (g)

XY Sine burst at TBD Hz (5 cycles 
full-level)

5.00

Z Sine burst at TBD Hz (5 cycles 
full-level)

9.25

Note: The sine-burst test level is typically 1.25 times the design load level. This is accommodated 
during analysis by the 1.25 yield factor included in the stress margins of safety calculations.

Random testing is considered a workmanship test, not a structural test. This is 
important to consider when running a random test. During launch, when the space-
craft is attached to the launch vehicle, the launch vehicle is a flexible constraint. If 
one of the spacecraft modes takes off, its interface loads to the launch vehicle 
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increase, but the spacecraft flexibility may damp out some of these loads. Static 
design loads are based on measured loads (from previous launches) or from coupled 
loads analysis (CLA). These take this damping into account. Therefore, from the 
standpoint of strength, the spacecraft is only required to sustain 1.25 times the 
design loads. The sine-burst test is the strength test. On the other hand, during vibra-
tion testing the spacecraft is mounted to a vibration table that provides no damping. 
So, if one of the spacecraft modes takes off during testing, the response may be 
much larger than that which would be seen during flight. Because of this phenom-
enon, during random testing it is permitted to limit the input levels. Limiting is 
accomplished in one of two ways:

 1. Force Limiting: Force gages are installed at each of the bolts attaching the inter-
face plate to the vibration table, and the loads measured are used to limit the 
overall spacecraft net CG accelerations to the static design loads. This is a rela-
tively complicated/expensive procedure and is mostly used on large spacecraft.

 2. Notching: The random input spectrum is manually changed to notch the input 
levels at discrete frequencies where responses are high. This method is inexpen-
sive and is used frequently.

The guidelines for notching the input over a discrete frequency range:

 1. Maximum limiting over a discrete frequency range is −12 dB
 2. The overall GRMS input value cannot be reduced by more than 10% from the un- 

notched value

Notching input levels is an iterative operation. For a given accelerometer loca-
tion, the −18 dB random load test cycle GRMS response results are reviewed. These 
GRMS acceleration responses are 1/8th of the full level loads. So, by multiplying the 
−18 dB responses by eight is an estimate of full level 1-sigma loads. Then multiply 
the 1-sigma loads by 3 to get the 3-sigma loads. If the structure cannot withstand the 
3-sigma loads at an accelerometer location, the need for notching is indicated. 
Return to the −18 dB results and look at the plotted response levels; notch the input 
spectrum over the frequency range where the responses are significantly above the 
input level. When the new input spectrum is used in the table software, it will pro-
vide the overall input spectrum GRMS so it could be verified to be within 10% of the 
nominal spectrum. Rerun the −18 dB random test load cycle (using the notched 
input) and determine if the new 3-sigma loads are acceptable. If they are, continue 
testing by increasing input levels. If the response is excessive, widening the notch 
may be required.

While the random test is not considered a strength test, it is a very good work-
manship test. It is especially good at causing fasteners to back out if they are not 
adequately torqued.

In the absence of specific launch vehicle vibe spectra, GEVS vibration levels 
should be used.

14 Integration and Test
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Random Vibration test levels for all 3 axes should be 14 (Grms). The levels are 
shown below (Fig. 14.4).

Random vibration test levels

Frequency (Hz) Protoflight (G2/Hz)

20 0.026
20–50 +6.0 dB/Oct
50–800 0.16
800–2000 −6.0 dB/Oct
2000 0.026
Overall (Grms) 14.0
Duration (min) 1

In summary, the spacecraft should undergo a full suite of vibe testing in three 
axes, including sine, sine-burst, and proto-flight random testing. Low level sine or 
random surveys should be run before and after each test to verify that the modes 
have not changed significantly. Limited performance tests may be run after tests are 
complete for each axis and prior to re-configuring for the next axis.

Fig. 14.4 Random protoflight test levels

14.3 Environmental Testing
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Typical test tolerances are shown below

Sine vibration
Sinusoidal amplitude ±10%
Vibration frequency ± 2%
Random vibration
Acceleration spectral density +/− 3 dB
Overall RMS +/− 10%
Duration +10, −0%
Sine burst
Sinusoidal amplitude ±5%

14.3.2  Thermal Test

The purposes of the thermal tests are (1) to uncover latent defects by thermally 
stressing the spacecraft, (2) to demonstrate successful spacecraft operation over a 
wide temperature range and (3) to gather temperature data to assess part, board and 
assembly gradients. The test success criteria are:

Objective Success criteria

Uncover latent defects Demonstrate failure free three (3) cycles between 
HOT and COLD temperatures

Demonstrate spacecraft operation and 
establish performance

Demonstrate compliant operation over the range of 
temperatures and during
Temperature transitions

Assess part, board and assembly 
gradients

Gather steady state temperature data

The spacecraft in the thermal chamber is connected to the ground station (or 
EGSE) and the Dynamic Simulator. The ground station supplies electronic stimuli 
needed for functional testing.

First a thermal balance test is conducted. The thermal chamber should be able to 
control temperature over at least −40C and +55C at a rate of at least 3  °C/min. 
Chamber temperature gradients during the test should not exceed 4 °C/s. A data 
acquisition system should monitor and store chamber and spacecraft test point tem-
peratures. Spacecraft telemetry should be collected by the ground station. 
Environmental stability is reached when the chamber is within 2  °C of desired 
setpoint.

Steady State Temperature Test The spacecraft should operate in the chamber for 
a minimum of 90 min at each of six steady state temperatures. These are +20 °C, 
+35  °C, 0°, −10  °C, +45  °C and −25  °C.  The spacecraft should operate in a 
repeating scripted scenario of 30 min duration; and the scenario should be repeated 
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three times during each 90 min test. Telemetry is read and archived during each 
90 min test.

Dynamic Thermal Test The temperature chamber is cycled three times between 
+35° and −25 °C while the spacecraft operates with the scripted scenario. Transition 
between the hot and cold temperature limits should not take less than 15 min (4° per 
min), dwelling 45 min at the hot or the cold temperature limits. An entire cycle takes 
2 h. Three failure-free cycles should be performed. The Dynamic Test takes 6 h 
(Fig. 14.5).

Fig. 14.5 Dynamic thermal test temperature profile

14.3.3  Bakeout

The objective of this (optional) test is to outgas spacecraft components to preclude 
the risk of condensable volatile contamination. Prior to bakeout, the spacecraft is 
subjected to thermal cycling at ambient pressure. Chamber cleanliness certification 
is a prerequisite to integrating the spacecraft into the TVAC chamber. Immediately 
prior to integration, the chamber with all internal GSE should be certified to the 
contamination criteria of 300  Hz/h rate @60  °C on a  −20  °C Quartz Crystal 
Microbalance (QCM).

Objective Success criteria

Complete outgas at 
40 °C

TQCM at −20C measurement of contamination levels should drop 
below a specified limit

14.3 Environmental Testing
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The spacecraft and its TVAC GSE are installed in the thermal vacuum bake-
out chamber. The chamber is maintained at less than 1 × 10−5 torr and at +40 °C 
during test. The Data Acquisition System records temperatures in real time and 
continuously monitors and compares against alarms of spacecraft temperatures. 
The spacecraft has achieved bakeout when the TQCM rate of change is no more 
than 300HzTBR per hour and for at least 100 hours at TQCM rate past the knee 
of the curve.

14.3.4  Thermal Vacuum Test

The objectives of the thermal vacuum TVAC test are to:

 1. Validate the thermal design by subjecting the SC to thermal test environments 
that conservatively simulate the flight hot and cold environments

 2. Achieve hot and cold steady state temperatures and gather steady state and tran-
sient data in order to correlate the thermal models

 3. Operate the spacecraft and payload in a manner similar to flight operations
 4. Operate the spacecraft at temperatures in excess of those expected on orbit

The compliance matrix illustrates how the test objectives are to be achieved dur-
ing test:

Objective Compliance criteria

Validate the thermal design Subject the SC to test environments simulating the flight hot 
and cold environments and verify that all temperatures are 
within limits with margin

Achieve hot and cold steady 
state temperatures

Temperatures stable

Gather steady state data in order 
to correlate the thermal models.

TB stability criteria must be achieved so that data collected is 
useful

Operate similarly to flight 
operations

Demonstrate acceptable temperature increases during peak 
orbital load profile

Operate in environments excess 
of expected flight temperature

Achieve temperatures in excess of those expected in flight

Operation Demonstrate failure-free operation while hot, cold and during 
temperature transitions

The test is conducted with an LN2 shroud. The spacecraft is attached to the 
TVAC test fixture, which is conductively isolated from the chamber. The spacecraft 
main radiator is coupled to the chamber cold wall, and the side radiators are radia-
tively coupled to zone heaters which, in turn, are coupled to the shroud. The steps in 
the TVAC test are the following:

Pumpdown – during pumpdown, spacecraft operation is consistent with launch to 
demonstrate insensitivity to corona during ascent. The TVAC chamber is purged 
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with dry LN2 to prevent condensation; the spacecraft is in the launch configuration, 
the TVAC chamber is evacuated and spacecraft temperatures are monitored to make 
sure that temperatures do not become excessive. Once chamber pressure reaches 
5 × 10−5 torr, pumpdown is completed.

Hot Balance – Hot Balance demonstrates spacecraft thermal performance in the 
warmest expected environment. Once the hot balance begins, the spacecraft should 
operate with no power changes.

Cold Balance  – The Cold Balance test demonstrates spacecraft thermal perfor-
mance in the coldest expected environment.

Cold Survival Balance – This test proves that the spacecraft can stay above the 
minimum survival temperatures when the spacecraft is in the low power mode.

Hot Cycle – This segment of the TVAC test demonstrates proper spacecraft opera-
tion and temperature response while cycling between high dissipation and low 
power operation.

14.3 Environmental Testing
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Chapter 15
Launch Vehicles and Payload Interfaces

There are two essential ingredients one must have in interfacing with launch vehicles: 
money and patience. The selection and manifesting process is long, schedules are uncer-
tain, and a launch failure on an earlier flight could introduce additional years of delay.

The launch vehicle selection process depends on whether the satellite is a large space-
craft that would be the primary payload of the launch vehicle, or if it is small and would 
be a secondary payload. If the latter, the main criteria for selecting a launch vehicle are:

• Is there a launch already scheduled that has secondary payload volume and 
weight available in the time frame when your spacecraft would be completed?

• Will the (primary payload) launch go to your required inclination and altitude?
• Where is the launch site; and is it possible, including political and regulatory 

factors, to arrange launching from there?
• Are the launch and insurance costs within budget?

If a suitable compromise among the above factors can be reached, the main tasks 
in the launch vehicle selection process are completed.

15.1  Present Launch Vehicles

There are 10 USA, 2 Chinese, 2 EU, 4 families of Russian, and 5 other (Indian, 
Japanese, Israeli) launch vehicles that fly to Low Earth Orbit (LEO) active today; 
several others are in development. A list of these launch vehicles, their lift capabili-
ties to LEO, maximum accelerations and their launch sites are given in the Appendix. 
The data was extracted from the websites of each launch vehicle. In Fig. 15.1, only 
representative launch vehicles to LEO are listed. The acceleration environment 
listed is a function of the spacecraft weight. The quantities given here are only 
approximate. Launch vehicle capabilities, listed on the internet sites of the launch 
vehicle manufacturer, change frequently, so the reader needs to consult directly with 
an authorized representative of the company.
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Launch 
Vehicle

≈ klbs 
to

LEO

Launch Site(s) Max Axial 
and 

Lateral 
g's

Fairing 
Dia (in)

Comments

Minotaur 
I

1.2 VAFB/CCAFS 9.0/±5.0 50 61" fairing 
available, 
Wallops/Kodiak 
possible

Minotaur 
IV

3.5 VAFB/CCAFS 9.0/±3.5 92

Falcon 9 22.0 VAFB/CCAFS 6.0/±2.0 181 28.5°-51.6° 
CCAFS, 66°-145°
from VAFB

Dnepr 3.7 Baikonur/Yasne 7.5/±0.8 118
Atlas V 8.3-

19.0
VAFB/CCAFS 5.0/±2.0 147 There are several 

versions of Atlas
Antares 13.0 Wallops/Kodiak 6.5/±1.5 126
Delta II 6.0 VAFB/CCAFS 7.5/±0.8 120

Fig. 15.1 A few of the ≈23 active launch vehicles today

Fig. 15.2 Typical Antares launch profile from Wallops Flight Facility WFF  
(Permission from Orbital-ATK)

A typical launch profile to a very low altitude (≈270 km) is shown in Fig. 15.2. 
After first stage burnout, the first and second stages separate and the fairing is cast 
off at an altitude of about 190 km. By this time, the rocket is out of most of the 
atmosphere, but there is enough atmosphere left that the spacecraft must consider 

15 Launch Vehicles and Payload Interfaces
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atmospheric heating. Atmospheric pressure at fairing separation is typically down to 
≈0.2 psi. The second stage lifts and inserts the spacecraft into the required orbit, and 
the spacecraft is separated from the launch vehicle. During ascent, telemetry from 
the rocket (and often from the spacecraft) is sent to the ground. If there are multiple 
payloads, the launch vehicle releases them in sequence. Launch vehicles that have 
liquid propulsion systems (like SpaceX Falcon 9) can restart the last stage engine 
and can deploy different secondary payloads into different orbits.

The various presently active launch vehicles, including those not listed above, 
are described in the Appendix. The information was extracted from each launch 
vehicle payload user manuals. As stated earlier, this information is approximate and 
subject to change.

Depending on the desired orbit inclination, there may be launch site limitations 
that prohibit launching into some orbit inclinations. For example, from the Eastern 
Test Range, Cape Canaveral Air Force Station (CCAFS), spacecraft can only be 
launched within an azimuth of −39° and +57°; so Polar launches are not possible 
from CCAFS. The reason for the +57° maximum inclination limitation is because 
at greater inclinations spent boosters would be dropped onto the populated US East 
Coast. Similarly, from VAFB, launch azimuth is limited between −70° and −104°, 
so spacecraft can be launched into the popular Polar orbit from VAFB.

15.2  Launch Vehicle Secondary Payload Interfaces

Since the cost of a launch service is principally paid for by the primary payload, 
secondary payloads riding on the same launch pay much less by any measure. For 
this reason, it is important to review how to interface with the various launch vehi-
cles as a secondary payload.

Several launch vehicles offer secondary payload accommodations as long as they 
do not interfere with the primary payload. Since the secondary payload market is a 
fast growing segment of the spacecraft industry, more launch vehicles will offer 
secondary payload launch services in the future. The payload (spacecraft) interface 
requirements depend on the launch vehicle. However, there is a degree of standard-
ization emerging through development of secondary payload adapters like the ESPA 
ring, Secondary Payload Adapter (SPA) and the Evolved Expendable Launch 
Vehicle (EELV). For the Atlas V launch vehicle, these secondary payload options 
are shown in Fig. 15.3. Ariane uses an ESPA secondary payload ring, as shown in 
Fig. 15.4a. Other launch vehicles use their own approaches to secondary payload 
accommodation. Figure 15.4b shows multiple payloads on Dnepr.

An excellent survey of secondary adapters is contained in a report of the 17th 
Annual Small Payload Rideshare Symposium held at the John Hopkins University 
Applied Physics Laboratory. The report is up-to-date as of June 2015. Much of the 
information in this subsection was extracted from that report.

15.2  Launch Vehicle Secondary Payload Interfaces
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Fig. 15.3 Secondary payload adapters for Atlas V (Atlas V launch services user’s guide)

Fig. 15.4 (a) Multiple secondary payloads on Ariane. (b) Multiple payloads on Dnepr

15 Launch Vehicles and Payload Interfaces
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The ESPA ring, shown in Fig. 15.5, is becoming a leading dispenser for multiple 
secondary payloads. For payloads that require reduced vibration levels, Moog also 
builds the SoftRide vibration isolation system that can reduce the launch vehicle 
vibration environment as seen by the spacecraft by as much as a factor of 10. Current 
standard interfaces are listed in Fig. 15.6.

Fig. 15.4 (continued)

Fig. 15.5 ESPA secondary payload adapter (Courtesy of Moog Inc., Space  
and Defense Group)

Most Separation Systems with which the spacecraft is attached to the launch 
vehicle or to the secondary payload adapters are explosive Marman Bands or the 
non-explosive motorized clamp bands. The latter are the Lightband family (Planetary 
Systems, Corp.) motorized clamps. Both are shown in Fig. 15.7a, b.

15.2  Launch Vehicle Secondary Payload Interfaces



Diameter (in) No Fasteners Launch Vehicles

62.01 120 ¼" Atlas V, Delta IV, Falcon 9, Minotaur 
IV, V, VI

38.81 60 ¼" Minotaur I, Athena, Taurus, Pegasus
24.00 36 ¼" ESPA Grande, CubeStack
15.00 24 ¼" ESPA, Atlas V, Athena
8.00 12 ¼" Small Launch ESPA, Athena

Fig. 15.6 Secondary payload interfaces (APL report on June 15, 2015)

Fig. 15.7 (a) A RUAG sep system. (b) A motorized lightband (Planetary Systems Corp)
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For the very small CubeSat (U, 2 U, 3 U, 4 U, 6 U) spacecraft, the launch vehicle 
interface is through the Cubesat launcher(s) shown in Fig.  15.8. The original 
launcher was for a single U (10 cm cube) spacecraft. More recently, launchers for 
larger, multiple U-size spacecraft have been developed. The interfaces between the 
CubeSat spacecraft and the launcher are precise and rigid and are controlled by an 
Interface Control Document.

Fig. 15.8 The original cal poly launcher and a 6 U CubeSat launcher

15.3  Secondary Payload Environment

The payload spacecraft must meet, and be able to survive, the launch vehicle vibra-
tion, acoustic, pressure, RF, and other requirements.

15.3.1  Vibration Levels

Vibration requirements have already been described. In case no information is yet 
available for a specific adapter, design to the GEVS environment, Fig. 15.9b. Note 
that what is given as the axial acceleration may become the lateral acceleration for 
horizontally mounted payloads, such as those mounted on an ESPA ring. The GEVS 
and the Dnepr vibration environments are shown in Fig. 15.9a, b.

15.3  Secondary Payload Environment
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Fig. 15.9 (a) Dnepr vibration spectra. (b) GEVS and ESPA vibration spectra

15 Launch Vehicles and Payload Interfaces
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If no other information is available, design to 9 G axial and 3 G lateral accelera-
tions. These can be relaxed when the launch vehicle organization is able to provide 
more specific information. The above spectral levels are tabulated in Fig. 15.10.

15.3.2  Mass Properties

Center of gravity must be within typically ±0.25″ of the vertical axis of the space-
craft (to minimize tipoff at launch vehicle-spacecraft separation).

The CG position must also be known to within ±0.25″.
The center of gravity must not be above a certain launch vehicle-dependent dis-

tance from the launch vehicle-payload interface level.
Moments of inertia must be known to an accuracy of typically ±5% or ±0.5 slug-ft2.
The lowest resonant frequency must be greater than 50 Hz for some launch vehi-

cles and greater than 20 Hz for others. The first spacecraft bending mode frequency 
should be above 8 Hz.

15.3.3  Insertion, Separation and Recontact

Typical launch vehicle insertion accuracies are ±18  km in altitude and <0.2° in 
inclination. Launch vehicle spacecraft separation velocity is usually 2–3  ft./sec. 
Tipoff is usually less than 1° per second.

The possibility that the spacecraft will recontact the launch vehicle must be ana-
lyzed. Often the launch vehicle makes a small maneuver after releasing the space-
craft to avoid recontact.

15.3.4  RF Environment

Usually, the spacecraft is not permitted to radiate RF energy at the launch site. For 
this reason, provision should be made to radiate into a dummy load on the space-
craft for all ground tests at the launch site. Some spacecraft are launched without 
testing the RF link at the launch site.

GEVS ESPA
Frequency (Hz) Qual Level Acceptance

20 g2/Hz 0.026 0.013
20 50 dB/oct 6 6
50 800 g2/Hz 0.16 0.08

800 2000 dB/oct -6 -6
2000 g2/Hz 0.026 0.013

Overall g RMS 14.1 10
Duration sec 60 60

Frequency (Hz) Qual Level Acceptance
20 g2/Hz 0.014 0.007

20 50 dB/oct 12.85 12.85
50 70 g2/Hz 0.7 0.35
70 100 dB/oct -4.72 -4.72

100 250 g2/Hz 0.4 0.2
250 400 dB/oct -6.72 -6.72
400 900 0.14 0.07

2000 g2/Hz 0.02 0.01
Overall g RMS 16.18 11.44

Duration sec 60 60

Fig. 15.10 GEVS and ESPA qual and acceptance vibe levels

15.3  Secondary Payload Environment
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Since there are intentional and unintentional RF emissions from various sources 
at the launch site, the spacecraft must be able to withstand these RF emissions. 
Typically, unintentional RF emissions may be as high as 114 dBμV/m in the 14 kHz 
to 18 GHz frequency range. Intentional emissions maybe as high as 160 dBμV/m 
from launch vehicle transmitters at specific (typically S-Band) frequencies.

Each launch site publishes its RF environment, and these publications are readily 
available.

Spacecraft RF emissions must be less than 114 dBμV/m in the 14 KHz to 
350 MHz range, less than 140 dBμ/m between 350 MHz and 1 GHz and less than 
169 dBμV/m above 1 GHz.

15.3.5  Acoustic Environment

Often, acoustically-induced spacecraft vibrations can drive the vibration environ-
ment. The launch vehicle will provide the acoustic spectrum seen by the spacecraft. 
An example (for Atlas V) is shown in Fig. 15.11.

Fig. 15.11 A typical payload acoustic environment  
(Permission by United Launch Alliance)

15.3.6  Shock Environment

Typical shock the spacecraft may be subjected to is shown in Fig. 15.12.

15 Launch Vehicles and Payload Interfaces
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15.3.7  Additional Spacecraft Environmental and Other Factors

In addition to the above environmental matters, there are additional factors that the 
spacecraft must take into consideration. These include:

• EMI/EMC
• Contamination
• Spacecraft Fueling
• Liquid Fuel Slosh Frequency (accurate to 2 Hz)
• Payload Access Door Location on the fairing and umbilical cable routing

In addition, the spacecraft should be designed to have removable lifting fixtures, 
and, if horizontally mated to the launch vehicle, there should be a mating fixture that 
can turn the spacecraft from a vertical to a horizontal position.

15.4  Analyses, Documentation and Other Factors

Many analyses and documents are required to satisfy the launch vehicle organiza-
tion. Examples of some are listed below:

• Range Safety
• Coupled Loads Analysis (performed by the launch vehicle from FEM provided 

by the spacecraft)

Fig. 15.12 Typical shock environment (Permission by United Launch Alliance)

15.4  Analyses, Documentation and Other Factors
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• Finite Element Model of the spacecraft
• Spacecraft-Launch Vehicle Interface Control Drawing (ICD), containing:

 – Mechanical ICD
 – Electrical ICD

• Mission Analysis and Payload Integration
• Safety Reviews
• Launch Readiness Review

15 Launch Vehicles and Payload Interfaces
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Chapter 16
Ground Stations and Ground Support 
Equipment

Ground stations (1) command the spacecraft(s), (2) collect, display and analyze 
spacecraft telemetry about its state of health and (3) command payloads and retrieve 
data from them.

Some agencies and customers of spacecraft require the use of, and compatibility 
with, existing ground stations and two-way communication systems. There are sev-
eral good ground station software packages available that require little tailoring to 
adapt to a specific spacecraft. Most of them use numerical rather than graphic dis-
plays. Regardless of whether one of those or a design-from-scratch ground station 
is used, most of the requirements are the same. These will be described next.

16.1  Ground Stations

Ground Station Requirements Experience has shown that ground station (GS) 
requirements can easily be given in terms of questions a visitor to the GS may ask. 
The first question he or she may ask: “Where is the spacecraft now?” The GS should 
be able to show a map of the world and the instantaneous position of the spacecraft 
on it. The communications range footprint of the spacecraft should also be shown.

Some numeric data should describe the altitude of the spacecraft and, when in 
range of a GS, the elevation and azimuth angles to the spacecraft. These quantities 
are also used to drive GS antennas. Figure 16.1 shows such a display. Note that 
numerics concerning spacecraft elevation and azimuth are not shown because the 
spacecraft is not in range of the GS. The range entry indicates how far it is from the 
GS. Converted to minutes, the spacecraft is 56.05 minutes away.

The next question the visitor may ask is: “How is the spacecraft doing?” That is, 
what is the state of health of the spacecraft? Therefore, telemetry should be col-
lected from the spacecraft, and the subset of TTM data relevant to spacecraft (and 
payload) health and status should be displayed (numerically and graphically). 
Relevant data includes: (1) temperatures at key points, (2) ON/OFF states of 
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 hardware components, (3) voltages and currents of selected components, (4) space-
craft attitude and ADACS telemetry, (5) battery charge state for each string, (6) 
parameters that are close to anomalous condition and (7) payload-related quantities. 
To enable the GS operator to quickly review the large amount of information rele-
vant to state of health, graphic displays of these quantities should be used, and the 
display should span several of the most recent orbits, rather than just the present 
values of the quantities.

The visitor’s next question may be: “When is the spacecraft going to be in com-
munication range with this and other ground stations?” The table of contact access 
times shown in Fig. 3.3b, repeated here as Fig. 16.2, answer this question. It should 
be displayed at the GS.

The next question may be: “What is the spacecraft going to do next?” There 
should be available from spacecraft telemetry a read-back of commands sent to the 
spacecraft earlier that answers this question.

In addition to these TTM displays, the GS must also command the spacecraft. 
For this reason, there should be command generation dialog boxes from which the 
set of commands to the spacecraft could be assembled. A great many commands are 
needed to operate a spacecraft and its payload, however, most are commanded 

Satellite ID Sat 1 GS Bos SC Posit SC Visibility No
Orbit No 6598 Lat +38.92° -16.57° Elevation°

Date 07/21/2016 Lon -77.23° +69.42° Azimuth°
time 14:37:28 Alt 26 m 568 km Range km 23,542.7

Fig. 16.1 Spacecraft position and range, elevation and azimuth to GS

16 Ground Stations and Ground Support Equipment
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 repetitiously. For this reason, the repetitious commands should be scripted to ease 
the workload of the GS operator.

Commands are generally of the form: What? When? and How? It is best if the 
commands were assembled at the GS at a high level (rather than micro-managing 
the spacecraft). Let the spacecraft convert the high-level command to the detailed 
actions that must occur to execute the command.

For example, the high-level command of: Transmit Message A at 11:05 at 
2.065 GHz is converted by the spacecraft as follows:

 1. Power UP the transmitter in the standby mode at 11:043
 2. Tune it to 2.065 GHz
 3. Retrieve Message A from memory
 4. Set the Power Level and Bit Rate
 5. At 11:05 Key the transmitter and send the message

Not so many years ago, spacecraft were not commanded in this way. Spacecraft 
used to be commanded, step by step, to implement each action that had to be under-
taken. With the advances in computer technology, it is no longer necessary to do so. 
The spacecraft should be able to interpret high-level commands and detail these out 
automatically on the spacecraft.

Anomaly Resolution and the Safehold Mode When the spacecraft experiences an 
anomaly, the spacecraft or the GS should have scripted sets of commands to send 
up, while the spacecraft is still within line of sight, to resolve the anomalies, if pos-
sible. Often the first step in the process of resolving anomalies is to put the space-
craft in the Safehold Mode. This is a mode that minimizes power consumption and 
only operates the most needed spacecraft components so as to gain time to figure 
out what to do next. The spacecraft and the GS design should anticipate all kinds of 
possible failures and should have scripts ready to execute when one occurs. In many 
cases, the spacecraft can monitor the relevant points to determine if an anomaly has 
occurred and can invoke the scripted set of steps to correct, or work around, the 
anomaly without GS interaction. Then, the GS merely needs to be informed by the 
spacecraft what anomaly occurred and what the spacecraft did about it.

Access Start Time (UTCG) Stop Time (UTCG) Sec 
1 31 Aug 2016 04:26:44.649 31 Aug 2016 04:40:06.258 801.610
2 31 Aug 2016 06:07:21.438 31 Aug 2016 06:18:33.846 672.408
3 31 Aug 2016 18:34:18.880 31 Aug 2016 18:43:05.994 527.113
4 31 Aug 2016 20:11:13.687 31 Aug 2016 20:24:34.033 800.346
5 31 Aug 2016 21:52:18.323 31 Aug 2016 22:04:21.323 723.000
6 31 Aug 2016 23:35:46.300 31 Aug 2016 23:44:24.396 518.095
7 01 Sep 2016 01:18:11.672 01 Sep 2016 01:26:49.920 518.248
8 01 Sep 2016 02:58:14.680 01 Sep 2016 03:10:17.845 723.165

Fig. 16.2 Spacecraft access times at a ground station

16.1 Ground Stations
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16.2  Ground Support Equipment

Ground Support Equipment, or GSE, consists of Mechanical Ground Support 
Equipment (MGSE) and Electrical Ground Support Equipment (EGSE). Together, 
these support the spacecraft on the ground and at the launch site.

MGSE typically include mechanical fixtures to lift, turn and move the spacecraft 
in the laboratory, in transport or at the launch site.

EGSE is in effect a paired down version of the ground station. With the EGSE 
connected by an umbilical cable, the spacecraft can be operated as if it were in 
space, with the exception that the GS antenna would not be used. In an ideal world, 
the EGSE can operate with the spacecraft as hardware-in-the-loop, just as the 
Dynamic Simulator in Chap. 14 could operate with the spacecraft ADACS as 
hardware-in-the-loop.

Testing all functions of the spacecraft repeatedly in the laboratory while the 
spacecraft is in development or in test is the main function of the EGSE. Since this 
is a time-consuming and repetitious function, the EGSE should be semi-automated 
so that it could act as Automatic Test Equipment (ATE), speeding up test and verifi-
cation of satellite functions.

The cost and time required to develop good EGSE are usually underestimated. 
This is not the place where one should try to save money. Once built, the EGSE can 
be adapted to other spacecraft missions, enabling one to spread the cost of EGSE 
over several programs.

16.3  Ground Station Manual and Operator Training

A Ground Station Manual for operating the spacecraft should be prepared. It should 
contain:

• Description of the spacecraft and how it operates
• A list of all commands possible
• A listing of all the telemetry that it sends to the ground
• A keystroke by keystroke description of how to command the spacecraft
• A description of the ground station hardware and software
• A listing of anomalous conditions, how to recognize them, and what to do about 

them
• A description of how to archive TTM and CMD data

An Operator Training Manual/Course should be prepared. It should instruct the 
future ground station operators on all of the above capabilities contained in the 
Ground Station Manual. The Operator Training Course should enable the future 
operators to gain hands-on experience. For this reason, the operator training course 
may be given during the last stages of spacecraft checkout, so that the actual space-
craft and the EGSE simulation of the ground station are available.

16 Ground Stations and Ground Support Equipment
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Preparation of a good Ground Station Manual and an Operator Training Course 
are not small matters. The time and effort required to prepare these should not be 
underestimated.

16.4  Other Ground Station Matters

Spacecraft RF Acquisition and Tracking It is assumed that the spacecraft receiver 
is ON, but the transmitter is not when the spacecraft comes up over the horizon. 
Based on the satellite ephemeris, the ground station antenna can be slewed to the 
required direction. If the spacecraft and the ground station antennas are relatively 
low-gain antennas, the spacecraft can be tracked by the ground station open loop, 
that is, by only using the azimuth and elevation angles obtained from the spacecraft 
orbital elements. If the ground station antenna gain is high, the antenna system must 
first search the uncertainty area in azimuth and elevation until the spacecraft is 
acquired and tracked (closed loop). For this to happen, the spacecraft transmitter 
must be ON and transmitting something, typically telemetry.

In communicating with the spacecraft, the instantaneous doppler frequency 
should be used to pre-doppler shift the ground station transmitter frequency in the 
opposite direction. Similarly, in receiving spacecraft communications, the ground 
station receiver should be pre-doppler shifted to eliminate the time it would other-
wise take for a doppler search.

Use of Multiple Ground Stations A single ground station will have access to the 
spacecraft only 4–5 times a day. All the data it collects must be downloaded during 
the few minutes of these access intervals. However, if the spacecraft is in a Polar or 
near-polar orbit, use of high latitude automated ground stations can increase satel-
lite access and the amount of data that can be downloaded per day. There are several 
satellite systems that employ such ground stations. For US satellites, positioning 
such stations in Alaska is a way of increasing satellite throughput.

16.4 Other Ground Station Matters



241© Springer International Publishing AG 2018 
G. Sebestyen et al., Low Earth Orbit Satellite Design, Space Technology 
Library 36, https://doi.org/10.1007/978-3-319-68315-7_17

Chapter 17
Spacecraft Operations

Here, the methods of operating a spacecraft and its payload to (1) schedule events, 
(2) display health and status telemetry, (3) command changes in the setup of space-
craft or payload parameters, (4) operate the propulsion system, if any and (5) resolve 
and correct spacecraft operating anomalies will be discussed.

Once on orbit, manpower required to operate a satellite is the highest cost of 
ownership. In the following, we will describe methods of designing the ground 
station(s) and of operating the satellite(s) to maximize automation and minimize 
manpower requirements.

17.1  Ground Station Functions for Spacecraft/Payload 
Operation

The functions that must be performed in real-time operation of a spacecraft and 
payload from a ground station are listed below:

• Mission Planning - plan out what the spacecraft should do for the next period of 
time

• (Optionally) run a simulation of the mission plan on a satellite simulator
• Downloading and updating the spacecraft orbital parameters
• Scheduling  - set up communications contact time instances (for the next few 

days)
• Review the spacecraft-ground station timeline of events
• Prepare the Command Uploads
• When in communication contact with the spacecraft, capture the telemetry 

(TTM) and data downloads
• Review the TTM to ensure the spacecraft (and payload) health are OK
• If there are anomalies, (1) resolve them, or (2) command the spacecraft into the 

Safe-Hold Mode
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• Pass on the payload data to the payload customer
• Review and archive TTM data.
• Decide if anything different has to be done

The ground station hardware and software with which these functions are imple-
mented is shown in the generic ground station block diagram, shown in Fig. 17.1.

The GS has many different displays. The most important displays are: (1) a map 
showing the spacecraft location, (2) TTM data alphanumeric and graphic displays, 
and (3) spacecraft command generation display.

Fig. 17.1 A generic ground station block diagram

17.1.1  The Map and Access Time Interval Display

To gain an understanding of what is going on, a ground trace of the satellite orbit over 
the next few hours (or days) is required. The display shown in Fig. 17.2 illustrates 
part of an orbit, the ground station location (Washington, DC), the present location 
of the satellite and elevation contours of 0°, 15° and 30°. This display was generated 
by the Satellite Tool Kit (STK) of Analytical Graphics. Several other programs (such 
as NOVA of the Amateur Satellite Society) are also able to generate such displays.

The passes to use, on which to downlink telemetry and on which to send com-
mands to the spacecraft, can be selected from this display. Typically, nighttime and 

17 Spacecraft Operations



243

low elevation angle passes should be avoided. However, if the ground station(s) are 
automated or are at a high latitude so that they can see the satellite more often, then 
each pass can be used for telemetry downlink and command uplink.

17.1.2  Telemetry Monitoring

There is a tendency to want too much telemetry. Telemetry (except for that required 
to diagnose and correct anomalies) should give an overview of the spacecraft condi-
tion over the last few orbits, and should alert the operator to anomalies or to 

Access Start Time (UTCG) Stop Time (UTCG) Seconds 
1 31 Aug 2016 04:26:44.649 31 Aug 2016 04:40:06.258 801.610
2 31 Aug 2016 06:07:21.438 31 Aug 2016 06:18:33.846 672.408
3 31 Aug 2016 18:34:18.880 31 Aug 2016 18:43:05.994 527.113
4 31 Aug 2016 20:11:13.687 31 Aug 2016 20:24:34.033 800.346
5 31 Aug 2016 21:52:18.323 31 Aug 2016 22:04:21.323 723.000
6 31 Aug 2016 23:35:46.300 31 Aug 2016 23:44:24.396 518.095
7 01 Sep 2016 01:18:11.672 01 Sep 2016 01:26:49.920 518.248
8 01 Sep 2016 02:58:14.680 01 Sep 2016 03:10:17.845 723.165

Fig. 17.2 Satellite location, communication footprints  
and communication access times

17.1 Ground Station Functions for Spacecraft/Payload Operation
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approaching anomalies. Sampling telemetry points every (say) 1 minute provides a 
plot of the behavior of each point with 90–96 samples per orbit. For a typical 100 
telemetry points in a LEO satellite, 18,000 samples are enough to plot two orbits of 
behavior. If each sample is one Byte, the total telemetry downlink consists of 144 
Kbits. At a data rate of (say) 19.2 kbps, it takes about 7.5 seconds to downlink all of 
the telemetry needed. For a specific 3-axis stabilized imaging satellite, described in 
Sect. 2.2, the telemetry points are Fig. 17.3:

Telemetry Points Bits Telemetry Points Bits
EPS Telescope/Camera
2 Battery Temperatures 16 3 Telescope Temperatures 24
2 Battery Volts and Amps 32 2 Camera Temperatures 16
4 Solar Panel Currents 32 1 Camera Current, Voltage 16
3 DC/DC Converter I and V 48 1 Image Processor Temp, I , V 24
2 Battery Heater ON/OFF State 16 RF Subsystem
ADACS 1 Transmitter Power 16
3 Reaction Wheel Amps, Volts 48 1 Enable Transmitter 8
3 Reaction Wheel Speeds 48 1 Enable Receiver 8
3 Reaction Wheel and Temps 24 1 Receiver Signal Strength 16
ADACS computer Temp, Amp 16 1 Transmitter, Rcvr Temps 16
Attitude, orbit elem frm GPS 144 Xmitter, Rcver ON/OFF state 8
Structure Propulsion
8 Structure Temperatures 64 2 Tank Pressures, Temps 48
Separation Switch State 8 4 Thruster Temperatures 24
Digital 4 Thruster ON/OFF states 24
1 C&DH Temp, I and V 24 Miscellaneous 96

Total bits/sample 856
No of TTM bits. 180 samples 154,080

Fig. 17.3 Typical telemetry points and telemetry data in a LEO spacecraft

Telemetry data can be displayed in tabular form or graphically as two orbit plots 
for each telemetry point, organized in several graphs (EPS, ADACS, Propulsion, 
etc.). The graphical display allows the operator to see at a glance if everything is 
okay without having to read the volumes of data.

Each telemetry point is assigned limits within which the telemetry reading is 
normal. Readings out of this range are potential anomalies that are brought to the 
operator’s attention.

In addition to the Routine Telemetry described above, the spacecraft should be 
able to downlink more detailed Engineering Telemetry on request. For example, the 
spacecraft attitude vs. time during a maneuver is of interest during the spacecraft 
on-orbit checkout phase. Propulsion thruster activity during a station-keeping 
maneuver is another situation where more detailed telemetry is needed. The space-
craft should be able to provide such detailed telemetry. Commands to the spacecraft 
to collect and downlink such telemetry would specify (1) the point or points that 
should be sampled, (2) the time interval over which samples should be taken and (3) 
the sample rate that should be used.

17 Spacecraft Operations
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17.1.3  Spacecraft Command Generation

Every piece of hardware and each spacecraft (and payload) function should be com-
mandable from the ground station. Command Generation should be implemented 
with menus with default parameters corresponding to the usual values of the 
command.

With increasing automation, higher level commands or command sequences 
should be prepared to make it easier to command the spacecraft. Higher level com-
mands are generally of the form: What, When and How? For example, to command 
the spacecraft to send TTM at a specific time should only require the ground station 
to command the spacecraft to: Send TTM at 09:35:35. The spacecraft should then 
interpret this command and convert it to the sequence of actions needed to imple-
ment the command. These might be: Power up the transmitter into the Standby 
Mode at 09:35:15. Transfer the TTM data from the C&DH computer to an output 
buffer at 09:35:30. Key the transmitter and send the TTM data at 09:35:35. The 
more scripted high level commands exist, the more human operator errors can be 
avoided.

When special telemetry is required to examine something in more detail, it 
should be a grounds requested data set. The normal TTM data should not be clut-
tered with matter normally not looked at.

17.1.4  Anomaly Discovery and Resolution

Anomalous behavior can be discovered by looking at the TTM data. For example, if 
the transmitter current is zero or low after the transmitter was commanded to power 
up, there is something wrong. Either the transmitter is not functioning correctly, or 
the voltage and current monitors are not working. In either case, an anomaly 
occurred.

Most anomalies can be discovered by observing the TTM. For this reason, the 
discovery of an anomaly can be automated at the ground station. Since this can be 
done from TTM alone, the spacecraft software could contain the same anomaly 
detection logic so that it could Self-Discover an anomaly.

A few years ago, one could not talk about automating anomaly discovery at the 
ground station, no less in the spacecraft. Now, with the advances in the capabilities 
and speed of computers and microprocessors, the time is ripe for automating as 
much as possible. This can also help to reduce manloading at the ground station.

To resolve and correct anomalies, a list of possible anomalies and corrective 
actions should be prepared, and the ground station software should have a library of 
corrective actions as a set of scripted commands ready to be uploaded.

Just as in the case of automating anomaly discovery on the spacecraft, some 
anomaly resolution corrective actions can also be automated on the spacecraft.

The spacecraft should put into its downlinked telemetry what the anomaly was 
and how the spacecraft corrected it.

17.1 Ground Station Functions for Spacecraft/Payload Operation
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17.1.5  Archiving TTM and Data

Not much needs to be said about this. It is pretty obvious that this should be done.

17.2  Data and Data Rate Limitations

The amount of data that can be collected from the spacecraft at the ground station is 
limited, and the mission must be planned with these limitations in mind. While 
downlinking telemetry only takes a few seconds, downlinking payload data may be 
another matter.

For example, an imaging spacecraft taking 16 MP images with 24 bits/pixel col-
lects 384Mbits per image. In a 6.4 minute pass at 1 Mbps, only 1 image can be 
downlinked. Even if the transmitter power or antenna gain were increased to permit 
transmitting at a higher bit rate, the number of images per pass that can be down-
linked is quite small. If JPG compression is used, it could reduce the number of bits 
per image by a factor of (say) 10. This would enable to downlink 10–40 images per 
pass. This is much more acceptable. Since there are only about 4–5 passes per day 
at a ground station, 40–160 images per day would be the limit of what a single 
ground station could collect.

If there were additional ground stations (such as a high latitude automatic ground 
station), there would be 15 passes a day on which image data could be captured. 
This would increase the capability of the spacecraft system in that it could capture 
150–600 images per day.

An alternative method of increasing the spacecraft system throughput is to use a 
geostationary satellite relay. Theoretically, the number of pictures collected per day 
could become very large. System throughput limitation would probably be trans-
ferred to the electric power system that may limit the amount of time the transmitter 
can be ON, or how long other components participating in the image taking and 
transmission process can be powered.

17.3  Other Ground Station Operations

17.3.1  Post Launch and Checkout

Immediately after launch of the spacecraft, the ground station must establish first 
contact, receive and interpret first telemetry and upload an initial schedule. After 
that, the spacecraft checkout process can start. This process consists of giving each 
possible command to the spacecraft and verifying that it correctly executed the 
command. This can be a very time-consuming process, as the ground station has 

17 Spacecraft Operations
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access to the spacecraft only a few times per day. For more complicated spacecraft, 
this process can take several weeks.

While it is not yet done much today, automation could be introduced into the on- 
orbit checkout process. A very long string of spacecraft commands can be uploaded, 
and from telemetry, the performance of the satellite in response to these commands 
can be assessed almost automatically, significantly reducing checkout time and 
reducing manning requirements.

17.3.2  Test Plans and Reports

There are a great many (on the order of 20) plans and documents required for the 
development and operation of a ground station. It is not enough that a spacecraft 
should work well, the ground station must plan and execute spacecraft and payload 
operations according to preplanned scenarios and operations to achieve success. 
Compliance with data preparation and reporting requirements should not be taken 
lightly, as success can be jeopardized by lack of preparedness.

17.3.3  Manning the Ground Station

Years ago, it took a whole army to operate a spacecraft. That is no longer the case. 
Even multiple spacecraft can be operated by a single person if everything goes well. 
However, if it does not, one needs to have rapid access to the engineers who designed 
the spacecraft and wrote its software. The one full-time equivalent person can rap-
idly grow to five or more.

17.3.4  Cost of Spacecraft Operations

The spacecraft has to be developed only once, and it is launched only once, but 
spacecraft operations last for many years. Therefore, the cost of manning ground 
station operations is a key element of the total (or life cycle) cost of a spacecraft 
system.

The more automation is built into the spacecraft and the ground station, the 
smaller the staffing and ground operations cost can become. The concept of auto-
mating spacecraft operations is emerging as the trend for new ground station (and 
spacecraft) design.

17.3 Other Ground Station Operations
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17.3.5  Operator Training and the Spacecraft Simulator

The Operator Manual and the Training Aids ensure that ground operations run 
smoothly and that the operators could do their job well.

Often, particularly in developing a set of corrective actions in response to an 
anomaly, it is necessary that the corrective actions be tried out on a satellite simula-
tor, rather than on the actual spacecraft. For this reason, a satellite simulator is usu-
ally constructed and placed at the ground station. The satellite simulator is a “Flat 
Sat,” constructed from the engineering model hardware that may have been devel-
oped during the design and construction of the spacecraft.

17.3.6  Mission Life Termination

There is an increasing amount of space debris. Thus, it is important, if possible, to 
terminate the spacecraft mission by disposing of the spacecraft. There are several 
ways this can be done:

• Controlled Reentry, keeping some fuel on board with which to lower the orbit 
altitude, even if only putting the spacecraft into an elliptical orbit that dips low 
into the atmosphere. The word “controlled” usually means that the position on 
Earth (preferably at some remote place over the ocean) where the spacecraft 
reaches a low altitude of (say) 50 km is controlled.

• Kick the spacecraft into a parking orbit where it is not doing any harm. This too 
takes propulsion, but for a LEO spacecraft usually less.

• Let it burn up. The melting or ablating temperature of materials in a spacecraft 
make this a low cost solution; but one must be careful, for not everything in a 
spacecraft will melt during deorbit.

17.3.7  Ground Station Development Schedule

The spacecraft design engineer likes to design the spacecraft. He or she usually 
delays the start of the design of the ground station. Management must ensure that 
this does not happen. A hastily developed ground station usually is also hastily con-
ceived. And it may not be as efficient as it could be, or as it needs to be.

17 Spacecraft Operations
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Chapter 18
Low Cost Design and Development

In 1995, I wrote a chapter on the RADCAL spacecraft for Reducing Space Mission 
Cost, a book in the Space Technology Series. The book was edited by James Wertz 
and Wiley Larson. In the chapter, I wrote a section on the practices used to come up 
with a very capable and complex spacecraft at a very low cost. The schedule (from 
contract award to launch) took one day less than one year. In reviewing that chapter 
now, after having developed 34 spacecraft, I must say that each procedure for keep-
ing costs down described in that chapter is true today. For this reason, this chapter 
is largely taken from that 1995 book. It is just as true today as it was then.

18.1  Approach to Low Cost

There is no magic formula or trick to achieving low cost. The secret, if any, is to do 
what every good program manager has known how to do since the beginning of the 
space age:

• Assemble a capable, small team of people
• Set a short schedule
• Make major trade-offs and technical decisions rapidly and decisively
• Practice judicious concurrency between fabrication and design
• Do not procrastinate or analyze unnecessarily
• Do not let anyone slow you down
• The Program Manager should run the program in a project vs. a matrix 

organization
• Maintain a harmonious relationship with the customer

The secret, if any, to producing a high-technology, quality product is to take bold 
and innovative approaches, but implement them ultra-conservatively, and test the 
finished product exhaustively under realistic operational conditions.
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18.2  The Contract Should Focuses on Functional Rather 
than Technical Specifications

The contract document should be short and should focus on functional rather than 
technical specifications. This enables the design team to make major trade-offs to 
minimize cost while adhering to the contract. One can trade off characteristics of 
one subsystem against another. This facilitates selecting an implementation that 
meets cost goals. It permits “design-to-price.” Unduly detailed technical specifica-
tions tie the hands of designers. This is one of the most leveraged factors responsible 
for low cost.

The single disadvantage of loosely defined contractual requirements is that it is 
easy for the customer to say during the inevitable “requirement creep” that occurs 
throughout the development process that the additional requirements are within 
scope. If it were not for the continuing ability to make system level tradeoffs, this 
could lead to a cost overrun.

The key to having harmonious relations with the customer is to keep the cus-
tomer informed of everything that is going on, anticipate any concerns or questions, 
make sure that satisfactory answers exist to those possible questions, and run faster 
than questions can be posed, so that the customer cannot slow you down.

18.3  Experienced, Small Project Team

Organize as a project team. Do not use a matrix organization where the people 
working on the program may not be under full control of the Program Manager. A 
program starts by assigning an experienced core project team. Each member of the 
team is responsible for his or her subsystem from initial conception to the launch 
pad. Do not have separate systems engineers, preliminary designers, engineers to 
develop the hardware, integration and test engineers and another team for the launch 
campaign. Each of the team members should not only be a subsystem specialist but 
also a systems engineer. Because of his or her experience of having taken other 
satellites “from cradle to grave,” less experienced staff members can be assigned to 
the experienced team leaders to learn. On the next program, the now-experienced 
team member is assigned subsystem responsibility.

The small team is augmented by technicians, assembly, machine shop and other 
needed functions on an “as required” basis. At any given time, there are typically 
three times the number of people working on a program than the average number of 
Full-Time Equivalent people. This practice keeps costs down. Instead of assigning 
a large full-time staff to the program, the average spending level is much lower. 
People are removed from the program and assigned elsewhere when no longer 
needed.

18 Low Cost Design and Development
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18.4  Vertical Integration

Build in-house as much as possible. This has two advantages. One is to lower the 
cost of components, while the other is improved availability. Since we do not have 
to make a living by building, for example, attitude control system components for 
sale, we do not have to support a whole company making these, and we do not have 
to maintain a full engineering, marketing, program management, and manufactur-
ing organization for each subsystem (as would a subsystem vendor). Thus, price can 
be substantially lower for the same subsystem. The other advantage of vertical inte-
gration is the ready availability of the component. If a component is needed in a 
hurry, expedite it in your own shops.

18.5  Short Schedules and Concurrency of Development 
and Manufacturing

A short schedule is a blessing in disguise to keep costs low. One simply does not 
have enough time to spend much money. It also forces practicing concurrency 
between engineering development and manufacturing.

In the customary development process, very senior engineers start the program 
doing systems engineering and front end design. The same team then prepares for 
the Preliminary Design Review, eliminates deficiencies identified during the review 
and then continues to detailed design and the Critical Design Review. Only then 
does development and fabrication begin in earnest. This is an expensive way of 
doing business. By delaying start of fabrication until the design is completed, the 
heavy front-end design effort comes to an end, and the people who did it have little 
to do after Critical Design Review. So, they invent additional things to do, refine, 
study, or redesign. In any case, this effort costs money and stretches the schedule.

Operate differently. First assess which subsystems or components will not 
change during detailed design and release those to production right away. In this 
way, while the engineers complete the system design or the design of new compo-
nents, already mature components are in fabrication and ready for checkout and 
subsystem integration when an engineer becomes available from system design. 
Knowing that work is waiting whenever his or her front-end engineering is com-
pleted disincentives procrastination and eliminates prolonging unnecessary analy-
ses. Thus, much of the hardware may be completed by Critical Design Review 
while other parts of the system have not yet been designed.

This method of operation would not be possible if it were not for very experi-
enced engineers who have, over several programs, developed a “feel” for knowing 
when the risk of proceeding with fabrication is low, and when more analysis is 
needed before it is prudent to proceed. Concurrency is not a four letter word if prac-
ticed by seasoned engineers.

18.5 Short Schedules and Concurrency of Development and Manufacturing
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The expenditure profile versus time of the program run in this way tends to be 
linear; it does not exhibit the usual S-shape, resulting from a slow buildup, an accel-
erating middle, and a phase-down toward the end. There are two reasons for this. 
One is that more of the components are built in-house. So, instead of ordering com-
ponents that have to be paid for when they are delivered (giving rise to a deferral of 
expenditures and the S-shape), components are built in-house, expending labor as 
soon as a component is released to production. The second is the short schedule. 
There is no time for buildup. We have to begin with a running start.

18.6  Make Major Technical and Cost Trade-Offs Rapidly 
and Decisively

The Program Manager (or company management) should do a “cost at completion” 
estimate every 2 to 4 weeks and monitor cost performance personally. At the earliest 
sign of trouble (technical, cost or schedule), the Program Manager must immedi-
ately take the long view. Nearly all problems of cost and schedule are rooted in 
technical problems. In case of technical trouble, the manager must apply his or her 
best judgment to assess how long it is going to take to solve the problem, how much 
it is going to cost, and then add 30% to his estimate. If the grand total is not within 
the budget, alternative technical approaches must be rapidly brainstormed. These 
technical trade-offs must be made quickly, they must be sweeping in scope, and the 
decision to continue or to change must be made decisively. Small changes do not 
result in large savings.

18.7  Production Coordinator to Expedite Manufacturing

The key to low-cost manufacturing is the assignment of a production coordinator to 
each program. The production coordinator assures that the schedule is kept, that 
nothing falls through the cracks and that problems are solved to meet production 
schedule requirements. The production coordinator participates in engineering 
meetings. He or she is thoroughly familiar with the product before it is built. He or 
she expedites releasing engineering drawings, reminds people of their schedule 
obligations, makes sure that all the parts needed have been ordered, tracks the status 
of each subassembly and moves the work to the next process step. The production 
coordinator participates in weekly program status reviews where he or she accounts 
for each subsystem to the team leaders and identifies shortages and problems. This 
disseminates information among project team members, solves problems on the 
spot and permits each member of the team to speak up if a proposed change would 
adversely affect him. The production coordinator is the key to meeting a tight manu-
facturing schedule.

18 Low Cost Design and Development
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18.8  Do Not Try to Save Money in Testing

It is possible to hurry design and fabrication. It is foolish to hurry testing. Spend a 
great deal of time testing and exercising the system under simulated scenario condi-
tions. It is only through use that problems become apparent that did not show up in 
normal checkout. These tend to be mostly conceptual problems. It is only through 
running mission scenarios that it is discovered that “as designed” is not necessarily 
“as intended.” It often takes five months from the time the spacecraft is fully assem-
bled with all subsystems checked out to the time it is ready to be shipped to the 
launch site.

18.9  Holding Program Budget Responsibility Tightly

Budget management practices and the views expressed here are nearly diametri-
cally opposite to those of customary management teachings and practices. It is cus-
tomary to divide the program into work packages and to assign to each major work 
breakdown structure (WBS) element a cognizant manager, give each a schedule and 
a budget, and then hold each responsible for both during the performance of the 
program. This traditional approach almost guarantees a cost overrun for two 
reasons:

• Some of the work packages may have been underbid by mistake and their bud-
gets will have to be increased. Assigning budgets and cognizance for each work 
package ties the hands of the Program Manager; it is difficult for him or her to 
reduce the budget of a work package manager who has been doing a good job to 
augment another who is underfunded.

• Typically, only a small percentage of work package managers are good money 
managers. Those who are not will overrun their budgets, some very badly. Those 
who are good will bring in their tasks within budgets, but not much under budget. 
The net result is that the overall program will overrun.

By contrast, the Program Manager should keep the entire budget to him or her-
self. The program manager allocates this budget and a reserve between the work 
packages, but does not tell subsystem managers what the budgets are. If, while 
discussing the technical approach, schedule and cost of a work package with its 
team leader, the cost estimate is higher than anticipated, the team leader is asked to 
think of other ways of doing that task. This is done iteratively until the budgetary 
goal is reached or the Program Manager is convinced that the budget must be 
increased. If the estimate comes in lower than planned, then after assuring that it is 
valid, the estimate is accepted, adding to the management reserve.

In this way, the work package managers can perform their individual tasks 
according to their own approach, while the Program Manger can build up a manage-
ment reserve that will invariably be needed later. The management reserve must be 

18.9 Holding Program Budget Responsibility Tightly
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large. Norm Augustine has said (based on some actual data) that “a program man-
ager always underestimates his ‘cost-to-complete’ by 30%.” He was correct.

18.10  Conclusion

There is no magic or technology advance needed to make dramatic reductions in the 
cost of any spacecraft. Tight management, small project core teams, short sched-
ules, opportunity to make large cost-technical trade-offs and concurrency between 
engineering and production are the keys to low cost. The keys to a quality high 
technology product are making bold technical decisions, implementing them ultra- 
conservatively and subjecting the finished product to extensive testing.

18 Low Cost Design and Development
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Chapter 19
Systems Engineering and Program 
Management

19.1  Introduction

The Program Manager has the responsibility to deliver a spacecraft that meets cus-
tomer functional requirements and specifications, and is constructed within avail-
able funds and within a specified schedule. He or she also ensures that the spacecraft 
meet launch vehicle and ground station interface requirements, and that the space-
craft, when on orbit, can perform the specified mission.

Systems Engineering starts with the customer functional specifications of the 
spacecraft and ground systems, flows these down to spacecraft subsystem and com-
ponent specifications to develop a spacecraft design that meets customer specifica-
tions, mission requirements and cost targets, and can be developed and built within 
the specified schedule. Systems Engineering also performs the tradeoff analyses 
among alternative implementations to determine the technical approach that best 
fits program and customer needs. It also performs sustaining and supporting analy-
ses during the development program. Systems Engineering maintains documenta-
tion of the hardware, software, test plans and test results.

In the following, the above functions are described in more detail in the context 
of designing and building an imaging spacecraft system, like the one described in 
Sect. 2.3.

19.2  Top Level Requirements

Top level systems requirements are usually specified by the customer. They should 
state functional rather than technical requirements so as to permit the design team 
the widest possible tradeoff space. For example, for an imaging spacecraft system 
consisting of, perhaps, multiple satellites, the top level requirements should state the 
geographical areas the system should cover, the resolution (GSD) requirements, the 
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revisit time, the spacecraft system agility, the number of pictures per unit time or 
angular separation that the system should provide, the size or coverage of each pic-
ture, the distance between satellites and the time of day the spacecraft should be 
over specified areas.

Top level specifications should not get into any more technical detail than neces-
sary. However, which top level requirements are firm and which can be relaxed and 
“negotiated” with the customer should be identified. This is particularly important 
if the spacecraft will be a secondary payload of some launch vehicle, because the 
precise orbit inclination, altitude and eccentricity will be controlled by the Primary 
Payload.

19.3  Requirements Flowdown

From the top level requirements, Systems Engineering should develop orbit and 
subsystem technical requirements. This is the flowdown process from which a set of 
spacecraft technical specifications is obtained.

For example, from the top level requirement of the size and resolution of the 
images the satellite should transmit to the ground, the number of pixels per image 
can be computed. From the number of images per pass over areas of interest, the 
downlink bit rate can be obtained. Then, computing the RF link equation for the 
specified ground station antenna size, the satellite transmitted EIRP (sum of trans-
mitter power and spacecraft antenna gain) can be obtained for any specified fre-
quency band. If a reasonable transmitter power and low gain antenna can close the 
link, the transmitter power and downlink bit rate are readily specified. If, on the 
other hand, the required EIRP is very large, a high gain spacecraft antenna and/or 
high transmitter power may be required. This introduces additional complexities of 
(a) developing mechanisms for spacecraft antenna pointing and slewing, (b) using 
more sophisticated modulation and forward error correction (FEC) methods that 
require lower received signal-to-noise ratios for the same bit error rate, BER, (c) 
on-board storage of digitized images for later transmission to the ground or (d) use 
of a geostationary relay satellite to lengthen the time available to downlink images.

Another example of flowdown of top level requirements to subsystem specifica-
tions would be the propulsion subsystem technical requirements derived from the 
desired distance between satellites, the rapidity with which satellites have to be 
moved and the station keeping operations the propulsion system must perform. It is 
here that some “negotiation” with the customer on top level requirements may be 
needed. As shown in Chap. 11, moving the spacecraft rapidly to put it on station 
within a few hours of launch requires a great deal of fuel, while reducing the require-
ment to a few days, substantially reduces the amount of fuel needed, reduces the 
size of the required fuel tanks, reduces weight, and it simplifies the method of 
mounting the fuel tanks in the spacecraft. Since the size, weight and cost of the 
spacecraft can be affected in a major way by the required speed of satellite 

19 Systems Engineering and Program Management
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 deployment, the above arguments would deal the spacecraft Program Manager a 
strong hand in negotiating with the customer.

19.4  Multiple Approaches

There are often multiple approaches in flowing down top level requirements to sub-
system specifications. The above example of how to obtain the required EIRP is an 
instant in point. It can be achieved by (a) a high power transmitter and a low gain 
antenna or by (b) using a lower power transmitter and a higher gain antenna. The 
former simplifies the antenna system, and reduces pointing accuracy requirements. 
On the other hand, it increases electric power requirements (leading to larger solar 
arrays and larger DC/DC converter power handling capabilities).

Within the electric power subsystem, the electric power could be distributed 
from a single DC/DC converter for each required component voltage (with separate 
switches at the inputs of the components for turning it ON or OFF), or separate DC/
DC converters could be used to power each component independently, turning ON/
OFF each separate converter as its use is required. The latter distributed system 
reduces the power handling requirement of each converter, and it provides an addi-
tional measure of overall system reliability. On the other hand, it may increase sys-
tem complexity and weight.

To achieve a given GSD, the spacecraft may be flown at a higher altitude to pro-
long satellite lifetime, driving up the required telescope aperture size. Alternatively, 
a lower orbit altitude may permit use of a less expensive telescope, but may require 
a small propulsion system for drag makeup. Since a propulsion system is required 
for putting the satellite on station and for station keeping, the additional fuel required 
for drag makeup may be acceptable. Flying higher with a larger aperture telescope 
may be much more expensive than the cost of additional fuel for drag makeup.

Multiple approaches to satisfying the mission and functional requirements of the 
spacecraft may exist in many subsystems. For this reason, the requirement flow-
down process may require doing a number of tradeoff studies.

19.5  Trade Studies

The trade studies should identify multiple approaches to the design of the space-
craft, and should compare the technical risk, cost, schedule and performance risk or 
reliability of these approaches. These are the objectives of the trade studies. The 
trade studies should be performed as rapidly as possible, for completing these stud-
ies holds up the design of the spacecraft, and impacts cost and schedule.

19.5 Trade Studies
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19.6  Selection of a Point Design

Since the design of the spacecraft cannot be fixed or frozen until the trade studies 
are completed, it is important to only perform the most important tradeoffs first, the 
outcome or conclusions of which have the largest impact on the satellite design and 
mission performance capabilities, as well as the cost and schedule.

Other less important trade studies can be performed concurrently with the space-
craft detailed design process.

Once the selection process is completed from the results of the tradeoff studies, 
the satellite baseline design can be finalized, and the technical specifications of each 
subsystem can be developed.

In the selection of the point design, the experience of the Program Manager and 
the design team is critical in choosing a robust and simple design that can be imple-
mented within budget and schedule.

19.7  Concept of Operations

The Concept of Operations is a document that describes how the spacecraft-ground 
station system will operate from launch to the end of the mission. It describes the 
way the system will be commanded to perform each of the system functions, and 
how the mission will be performed. It describes in detail a “typical day” in the life 
of the system. It is perhaps one of the most important initial outputs of Systems 
Engineering, because from it, potential conceptual system problems can be identi-
fied and corrected.

As the system design matures, the Concept of Operations should be updated 
periodically.

19.8  Preliminary Design Review (PDR)

When the spacecraft design reaches a point where the preliminary design is com-
pleted and most of the important tradeoffs have been made, a Preliminary Design 
Review (PDR) is scheduled with the customer. In this design review, the design 
team describes how subsystem specifications were derived from top level require-
ments, and how each subsystem will be designed to meet subsystem specifications. 
Short of the actual design of the hardware and software, the PDR fully describes the 
spacecraft. It also shows how the Concept of Operations is implemented by the 
spacecraft.

19 Systems Engineering and Program Management
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19.9  Interface Control Documents (ICDs)

Interface Control Documents define the mechanical, electrical, signal and commu-
nication protocol interfaces between subsystems. They are essential documents 
when designing a spacecraft with a large number of people or with many subcon-
tractors responsible for different subsystems.

Each ICD is like a contract between subsystems or subcontractors, where each 
can work on its own as long as they satisfy the pertinent ICDs.

Satisfying the requirements of an ICD also exhibits technical, cost or other dif-
ficulties that designers of a subsystem encounter. This may require renegotiating the 
ICD between subsystems to permit realizing a working and cost-effective design 
within budget. The function of the Program Manager is to officiate over these ICD 
negotiations, if they are required, since they usually involve changes to the budget 
or schedule.

19.10  Detail Design

After the PDR identified the technical approaches and the basic design of the space-
craft, its detail design can start. In some instances, where the subsystem design is 
mature, construction may also commence.

As the design progresses, the cost-to-complete and the schedule are monitored 
and actions are taken and decisions are made to assure that total project costs remain 
within budget. This is a difficult task for cost estimating is an imprecise process, and 
it depends to a large extent on the proficiency of the design team.

19.11  Critical Design Review (CDR)

When the detail design of the spacecraft is completed, a Critical Design Review 
(CDR) is scheduled. The CDR, like the PDR, describes the design of the satellite 
and all of its subsystems, and provides the detailed backup of how or why specific 
technical approaches were selected.

The CDR generates the final design baseline of the satellite, describing what will 
be built. It is the most important document that defines the design.

On some large projects, it is also the point in time when the build process begins. 
However, as pointed out earlier, a prudent measure of concurrency between design 
and fabrication can significantly reduce schedule and cost.

19.11 Critical Design Review (CDR)
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19.12  System and Mission Simulations

While not mandatory, a simulation of system performance during the detail design 
process can identify problems or increase confidence in the design. For this reason, 
a software simulation environment of the system, converted later into a “hardware- 
in- the-loop” simulation tool, is often created. This simulation is used to exercise the 
system in different scenarios, and to observe system performance during the mis-
sion. System simulation is an important tool for ensuring that the final system can 
perform to the mission requirements.

19.13  Test Bed and “Flatsat”

Development of the spacecraft is facilitated by the use of hardware test beds in which 
individual subsystems can be tested and subjected to realistic flight conditions.

For example, the electric power test bed, with programmable power supplies, 
generates all solar panel output currents as a function of time. These are then sup-
plied to the spacecraft electric power subsystem hardware where the batteries, 
charge regulators, DC/DC converters, power switches and the EPS telemetry collec-
tion subsystem are exercised and are used to power the spacecraft components. The 
components are simulated by electric loads that match the power consumption of 
the actual spacecraft components.

The test bed for the entire spacecraft, the Flatsat, is ultimately populated with 
actual (or duplicate) spacecraft hardware to convert the Flatsat to a hardware-in- 
the-loop simulation system.

19.14  Statement of Work

The Statement Of Work (SOW) describes in detail how the spacecraft system is 
going to be designed, built and tested, and it describes each specific activity the 
design and build team will undertake. To make it easier to describe and perform the 
Statement Of Work, the work is divided into work packages in a Work Breakdown 
Structure (WBS). The WBS is the collection of each of these specific tasks. Below, 
a WBS for the imaging spacecraft is described.

19.15  The Work Breakdown Structure

The WBS contains work packages related to the Launch vehicle, Integration with 
the Launch Vehicle, Launch Site Activities, etc. Here the part of the WBS related to 
the building of the spacecraft is detailed. In this example, the WBS is carried to 
three levels.
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 1.0 The Spacecraft
 1.0.1 Program Management – Overall cognizance of the program, its technical, 

cost and schedule performance over the life of the program is controlled 
and monitored by the Program Manager. The Program Manager is also the 
main interface between the customer and the program.

 1.0.2 Systems Engineering  – In this task, customer requirements are flowed 
down to subsystem technical specifications. Technical, cost and schedule 
tradeoffs are carried out, and from these, the point design that meets the 
technical, cost and schedule requirements of the program is selected. 
Continuing analyses are performed during the design and build phase to 
support hardware and software development. Systems Engineering also 
maintains a record of the spacecraft design, and updates this data base 
frequently.

 1.1.0 Structure
 1.1.1 Structure Design – Design the spacecraft structure to accommodate space-

craft electronic components, deployable solar arrays, star tracker(s) (with 
clear Fields of View to the star field), a propulsion system with multiple 
thrusters, all required antennas (with assurance that the structure should not 
interfere with the antenna patters), and the telescope. Coordinate with the 
thermal design to ensure that the telescope temperature range should be 
small enough to keep the telescope in focus. Provide autofocus capabilities 
if the telescope temperature range is predicted to exceed the focus limits. 
Plan to use a Lightband separation system. Lay out the electronic compo-
nents of the satellite to keep the CG within 0.25″ of the axial center of the 
satellite (a Launch Vehicle requirement), and the CG-CP distance to be 
minimum (to keep atmospheric drag from tipping the spacecraft in flight). 
Maintain a weight statement of the spacecraft. Develop CAD drawings of 
the structure.

 1.1.2 Structural Analysis – Develop a Finite Element Model of the structure and 
analyze it to determine resonant frequencies, margins, mass properties, CP 
and CG offset of the deployed spacecraft as propulsion fuel is used up. 
Special emphasis should be placed on mounting the telescope to minimize 
vibrational loads. Iterate the design until a satisfactory solution of low 
weight is obtained. Provide a NASTRAN file to the launch vehicle contrac-
tor for coupled loads analysis. Continue to support the program during the 
development phase with analyses, as required.

 1.1.3 Structure Fabrication – Prepare the drawings from which the structure is 
to be built, send these to the machine shop and monitor fabrication. Once 
completed, assemble the structure and verify its weight. In the assembly, 
use Mass Mockups in place of electronic components not yet available.

 1.1.4 Mass Mockup Fabrication – Design and fabricate the Mass Mockups, and 
ensure that their mechanical properties agree with the mechanical parts of 
the component ICDs (weight, CG location, resonant frequencies).

 1.1.5 Structure Testing  – Develop Static Loads and Vibration Test Plans and 
support the tests. Perform the tests and analyze the test results by compar-
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ing them with predicted the performance. Adjust the structure model to 
ensure that the model and test results agree.

 1.2.0 Telescope & Camera
 1.2.1 Determine the Optical System Technical Requirements – Determine the 

size of the required telescope aperture for the specified GSD and orbit alti-
tude. Design the telescope as a folded optical system with a Modulation 
Transfer Function sufficiently large to achieve the required GSD every-
where in the Field Of View of the optical system. Perform the telescope 
mechanical design so that it should survive launch vehicle vibrations as 
represented by the Launch Vehicle supplied spectrum. Also, by proper use 
of zero temperature coefficient materials, design the telescope mechanical 
structure to ensure that its focal length should remain fixed over the expected 
temperature range. The mechanical design of the telescope should also 
block stray light and out of FOV light interference. If required, design an 
aperture door to block solar heat from the telescope, and a door closing 
mechanism to shut the aperture door when the telescope is in direct sun 
incidence. Perform a radiometric analysis to determine the minimum expo-
sure times for satisfactory images and to determine the interval in a day 
when the telescope will receive sufficient light intensity to generate a useful 
image. Select the camera to provide sufficient sensitivity and small enough 
pixel size to support GSD requirements and minimum exposure times. The 
mechanism for mating the camera to the telescope should also be designed. 
Provide in the design space for a motorized focusing mechanism to permit 
increasing the temperature dynamic range over which the telescope-camera 
combination will remain in focus. Work with the telescope subcontractor to 
accomplish the above objectives.

 1.2.2 Procure the Telescope – Place the telescope on contract, monitor the con-
tract, support a PDR, CDR, and monitor the telescope and camera manufac-
turing and testing process.

 1.2.3 Camera – Review available cameras and select one with short exposure 
time, small pixel size and high sensitivity. Ensure that the camera could be 
easily mated to the telescope. Procure two copies of the camera, one for in- 
house use, the other for integration with the telescope. Thus the image cap-
ture and processing digital hardware can be tested and exercised with the 
in-house camera while the telescope is being built.

 1.2.4 Image Capture & Processing Electronics  – Design, build and test the 
image processing subsystem. It should capture the images from the camera, 
should JPG encode images to reduce their file size, encrypt each and append 
each with the time instant when the image was taken and with the spacecraft 
position and attitude at the instant of image capture. This permits subse-
quent calculation of image locations on the Earth. The image capture and 
processing electronics might be a separate digital processor, or its functions 
might be included in the C&DH computer. The design of the digital image 
processor should include Forward Error Correction and the communication 
protocol. In this way the output data stream is directly suitable for transmis-
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sion by the spacecraft downlink transmitter. The image processor should 
accept imaging commands from the C&DH.

 1.2.5 Telescope/Camera EGSE – Design, construct and test hardware and soft-
ware to test the spacecraft imaging payload (Telescope-Camera). This 
EGSE may include a collimator to produce calibrated target images for the 
telescope to image in a laboratory environment, and hardware to vary the 
light intensity and contrast of the targets to simulate actual conditions.

 1.3.0 C&DH
 1.3.1 C&DH Hardware – Select the C&DH hardware to provide the required 

speed, word size, number of input and output ports, memory size, radiation 
hardness and software operating system to meet mission requirements. The 
hardware should be within the cost budget allocated for this subsystem. 
Determine if the candidate C&DH has sufficient reliability, SEU sensitivity 
and redundancy to meet the multi-year mission requirements at the operat-
ing altitude. Ensure that its power consumption is within the power alloca-
tion for the C&DH in the PDR. The mechanical design or enclosure of the 
hardware should provide some radiation protection. If not built in-house, 
procure the hardware and monitor progress of its development and fabrica-
tion at the subcontractor.

 1.3.2 C&DH Software Development – Develop the C&DH software specifica-
tions, and generate from these software module descriptions and equations. 
Code the software modules, test the code, and assemble the modules into 
the C&DH software to test it with simulated inputs at the C&DH and other 
component interfaces. As part of testing, introduce anomalies to test the 
ability to recover from these. Document the software and maintain and 
update the software configuration. Since the C&DH software development 
task is very large, it is usually broken down into many smaller subtasks.

 1.4 ADACS
 1.4.1 ADACS Design and Analyses  – Develop an initial ADACS subsystem 

specification, a flowdown from the top level system requirements. Conduct 
tradeoff analyses to compare the performance of several ADACS alterna-
tives. Compare three-axis stabilization systems in which the actuators are 
three reaction wheels with others where the actuators are control moment 
gyros. For attitude sensing the tradeoff studies should compare system per-
formance using a single or two star trackers. The use of an inertial measur-
ing unit (IMU) to track spacecraft attitude during maneuvers should be 
studied. Based on the results of the tradeoff analyses, select a baseline 
ADACS configuration that meets the technical cost, weigh, power 
 consumption and schedule requirements of the program. A key output of 
the tradeoffs is the size of the reaction wheels, driven usually by spacecraft 
agility requirements. Since agility is a major cost driver, it is important to 
minimize reaction wheel torque and momentum requirements. Since the 
spacecraft will have a propulsion system for station keeping and for getting 
on station rapidly, The requirements of propulsion activities on the ADACS 
must be examined. The tradeoff studies have to compare the performance of 
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the spacecraft Determine attitude knowledge and control accuracies of KE 
Block II during imaging, propulsion activity and during other operations 
including rapidly slewing between different off-nadir targets. Determine 
the sensor and actuator suites required to achieve these accuracies. Simulate 
the SC under various maneuvers to determine what the actual performance 
of the sensor and actuator suit is going to be during typical SC missions. 
Upgrade the present Proprietary MAI Dynamic Simulator to enable per-
forming the required simulations. Continue to support the development pro-
gram with such other AD ACS analyses as required.

 1.4.2 Procure or Build the ADACS Hardware.
 1.4.2.1 Procure a 3-Axis Magnetometer – Specify and purchase a 3-axis magne-

tometer and perform experiments to determine how far the magnetometer 
has to be from the components of the spacecraft that generate magnetic 
fields (ADACS torque coils, motors, etc.). Modify the spacecraft mechani-
cal design, if required, to ensure that magnetometer is positioned so that 
magnetic readings should not be affected by spacecraft activities. In addi-
tion, devise ways of operating the magnetometer when spacecraft magnetic 
activities are low or zero (like in between torque coil activities).

 1.4.2.2 Procure Torque Rods or Coils – Conduct a tradeoff analysis to determine 
if torque coils or rods should be used, and to determine the magnetic 
moment that they should produce. If the spacecraft is large enough, often 
torque coils provide lighter actuators, and a magnetic field without hyster-
esis. Torque coils or rods should be operated intermittently in a bang-bang 
manner. This simplifies the torque coil driver, and it provides for periods 
when the torque coils or rods produce no magnetic field, making these peri-
ods available for magnetometer readings. After a decision is made and 
torquer specifications are generated, the torque coils or rods should be 
procured.

 1.4.2.3 Procure the Reaction Wheels or CMGs – Having specified the reaction 
wheels or CMGs, procure them, and monitor performance of the subcon-
tractor. Since the Reaction Wheels or CMGs are usually long lead items, it 
is important to commit to a purchase early in the program. Usually CMGs 
are selected to increase the control authority of the ADACS system for rapid 
slewing. Reaction wheels are selected if lower power consumption and 
larger momentum storage is required. Since there are relatively few compa-
nies making CMGs compared to the number who make reaction wheels, 
lack of timely availability of the selected actuators may require changing, 
and staying with the more readily available reaction wheels. A decision 
based on these considerations is made, and the reaction wheels or control 
moment gyros are built or procured.

 1.4.2.4 Sun Senor System – The sun sensor system (its sensors, electronics and 
software) provide a coarse measure of the sun vector direction in SC coor-
dinates during the sunlight portion of the orbit. The type of sun sensor ele-
ments and the placement of its components on the spacecraft must be 
determined. A mockup should be constructed, the sensor system and its 
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software should be fabricated and evaluated in the laboratory. The flight 
hardware should also be built and procured.

 1.4.2.5 Inertial Measurement Unit – An IMU will be used to measure in real time 
spacecraft attitude variations. This estimate will be used in the ADACS dur-
ing maneuvering, but will also be needed in the propulsion system which 
must accomplish long duration thrusts to accelerate the spacecraft in a spec-
ified direction. During thrusting, the misalignment of the thrust vector from 
the spacecraft CG will cause tumbling or drifting in the wrong direction. 
The IMU will provide a continuous measure of spacecraft attitude to sense 
the attitude error during thrusting. This information will provide the basis 
for an algorithm to adjust the burn durations of the different thrusters to 
cause the net thrust to be through the CG and to thus eliminate tumbling or 
drifting in the wrong direction. The IMU will be procured and electronics 
and software to interface it with the ADACS and/or the propulsion system 
will be constructed.

 1.4.2.6 Star Tracker(s) – One or two star trackers are required to achieve the atti-
tude knowledge accuracy required day and night. An analysis has to be 
performed to determine the number and orientation of the star trackers on 
the spacecraft, the directions to which they must point (in spacecraft coor-
dinates) and the dependence of star tracker pointing, depending on the orbit 
in which the spacecraft will fly. Baffles may be needed to shield the star 
trackers from direct sun or moon incidence. Star Tracker locations and 
directions will be adjusted in accordance with baffle dimensions. The star 
trackers will be procured.

 1.4.3 ADACS EGSE – A critical tool for evaluating and testing overall ADACS 
performance is the ADACS Electronic Ground Support Equipment. The 
Dynamic Simulator, described in Chap. 9, is a key component of this 
EGSE. It simulates the space environment, provides signals to the space-
craft attitude sensors, flies the spacecraft in position and attitude in accor-
dance with the orbit propagator and the activities of the spacecraft actuators. 
An ADACS EGSE should be built. It could be combined with the propul-
sion system EGSE.

 1.4.4 Assemble, Integrate and Test ADACS – Assemble the ADACS subsystem 
from its components. After assembly, test the system in accordance with the 
ADACS Test Plan using the Dynamic Simulator to fly the spacecraft. 
Separately test the star tracker in outdoors on clear nights.

 1.4.5 ADACS Software, Validation and Verification  – Develop the ADACS 
software and test it in a hardware-in-the-loop configuration, including the 
spacecraft and the ADACS EGSE. After each of the software and hardware 
modules perform their respective functions correctly, from time-to-time 
software verification will be run. This is a shortened scenario in which most 
of the spacecraft capabilities are exercised. Telemetry data is collected and 
compared with the data that should exist if everything worked as designed. 
The comparison is automated, and the Verification test results in a Pass-No 
Pass score.
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 1.5.0 RF Communications
 1.5.1 RF Analyses – In addition to the LOS (light-of-sight) communication of 

telemetry, TTM and Imagery and LOS communication of spacecraft com-
mands, CMDs in the assigned frequency bands, consider the alternative (or 
additional) use of a geostationary satellite relay for spacecraft communica-
tions to enable continuous communications between spacecraft and Ground 
to increase satellite throughput. This communication, most likely through 
Inmarsat, is at L-Band. Determine the required spacecraft antenna gain, 
transmitter power and spacecraft antenna elevation and azimuth steering 
requirements. Consider alternative spacecraft antennas (phased arrays or 
mechanically steerable antennas). Determine the impact of the different 
antennas on topside real-estate, power consumption, and on spacecraft atti-
tude control, the need to deploy and steer the antenna, the cost and schedule 
to select the most cost-effective antenna configuration. Perform the prelimi-
nary design of the antenna configuration. Analyze the link margins for the 
most likely size of the Ground Station antenna, with a view toward opera-
tions with mobile antennas. Choose the modulation type (FSK, BPSK, 
QPSK, O-QPSK, etc.) best suited to the achievement of a robust link that is 
compatible with existing ground station capabilities. The legacy FSK mod-
ulation has many operational and hardware advantages. However, it is not 
the most optimum modulation type.

 1.5.2 Image Transmitter – The RF transmitter on the spacecraft used to transmit 
the high data rate imagery data may or may not be the same as the one used 
to transmit the low data rate telemetry data. For image transmission usually 
a high power transmitter at a very high frequency is selected, as compared 
with the telemetry transmission requirement that can be satisfied with low 
power lower frequency transmitters with Earth coverage antennas. The 
choice of spacecraft transmitter and antenna combination must adhere to 
the FCC requirement of maximum ground illumination density. This usu-
ally means that the maximum spacecraft transmitter power will be in the 
10–20 W range. The communication link calculations in Chap. 5 indicate 
that a 10–20 W transmitter will suffice. The transmitter frequency, depend-
ing on compatibility requirements with the ground station, is likely to be 
between S-Band and X-Band, although the trend is for even higher micro-
wave frequencies to capitalize on the larger bandwidth available. However, 
if we use a commercial Geostationary Relay satellite, the uplink frequency 
most likely will have to be changed to L-Band. Therefore a new Image 
Transmitter must be selected. Since having redundant transmitters is an 
important aspect of reliability, consideration should be given to using a sec-
ond transmitter for telemetry. Select the most cost-effective solution and 
procure the transmitter. Monitor its development frequently.

 1.5.3 Telemetry Transmitter – The above discussion covers this subject also. 
Purchase the TTM transmitter.

 1.5.4 Command Receiver – The command receiver, usually operating at a lower 
frequency and low data rate, can be a SDR (Software Defined Radio) or a 
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legacy radio receiver. It should include the decryption capability required to 
receive and decode encrypted commands; however, it should be possible to 
bypass encryption to provide a measure of reliability. The antenna through 
which uplink CMDs are received by the satellite should be omni-directional 
to permit communicating with the satellite even if it is in a momentarily 
arbitrary attitude. Purchase the CMD receiver and decryption hardware or 
software.

 1.5.5 Antennas and Power Dividers – The satellite antennas should be selected 
to provide the required gain in all directions. In the case of Earth coverage 
downlink antennas their peak gain is likely to 3–4.5 dB. The antenna should 
be mounted on the spacecraft so as not to distort the antenna pattern. This is 
usually ensured by building a satellite mockup, mounting the antennas on 
the mockup, and performing antenna tests, on the combination of antenna 
and spacecraft mockup, either in an anechoic chamber or at an open-range 
test site. If use of a satellite relay is planned, the antenna must be pointing 
up, and must have considerable beam steering capability in both azimuth 
and elevation. A selection of the antenna combination should be made, and 
the antennas should be procured, monitoring development during the pro-
curement cycle. Power dividers may be used if it is decided that the same 
transmitter should transmit image and telemetry data. In this case the trans-
mitter is fed to the high gain antenna for image data transmission, and it is 
also fed (through a power divider) to an omni-directional antenna for trans-
mitting low data rate telemetry.

 1.5.6 Communications Processing – The transmitted signals/data must be con-
trolled tunable in frequency, the data must be encrypted and randomized (to 
make its DC component zero) and made compatible with the HDLC proto-
col. This is accomplished by a communications processor. The required 
digital processing may be included in the C&DH, although it may be best 
to separate the C&DH from the communications functions. The processor 
and the software must be developed, and the communication function must 
be tested with a simulated ground station.

 1.5.7 SDR for the Ground Station – There may be several ground stations. New, 
transportable ground stations will probably use the modern Software- 
Defined- Radio, while existing ground station with which compatibility is 
required probably use legacy radios. If a geostationary relay is used to 
increase the allowable data rate, the receiver for the ground station probably 
already exists, and the spacecraft design only needs to concern itself with 
being compatible with the ground station demodulator.

 1.6.0 Electric Power System (EPS)
 1.6.1 EPS Analyses – Compute the OAP (Orbit Average Power) consumption of 

the spacecraft. The power consumption of each subsystem and its duty 
cycle, aggregated over all subsystems, determine the OAP and Peak Power 
requirements. EPS requirements will be analyzed and battery WH require-
ments will be determined. From these the size and deployment of the solar 
panel will be determined. The EPS architecture will be chosen to select the 
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various DC/DC converters and their switching. In addition, the number of 
degrees for deploying the solar arrays for optimum electric power genera-
tion for the most likely selected orbit will be determined. The result will be 
a total analysis of the electric power system and the specification of its 
parts. Coordination with the mechanical design is required to ensure that 
the planned solar arrays and their deployment mechanisms are compatible 
with the spacecraft structure design. From the EPS architecture the configu-
ration of charge regulators and DC/DC converters will be selected. There 
will be a continuing effort to support the program during the development 
phase with EPS analyses and with resolution of emerging issues.

 1.6.2 Solar Array – The solar array resulting from the above analyses will be 
designed by designing panels and methods of populating them with solar 
cells to provide the required panel voltages and diode protection from 
reverse currents. The solar panels will also contain additional wiring 
through which the panel current flows to minimize the magnetic field pro-
duces by the panels The deployment mechanisms, other mechanical parts 
and hinges will be designed and fabricated.

 1.6.3 Battery System – The battery system required Watt-Hours (WH) will be 
determined. This is the WH required to operate the spacecraft during the 
eclipse, plus the charge-discharge inefficiency of the batteries, plus the mar-
gin to allow for requirement creep, plus degradation of battery performance 
with temperature and age. The resulting required WH is usually much larger 
than that calculated from operations during eclipse only. Then the type of 
batteries to be used will be determined, and, considering redundancy also, 
the battery system can be defined and the batteries can be procured.

 1.6.4 Charge regulator(s) – Multiple charge regulators (equal to the number of 
“strings” in the battery system) will be designed, built or procured and 
tested.

 1.6.5 Electric Power Distribution  – The electric bus voltage needs to be 
switched to the different DC/DC converters to provide switched power for 
each SC component. The converters will be designed or specified, the 
method of switching them will be determined, and the power distribution 
system will be fabricated or procured. To dissipate the heat generated by the 
power distribution function, the chassis of PCB will be heat sinked to the 
spacecraft structure, and the heat will be conducted away and radiated out 
of the spacecraft.

 1.6.6 EPS Computer and Software – Control over the electric power system 
and collection of EPS telemetry is accomplished by a small computer and 
associated software. The computer accepts commands from the C&DH, 
implements these commands by turning EPS components ON or OFF, mon-
itors telemetry points, and collects telemetry data for subsequent downlink 
to the ground. This computer will be selected, the required EPS software 
will be written and the hardware and software will be incorporated into the 
EPS.

19 Systems Engineering and Program Management



269

 1.6.7 EPS AIT – When all the components of the entire electric power system are 
completed, the EPS will be assembled and the components and the software 
will be integrated into an EPS system; and the system will be tested with the 
EGSE. The test needs to include use of a solar array simulator and a means 
for simulating the electrical loads on the EPS DC/DC converters.

 1.7.0 Spacecraft Software – All software functions will be described and broken 
into software modules. The inputs, equations and outputs of each software 
module will be generated to become the total software description. Then 
coding each module will begin, and the code will be archived and updated 
whenever changes are made. The software will be tested in the target hard-
ware (C&DH, EPS Processor, Communications Processor, ADACS com-
puter or Image Processor). The six different computers each have their 
independent software, and communications between them is by file trans-
fer. The software will be tested first on a module by module level, later on a 
subsystem level, and finally on an all-up spacecraft level.

 1.8.0 Propulsion
 1.8.1 Propulsion Analyses – Compute the delta V requirements of the propul-

sion system. Take into account the top level requirements of how much time 
is permitted to deploy the satellite to its station, requirement for station 
keeping, the requirement regarding how often (or seldom) station keeping 
maneuvers are permitted, any orbit altitude changes that may have to be 
implemented, and drag makeup requirements. Then calculate how much 
fuel is required to obtain this delta V. For small satellites, a simple cold gas 
propulsion system is sufficient. However, if the required delta V is large, a 
hydrazine propulsion system may be needed. Next the size and pressure in 
the fuel tanks are computed so that tank size should be manageable and 
should fit into the spacecraft. Finally the pressure reducer and the thrusters 
are selected, and the thrusters are positioned on the spacecraft. The thrust 
vector should pass through the CG of the spacecraft. If this cannot be guar-
anteed, or if depletion of fuel changes the position of the CG, multiple 
thrusters should be used, so that intermittent unequal duration thrusts from 
multiple thrusters should cause the net thrust to pass through the CG and 
should continue to do so as fuel is exhausted. An alternative way of config-
uring the thrusters should also be examined. In this approach the spacecraft 
flies horizontally when a delta V maneuver is executed. In fact, the space-
craft may be flown horizontally at all times except when the imaging mis-
sion is to be executed. Then the horizontal spacecraft must be turned so it 
becomes nadir-pointing. The potential advantage of this system is that 
spacecraft drag is reduced, the CG and CP are nearly co-located,  minimizing 
drag-induced tip. The thrusters must be placed on the bottom of the space-
craft, and multiple thrusters, purposefully slightly misaligned, can be oper-
ated so that the average thrust vector passes through the CG. This spacecraft 
flight configuration may also increase mission life, for the drag area of the 
spacecraft is reduced in horizontal flight. On the other hand, this system is 
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more complicated. The alternative propulsion systems will be analyzed and 
a baseline propulsion system will be defined.

 1.8.2 Propulsion System Design – The propulsion system specified by the above 
analyses will be designed, and the components will be selected. The design 
of each propulsion subsystem component is described in subsequent 
sections.

 1.8.2 Fuel Tanks – There are different fuel tanks from which a choice will be 
made. For cold gas Nitrogen systems, high pressure tanks are available. The 
highest tank pressure is typically 6000 psi, but most often 4500 psi tanks are 
used because they are more readily available. The lightest one of these are 
made of thin aluminum foil, and they are overwrapped by graphite epoxy 
webbing to enable them to withstand the high internal pressure. Other high 
pressure tanks are made of steel, and they are heavier for the same internal 
pressure. For hydrazine propulsion the tanks contain internal bladders to 
separate the hydrazine from the pressurant. The tanks will be selected and 
procured.

 1.8.3 Thrusters, Valves and Pressure Reducers – The thrusters, shut off valve, 
thruster control valves, pressure reducers and the plumbing to assemble the 
entire cold gas propulsion system will be selected and purchased. The 
choice of thrusters influences the propulsion system concept of operation. 
Since cold gas thrusters open or close in about 5 ms, thrusting granularity is 
limited to about 5  ms. For this reason the thrusters should be relatively 
small, so that thrust durations much in excess of 5 ms should be required. 
Also, while the operating pressure of the thrusters may be high, care must 
be taken to select thrusters that operate at low pressure also, because this is 
the pressure in the fuel tank when the propulsion system stops working. The 
fuel left in the tank at this pressure goes to waste, requiring that a somewhat 
larger tank be selected.

 1.8.4 Propulsion Electronics  – The electronics required to operate the valves 
and the thrusters will be designed and built. Consideration will be given to 
incorporate a small computer into the propulsion system to give it more 
autonomy and to relieve the computational load from the C&DH or ADACS 
computers. The thruster electronics must drive the thrusters and shutoff 
valve. The thrusters usually require relatively high current at 28 V. For this 
reason separate DC/DC converters may have to be used in the propulsion 
system electronics.

 1.8.5 Algorithms Relating to Propulsion System – The algorithms for perform-
ing the maneuvers for turning the SC around whenever thrusting in the 
opposite direction is needed, algorithms to keep the net thrust through the 
SC CG and in the correct direction are required. To sense the instantaneous 
direction of flight data from the IMU in ADACS will be used. The algo-
rithm senses changes in direction (or attitude), and determines which of 
multiple thrusters must be activated, and for how long, to bring the attitude 
back to the desired value.
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 1.8.6 Propulsion Software – Software will be written to accomplish the algo-
rithms outlined above. This software will be installed into the target hard-
ware and will be tested.

 1.8.7 Propulsion System AIT – The propulsion system will be assembled by a 
qualified contractor who will perform welding the stainless steel parts. 
When assembled and integrated with the propulsion electronics and soft-
ware, the entire propulsion system will be tested under simulated conditions 
where the dynamic simulator will introduce thrust aiming errors. The pro-
pulsion system will be a stand-alone subassembly that can be tested without 
the rest of the SC.

 1.9.0 Miscellaneous
 1.9.1 Harnessing – A harness will be fabricated to interconnect the SC hardware 

components. The wire list for this hardware will be prepared by electronics 
engineers familiar with all the SC electronics. The harness will then be 
fabricated and installed into the SC, and the harness will be laced and tied 
down to the chassis and to selected components. The harness will be 
checked out for wiring errors before turning power on.

 1.9.2 Lab and Flight Spares  – An analysis of the spare requirements will be 
made, and, in accordance with constraints of the budget, an appropriate 
number of spares will be procured or built.

 1.10.0 Testing
 1.10.1 Functional Tests – Component level testing is done mostly at the vendor 

who supplies the component, or by the spacecraft team, for those compo-
nents that are built in-house. Once the SC is assembled, functional testing 
will commence. This consists of operating the SC in every mode possible, 
and testing its performance under all scenario conditions. Test scenarios 
and telemetry or engineering telemetry responses will be collected so that 
expected and actual performance could be compared. These tests will be 
performed iteratively at room temperature.

 1.10.2 Test Plans – Test Plans will be written for functional, spacecraft level ther-
mal, vibration, magnetic grooming, propulsion and thermal vacuum testing. 
In addition, scenarios for mission simulation testing will also be generated. 
The Test Plans will specify the objectives of the test, the test procedures and 
limit values of the test results which, when exceeded, are test failures.

 1.10.3 Component Level Thermal Tests – While overall thermal testing will be 
performed on the all-up spacecraft level, certain components, for which the 
manufacturer of that component has not performed thermal testing prior to 
delivery, will be thermal tested prior to incorporation into the SC. These 
include the ADACS, which is an in-house built subsystem, the digital sub-
system and the telescope. Thermal testing over a − 40 °C to +55 °C tem-
perature range will be performed.

 1.10.4 SC Level Thermal Testing – The entire spacecraft will be placed in a tem-
perature chamber and tested over the temperature range mentioned above. 
Three failure free test sequences are required for the spacecraft to pass ther-
mal testing. During the test the spacecraft will execute a scenario that will 

19.15 The Work Breakdown Structure
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exercise all functions of the spacecraft. Thermal testing is one of the most 
important tests for it uncovers latent hardware problems. Seldom is there a 
thermal vacuum test failure if the spacecraft passed thermal testing.

 1.10.5 SC Level Vibration Testing – The spacecraft will undergo sine sweep and 
random vibration tests in all three axes. The sine sweep test will determine 
the spacecraft resonant frequencies that will be compared with those pre-
dicted by the structural analysis. Random vibration testing will be per-
formed to the GEVS vibration input levels, unless the (launch vehicle) LV 
permits a lower level of vibrational excitation. The spacecraft will be 
inspected for deformation or cracks after the vibration test, and the optical 
performance of the telescope-camera combination will be retested to assure 
that there has been no degradation.

 1.10.6 Magnetic Grooming – The spacecraft will be put into a large Helmholz 
coil facility where the residual magnetic moment of the spacecraft will be 
determined, and the bias will be removed by compensating permanent mag-
nets. Also, the magnetometer will be operated to ensure that its readings are 
correct and not biased due to any residual spacecraft magnetic flux.

 1.10.7 Propulsion Testing – The propulsion system and its control electronics will 
be tested to verify that the system is able to produce long duration (60 s) of 
thrust in a direction that passes through the CG of the spacecraft, as deter-
mined by the spacecraft net angular acceleration. In addition, the total thrust 
level will be measured and compared with the nominal thrust required of 
the propulsion system.

 1.10.8 Thermal Vacuum Testing – The spacecraft will undergo 3 cycles of failure 
free thermal vacuum testing while the spacecraft will operate and imple-
ment a realistic mission-like scenario.

 1.10.9 Mission Simulation Testing  – At room temperature the spacecraft will 
undergo testing under a variety of mission scenarios that exercise all functions 
of the spacecraft. The commands from the EGSE will be uplinked (through 
RF) to the spacecraft, which will execute the commands, and will communi-
cate to the EGSE by RF (images and telemetry). The Dynamic Simulator will 
be connected to the spacecraft through the EGSE to “fly” the spacecraft in 
accordance with the torque and reaction wheel activity of the spacecraft 
ADACS, and will generate corresponding simulated spacecraft attitude sensor 
information, which it will present to the spacecraft via the EGSE.

 1.11.0 GSE and Ground Station
 1.11.1 Mechanical GSE – Fixtures to support the spacecraft in various attitudes in 

the laboratory, to rotate it automatically for sun sensor testing, and fixtures 
for horizontal or vertical integration with the LV or the LV Adaptor will be 
constructed. Removable lifting fixtures and a transportation container will 
also be built to permit handling and transporting the spacecraft.

 1.11.1 Electronic GSE – EGSE will power, command and communicate with the 
spacecraft in the laboratory and at the launch facility. The EGSE will be 
designed and constructed. The EGSE will also include the Dynamic 
Simulator to enable testing with hardware-in-the-loop. The EGSE will also 
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enable performance of a complete automatic verification test, complete 
from scenario upload to the automatic collection of test data and its com-
parison with the expected data. This is an important piece of hardware, for 
it accelerates the repetitious test of the spacecraft, and thus saves a lot of 
money.

 1.12.0 Stand-Alone Ground Station – Often the customer wants to operate the 
spacecraft independently of other organizations. In this case a stand-alone 
ground station is required. A ground station from which the constellation of 
spacecraft can be controlled and operated will be designed, built, tested and 
integrated with the spacecraft. Based on the link studies, the size of the 
ground station antenna has been determined. Let us say it was 3.5 m. The 
Stand-Alone Ground Station will be able to generate spacecraft commands, 
receive and recover their telemetry and image data transmissions, program 
the spacecraft of the constellation to operate in any area of the world based 
on the commands received from the stand-alone ground station. In response 
to these imaging requirements, the Ground Station will be able to command 
the various spacecraft to perform maneuvers to image the required targets.

 1.11.3 Ground Station Transmitter – A transmitter capable of integration with 
the Ground Station will be procured and integrated with the 3.5 m antenna 
and receive subsystem to complete the RF hardware of the Ground Station. 
The heart of this ground stations is the Software Defined Radio (SDR) 
which generates the transmitted modulated RF signal for transmission to 
the spacecraft and which receives, demodulates and decrypts the received 
RF signals to input to the Ground Station computers and displays. A SDR 
will be constructed for the Ground Station.

 1.11.4 Ground Station Antenna – The 3.5 m ground station antenna, the antenna 
feed, the diplexer, and the Low Noise Amplifier (LNA) will be specified and 
procured. If communications with the spacecraft via a GEO relay is used, 
the ground station antenna system will have to operate at L-Band, or a sepa-
rate L-Band antenna system has to be procured.

19.16  Cost

Project cost is built up by estimating the cost in man-hours and materials or subcon-
tractor cost of each WBS element. The total cost of the project is then the sum of the 
burdened labor plus material cost of all WBS elements. To this the Program Manager 
should add his management reserve to obtain the total program cost, which must be 
within his budget.

When first generated at the beginning of the program, the program cost arrived at 
in this way, usually exceeds available funds. It is then the task of the Program 
Manager to alter technical approaches and manpower estimates to bring program 
total cost within budget. This is a difficult process, but one that must be done rigor-
ously and repeated frequently.

19.16 Cost
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19.17  Scheduling

In addition to costing each WBS element, the duration of performing each WBS 
must also be estimated and the resulting bar representing the performance period 
must be placed on the schedule chart at the time the task is to be initiated. WBS ele-
ments that depend on completion of other WBS elements are placed at consecutive 
intervals on the schedule chart.

At this time the names of the people who will perform the work defined by the 
WBS are also identified. The WBS performance periods must be so scheduled that 
the same people should not (unintentionally) be assigned to other WBS elements as 
well, for this would create a schedule conflict, resulting in a schedule slip.

Having identified the people who will work on each given WBS, the cost of each 
WBS can be recalculated to improve overall program cost accuracy.

The cost as a function of time can be constructed by adding up the sum of WBS 
cost elements versus time. In this way the cost expenditure profile of the program 
can be exhibited and compared to the costs incurred to date.

Use of the Gantt chart (available by many software manufacturers) is a simple 
way to perform scheduling and costing the manpower portions of each WBS, and of 
the entire program. The Gantt chart lays out each WBS on successive lines of the 
chart, while calendar time is on the horizontal axis. It allows for specifying the start 
and completion of each WBS and assuring that interdependence of WBS schedules 
are observed and maintained. It also provides an easily understood graphic display 
of the time line and of significant events and milestones in the development process. 
It also displays the cost profile of the program.

19.18  Critical Path

The total program performance period is determined by the Critical Path. This is the 
path of consecutively performed WBS tasks that take the longest, and determine the 
minimum duration of the program.

The Critical Path, when the schedule is first constructed, may indicate that the 
program cannot be performed within the allocated schedule, or that the start times 
of certain WBS must be moved to an earlier date to permit completing the program 
on schedule.

The Program Manger must ensure that the schedule be realistic and that perform-
ing the tasks according to the schedule will bring in the total program within the 
required time period.

To facilitate constructing such a schedule there must be slack periods built into 
the realistic schedule. These are periods that can be used up by the designers with-
out impacting the overall program schedule. A schedule without slack periods is 
probably an unrealistic schedule.

19 Systems Engineering and Program Management
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19.19  Schedule Slack

There are sequences of WBS elements (such as the design, fabrication and testing 
of the electric power subsystem) where the performance period of the sequence of 
tasks is short enough that by starting the sequence at a given time will result in the 
completion of the subsystem before it is needed in the overall spacecraft build, inte-
gration and test process.

Therefore the development of this subsystem contains a schedule slack, a period 
of time that can be used up before it impacts the overall schedule.

The Program Manager should assure that, if possible, each sequence of interde-
pendent tasks should contain schedule slack. This, of course, is an unrealizable 
dream. However, some slack should be built into the schedule of tasks to minimize 
the risk of overall schedule slip.

19.20  Earned Cost

It was mentioned above, that the predicted program cost profile can be obtained 
from the cumulative sum of the costs of each WBS versus time. The earned cost of 
the program can be calculated from the cumulative cost of the completed WBS ele-
ments and from the estimated cost earned by the partially completed WBS costs.

In other words, a completed WBS earned the cost of the cost assigned to that 
WBS. If the actual cost was larger than programmed, the additional cost is an over-
run. If the actual cost is less than programmed, the cost difference adds to the man-
agement reserve of the Program Manager.

Continuous computation and monitoring of the earned cost and its comparison 
with the predicted cost profile must be performed very frequently. Without this com-
parison the Program Manager has no way of knowing where he stands on bringing 
the program to completion within budget.

If the earned cost is significantly smaller than the predicted cost profile, the 
Program Manger must develop means for reducing the cost forward of the remain-
ing WBS elements. This is a challenging task.

19.21  Cost to Complete Calculation

Another computation that is important to perform every once in awhile is the com-
putation of the Cost-To-Complete.

The cost-to-complete reexamines each not yet completed WBS element and re- 
estimates its cost from its present status or knowledge. The cost-to-complete is then 
the sum of the new WBS costing versus time from now to the end of the project.

19.21 Cost to Complete Calculation
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This must be done carefully and accurately. Normal Augustine, then Deputy 
Secretary of the Army, used to say, based on Army data, that a Program Manager 
usually underestimates the cost-to-complete at any time by some 30%. The space-
craft Program Manger should make sure that he is not this type of a Program Manger.

19.22  Requirements Creep and Engineering Change 
Proposal.

During the performance of the program, changes are often proposed. Some of these 
are within the scope of customer requirements, but others exceed the requirements 
scope. The program should not perform the out of scope changes without receiving 
compensation for their costs.

The Engineering Change Proposal is the vehicle by which the cost of out of 
scope proposed changes are brought to the customer for adoption and funding, or 
for cancellation of the requested change.

The customer is often enthusiastic about “nice to have” additional capabilities 
until the cost of these additional capabilities is brought to his attention. He then 
must often back down and give up on the nice-to-have performance enhancements 
because of limitations of his own budget.

19.23  Reallocating Budgets, Cost Management

During program performance it is often realized that specific subsystems and their 
associated WBS costs and schedules were underestimated, while the costs of others 
were overestimated. The Program Manager must then reallocate budgets to provide 
more money and time to some and take away money from others.

Taking away money is a difficult task that often alienates those from whom 
money is taken away. Yet it must be done.

The budgets of tasks must be changed dynamically by the Program Manger to 
keep from overrunning the program. This is contrary to usually accepted program 
management practices. Yet without this program management flexibility it is diffi-
cult to run a program successfully.

19.24  Documentation

Documentation requirements of a satellite development program are extensive. 
They start with the Technical Proposal and continue with tradeoff documentation, 
Preliminary Design Review and Critical Design Review documentation. The set of 
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Test Plans, Test Reports and the reports for the specific requested Technical 
Interchange Meetings (TIM) add to the volume of documentation. Interface Control 
Documents between subsystems and the launch vehicle, Preship Review and Launch 
Site Procedures complete the list of documents.

19.25  Test Plans and Test Reports

Preceding tests of the spacecraft subsystems, and the spacecraft as a system, test 
plans should be prepared. The test plans include:

 (a) Mechanical static load test. This test subjects the spacecraft structure (often 
with mass mockups of the electronic components) to loads that correspond to 
the maximum forces elements of the structure will see. The test exhibits the 
strains and deformations of the structure. Test results may require modifying 
some structural elements to increase the static loads margins.

 (b) Electric Subsystem test plan. This test plan is constructed to expose the electric 
power subsystem to a realistic mission environment where solar panel outputs 
are simulated as a function of time. The electric power stored in the batteries 
and the power generated at various voltages in the system are monitored over a 
temperature range corresponding to what the EPS subsystem will experience.

Many other test plans are prepared. These include, but are not necessarily limited 
to:

 (c) Digital Subsystem Test Plan
 (d) Attitude Determination and Control Subsystem Test Plan
 (e) Antenna Test Plan
 (f) RF Subsystem Test Plan
 (g) Propulsion Subsystem Test Plan
 (h) Vibration Test Plan
 (i) Thermal Test Plan
 (j) Acoustic Test Plan
 (k) Thermal Vacuum Test Plan
 (l) Magnetic Grooming Test Plan

The test plans often include the expected results and the test values that, when 
exceeded, indicate that the subsystem or test article failed the test.

The results of individual tests should be included in reports in detail to permit 
assessing the adequacy of the subsystem or the full-up spacecraft.

19.25 Test Plans and Test Reports
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Chapter 20
A Spacecraft Design Example

This example of a spacecraft design problem is given so that the reader can put to 
work what he or she has learned by reading this book. While the “Requirements” 
are clear, they are not very specific. There is not one good answer or design to meet 
the requirements.

20.1  The Spacecraft Mission Requirements

In this hypothetical case, we assume that several organizations of the news media 
got together and decided that they would jointly fund a spacecraft that would be on 
orbit all the time, and that could be commanded to image news events taking place 
anywhere on Earth. They heard that one can buy such a spacecraft for under $10 
million (plus launch costs). It turns out that the $8 million spacecraft the media 
heard about had a 1 m GSD. The customer stated that the resolution should be suf-
ficient to generate good colored pictures that could be published in newspapers, and 
on-orbit life should be at least 5 years. To assist the spacecraft designer, the custom-
ers agreed that they could send humans to places readily accessible by plane and 
automobile. They wanted the satellite primarily to image events happening in 
remote or politically inaccessible areas.

20.2  Derived Technical Requirements

The first thing to decide is how the customer-stated requirements can be translated 
to technical requirements. What should be the spacecraft resolution? It is known 
from photogrammetry that the relationship between target dimensions and the num-
ber of pixels needed follow approximate rules given in Fig. 20.1. Applying these to 
some of the likely targets, we obtain the table shown in Fig. 20.2.
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It is seen that, ideally, resolution should be on the order of 20–50 cm to recognize 
the various targets. This is a very tall order and one that is extremely expensive to 
fill. It has been stated that the cost of an imaging system varies approximately as the 
2.5th power of the resolution. So, if the customer can afford a 1 meter resolution 
system, going to 50 cm would increase the cost by a factor of 5.65, and reducing 
resolution to 25 cm would increase cost by a factor of 56. So, obviously, the cus-
tomer’s budget would be exceeded; he needs to decide what resolution is acceptable 
and affordable.

The customer is shown a set of targets imaged with different resolutions to give 
him a feel for what the pictures from the spacecraft might look like. For example, 
the image of the ship shown in Fig. 20.3 was taken with 1 meter resolution. It might 
be quite acceptable for a newspaper photograph. One can clearly see from that 
image that there are no people on deck, that there is no damage to the ship, and one 
can make out the name of the ship. Clearly, 25 cm resolution would be much better, 
but if the 1 meter resolution spacecraft cost $8 million, would the customer pay $45 
million for one with 25 cm resolution?

Let us say that the customer decided that he can afford to pay 20.5 million and 
get a 75 cm resolution imaging spacecraft. He states with seriousness that this is the 
most he can afford to pay. Of course, the customer realizes that this spacecraft is 
going to be quite a bit heavier than the 1 m resolution spacecraft, so the launch costs 
would also increase significantly.

Next, the orbit should be selected. Since the spacecraft must be able to image any 
place on Earth, a Polar orbit or a Sun-Synchronous orbit come to mind. Imaging 
will be a daytime operation, so a Sun-Synchronous orbit is selected.

The telescope aperture must satisfy the equation in Fig. 2.4. For 0.75  m 
GSD = 1.22*λ*H/D. Therefore, for λ = 5.5*10−6, H/D must be 111,773. For a 35 cm 
aperture, the orbit altitude should be 391  km. There is too much atmosphere at 
391 km; and a 5-year mission life cannot be achieved at that altitude without a drag 
makeup propulsion system. So the altitude should be raised to at least 550 km to 
achieve 5-year life without propulsion (see Fig. 3.15). At that altitude the telescope 

Detection Orientation Recognition Identification Technical Description
5 pixels 18 pixels 40 pixels 200 pixels 500 pixels

Fig. 20.1 Number of pixels on target for various degrees of identification

Item Length 
m

Width 
m

Detect
m/pixel

Recognize
m/pixel

Identify
cm/pixel

Describe
cm/pixel

5-Ton Truck 7.9 2.5 1.5 0.20 4.0 1.5
Car 4.5 1.8 0.9 0.11 2.3 0.9
Small Bldg 10.0 10 2.0 0.25 5.0 2.0
Tank 8.5 3.7 1.7 0.21 4.3 1.7
Small A/C 40 30 8.0 1.00 20.0 8.0
Crater 138 138 27.6 3.45 69.0 27.6
Destroyer 122 10 24.4 3.05 61.0 24.4

Fig. 20.2 Resolution needed for ground targets and various identification criteria

20 A Spacecraft Design Example
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aperture should be 49.2 cm. This might increase the cost of the system by a factor 
of 2.3 and would break the budget.

If the spacecraft is flown at 391 km to keep the aperture at 35 cm (the baseline 
cost), a propulsion system is needed for drag makeup with an estimated ΔV of 
50 m/s. While having a propulsion system complicates the spacecraft, its cost impact 
is relatively small; certainly the cost growth does not compare with the cost increase 
due to a larger aperture.

Launch vehicle selection, while never easy, is not too difficult to a Polar or Sun- 
Synchronous orbit. With a 2-3 year leadtime, it should be possible to get manifested 
to a suitable mission as a secondary payload.

To flow down the customer requirements to the ADACS subsystem, it is recog-
nized that there was nothing said by the customer that would suggest that the space-
craft should be very agile. That is good, as agility also means a larger set of reaction 
wheels, greater power consumption and more cost.

Since the spacecraft would have to slew to the target to image it, a 3-axis zero- 
momentum system with 3 reaction wheels is indicated. If the camera CCD has 
5.5 μm pixels, and it takes 16 MPixel images with an aspect ratio of 3/2, then each 
image will be 3265 × 4899 pixels. At 75 cm per pixel, the image will be 1633 meter 
× 3674 meter (at nadir). This is probably much larger than any area the customer 
wants to image. Therefore, the pointing accuracy can be relaxed, as long as the tar-
get remains in the FOV of the image. Assume that pointing accuracy of 400 meters 
is sufficient. The target will be within about 14% of the center of the image. Pointing 
accuracy of 400 m at 391 km altitude is ±0.058° accuracy. Thus attitude sensing to 
an accuracy of about 0.028° is required and suggests the use of 2 star trackers.

The resulting set of preliminary Technical Requirements is shown in Fig. 20.4.

Fig. 20.3 A ship image taken with 1 m GSD

20.2 Derived Technical Requirements
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20.3  Preliminary Design

Before the detailed design of the spacecraft can begin, the solar array configuration 
and the method of thrusting should be considered.

In a sun synchronous orbit, the sun is always in the same direction relative to the 
spacecraft. Therefore a set of fixed deployable panels, like those shown in Fig. 20.5 
can be used. The set would supply electric power to the spacecraft very efficiently.

It is not simple to figure out where the propulsion thrusters should be so that the 
thrust vector would go through the CG of the spacecraft. The 4- thruster configura-
tion shown in Fig. 11.6, and a thrusting regimen like that shown in Fig. 11.15, 
 however, is one arrangement that works for this case.

Orbit Altitude 391 km
Inclination Polar or Sun Synch
Imager
Telescope Aperture 35 cm
Focal Length TBD (#f/8 to #f/10)
Camera 16 MPixel, 5.5 µm/pixel
ADACS
3-axis zero momentum stabilized 3 Reaction Wheels
Pointing Accuracy ±0.058°
Attitude Sensing ±0.028° with 2 Star Trackers
Propulsion ≈50 m ΔV Cold Gas or Hydrazine
Dimension s TBD
Weight TBD

Fig. 20.4 Preliminary specifications of the imaging spacecraft

Fig. 20.5 The spacecraft configuration with fixed deployable solar panels shown stowed and 
with panels deployed

20 A Spacecraft Design Example
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20.4  Design Steps

Now that the customer requirements have led to a more specific set of technical 
requirements, the reader should undertake the design of the spacecraft as an  exercise. 
The design steps are outlined below:

 1. Draw a preliminary block diagram of the spacecraft
 2. Determine the preliminary requirements of each of the components
 3. Choose the digital architecture (one computer does it all, or federated computer 

architecture?)
 4. Estimate the power consumption of each component in each mode and 

 determine OAP needed
 5. Study and choose the solar panel configuration
 6. Select the structure
 7. Determine the spacecraft agility required (sizes the reaction wheels)
 8. Develop a preliminary Weight Statement with the appropriate margins
 9. Perform a preliminary thermal design and structural analysis
 10. Put together the entire design in a Preliminary Design Document

With this last step, a coherent design package is completed.

20.4 Design Steps
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Chapter 21
Downloadable Spreadsheets

There are many mathematical relationships of interest in spacecraft design. Some of 
the more important ones are between the spacecraft and its orbit, pass duration 
at various altitudes above given minimum elevation angles, between the RF 
Signal-to-Noise ratio and ground elevation angle, and others. These relationships 
have been expressed as spreadsheets that could aid the spacecraft engineer. A list 
of these spreadsheets and their brief description is given below.

1 Earth Magnetic Field 
Properties

Earth Magnetic Field vs. Latitude and Altitude, Dip Angle 
vs. Magnetic Latitude

2 Acceleration of Gravity, 
Gravity Gradient, Period of 
Oscillation

Gravity vs. Altitude, Gravity Gradient vs. Altitude, Gravity 
Gradient Stabilization, Period of Oscillations vs. Tip Mass, 
Boom Length and Spacecraft Weight

3 Diffraction and Geometrical 
Resolution

Diffraction Limit, Geometrical Resolution vs. Altitude, 
Focal Length, Aperture

4 Exposure Time vs. Pitch Rate 
and Pointing Error

Required Pitch Rate vs. Exposure Time for Different 
Altitudes, Along Track Error vs. Pitch

5 Longitude Range between 
Orbits

Longitude Range between orbits vs. Altitude at Various 
Latitudes

6 Pitch and Yaw Looking at a 
Target

Pitch and Yaw, Looking at a Target vs. Range, for Different 
Altitudes and CPA

7 Pass Properties Elevation vs. Range to CPA, Pass Duration vs. CPA Range,
8 Pass Durations Pass Duration vs. Minimum Elevation Angle for Various 

Altitudes
9 Various Quantities vs. 

Elevation
RF Link Equation vs. Elevation, Slant and Ground Range 
vs. Elevation for Various Altitudes

10 Lithium Battery Life Battery Life vs. Depth Of Discharge
11 Spacecraft OAP 

Requirements
Spreadsheet of SC components, operating modes, power 
consumption resulting in SC OAP Requirements

Electronic supplementary material: The online version of this chapter (https://doi.org/10.1007/978-
3-319-68315-7_21) contains supplementary material, which is available to authorized users.
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12 Two Turn Quadrifilar 
Antenna Patteren

Antenna Pattern

13 Dish Antenna Gain Dish Antenna Gain vs. Frequency, Antenna Diameter
14 Turnstile Antenna Turnstile Antenna Gain
15 2,3 GHz Link Equations Eb/No vs. Elevation Given Antenna and Xmitter Power
16 BER vs. Eb/No Eb/No for Various Modulations, vs. Elevation
17 Link Margin with Quadrifilar Link Margin vs. Elevation with Quadrifilar SC Antenna
18 Link Margin with Full Wave 

Quadrifilar
Link Margin vs. Elevation with Full Wave Quadrifilar SC 
Antenna

19 Pith Bias Momentum 
Stabilization

Sizing the Reaction Wheel for Pitch Bias Momentum 
Stabilization

20 GEVS Random Vibe GEVS Random Vibration Requirements
21 Weight Statement Weight Statement, CG Position for positions and weights 

of SC Components
22 Propulsion Delta V Delta V required to Get on Station and for Station Keeping
23 Propulsion Relationships Rocket Equation, Station Keeping, Hohmann Transfer 

Orbit, Constellation Spacing
24 Radiation Shielding KRAD Total Dose vs. Shield Thickness, KRAD dose for 

Given Number of Years for Various Shield Thicknesses and 
Orbit Altitudes

25 Reliability Reliability vs. MTBF and Duty Cycle Use
26 Azimuth vs. Range Azimuth vs. Range for Various CPA
27 Beta vs. Time Beta vs. Time for a Year
28 SC Pitch and Roll SC Pitch and Roll vs. Time when Looking at a Target on 

the Ground
29 OAP vs. Beta OAP as percentage of installed power for various solar 

panel configurations

21 Downloadable Spreadsheets
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 Appendix 1: Tensile Strengths of SS Small 
Screws

Screw size Tensile strength lbs Torqued to in-lbs Clearance hole (in) Tap drill size

4–40 360 5.2 0.116 43
6–32 550 9.6 0.144 36
8–32 850 19.8 0.169 29
10–24 1050 22.8 0.196 16

https://doi.org/10.1007/978-3-319-68315-7
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 Appendix 2: NASA Structural  
Design Documents Accessible  
at http://standards.nasa.gov

ANSI/AIAA S-080-1998 Space Systems – Metallic Pressure Vessels, 
Pressurized Structures, and Pressure Components, 
September 13, 1999

ANSI/AIAA S-081A-2006  Space Systems – Composite Overwrapped Pressure 
Vessels (COPVs), July 24, 2006

JSC 65829 Loads and Structural Dynamics Requirements for 
Spaceflight Hardware

JSC 65830, rev. 2 Interim Requirements and Standard Practices for 
Mechanical Joints with Threaded Fasteners in 
Spaceflight Hardware

NASA-STD-5019 Fracture Control Requirements for Spaceflight 
Hardware

NASA-STD-5012 Strength and Life Assessment Requirements for 
Liquid Fueled Space Propulsion System Engines, 
Baseline, June 13, 2006

https://doi.org/10.1007/978-3-319-68315-7
http://standards.nasa.gov
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 Appendix 3: Temperature Coefficients 
of Materials

Material 10−6 m/(m°C) 10−6 in/(in°F)

Aluminum 22.2 12.3
Beryllium 11.5 6.4
Brass 18.7 10.4
Bronze 18 10
Cadmium 30 16.8
Cast iron gray 10.8 6
Chromium 6.2 3.4
Copper 16.6 9.3
Copper, beryllium 25 17.8 9.9
Epoxy, cast resins & compounds, unfilled 45–65 25–36
Glass, hard 5.9 3.3
Glass, Pyrex 4 2.2
Glass, plate 9 5
Gold 14.2 8.2
Inconel 12.6 7
Indium 33 18.3
Invar 1.5 0.8
Iridium 6.4 3.6
Iron, pure 12 6.7
Iron, cast 10.4 5.9
Iron, forged 11.3 6.3
Kapton 20 11.1
Lead 28 15.1
Lithium 46 25.6
Magnesium 25 14
Nickel 13 7.2

(continued)

https://doi.org/10.1007/978-3-319-68315-7
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Material 10−6 m/(m°C) 10−6 in/(in°F)

Nylon, type 11, molding and extruding 
compound

100 55.6

Paraffin 106–480 58.7–265.8
Phosphor bronze 16.7 9.3
Plastics 40–120 22–67
Polycarbonate (PC) 70.2 39
Polyester 123.5 69
Polyvinyl chloride (PVC) 50.4 28
Porcelain, industrial 6.5 3.6
Solder lead – tin, 50 – 50% 24 13.4
Steel 12 6.7
Steel stainless austenitic (304) 17.3 9.6
Tungsten 4.3 2.4
Zinc 29.7 16.5

Appendix 3: Temperature Coefficients of Materials
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 Appendix 4: Hohmann Transfer Orbit

The Hohmann Transfer Orbit is the minimum energy maneuver to raise orbit altitude. 
The equations are derived below, and an example is given. The example starts with 
a 600 km orbit, and raises it to a 700 km. A Delta V of 53.768 m/s is required. 
Raising the orbit in 20 km steps are also given.

https://doi.org/10.1007/978-3-319-68315-7
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 Appendix 5: Elevation and Azimuth 
from Spacecraft to Ground Target for Various 
CPA Distances

Ground Range to CPA is the independent variable. Find the spacecraft Pitch and 
Azimuth look angle from the spacecraft to the target. Also find the elevation angle 
from the target to the spacecraft.

First solve for the CPA subtended angle, c, then for the ground range to CPA 
subtended angle, φ. From these the Off-Nadir angle, α, can be obtained. The pitch 
and azimuth to target is computed, and the elevation angle is also obtained. The 
equations are shown below, as is an example for 600 km orbit altitude, ground range 
of 2000 km and CPA distance of 500 km.
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 Appendix 6: Beta as a Function of Time (Date)

 

Inputs are Orange

https://doi.org/10.1007/978-3-319-68315-7
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 Appendix 7: Eclipse Duration

The duration of the eclipse is a function of Beta, and is given in Fig. A7.1 and in 
Fig. A7.2.

Fig. A7.1 Duration of the Eclipse vs. Beta for 600 and 800 km orbits

https://doi.org/10.1007/978-3-319-68315-7
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Fig. A7.2 Eclipse duration and range of anomaly Angles vs. Beta

Appendix 7: Eclipse Duration
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Glossary

Acceleration of gravity The acceleration of gravity times the mass of an object 
is the force with which that object is pulled toward the center of the Earth. 
Centrifugal acceleration times the mass of an object is the force with which an 
object spinning around the Earth is trying to escape the Earth. The orbit altitude 
is the altitude where the acceleration of gravity is equal to the centrifugal accel-
eration of the satellite at the orbital velocity. The acceleration of gravity varies 
inversely with the square of the altitude. At the surface of the Earth it is 9.8 m/s2, 
or 32.174 ft/s2.

ADACS Attitude Determination And Control Subsystem of a spacecraft. With its 
optical, magnetic and infrared sensors the ADACS can determine the spacecraft 
attitude. Using a GPS receiver on the spacecraft, it can also determine space-
craft positions. It contains a computer that calculates the best attitude from the 
multiple sensors, and it computes torque rod and reaction wheel commands to 
execute commanded attitude changes. It also interfaces with these actuators to 
implement the required attitude changes.

Albedo Reflected infrared radiation from the surface of Earth.
Baffle A light shield that shields an optical system from light entering it from out-

side the field of view (FOV).
Ballistic coefficient The ratio of the spacecraft mass to its drag. The drag is atmo-

spheric density times the drag coefficient. For spacecraft the drag coefficient 
is usually about 2.2. The ballistic coefficient is a measure of how resistant the 
object is to deceleration due to atmospheric drag. Satellites typically have bal-
listic coefficients in the 60–200 kg/m2 range.

Beta (ß) The angle between the sun vector and the plane of the orbit. For Beta = 90° 
the sun is normal to the orbit, and the sun incidence on the spacecraft is maximum.

Camera pixels The camera image sensor is composed of Y rows of X sensors, 
providing X*Y spots or pixels of which an image is composed. There are typi-
cally two methods of arranging pixels in a camera. In a “push-broom” camera the 
pixels are all in 1 or 2 rows, and the image is taken, like a push broom, by letting 
the satellite sweep out a rectangular area over time. The other method of arranging 

https://doi.org/10.1007/978-3-319-68315-7
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pixels is in a staring sensor, like in ordinary commercial cameras, where the 
pixels are arranged in a rectangular array.

CMOS sensor Complementary Metal-Oxide Semiconductor is a technology often 
used for constructing image sensors, instead of the more often used CCD (Charge 
Coupled Device) sensors.

CMG The control moment gyro is an attitude control device used in spacecraft. 
The rotor of the gyro spins continuously, and when a change, or slew, of space-
craft attitude is required, a torque is applied at right angles to the shaft of the 
rotor, causing the gyro to presses, which, in turn, causes the spacecraft to change 
attitude also. The CMG is often used instead of a reaction wheel, for it may 
improve the agility of the spacecraft by offering higher torque at the expense of 
higher power consumption and mass.

COTS Commercial Off-The-Shelf.
CPA Closest Point of Approach.
CubeSat Small satellites that conform to a set of specifications and are 10  cm 

cubes (1 U), 10 cm × 10 cm × 20 cm (2 U), 10 cm × 10 cm × 30 cm (3 U) or 
larger, up to 6 U (at this time).

Diffraction limit The minimum angular separation between images that can be 
resolved. When expressing the ground resolution capabilities of a space tele-
scope, the diffraction limit is the minimum distance on the ground that can 
be resolved by a space telescope of given aperture. The diffraction limit is 
DL = 1.22*λ*H/D, where λ is the wavelength of the light, H is the orbit altitude 
and D is the diameter of the optical aperture.

Disturbance torques Small environmental torques acting on a spacecraft. They 
include gravitational field variations, aerodynamic drag forces or torques caused 
by an offset between the Center of Gravity and Center of Pressure of a space-
craft, magnetic torques induced by residual magnetic moments, solar radiation 
torques and torques induced by leaks of fuel or other matter on the spacecraft.

Earth horizon sensor Used on spacecraft to determine the direction of the Earth 
horizon in spacecraft coordinates. There are at least two different kinds of Earth 
horizon sensors. The legacy sensors are mechanically rotating infrared detecting 
narrow beams. The axis of rotation is close to horizontal and normal to the orbit 
plane. The line of sight is skewed, causing a conical scan path. When the receiving 
beam intersects the Earth limb, the IR signature of the Earth causes the received 
signal to rise; when the receiving beam no longer intersects the Earth, the signal 
drops. The bisector of the resulting pulse is when the beam pointed straight down. 
This is used as the pitch attitude in pitch bias momentum stabilized satellites. The 
other type of Earth horizon sensor uses a set of individual IR sensors covering an 
arc on the satellite that straddles the Earth limb. The direction of the Earth limb 
is determined from the specific individual detectors, depending on whether they 
receive or do not receive Earth IR energy. The accuracy of Earth horizon sensors 
is typically in the range of 0.5–1.5°.

Earth oblateness Earth is not spherical. The radius to the North and South Poles is 
shorter than the radius to the Equator by a factor of 1/297. This causes orbit nodal 
precession and Earth sensor attitude estimation errors.
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Eclipse The fraction of the orbit when the sun is not visible to the satellite. At low 
orbit and Beta = 0° the maximum eclipse is about 35 min. At Beta = 90° there 
is no eclipse.

EGSE Electrical Ground Support Equipment consists of the electrical or electronic 
equipment used to support spacecraft operations while it is on the ground. It 
includes means for charging batteries, commanding the spacecraft, collecting 
telemetry from it, and otherwise testing and exercising the spacecraft.

EPS The Electric Power Subsystem consists of the hardware and software on a 
spacecraft that is pertinent to powering and switching all onboard electronics 
and charging the batteries. It usually consists of solar panels to generate power, 
charge regulators to charge batteries, DC/DC converters to convert the bat-
tery bus voltage to all the voltages required by the spacecraft components, and 
switches to turn power ON or OFF for each satellite component. The EPS also 
often contains a small computer to manage the EPS, to collect EPS telemetry and 
to accept commands from the C&DH.

FEC Forward Error Correction includes methods of introducing additional bits in 
a data stream to make the reception of the data stream impervious to one or more 
bit errors. There are many FEC algorithms.

FEM Finite Element Model calculates the stresses and strains at each point in the 
satellite from a CAD (Computer Aided Design) of the satellite structure. It also 
computes the resonant frequencies. The FEM is the main mathematical tool in 
structural analysis.

FlatSat The spacecraft electronics assembled on a table and used in the develop-
ment and testing the spacecraft components and the spacecraft system prior to 
the assembly of the actual spacecraft. Its utility is to accelerate development and 
through its use gain confidence about the spacecraft design.

Geometrical resolution The size of a spot on the ground that can be resolved by a 
space telescope at altitude H, of Focal Length F, and of camera pixel size P. The 
GSD = P*H/F, as long as the GSD obtained this way is larger than the Diffraction 
Limit of the telescope.

GEVS NASA General Environmental Vibration Specifications (for spacecraft).
Graphite epoxy A material of great strength and light weight, from which space-

craft structures and telescope cylinders are made on a spacecraft. It is almost 
completely non-conducting.

Gravity gradient The gravity gradient boom makes use of the decrease of the 
acceleration of gravity with increasing altitude, the gravity gradient, to stabi-
lize a spacecraft equipped with a long vertical boom and tip mass. The gravity 
gradient over the length of the boom generates a difference in force acting on 
the tip mass versus on the spacecraft body. This creates a pendulum from the 
spacecraft and tip mass which causes the spacecraft to assume an Earth point-
ing attitude. Vertical pitch and roll pointing accuracy of a few degrees can be 
achieved.

GSD Ground Sample Distance is the resolution of the system on the surface of the 
Earth.
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Heat pipe A conductor of heat typically containing an aluminum pipe and a working 
fluid inside it. The pipe conducts heat from one point to another more efficiently 
than using metal conductors.

Hydrazine N2H4 is a liquid propellant used in spacecraft applications where cold 
gas propulsion does not provide enough thrust. Its ISP is 160, compared to that of 
N2, which has an ISP of around 70.

Hohmann The Hohmann transfer orbit from one orbit altitude to another is the 
minimum energy maneuver for changing orbit altitudes.

ISO9000 A quality control system that consists of a set of procedures for manufac-
turing that is regularly reviewed by the government.

ISP Specific Impulse is a measure the spacecraft propulsion system fuel efficiency. 
It is the total impulse (change in momentum) delivered per unit of propellant 
consumed. Typical fuel ISP values range from a low of about 77 (for compressed 
Nitrogen gas) to about 290 (for rocket fuel).

IGRF International Geomagnetic Reference Field. A mathematical model of the 
secular magnetic field. By comparing on-board magnetometer readings with the 
model values, the spacecraft can determine its attitude and navigate.

IMU Inertial Measurement Unit is a solid state gyro, used to aid the spacecraft 
ADACS by providing accurate attitude during agile maneuvers when spacecraft 
angular rates exceed the ability of the star trackers to image stars. It is also used 
in the propulsion system for the same reason.

Invar A metal alloy of iron and Nickel. When the percentage of Nickel is about 
36%, the metal has nearly zero temperature coefficient. It is for this reason the 
Invar 36 is often used as structural elements in space telescope design.

ITU International Telecommunication Union.
J2000 The Earth Centered Inertial (ECI) coordinate system origin is at the center of 

the Earth. In a specific ECI coordinate system, the J2000 coordinate system, the 
x axis points in the direction of the mean equinox. The z axis is in the direction 
of the Earth spin axis, and the y axis is 90° East from the celestial equator. This 
coordinate system is used in spacecraft ADACS.

Kalman filter A computational method that determines the best least squared 
estimate (of attitude) on orbit from the various attitude sensors on a spacecraft. 
Usually, the star tracker and the IMU estimates of attitude are used to obtain a 
more accurate attitude estimate.

Apogee kick motor Usually a solid propellant rocket motor (like the ATK STAR 
series of motors) used to circularize the orbit of a satellite after the booster took 
it to the correct altitude. Since the satellite is separated from the launch vehicle 
at the apogee of the orbit, the motor is called apogee kick motor.

Link margin The number of dB above the amount of RF signal that must exist at 
the RF receiver output to achieve signal reception with a given bit error rate. For 
example, for receiving incoherent FSK signals at a BER (Bit Error Rate) of 10−5, 
about 15 dB more signal than the per bit signal versus noise energy is required. 
If the signal is larger than that, the link margin is the excess signal, expressed in dB.

LVLH The Local Vertical, Local Horizontal reference frame is used in Earth point-
ing spacecraft. The +X direction is in the direction of orbit velocity, +Y is the 
negative orbit normal, and +Z is to the nadir.
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Marman band Used to secure the spacecraft to the launch vehicle. The Marman 
Band consists of two semicircular machined bands, hinged together at one end 
and held together with a frangible bolt at the other end, with which the satellite 
and the launch vehicle are secured to each other. The satellite and launch vehicle 
mating surfaces are beveled, and so are the Marman Band semicircular rings, so 
that when the band is secured, it squeezed the spacecraft and the launch vehicle 
together. When on orbit, and the spacecraft needs to be separated from the launch 
vehicle, the frangible bolt is severed, usually with an explosive cutter, so as to 
separate the spacecraft from the launch vehicle.

MLI Multi Layer Insulation. These are blankets, consisting of multiple layers of 
insulating materials and reflective or absorptive finishes. They are used to cover 
the exterior surfaces of parts of a satellite, as part of its thermal control system.

MGSE Mechanical Ground Support Equipment. The mechanical fixtures used to 
lift, turn or otherwise handle the spacecraft are collectively called MGSE.

MTF Modulation Transfer Function is a measure of the spatial resolution of an 
optical system. Like in electronics, where the transfer function expresses the 
amplitude and phase changes from input to output of electronic circuits at each 
frequency, the MTF similarly expresses the input-output relationship of an opti-
cal system as a function of the granularity of the input image. MTF = 1 is perfect 
transmission, while MTF = 0.1 provides a marginally acceptable picture.

NASTRAN A Finite Element mathematical model, used to compute structural 
vibrational modes. A NASTRAN model of the spacecraft is usually given to the 
launch vehicle organization for them to compute coupled loads and resonant fre-
quencies of the spacecraft when mated to the launch vehicle. NASTAN software 
is available from many companies.

nT Nano Tesla is a unit of the magnetic field. At the Magnetic Equator on the sur-
face of the Earth the magnetic field is about 30,000 nT, while in the Polar region 
the magnetic field intensity is about 60,000 nT.

OAP Orbit Average Power. This is the average power generated or consumed in 
an orbit.

Orbit Propagator A computational tool for predicting the position (and velocity) 
of a spacecraft at any time from the six orbital elements of the spacecraft (or 
from a sequence of GPS data).

Perigee The altitude of the lowest point of an orbit.
Polar orbit An orbit of 90° inclination. Such an orbit passes over both the 

North and the South Poles. Its utility is that it permits surveillance of the 
entire Earth.

QPSK Quadrature Phase Shift Keying is a type of modulation where the a + 1 bit 
of information results in a 90° phase shift of the carrier, while a − 1 bit of infor-
mation results in a − 90° phase shift.

Paraffin actuator Paraffin, when heated, expands up to about 25% of its initial 
volume. This is used to build an actuator. The expanding paraffin pushes out a 
pin, causing the release of a deployable device on the satellite.

Radiometric analysis Calculation of the amount of light incident on the camera 
pixels for specified aperture, integration time, time of day, sun elevation angle 
and other parameters.
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Ram pointing Pointing in the direction of the orbit velocity vector (or forward).
Reaction wheel A rotating wheel of large moment of inertia, driven by an electric 

motor. At high RPM the reaction wheel can store a large angular momentum, 
causing the spacecraft to have a stable attitude. When accelerating, the resulting 
torque creates an angular momentum, which causes the spacecraft to change 
attitude (by conservation of the system’s angular momentum).

Recontact When two objects in space are released or expelled from each other, 
then there are two bodies with very slightly different velocities in the same orbit. 
It is possible that some time in the future (usually an integer number of orbits 
later) the two bodies may collide (or recontact) each other. For this reason a 
recontact analysis is conducted to ensure that this does not happen.

RAAN Right Ascention of the Ascending Node. Indicates the geocentric right ascen-
sion of a satellite as it intersects the Equator traveling in a Northerly direction.

Satellite pass The part of the orbit visible to an observer on the ground. The satellite 
rises above the local horizon, progresses to the highest ground elevation point. 
It then sets by dropping below the horizon. Pass durations for LEO satellites are 
typically a maximum of about 12 min.

Separation system The mechanism used to secure the spacecraft to the launch 
vehicle, and to separate the two on command. The most frequently used separation 
system is the Marman band, described elsewhere in this Glossary. A motorized 
Lightband, built by Planetary Systems Corp. does not use explosive bolts to 
release the band, and therefore imparts less shock to both the spacecraft and the 
launch vehicle.

SEU Single Event Upset. A change in state of a digital word in the spacecraft com-
puter memory, caused by an ionizing particle striking a sensitive point in the 
circuitry. The ionizing particle may cause a SEL (single event latchup), causing 
irreparable harm. The SEU may only cause an error that can be corrected by 
resetting the computer.

Software Defined Radio An RF receiver constructed by software operations on the 
received radio transmissions. It consists of digital mixers, filters, decryption and 
forward error decryption software.

SADA Solar Array Drive Assembly. The mechanism on the spacecraft that rotates 
the solar panels to keep them normal to the sun, thus maximizing the electric 
power generating capability of the solar panels.

South Atlantic Anomaly An area of the Earth, in the South Atlantic, where satel-
lites are exposed to higher than normal levels of radiation. It is caused by the 
non-concentricity of the Earth and its magnetic dipole. It is the area where the 
Van Allen radiation belt is nearest to the Earth Surface, as low as 200 km. It is 
located approximately between −70° and +30° in Longitude and between 0° and 
−45° in Latitude.

Spin stabilization A method of stabilizing spacecraft by making use of the 
gyroscopic stabilization property of a spinning body. The early Hughes 
communication satellites were spin stabilized.

Star tracker An optical and digital processing system where the optical system 
looks at the star field, projects it onto a CCD camera, from which the angular 
distances among stars are calculated and matched to an internally stored star 
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catalog. The instrument can determine the attitude of the spacecraft on which the 
star tracker is mounted with great precision.

Star catalog A listing of brighter stars and their angular positions in the sky. It is used 
by star trackers to determine spacecraft attitude very precisely. A Star Catalog for 
use by star trackers is available from the Goddard Space Flight Center.

Sub-satellite point The point on the Earth surface directly under the spacecraft. 
That is, it is a point on the line between the satellite and the center of the Earth 
where the line intersects the Earth surface.

Sun synchronous An orbit where the satellite is over a given point of the Earth at 
the same time each day. Generally, a sun synchronous orbit has an inclination 
slightly greater than 90°.

Thermal vacuum test The test of a spacecraft component or the entire spacecraft 
in a TVAC (Thermal Vacuum Chamber), equipped with heaters and coolers is 
tested. The chamber can simulate the environmental conditions found in space. 
The spacecraft is operated while in the TVAC chamber. To pass the test several 
failure free cycles of temperature variations must be passed with the satellite 
operating successfully/.

TRL Technology Readiness Level is the state of development of a system, subsys-
tem or component. There are 9 TRL levels. They are:
TRL 1 Transition from scientific research to applied research
TRL 2 Technology concept and/or application formulated
TRL 3 Analytical or experimental proof of concept is demonstrated
TRL 4 Component or subsystem validation in the laboratory environment
TRL 5 the System, subsystem or component is validated in a relevant environ-

ment thorough testing
TRL 6 System or subsystem model is demonstrated
TRL 7 prototype is demonstration in an operational environment
TRL 8 the system is completed and qualified through test in an operational 

environment
TRL 9 the system “mission proven” through successful mission operations

TTL Telemetry is a digital data stream, transmitted by the spacecraft via its RF 
downlink communications transmitter. It represents the numerical values of all 
relevant spacecraft parameters as a function of time.

Three axis magnetometer the 3-axis magnetometer (TAM) contains three orthog-
onal coils with which components of the Earth magnetic field are measured. 
Placed on a satellite, it is a coarse spacecraft attitude sensor that works at night 
as it works during the daylight.

Watchdog Timer A timer, usually implemented in software, which causes a com-
puter to perform a set of operations that, if correctly executed, indicates that the 
computer is operating properly. If the computer comes up with incorrect results, 
then the computer is declared to be disabled, requiring that some action be taken 
(like resetting the computer) to correct the situation.

Umbra Same as eclipse. It is the portion of the orbit where the Earth blocks 
the sun.

Universal Time UTC is a modern version of Greenwich Mean Time (GMT), and it 
is the time standard used by spacecraft.
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