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Preface 

During the 10 years that have elapsed since FDA approval of recombinant 
human insulin, over 100 products derived from biotechnological processes have 
progressed to the stage of clinical use or human trials. Over the next 10 years, 
global sales of biotechnology products are expected to approximate $30 billion 
per annum. It is therefore abundantly clear that the practice of pharmacy has 
been, and will continue to be, strongly influenced by the field of biotechnology 
and that the practicing pharmacist should have a firm understanding of the area. 
Because it is a relatively new field of scientific endeavor, however, traditional 
pharmacy curricula have not included comprehensive coverage of basic biotech­
nology or the resulting products and processes. Bearing these factors in mind, 
we have assembled Biotechnology and Pharmacy. It is anticipated to be of key 
interest to pharmacy students and practicing pharmacists who have not had 
extensive exposure to the field of biotechnology but who have received basic 
training in biological sciences (e.g., biochemistry, genetics) at the undergraduate 
professional level. The book should also be of value to other health professionals 
such as physicians, dentists, and nurses, who are interested in an overview of 
this important field of science. In addition, graduate students in the biological 
sciences should benefit by its use. 

Biotechnology and Pharmacy has been organized into three parts: "Basic 
Elements of Biotechnology," "Applications of Biotechnology in the Pharmaceuti­
cal Sciences," and "Biotechnology and the Practice of Pharmacy." The chapters 
in these sections tend logically to fall into these groupings, but it is not necessary 
to peruse the parts or chapters in a sequential manner. Each chapter was prepared 
in a stand-alone manner, employing cross-references when appropriate to avoid 
redundancy. The text in its entirety is intended to provide a reasonably comprehen­
sive overview of the history of many key elements of biotechnology, as well as 
a comprehensive description of the current state of the field and an indication of 
future trends. The text should also provide a solid foundation for more advanced 
studies in a number of related areas. 

xi 
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SECTION I 

Basic Elements 
of Biotechnology 
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Background to Recombinant DNA Technology 

Leonard G. Davis 

1.1. Introduction 

This chapter serves as a basic primer for those not familiar with the principles 
and techniques used in molecular biology and is not designed for those already 
aware of its value. It will emphasize terminology and provide general descriptions 
of the procedures, with a primary focus on why molecular biology is having such 
an impact (some call it a revolution) on biological studies. The chapter will 
also include a few scientific examples, since it is worth emphasizing that these 
techniques are best utilized as a complement of current approaches designed to 
answer research questions. Until a few years ago these techniques were employed 
mostly in academic investigations of the basic mechanisms of cell function. In a 
few cases they were applied by small biotechnology companies that sought to 
utilize the procedures for the production of bioactive proteins for use as potential 
drugs, rather than the typical heterocyclic organic chemicals. More recently this 
technology has been recognized as a powerful tool for facilitating more classical 
pharmaceutical and drug development efforts. The reader is, however, referred 
to the other chapters for more detailed examples, especially of pharmaceutical 
applications. For descriptions beyond the concise presentation necessitated 
herein, the reader is referred to some excellent books on the subject (for textbook 
descriptions, see references 1 to 3; for methodology, see references 4 to 7). 

A convenient starting point is to recall the Central Dogma of Biology, 8 which 
dictates that information for the development, organization, and function of living 
systems is stored in discrete units (genes) within the linear deoxyribonucleic acid 
(DNA) molecules (chromosomes) of each cell. 9 At appropriate times, portions of 
the DNA information are transferred by transcription from the gene into linear 
ribonucleic acid (RNA) molecules for translation into functionally active proteins 
(see Figure 1.1). The basic building blocks used for DNA are four nucleotides 
(2-deoxyriboses linked through the I position to one of the nucleic acid bases, 
guanine [G], thymine [T], cytosine [C], or adenine [AJ), which are linked to each 

3 



Chromosomal DNA 

:::xx:x:x:xJ~ ocx::x:xx::- J + TRANSCRIPTION 
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I RNA Processing (Tissues?) 
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Amidation 
Methylation 

Regulated Release 

Figure 1 _1 . Schematic depicting the flow of infonnation within a cell. The example used 
is a neuron that is generating a peptide neurotransmitter. 
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other in the linear DNA molecule through a phosphate ester bond at the 5' position 
of the deoxyribose of one nucleotide to the 3' position of the deoxyribose moiety 
on the adjacent nucleotide. DNA exists as a double helix with one linear strand 
proceeding in the 5' to 3' direction and the other aligned parallel to it but in the 
opposite orientation (i.e., 3' to 5'). The two strands are held together by hydrogen 
bonding, in which Cs pair with Gs and Ts pair with As. The resulting DNA forms 
two complementary strands such that the sequential order of the nucleotides of 
one of the strands (a gene) can be exactly copied into a messenger RNA (mRNA) 
molecule (copying of both strands occurs in cell duplication). 

RNA also uses four nucleotides (uridine is used in place of thymidine) that are 
attached to ribose (no deoxy positions) and the same 5' to 3' covalent phosphoester 
linkage between adjacent riboses is used as the backbone of the polymer. These 
RNA units are linear and single stranded, since their synthesis depends upon the 
opening of the double-stranded DNA where RNA polymerase copies one strand 
through the use of the base pairing principles. This ensures that an exact comple­
mentary copy of the DNA exists as RNA. In most lower organisms (prokaryotes) 
the exact copy of the DNA information is represented in the RNA and directly 
codes for proteins; in higher organisms (eukaryotes) this linear RNA copy of the 
DNA contains regions that code for amino acids (called exons, since they are 
excised for use; see Figure 1.2) and intervening sequences of DNA that apparently 
do not code for the protein (called introns). 

The RNA (after processing to remove introns in eukaryotes) then serves as the 
template (as mRNA) for translation into a protein molecule. The mechanism of 
converting linear nucleotide sequence information into a linear array of amino 
acids (proteins) depends upon the recognition of a nucleotide triplet (usually AUG 
for methionine) near the 5' end of the mRNA, which encodes the first amino acid 
(N-terminal). Each amino acid is carried by small transfer RNA molecules, each 
possessing a specific recognition site triplet (again complementary base pairing 
is used). The transfer RNA triplet complementary for the next three nucleotides 
in the mRNA binds and transfers its amino acid to the growing polypeptide chain. 
Consecutive triplets of nucleotides determine the orderly sequence of the amino 
acids until a stop codon (e.g., UAG) is found in the reading frame. The complete 
translation of mRNA occurs in the ribosomes (a RNA and protein complex) and 
results in a cellular protein. These proteins can then be posttranslationally modi­
fied (i.e., through phosphorylation, glycosylation, etc., of specific amino acids) 
and folded into three-dimensional topological units. The proteins serve many 
functions within the cell, ranging from the enzymatic machinery of energy metab­
olism and structural components of the membrane to the very specialized functions 
of different cell types (e. g., neurotransmitters for neurons, hormones for endo­
crine cells, and myosin for muscle cells). What is important here is that the 
Central Dogma and the triplet coding system are consistent from bacteria to 
humans; thus, the tools developed over many years of research by microbiologists 
can also be utilized. 
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to form mRNA . 2 3 141 5 1 6 

Tissu.2 

Figure 1.2. (A) Representation of eukaryotic gene organization using five different 
neuropeptide genes to demonstrate various spatial relationships between exons (boxes) 
and introns (lines); h, human; r, rat; b, bovine; ACTH, adrenocorticotrophin hormone; 
M, methionine enkephalin; L, leucine enkephalin; AVP, arginine vasopressin; NP-I, 
neurophysin; SP, substance P; SK, substance K; calcit, calcitonin; CGRP, calcitonin gene­
related peptide. (B) Example of alternate processing of transcribed RNA (hnRNA) in 
eukaryotes; hn, heteronuclear (containing both exons and introns); the boxed numbers 
indicate exons within the intervening DNA sequences (introns) that are spliced out to form 
the different mRNAs for tissue-specific translation. 

1.2. Bacteriological Impact 

An apparently simple but major impact from the techniques of molecular biology 
is the ability to insert (using recombinant techniques) a single gene of interest, 
even from a different species, into bacteria. 1O These transformed bacteria can 
then serve as small "biofactories," since bacteria double in number at a fast rate 
(every 30 minutes or so) and have active machinery for biosynthesis. Thus, one 
can use them as vehicles to amplify an individual product thousands of times, 
especially one that occurs endogenously in a minute quantity of the original 
starting material, in a very short time (a few days). This product can be the 
original gene, complementary DNA (cDNA representing the mRNA) , or its 
protein product (if a cDNA was used); fortunately, any of these can be rather 
easily isolated from the bacteria. The second bacteriological procedure that is 
commonly used is the ability to isolate an individual bacterium (containing the 
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recombinant product of interest, called a clone) from a population of bacteria by 
a physical separation (spreading out on bacterial agar plates). This is a very 
powerful procedure when compared with classical protein isolation procedures 
for isolating and identifying the product of interest from a mixture. To evaluate 
how important these bacterial procedures are, one needs to understand how 
mammalian genes are converted into products to allow their manipulation in the 
bacterial systems. 

1.3. Recombinant DNA Impact 

The conversion of the normal cellular DNA or its RNA constituents into compo­
nents that can be utilized in the bacteria is called cloning (see Figure 1.3). Two 
basic types exist: genomic clones (from cellular DNA) and cDNA clones (from 
mRNA). 

With genomic clones bacterial viruses (bacteriophage" ) are utilized as the 
"carrier vehicle" (vector), and these have been modified so that they can accept 
large pieces [up to 20 kilobase pairs (kb) in length] of exogenous DNA without 
altering their ability to infect and replicate within bacteria. Each chromosome 
contains millions of nucleotide base pairs (thousands of genes), which, prior to the 
discovery of restriction enzymes, 12 were largely unmanageable in a reproducible 
fashion; however, due to its large size and stability DNA was easy to isolate to 
study its overall structure. 13 Restriction enzymes, which are bacterial enzymes 
that have evolved with the ability to recognize unique stretches in double-stranded 
DNA (a very specific sequence of nucleotides), have had a revolutionary impact, 
since they are able to reliably hydrolyze (cut) the phosphoester bonds between 
nucleotides (see Figure 1.4). 

The use of a specific restriction enzyme results in reproducible pieces of DNA, 
typically of manageable size, that still maintain the linear order of the nucleotide 
sequence, yet each now has at its ends (termini) the residual nucleotides after 
cleavage by the specific restriction enzyme. If the digested DNA is separated for 
analysis on an agarose gel (called a Southern blot '4), DNA pieces of various sizes 
can be observed with a general stain (e.g., ethidium bromide). All these cut 
pieces (of various lengths) together encompass all the components of the chromo­
somes where this restriction enzyme recognized its stretch of DNA base pairs. 
About 100 such restriction enzymes are known to date. Thus, for example, if the 
restriction enzyme EcoRI (named as restriction enzyme 1 isolated from Esche­
richia coli 's ) is used to cut DNA, it will cut at every location within the chromo-

GAATTC 
somal DNA sequence where a I I I I I I exists. This results in DNA fragments 

CTTAAC 
G AATTC 

varying in size but each having the residual of the cleaved I I 
CTTAA G 



General CLONING Principles 

From genomic DNA: 

1. Isolate DNA by extraction; 
remove all protein, cell debris 

2. Cut with restriction enzyme 

5' ......... AGACCA~CGAGCTGACCAGT ..... . 
3' ......... TCTGGTCC~TCGACTGGTCA ..... . 

(EcoRO 

Bacterial plasmid (or phage) opened 
,.,;th same r"t~s:triot;on .nzy me 

From mANA: 

1. Isolate total ANA; 
use column for mANA 

2. Make cDNA; use 'T' primer 

(mRNA) 

5·--....;...~1-R;..ev-.-Tr-an-s-(:~~ 

-;~::::::::::~AAAAAAA 
(eDNA) I TTTTT j Degrade RNA 

Copy with DNA polymorase 

Add link.rs (O') 

: ======AAAAAA * TTTTTTT* 

anneal to hybridize ends 
ligate using DNA ligase 

Plasmid or Phage 

1 1. Infect E. coli 
2. Plate library 

Select clone of interest 

1. With synthetic oligonucleotides that code for known peptide sequence 
2. With cDNA clone from related gene-family or expected species homolog 
3. With antibody if specific for target & available (use expression vector) 

Figure 1.3. Generalized procedure used to clone either genomic DNA or cDNA (from 
mRNA). 
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A. 

Example of Restriction Enzyme Cleavage: 

B. 

(5') ..... AGTIGACAGGAATICAGGCGACTGTAGGAC ..... (3') 

(3') ..... TCAACTGTCC!rrJGTCCGCTGACATCCTG ..... (5') 
DNA + EcoR1 (R.E.) 

YIELDS 2 DNA FRAGMENTS: 

(5') ..... AGTIGACAGG AATTCAGGCGACTGTAGGAC ..... (3') 
(3') ..... TCAACTGTCCTTAA GTCCGCTGACATCCTG ..... (5') 

Representative Restriction Enzymes and Cleavage Sites: 

BamH1: GGATCC Cla1 : ATCGAT 
CCTAGp TAGCIA 

Hind3: AAGCTT Kpn1: GGTACC 

TICG¥ CfATGG 

Pst1 : CTGCAG Xho1: C,TCGAG 
qf.CGTC GAGC1C 

Figure 1.4. (A) Schematic of how restriction enzymes cleave DNA to yield fragments 
with sequence-specific termini. (B) Representative examples of common restriction en­
zymes; arrows indicate location in sequence where that restriction enzyme cleaves the 
double-stranded DNA. 

9 
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sequence at both its ends (specifically, AATTC exists on the 5' termini and G on 
the 3' ends, since restriction enzymes only cleave double-stranded DNA). 

The resulting termini contain the appropriate complementary base pairs (since 
the sites are palindromes), and, naturally, if they were repositioned adjacent to 
each other, they would rehybridize (due to the hydrogen bonds) and could be 
ligated back together (using the enzyme DNA ligase) with the original covalent 
bonds reconstructed. Most powerful is the ligation of dissimilar DNA pieces 
(from different sources) by using the similar termini from restriction enzyme 
cutting (called recombinant molecular genetics '6). For example, if a phage is also 
cut with EcoRI, a mammalian DNA piece can be inserted into the phage at that 
restriction cut location. This results in a recombinant molecule. Interestingly, the 
bacteriophage (lambda) has been engineered to accept pieces of foreign DNA 
(between about 7 and 20 kb in length) without affecting its function. 17 If this is 
done quantitatively (with a statistical representation of the DNA pieces from an 
entire genome) with an appropriate amount of viral DNA5 , one can insert at least 
a single representative of each DNA piece into a different phage particle. The 
sum total of all these insert-containing phages is called a genomic library. In a 
complete library every piece of chromosomal DNA (all genes) is represented, 
and within this population it ought to be possible to locate a sought-after gene. 
The potential exclusion of many small pieces (less than 7 kb) is avoided by 
performing a partial restriction digest of the original DNA; this is accomplished 
by monitoring and stopping the DNA cutting reaction (not allowing it to go to 
completion) when the average size of DNA pieces is between 7 and 20 kb. These 
insert-containing phage particles are used to infect bacteria [note that phage 
particles without inserts are defective, since they lack a DNA piece (insert), 
which does not allow the modified phage to replicate properly]. Before describing 
additional bacterial procedures, which are similar for genomic and cDNA librar­
ies, it is worthwhile to describe cDNA cloning procedures. 

Rather than obtain DNA copies of the entire genome, which is present in all 
cells, it is sometimes of interest (and easier) to determine which RNA molecules 
are being expressed in a given tissue (or cell) during certain conditions that 
interest the investigator, for example, developmental stages. A cDNA (copied or 
complementary DNA) is generated from the existing RNA molecules present in 
the tissue. The RNA is easily isolated by centrifugation through a cesium chloride 
cushion (which forms a gradient during the centrifugation);'8 an important step 
is homogenization in a buffer that will inhibit the commonly found and very 
active enzymes that destroy RNA, RNases. The pellet of RNA is separated from 
the genomic DNA, which only partially penetrates the gradient, and other cell 
constituents, such as proteins, which are too buoyant to enter the cesium chloride 
solution. The pellet, called total RNA, consists of the three RNA forms: ribosomal 
and transfer, which are part of the machinery used to translate the mRNA into 
proteins, and messenger (mRNA). The mRNA species are the transcripts that 
encode for proteins and can be purified from the other two forms. Purification is 
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accomplished by taking advantage of the observation that most mRNA molecules 
have a long chain of adenosines [poly(A) tail] on the 3' end. 19 These can be used 
to hybridize (base pair) with a synthetic string of thymi dines [oligo(dT)s] attached 
to an insoluble resin by using a standard column separation procedure. 20 The 
other RNA species (ribosomal and transfer) will run through the column while 
the mRNA molecules with the poly(A) tail will be retained and can be eluted by 
disrupting the A-T hydrogen bonds with a change in the ion (salt) concentration. 
The isolated mRNAs can then be copied (this means that a newly synthesized 
strand will be created as a complementary DNA strand from base pairing to this 
original RNA molecule21 ) with reverse transcriptase, a viral enzyme normally 
used by RNA viruses to accurately convert the viral strands into DNA. 

To accomplish this copying, a poly(T) oligonucleotide is hybridized to the 
poly (A) tail of the mRNA as a starting point (primer) and then the reverse 
transcriptase adds, in the correct order, nucleotides complementary to each 
mRNA nucleotide. Once this strand has been generated, the original RNA tem­
plate is destroyed so that the cDNA can be copied to generate a double-stranded 
cDNA molecule. This time a modified DNA polymerase is used; this enzyme is 
naturally used to copy DNA molecules, especially in repair and duplication of 
cells. The resulting double-stranded piece of DNA exactly reflects the original 
RNA in one strand (the other strand is the complement), which can now be 
manipulated as described previously for genomic DNA pieces. One important 
difference is that ends of the cDNA fragment need to have sequences added 
(linkers) that can be recognized by restriction enzymes for proper ligation into 
the phage vector. The addition of the unique linkers avoids further reducing the 
integrity and size of the cDNA. The typical cDNA is 2 to 3 kb long owing to 
limitations in the ability of the enzymes to copy for long stretches and because 
many mRNA species are in this range. The vectors described previously (lambda 
phages) are not appropriate for these small pieces; however, other modified 
phages (called AgtlO and Agtl122) can accommodate these small pieces and are 
commonly in use today. 

Historically, however, plasmids were used for the cloning of cDNAs. 23 Plas­
mids are small pieces of DNA that exist autonomously in bacteria, independent 
of their chromosomes, and can replicate and, for our purposes, possess DNA 
sites recognized by some restriction enzymes. A common plasmid in recombinant 
use is called pBR322/4 which has the ability to accept small DNA pieces (e.g., 
cDNA). An interesting feature of the plasmids is their ability to confer drug 
resistance to those cells that possess the plasmid; II this allows selection (killing) 
against those bacteria that do not contain a plasmid and an insert. 

The insertion of all cDNAs generated from a given tissue by ligation to a 
restriction-enzyme-cut plasmid results in a cDNA library. In theory it represents 
all mRNAs made in that tissue at the time of the experiment. These insert-bearing 
plasmids do not have the ability, as phages do, to infect bacteria (they are typically 
passed in the wild from one bacteria to another during bacterial conjugation). 
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Instead, the plasmids can be added mechanically to the bacteria to allow uptake 
(transformation) in a procedure that uses a temperature shock of calcium-treated 
bacteria (called competent cells). 25 At this time whether one has a genomic or 
cDNA library the next procedure that one needs to perform is the selection of the 
DNA sequence of interest from the hundreds of thousands of library members. 

The key to selection is having a tool that can identify the clone of interest. 
Bacteriological techniques allow one to physically separate individual bacterial 
cells from one another by pouring a dilute suspension of cells onto an agar plate 
(plating). Exponential growth of one cell overnight into hundreds of identical 
cells results in a colony; if the bacterium contained a plasmid, the colony now 
consists of identical cells, all of which contain that plasmid. If a bacterium 
contains a bacteriophage, the originally infected cell releases phage particles to 
adjacent bacterial cells, and the adjacent cells are continuously lysed after infec­
tion by the phage so that a "clear" circular area containing phage particles (called 
a plaque) exists among the remaining uninfected cells of the "lawn." If one 
considers that a single cDNA or gene of interest exists as one of 100,000 clones, 
it should be represented in the plating of 50 plates with 2,000 colonies (or plaques) 
each (an easy one-day task). The only limitations to obtaining the pure clone of 
interest is the statistical chance that it is within the popUlation plated and the 
possession of a tool to identify the one wanted. Recall that in addition to a 
numerical increase in bacteria during culture growth, a given bacteria will also 
make multiple copies of the plasmid or phage, allowing an amplification (making 
for easier detection) of the sought-after product. 

A variety of procedures are in use for "finding unknowns." The two most 
common selection procedures are (1) using an oligonucleotide (made synthetically 
so that it represents the codons for an amino acid sequence determined from, for 
example, an isolated peptide fragment) as a probe to hybridize to a specific stretch 
of DNA, or hybridizing with a clone for a related molecule or even a clone from 
another species if some DNA homology is expected to exist; and (2) for cDNA 
libraries detection of the protein product can be performed, but this approach 
requires that an antibody be available for the protein of interest and that an 
expression cloning vector be used (e.g., pUC,26 a modified plasmid, or the Agtll 
vector21 ). The radioactive pieces (probes) are made through procedures (e.g., 
"nick" translation, end labeling, etc.4-7) in which the nucleotide fragment is 
incubated with radioactive nucleotides and enzymes that will incorporate the 
radiolabel; the antibody probe finds a protein epitope and is typically located with 
a second "detector" antibody that is directed at the constant region of the primary 
antibody and carries an enzyme to serve as the reporter. 

In either case the library is plated onto an agar substratum plate for growth, 
after which it is transferred to a solid support such as nitrocellulose or nylon 
membranes (filters). This transfer results in a replica of the plate existing on the 
filter, which can be probed for the molecule of interest (note that, fortunately, 
only a portion of the colonies or plaques is effectively removed). These filters 
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are permanently marked in unique positions so that any positively identified 
signals can be relocated on the original agar plate by realignment of them. The 
support membrane is incubated under conditions that will minimize nonspecific 
binding. The conditions used depend upon whether a radioactively labeled DNA 
piece (hybridization) or antibody is used and on the expected specificity or signal 
intensity from the probe. The incubation allows an equilibration of the probe with 
the target clone. These filters are then washed to remove the background, and 
the signal is identified autoradiographically for radioactive probes or enzymati­
cally for antibody probes. Once a positive signal is identified, the filter is realigned 
with the plate to allow isolation (picking) of the original clone or plaque. Picking 
this putative positive bacterial clone or plaque allows regrowth, plating, and so 
forth. Note, the signal intensity reflects the bacterial efficiency while the number 
of positives reflects the frequency of the cDNA in the starting material. The 
foregoing identification procedure is repeated for the putative positive to confirm 
its purity. Thus, in a matter of a few weeks a pure clone of a DNA (or protein) 
of interest can be obtained. The preceding case utilized known information 
(related DNA clone or antibody) and is expected to proceed smoothly. When 
little information is known or few tools are available various heroic and clever 
efforts have been made to obtain a clone of interest without ever purifying or 
characterizing the protein of interest. 27 The diversity of these various methods is 
not within the scope of this chapter. Regardless, these procedures are significantly 
faster than most protein purification schemes and, more important, will routinely 
result in obtaining significant information on the DNA sequence, which can be 
converted to protein sequence information directly. Sequencing these clones is 
the next major advantage from recombinant molecular biology. 

1.4. Structural Information Impact 

The ability to determine the sequence of the isolated genomic or cDNA clones 
has revolutionized the rate and ease with which someone can obtain very specific 
primary structural information. The nucleotide sequence obtained can be easily 
converted into an amino acid sequence. Predictions on the three-dimensional 
structure can then be made based on the order of hydrophobic, hydrophilic 
(positive and negative charges), and unique amino acids when compared with 
patterns learned from previously studied proteins. A typical amino acid analyzer 
might be able to determine up to 40 amino acids a day, but then other purified 
peptide fragments are required to continue the sequence; various methods have 
been successfully devised to accomplish this. However, since the genetic code 
of triplet nucleotides that is used to encode specific amino acids is conserved, the 
ability to sequence a clone allows direct prediction of the amino acid sequence 
by scanning for an open reading frame (an initiation and termination codon within 
a continuous frame of triplets). Peptide sequences can also be identified if they 
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are known to occur in the peptide of interest. Furthermore, DNA sequencing 
allows for a continuous determination until the sequence of the entire insert within 
the clone is completed; significantly more information per day can be obtained, 
since a typical laboratory can easily read about 240 nucleotides (i.e., about 80 
amino acids) in a single sequencing run. Various strategies have been devised so 
that thousands of nucleotides can be determined in a week or so. Certainly, some 
pitfalls do exist in this approach (e.g., posttranslationally modified amino acids 
are not identified, and care is required to avoid misreads); however, the procedure 
is very effective in obtaining the complete sequence of a protein, even if the initial 
sequence was obtained following purification and partial amino acid sequencing. 

The procedure commonly used is one devised by Sanger,zs which takes advan­
tage of the linkage structure of DNA and enzymes that efficiently and accurately 
copy DNA (see Figure 1.5) as was described previously. Recall that each nucleo­
tide is covalently attached to the next through a phosphate ester linkage of the 5' 
hydroxyl of one sugar moiety to the 3' hydroxyl of the next (DNA uses 2'­
deoxyriboses). When a strand is copied, the enzyme (e.g., Klenow fragment of 
DNA polymerase) uses the 5' -triphosphate of one nucleotide and adds it to the 
free 3' hydroxyl on the existing chain of nucleotides. The principle is simple in 
that if the last nucleotide of the chain does not have a 3' hydroxyl (3' deoxy; the 
ribose is now called dideoxy), another nucleotide cannot be added and the chain 
elongation procedure terminates. Since the DNA of interest is contained in a 
vector (typically a special single-stranded vector called M13,z9 but more recently 
performed by denaturing double-stranded plasmids into single-stranded pieces30), 

the vector and insert serve as the template for copying; an oligonucleotide comple­
mentary to a known sequence in the vector adjacent to the location of the insert 
serves as a primer (since it will hybridize through hydrogen bonding of base 
pairs) to start the chain for elongation. The chain will now elongate (copy) if the 
four nucleotide triphosphate substrates and a copying enzyme are present. If the 
reaction mixture contains a few nucleotides that are the dideoxy species of a 
specific nucleotide, some of the chain elongations will terminate each time that 
particular dideoxynucleotide is incorporated. The remaining molecules (which 
have the normal 2' deoxy, 3' hydroxyl) will continue to serve as a substrate to 
further the elongation reaction by the continued additions of subsequent nucleo­
tides, until a dideoxynucleotide is incorporated in each. As expected, this results 
in a percentage of the total population of molecules terminated at each position. 
Adjusting the ratio of dideoxy- and deoxyriboses for one nucleotide at a time 
results in a percentage of chain terminations at each position where that nucleotide 
occurs; repeating the reaction (actually performed simultaneously) for the other 
three nucleotides in separate reaction vials results in a chain termination at each 
possible base position in the clone. 

Finally, if a radioactive C2p or 35S) tracer nucleotide has been included in each 
reaction the termination site can be detected by autoradiography after separation 
on a polyacrylamide sequencing gel. The questions are, just where (at what 
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A. primer ~_GAAGCTdd 

DNA templates 

(vector + insert) 

_ GAAGCTACT dd 

- GAAGCT ACTGGT dd 

_ GAAGCTACTGGTGA ... .. 

For example, 

Gel lanes 

B. 
ddG dd A ddT dd C 

- -- - -
---

GATe 
c. 

Read 
T 
C 
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T 
C 
G 
A 
A 

G 

Figure 1.5 . DNA sequencing is accomplished with the use of chain terminators (dideoxy­
nuc\eotides). (A) How a typical reaction might proceed. (B) Drawing of an idealized 
autoradiogram after separation on a gel. (C) An actual gel. 

position) and in which tube (determines nucleotide) did the "termination" occur, 
since that will determine which nucleotide exists at which position. This sequenc­
ing gel system can resolve single nucleotide differences in the length of the 
molecules. If the preceding four reactions (one for each dideoxynucleotide) are 
run adjacent to each other on the gel, the DNA sequence is read by starting at 
the bottom of the gel [shortest strands (earliest terminated positions) and thus 
closest to the starting primer] and then "walking up" the ladder of the autoradio­
graphic banding pattern of the four reactions. If the length of the fragment of 
interest exceeds the reaction or gel's ability to separate and identify each termina­
tion, continued reading can be accomplished by creating a new oligonucleotide 
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primer, based on the just read sequence, and performing another set of reactions. 
This can be continued until all the insert is sequenced; other approaches have 
been devised to speed the determination of the complete sequence. 

1.5. Informational Impact 

During the last few yt:ars the introduction of molecular genetic techniques to 
biological questions has opened new vistas and provided the tools to obtain 
additional information on how cells and systems operate. For example, in the 
study of cellular changes induced by ligand-receptor interactions, it has long 
been known that second messengers (e. g., cyclic AMP, ion permeability, and 
phosphtidylinositols) mediate the internalization of information and assist the cell 
in determining its response to the external change in status quo. The application 
of these molecular techniques has demonstrated that not only do these transient 
changes occur but changes in gene expression with a longer-term implication also 
occur. This section will attempt to concisely highlight how the use of the pre­
viously described molecular genetic technology has had an impact in one scientific 
discipline, neuroscience. 

The initial impact of molecular genetic techniques in neurobiology was the 
ability to use recombinant cloning and cDNA sequencing to determine the primary 
structure of the neuropeptide transmitters and their precursor proteins. The initial 
studies focused on somatostatin,31 proopiomelanocortin (POMe),32 arginine vaso­
pressin (A VP)/3 oxytocin/4 and methionine enkephalin (ENK). 35 More recently, 
many more neuropeptide precursor structures have been determined through 
cloning and DNA sequencing with this technology, as well as most neurotransmit­
ter synthesizing and degrading enzymes,36-38 many receptor proteins/9-43 a few 
ion channel proteins,44. 45 and some structural proteins. This work has allowed 
the prediction of the primary structure for these precursor molecules. Further­
more, the results from these studies have clarified some issues in peptide neurobi­
ology. For example, the localization of vasopressin in hypothalamic-pituitary 
cells was always with another peptide, neurophysin II, which occurred within the 
same cellular vesicles, whereas the hormone oxytocin was always localized 
with neurophysin I. The reason for this cellular separation became apparent 
immediately after determining the sequence of the precursor for these two hor­
mones.46 Each neurophysin is specifically encoded within the gene along with 
the respective hormone with which it is colocalized. When the hormone precursor 
is proteolytic ally processed into the hormone peptide within the vesicle during 
transport, the appropriate neurophysin is generated. Similarly, several different 
opioid peptides (those that bind to the endogenous morphine receptor) had been 
identified and each was known to have a common stretch of amino acid sequence, 
but the biosynthetic relationship between methionine enkephalin, leucine enkeph­
alin, ,B-endorphin, and dynorphin was far from clear. Sequence information 
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directly showed that each peptide was derived primarily from one of three distinct 
prohormones (both enkephalins are contained in the same precursor) and that 
each prohormone was encoded by a separate gene;47-49 thus, their expression and 
interaction with the receptor were individualized. 

Sequence information has also led to the discovery of new neurotransmitters. 
For example, upon sequencing the calcitonin gene, R. Evans' group determined 
from the complete cDNA sequence that in some tissues a modified mRNA exists 
that upon translation might result in an additional peptide fragment. 50 This altered 
mRNA does not occur in the parathyroid and was a result of a different utilization 
of exons (the coding regions of the genes) in other tissues, especially brain. This 
alternate utilization is achieved by a complex process that occurs in the cell 
nucleus called alternate splicing of heteronuclear RNA (direct copy of the gene) 
to generate the final mRNA. Recent studies indicate that the peptide, called 
calcitonin gene-related peptide (CORP), is primarily located in nerve terminals 
and has specific binding sites in the brain, suggesting that CORP may have a 
role as a neurotransmitter in the neuronal control of cardiovascular function. 51 
Molecular genetic studies of brain function have demonstrated that this selective 
utilization of genetic information through tissue-specific processing of the RNA 
to yield different combinations of exons from a single gene is commonly used to 
make mRNA species encoding different peptide combinations in various cells. 
Another example of this is the generation of the substance-P and -K peptides, in 
which the coding sequence for each occurs on different exons but within the same 
gene; each exon is differentially used depending on the tissue and cell type. 52 

Another area where the determination of the primary structure of a prohormone 
clarified a question on whether peptide fragments in nearby adjacent cells were 
the result of different genes, alternative splicing, uptake from a nearby cell, or 
differential posttranslational proteolytic processing of a single gene product is 
exemplified by understanding the POMC gene. 53. 54 In this case a single gene is 
transcribed to the same mRNA species in all cells and it is translated into the 
identical prohormone in each of these cells. However, different cells process 
different peptide products of the prohormone, so that each cell type maintains 
and uses the appropriate, but different, peptides. For example, intermediate lobe 
cells of the rodent pituitary primarily make ~-endorphin and a-MSH, whereas 
anterior lobe cells make adrenocorticotropin (ACTH), even though all these 
proteins are derived from the same gene, same message, and same prohormone. 
The key is the posttranslational processing of the prohormone into peptides that 
are cell specific by the selective destruction of some peptide fragments, which 
results in different gene products in adjacent cells. 

In addition to providing the structural information on peptide neurotransmitters, 
the cloning of these genes has provided powerful tools to be used as probes to 
detect and measure the amount of specific mRNA species in a tissue through a 
procedure called Northern blot hybridization. 55 Northern blots are similar to 
Southern blots 14 except that RNA is separated and transferred rather than restric-
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Figure 1.6. (Left) A Southern blot autoradiogram; DNA from different species were cut 
with a restriction enzyme and separated on a gel before transfer to a nitrocellulose filter. 
The filter was hybridized with a radioactive probe and the darkened areas (bands) were 
determined by exposure to X-ray film and indicate where the DNA pieces that bind the 
radiolabeled probe are located. (Right) A Northern blot; similar electrophoretic separation, 
transfer, and hybridization procedures were performed as described for DNA except that 
RNA was used. Note that the gene detected here has homologous forms in these different 
species . 

tion-enzyme-cut DNA (see Figure 1.6). The use of radiolabeled probes (e.g., 
"nick translation" of DNA inserts that are isolated from amplified clones by 
restriction enzyme cleavage of vectors and gel separation) in hybridization experi­
ments has allowed the detection of changes in levels of specific mRNA species 
after numerous and various experimental manipulations. These hybridization 
experiments are most often conducted by Northern gel analysis. In this method 
RNA is isolated from a homogenized tissue sample, denatured and separated on 
an agarose gel, transferred to a nitrocellulose or nylon based support membrane 
sheet, and hybridized with a radiolabeled probe that is complementary to the 
mRNA under investigation. 

One of the earliest studies demonstrating the regulation and expression of a 
neuropeptide gene utilized a radioactively labeled cDNA probe to measure spe­
cific changes in the mRNA levels. 56 Long-term treatment with glucocorticoids 
was known to cause a decrease in the POMe level in the anterior lobe of the rat 
pituitary without affecting POMe in the intermediate lobe. It was unclear whether 
this was a result of increased secretion, decreased translation, or a suppression 
of the transcription of the POMe gene. Steroid treatment induced a decrease in 
the mRNA level that slightly preceded but paralleled (as expected if it was a 
decreased mRNA synthesis) the decrease demonstrated for the peptide. Thus, 
molecular biology techniques add to the types of information that can be obtained 
in an experiment. 

In similar experiments performed in vivo,57 adrenalectomy (removal of gluco-
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corticoids) is known to produce a prolonged increase in POMC, suggesting that 
the expression of the POMC mRNA is bidirectionally influenced by the levels of 
circulating glucocorticoids. Presumably, the glucocorticoid-activated receptor, 
which is internalized once the steroid hormone binds to it, is transported to the 
nucleus, where it causes a set of cell specific changes in gene expression as a 
consequence of the receptor complex binding to unique regulatory DNA se­
quences associated with certain genes, and is typically located "upstream" (5') 
from the coding region. The translocation of information to the chromosomes is 
usually mediated by protein factors that bind to very specific stretches of DNA 
positioned near different genes; this results in the differential activation in the 
transcription of specific genes as needed. These DNA sequences are referred to 
as regulatory regions (promoters, enhancers, silencers, etc.), and regulatory 
factors bind to them to tum genes on or off under specified conditions;58 a detailed 
description is beyond the scope of this chapter (see Figure 1. 7). 

The dynamic up- and down-regulation of the expression levels of several other 
hypophyseal hormone genes by peptide releasing factors and steroids has been 
addressed by several laboratories using radioactive cDNA probes. 59 The explanted 
adrenal gland has been used in elegant experiments to demonstrate that apparently 
short-term membrane-mediated activation or inhibition can also influence mRNA 
levels. 61 • 62 For example, quantitative increases in ENK mRNA levels were in­
duced by an elevation of cAMP. These changes were blocked by an opposing 
depolarization induced by potassium or veratridine. Moreover, the effects of 
veratridine could be blocked by tetrodotoxin to demonstrate an ion-channel­
specific effect, suggesting that the expression and regulation of some cellular 
genes is under fine control and can be influenced by changes in neuronal activity. 
As impressive as the aforementioned in vitro studies are in describing the bio­
chemical and molecular events that result from membrane or receptor activation 
leading to changes in the regulation of the recipient cell's genes, they lack the 
anatomical orientation so important for the study of brain function. A critical 
question in neuroscience is how neuronal activity and in vivo development 
regulates the production of cell specific products (e. g., neurotransmitters) in the 
highly defined connection pathways in the brain. 

A method has been developed that allows identification of mRNA molecules 
within individual cells after histological sectioning by using hybridization proce­
dures similar to those used in Northern blots coupled with microscopic analysis 
at the cellular level (see Figures 1.8 and 1.9). Following the pioneering description 
by Gee and Roberts of a method called in situ hybridization histochemistry, 62 

many labs, including our own, have utilized and refined this procedure for 
detecting the presence of, and changes in, specific mRNA levels occurring in 
different brain region cell types after experimental manipulation. Conceptually 
in situ hybridization is analogous to immunocytochemistry or receptor autoradiog­
raphy except that mRNA molecules are being identified by the "reporter" mole­
cule. The reporter molecules typically are radiolabeled DNA probes that are 
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Figure 1.9. Examples of data obtained from in situ hybridization experiments. (Top) X­
ray film data of mRNA changes following an ipsilateral lesioning experiment (see text). 
(Bottom) The type of signal obtained in discrete brain regions after emulsion coating and 
autoradiography. 
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complementary to the sequence of interest. Although longer cDNA (and cRNA) 
probes have been used successfully, we have used synthetic oligodeoxyribo­
nucleotide (oligonucleotide) probes,63-65 since they offer a number of advantages 
over cDNA probes which include the following: (1) they allow the use of pub­
lished sequences, which alleviates the need to clone the mRNA of interest as well 
as the task of implementing all the requisite microbiological techniques; (2) they 
can be designed to distinguish two homologous mRNAs from the same gene 
family; and (3) they can be designed to be complementary to specific regions of 
a given mRNA to study differential utilization of exons in various cell types. 
Many laboratories have utilized in situ hybridization histochemistry to investigate 
the anatomical localization and expression of many neuropeptide mRNAs (a few 
examples include somatostatin,66 cholecystokinin,67 calmodulin,68 vasopressin,63 
oxytocin,69 ENK/'" Aplysia egg-laying hormone,7o and POMC. 65) 

One example will be presented here on the tachykinin system to demonstrate 
how molecular genetic techniques can still provide additional detailed information 
on a system that has been investigated since the early 1970s.71 The substance-P 
peptide (SP) is derived by proteolytic processing of the tachykinin prohormones, 
which in bovine brain are encoded by two related mRNA species (IX and {3).52 It 
has been reported that the two forms of the tachykinin prohormone found in bovine 
tissues are derived from the same gene by alternative splicing. 52 In particular, the 
IX form results from a deletion of exon 6 (54 nucleotides) compared with the {3 
form, which utilizes all seven exons. The missing ex on in the IX form, upon 
translation, results in a prohormone that encodes SP but lacks substance-K (SK), 
another tachykinin peptide more recently discovered. 72 The {3-tachykinin mRNA 
encodes this SK-peptide as well as the SP-peptide. We were interested in de­
termining whether a similar molecular genetic scheme existed in the rat as 
described previously for bovine. 7J 

Based on the highly homologous nucleotide sequence (evolutionarily conserved 
between species), cloning and sequencing the rodent tachykinin cDNAs, and 
some experiments to determine the absolute presence of a mRNA species by 
stringent hybridization experiments (S I-nuclease and RNase protection assays), 
rat striatum was shown to contain another form (y) of tachykinin mRNA that is 
different from the two forms previously reported to occur in bovine. 73 •74 The 
difference is the apparent exclusion of a different exon (4) in rodent brain that 
occurs between the SP and SK coding regions. It is the predominant form found 
in rat striatum; the other two forms have also been reported to exist in reduced 
amounts and in other tissues. 74 Based on our determination of the rat tachykinin 
mRNA sequence, we used a synthetic oligonucleotide probe that is complemen­
tary to this tachykinin mRNA. The probe specifically identified a mRNA of the 
correct size on Northern blots of striatum. 75 Using in situ hybridization, a labeled 
mRNA was detected by autoradiographic localization in the striatum, the central 
nucleus of the amygdala, the habenula, and the hypothalamus, all brain structures 
that have been shown to contain SP-peptide by immunocytochemical methods. 
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This anatomical information confirms the identity of this sequence as encoding 
a tachykinin precursor and allows a regional analysis of the changes that occur 
as a result of pharmacological manipulation. 

The antipsychotic efficacy of haloperidol, as well as the development of side 
effects during chronic treatment, are most likely due to its primary action as a 
dopamine (DA) receptor antagonist in the central nervous system. 76 DA-con­
taining perikarya in the substantia nigra project to the striatum and impinge upon, 
among others, SP- and ENK-containing neurons. 77 SP-containing neurons in the 
striatum project, in tum, back to the substantia nigra. This reciprocal anatomical 
arrangement suggests an involvement of both SP and dopamine in regulating 
basal ganglia function. ENK-containing neurons in the striatum project primarily 
to the globus pallidus. We sought to extend previous studies78 that determined 
specific changes in neuropeptide levels after pharmacological manipulation of the 
DA receptor. Of particular interest was striatal tachykinin and ENK mRNAs 
levels after blockade of the DA receptor with haloperidol. Chronic administration 
of haloperidol to rats causes a 40% reduction in the concentration of SP-peptide 
in the substantia nigra and a 200% increase in ENK in the globus pallidus. These 
changes develop gradually during the first week of haloperidol administration. 79 

The hypothesis tested here is whether the DA-receptor-mediated, haloperidol­
induced reduction of SP-peptide levels and the elevation of ENK-peptide levels 
are the result of a bidirectional change in the mRNA levels from the same 
pharmacological input. We found an mRNA reduction of tachykinin mRNA and 
an elevation of ENK mRNA in the striatum, which indicates that these two 
neuropeptide genes are under a reciprocal control that is responsive to blockade 
by DA receptor antagonists. Interestingly, the changes found in the mRNA 
levels are reversible upon removal of the drug. Moreover, we utilized in situ 
hybridization histochemistry to evaluate the anatomical distribution of the halo­
peridol-induced changes in these neuropeptide mRNA levels. 

The decrease in tachykinin mRNA was uniformly distributed in the striatum 
when the autoradiographic signal from the in situ hybridization results were 
analyzed. Although the increase in ENK mRNA was uniformly increased in the 
striatum, it was more pronounced in the dorsal portion. The effect of chronic 
haloperidol treatment was regionally specific, since no effect on ENK or tachyki­
nin mRNA levels in other brain regions was observed. 73 Although haloperidol 
induced the changes in both mRNA levels, it could potentially have been due to 
an action of haloperidol that did not involve dopamine receptors; coadministration 
of apomorphine, a DA receptor agonist, prevented the decrease in tachykinin 
mRNA. Another experimental manipulation that chronically reduces DA neuro­
transmission in the striatum is the unilateral destruction of substantia nigra DA 
cells with 6-hydroxydopamine. Such lesions result in a significant elevation of 
striatal ENK mRNA on the ipsilateral side when compared with the contralateral 
side, since no DA input is being received on the ipsilateral side (Figure 1.9A). 
Moreover, these results focus attention on the sequelae of molecular events 
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secondary to chronic interruption of DA-mediated neurotransmission to under­
stand mechanisms of how neurotransmission influences postsynaptic neuropep­
tide gene expression. These results could have a significant effect in understanding 
the long-term usage of antipsychotic drugs in the treatment of schizophrenia and 
are examples of using molecular biological tools to increase our ability to obtain 
information on biological systems. 

1.6. Unraveling the Molecular Biology of Disease 

Molecular genetic procedures are having an impact on our understanding of 
human diseases. Already the molecular genetic defect of a number of disorders 
has been identified. These include oncogenes in cancer,80 Huntington's chorea,8l 
Duchenne muscular dystrophy, 82 cystic fibrosis, 83 atherosclerotic factors, 84 neuro­
fibromatosis,85 and possibly even affective disorders. 86 This new information on 
the precise defect in these problems will, it is hoped, lead to effective treatments 
(or prevention) in the near future where no hope realistically existed before. One 
example is Alzheimer's disease, which may affect as much as 20 percent of the 
population over 80 years of age, yet only a pathological description of the neuronal 
abnormalities has existed since it was first described in 1907. 87 

Alzheimer's disease is a form of dementia marked by progressive intellectual 
deterioration without focal, motor, or sensory signs. 88 Definitive diagnosis of the 
disease is often difficult, since many other disorders and neurological deficits are 
also accompanied by cognitive loss; however, three characteristic histopathologi­
cal structures are present in the brains of Alzheimer's patients: neurofibrillary 
tangles, neuritic plaques, and cerebrovascular plaques. Neuritic and cerebrovas­
cular plaques are found in highest concentration in the hippocampus and the 
neocortex and result from a pathological deposition of a fragment of the recently 
discovered amyloid precursor protein(s) (APP). The hallmark pathology of the 
disease is currently identified with standard stains; however, recent studies have 
shown that plaque formation is one of the earliest events in the progression of 
the disease. 89. 90 Moreover, a significant correlation exists between the number of 
neuritic plaques and neurofibrillary tangles and the clinical severity of 
dementia;9l.92 the most serious cognitive deficits are correlated with the greatest 
number of plaques. These observations underscore the importance of recent 
efforts to define plaque composition and the mechanism(s) of plaque generation. 

Although the etiology of the disease is unknown, researchers have made major 
advances in the last few years in understanding the disease by using a molecular 
biological approach, particularly in understanding the composition of the charac­
teristic amyloid plaques. It is worth noting that in some cases the disease appears 
inherited (familial), whereas in others no family linkage is known. Studies of the 
familial Alzheimer's disease with molecular genetic techniques has identified 
an apparent genetic defect (on chromosome 21) through linkage analysis of 
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chromosomes from these family members (those with and without the symp­
toms).93 Linkage studies use specific DNA markers for various regions of each 
of the chromosomes, and these are then hybridized to restriction-enzyme-digested 
DNA from each patient. If a defect is "linked," it can be identified by studying 
the DNA fragment pattern after cutting with specific restriction enzymes. If a 
certain pattern shows up with a unique probe and restriction enzyme (called a 
restriction fragment length polymorphism, RFLP) in the afflicted group and not 
in the "normal," a linkage to the disease is found. Note that the chromosome 
markers, even though the RFLP might be associated with the "linkage" through 
transmission, might be millions of nucleotides away from the actual defect; 
thus, it is necessary to "walk" the chromosome to find the specific mutation, a 
potentially difficult task. Moreover, studies utilizing human pedigrees are difficult 
owing to the limited generations available for sampling. For example, further 
studies performed with DNA from additional Alzheimer's disease families indi­
cate that the pathology might not be localized to a single, homogeneous genetic 
defect. 94 

While these genetic studies were being performed, a parallel approach in some 
laboratories was to try to analyze the pathological marker: amyloid plaques which 
are the molecular components characteristic of the disease. After the initial 
isolation and purification of amyloid plaques isolated from an Alzheimer's­
diseased brain, a peptide fragment (called ,B-amyloid) has been shown to be the 
major constituent of the pathological plaques. 95-98 Glenner and Wong isolated, 
from the insoluble birefringent core of cerebrovascular plaques, a 4,200 Da 
peptide that was sequenced and shown to be a peptide of about 36 amino acids, 
a previously unknown sequence. 95 It was obvious that this insoluble peptide was 
derived as a fragment of a larger protein. Analysis of additional peptides isolated 
from neuritic plaques from Alzheimer's and Down's syndrome patients was 
performed (older Down's syndrome patients also develop progressive dementia 
and plaque formation quite similar to that associated with Alzheimer's disease99), 
and these additionally isolated peptides were found to contain a similar amino 
acid sequence. % 

The amino acid sequence of the ,B-amyloid peptide has enabled researchers to 
use standard recombinant DNA procedures to identify a larger protein that con­
tains this peptide sequence by isolating cDNA clones that encode the mRNA for 
a precursor protein (APP). 93. 100-102 It became obvious in the analysis of the mRNA 
encoding APP that it was not unique to Alzheimer's disease (see Figure 1.10) 
but was a protein that played a role in normal cellular function, since it had a 
wide tissue distribution and was conserved across species.101. 103 Thus, in the 
disease state it is believed that APP (or a peptide fragment) is inappropriately 
processed and deposited as part of plaques in neuronal tissue. Recent studies have 
supported this proposal in that the ,B-peptide is apparently not derived by normal 
processing. 104 The availability of cDNA clones and antibodies raised against the 
predicted amino acid sequence have facilitated major advances in describing the 
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Figure 1.10. X-Ray film autoradiography demonstrating the location of the APP precur­
sor mRNA in normal rat brain. 

structure of the APP molecule and its possible function(s). For example, it has 
been recently demonstrated that more than one form of mRNA is expressed for 
APP, and these additional transcripts can be derived through alternate processing 
of the precursor mRNA.lOs-J07 Based on these cloned cDNA sequences for APP, 
the amino acid sequences of each of the protein molecules can be predicted from 
the coding region of the mRNA. While all three forms contain sequences identical 
to the ,B-peptide, it is interesting that two of the forms use an additional, common 
exon to encode an amino acid sequence of Kunitz-type protease inhibitors. It has 
been shown that APP is glycosylated in a stepwise fashion, 108 can be phosphory­
lated,l09 and is highly susceptible to certain proteases. 110 Most exciting was the 
report that the APP gene was located on chromosome 21,101 the same one reported 
from the linkage analysis of familial Alzheimer's disease. Further research indi­
cated that the locations within the chromosome were not the same for the APP 
gene and the inherited form. Interestingly, a mutation has been found in the APP 
gene for a few inherited forms of the disease. III 

Using molecular genetic techniques to obtain the cDNA for the precursor 
protein for the amyloid plaques found in Alzheimer's disease has facilitated 
studies aimed at understanding how this protein might function normally and 
malfunction in the disease state. To study APP(s), antibodies have been developed 
based on the predicted amino acid sequence that can detect APP on Western blots 
of tissue extracts or in tissue sections with immunocytochemical procedures. For 
example, Card et aI., using an antibody that would detect all three forms of APP, 
were able to map the overall distribution of APP in normal rat brain , 112 and Siman 
et al. were able to detect the "induction" of APP in reactive astroctyes following 
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neuronal damage. I I3 The ability to localize and detect APP in neuronal function 
has increased dramatically with the use of antibodies directed at specific but 
different portions of the APP molecule and by in situ hybridization techniques in 
order to understand its function in normal tissue, as well as the aberrant processing 
that might lead to plaque deposition. Thus, the evidence is accumulating on the 
complex nature of the APP molecules, 114. 115 and the opportunity exists now to 
fully understand the biosynthetic and posttranslational events as well as the 
proteolytic processing that leads to various bioactive fragments. Although the 
function of APP is not known, it appears that APP or specific fragments of the 
APP molecule may play various roles in cellular growth and neuronal develop­
ment such as occurs for a homologue identified in Drosophila. 116 Characteriza­
tions in some cases have led to an identification of APP fragments that may 
be related to (or even identical to) other previously known molecules such as 
nexin-II ll7 or coagulation factor XIa inhibitor" 8 or a heparin binding protein. 119 

Thus, the identification from cDNA cloning of the predicted amino acid se­
quence corresponding to the three forms of APP allows the creation of specific 
cDNA and antibody tools for studying the genomic location and its functional 
regulation and disposition in the context of both normal cellular function and 
under experimental conditions. Moreover, it is hoped that its role in the disease 
process, whether it be a direct or indirect effect, will be forthcoming, since 
the suspected abnormal breakdown of APP into the characteristic plaques may 
accompany (or even cause) the disease process. The major interest is in determin­
ing a cause and effect relationship, if one exists, for Alzheimer's disease, and 
after 80 years, molecular biology may have opened the door, albeit only a little, 
to understanding this disease. 

1. 7. Summary and Future Prospects 

The impact of molecular genetic approaches on biological research has been 
tremendous. In neurobiology, benefits from this technology range from the basic 
information of gene families and protein structure, which allows both a prediction 
of the amino acid sequence for understanding function and for use in the genera­
tion of specific antibodies, to the design of complementary probes for mRNA 
analysis to study events in gene regulation. The development of in situ hybridiza­
tion histochemistry has had a particularly profound influence in neurobiology 
because of the anatomical complexity and chemical diversity of the nervous 
system. These tools allow detection of changes in specific mRNA levels in 
discrete brain regions or single neurons following experimental manipulation. 
Although significant progress and insight has already been achieved in understand­
ing the regulation of neuropeptide mRNAs, many studies have been aimed at 
confirming and extending information previously suspected from immunocyto­
chemical data. New procedures are expected to provide further insights into the 
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specific mechanisms of how neurotransmitter regulation is affected by synaptic 
activity. For example, a very exciting recent report demonstrated the ability to 
detect by in situ hybridization the unprocessed complex RNA (containing both 
exons and introns) in the nucleus with an intron specific probe; 120 these RNA 
molecules exist immediately after transcription of the gene. This finding suggests 
that transcriptional activity can be detected in individual cells with in situ hybrid­
ization histochemistry, and serves as the next logical extension of the previous 
studies of steady-state cytoplasmic RNA levels. Moreover, these in situ hybridiza­
tion histochemistry procedures will lend themselves directly to studying receptor 
and enzymatic regulation at the cellular level as well. 

The continual infusion of molecular genetic technologies into all scientific 
disciplines promises to have a significant impact on answering fundamental 
biological questions. Some of these approaches have been initiated and include 
nuclear run-on assays to study actual gene transcriptional rates, 121 DNA hypersen­
sitivity sites to determine potential regulatory regions on genes,122 determining 
domains (cis regions) within each gene that are "receptors" for DNA binding 
proteins that control gene function (transacting factors),123 the powerful DNA 
amplification procedures, 124 and in the diagnosis of genetically based disorders. 
Particular attention should be paid to the gene amplification procedures (PCR)124 
since these powerful techniques are improving many of the basic cloning methods. 
Their application in the context of development, neurotransmitter actions, aging, 
disease, and control of specific phenotypic expression at the individual neuron­
cell will lead to a better understanding of the system complexities and, certainly, 
pose new fundamental questions on its plasticity. 

One of the newer and more powerful techniques aimed at understanding the 
function of specific proteins in the context of biology is the creation of transgenic 
animals. 125 In these animals a gene of interest is inserted into a fertilized oocyte 
and the resultant offspring possess the new gene, the expression of which is under 
experimental control. These studies should allow determinations of gene function 
and malfunction in certain experimental conditions or diseases, since it is possible 
to observe the effects of a gene in a controlled whole-animal setting. The addition 
of a whole new array of techniques to the traditional interdisciplinary study of 
biological problems promises a bright future in our quest for understanding 
cellular and system function. 

Acknowledgments 

The comments and suggestions offered during the preparation of this manuscript 
by Bob Manning, Leslie Logue, Chris Reid, and Dan Tyrrell are greatly appreci­
ated. I would also like to further acknowledge my collaborators during many of 
the referenced experiments: J. Angulo, R. Arentzen, F. Baldino, B. Burkhart, J. 
Card, G. Christoph, R. Krause, R. Lampe, B. Lampe, M. Lewis, R. Manning, 
R. Meade, R. Nelson, and R. Siman. 



30 / L. G. Davis 

References 

I. Watson, J.D., Hopkins, N.H., Roberts, 1.W., Steitz, J.A., and Weiner, A.M. 
1987. Molecular biology of the gene. 4th ed. 2 vols. Menlo Park, Calif: Benjamin 
Cummings. 

2. Darnell, 1., Lodish, H., and Baltimore, D. 1986. Molecular cell biology. New York: 
Scientific American Books. 

3. Alberts, B., Bray, D., Lewis, 1., Raff, M., Roberts, K., and Watson, J.D. 1989. 
Molecular biology of the cell. New York: Garland. 

4. Davis, L.G., Dibner, M.D., and Battey, 1.F. 1986. Basic methods in molecular 
biology. New York: Elsevier. 

5. Maniatis, T., Fritsch, E.F., and Sambrook, 1. 1982. Molecular cloning: A laboratory 
manual. Cold Spring Harbor, N.Y.: Cold Spring Harbor Laboratory Press. 

6. Sambrook, J., Fritsch, E.F., and Maniatis, T. 1989. Molecular cloning: A laboratory 
manual. 2d ed. Cold Spring Harbor, N.Y.: Cold Spring Harbor Laboratory Press. 

7. Ausubel, F.M., Brent, R., Kingston, R.E., Moore, D.O., Smith, 1 .A., Seidman, 
J .G., and Struhl, K., eds. 1988. Current protocols in molecular biology. New York: 
Greene, Wiley-Interscience. 

8. Crick, F.H.C. 1958. On protein synthesis. Symp. Soc. Exp. Bioi. 12:138-163. 

9. Watson, 1.0. 1970. Molecular biology of the gene, New York: W.A. Benjamin. 

10. Cohen, S.N., Chang, A.C.Y., Boyer, H.W., and Helling, R.B. 1973. Construction 
of biologically functional bacterial plasmids in vitro. Proc Natl. Acad. Sci. U. S. A. 
70:3240-3244. 

11. Ingraham, 1.L., Low, K.B., Magasanik, B., Schaechter, M., and Umbarger, H.E., 
eds. 1987. Escherichia coli and Salmonella typhimurium: Cellular and molecular 
biology. In particular, pp. 1169-1178. Washington, D.C.: American Society for 
Microbiology. 

12. Smith, H.O., and Wilcox, K.W. 1970. A restriction enzyme from Hemophilus 
injluenzae. 1. Purification and general properties. J. Mol. Bioi. 51:379-391. 

13. Watson, J.D., and Crick, F.H. C. 1953. Molecular structure of nucleic acids: A 
structure for deoxyribonucleic acid. Nature (London) 171 :737-738. 

14. Southern, E.M. 1975. Detection of specific sequences among DNA fragments 
separated by gel electrophoresis. J. Mol. Bioi. 98:503-517. 

15. Mertz, J .E., and Davis, R. W. 1972. Cleavage of DNA by RIrestriction endonuclease 
generates cohesive ends. Proc. Natl. Acad. Sci. U.S.A. 69:3370-3374. 

16. lackson, D.A., Symons, R.H., and Berg, P. 1972. Biochemical method for inserting 
new genetic information into DNA of simian virus 40: Circular SV 40 DNA molecules 
containing lambda phage genes and the galactose operon of E. coli. Proc. Natl. 
Acad. Sci. U.S.A. 69:2904-2909. 

17. Blattner, F.R., Williams, B.G., Blechl, A.E., Denniston-Thompson, K., Faber, 
H.E., Furlong, L.A., et al. 1977. Charon phages: Safer derivatives of bacteriophage 
lambda for DNA cloning. Science 196: 161-169. 



Background to Recombinant DNA Technology / 31 

18. Chirgwin, 1.M., Przybyla, A.E., MacDonald, R.1., and Rutter, W.1. 1979. Isolation 
of biologically active ribonucleic acid from sources rich in ribonuclease. Biochemis­
try 18:5294-5299. 

19. Darnell, 1.E., Wall, R., and Tushinski, R.1. 1971. An adenylic acid-rich sequence 
in messenger RNA of He La cells and its possible relationship to reiterated sites in 
DNA. Proc. Natl. Acad. Sci. U.S.A. 68:1321-1325. 

20. Aviv, H., and Leder, P. 1972. Purification of biologically active globin messenger 
RNA by chromatography on oligothymidylic acid-cellulose. Proc. Natl. Acad. Sci. 
U.S.A. 69:1408-1412. 

21. Okayama, H., and Berg, P. 1982. High efficiency cloning of full length cDNA. 
Mol. Cell Bioi. 2:161-170. 

22. Young, R.A., and Davis, R. W. 1983. Efficient isolation of genes by using antibody 
probes. Proc. Natl. Acad. Sci. U.S.A. 80:1194-1198. 

23. Bolivar, F., Rodriques, R.L., Greene, P.l., Betlach, M.e., Heyneker, H.L., Boyer, 
H. W., Crosa, 1., and Falkow, S. 1977. Construction and characterization of new 
cloning vehicles. II. A multi-purpose cloning system. Gene 2:95-113. 

24. Sutcliffe, 1.G. 1978. Nucleotide sequence of the ampicillin resistance gene of 
Escherichia coli plasmid pBR322. Proc. Natl. Acad. Sci. U.S.A. 75:3737-3741. 

25. Mandel, M., and Higa, A. 1970. Calcium-dependent bacteriophage DNA infection. 
1. Mol. Bioi. 53:159-162. 

26. Vieira, 1., and Messing, 1. 1982. The pUC plasmids, an Ml3mp7-derived system 
for insertion mutagenesis and sequencing with synthetic primers. Gene 19:259-265. 

27. Barnard, E.A. 1986. Application of molecular biology to receptors. In Innovative 
approaches in drug research. A.F. Harms, ed. Amsterdam: Elsevier. 

28. Sanger, F., Nicklen, S., and Coulson, A.R. 1977. DNA sequencing using chain­
terminating inhibitors. Proc. Natl. Acad. Sci. U.S.A. 74:5463-5467. 

29. Sanger, F., Coulson, A.R., Barrell, B.G., Smith, A.l.H., and Roe, B.A. 1980. 
Cloning in single-stranded bacteriophage as an aid to rapid DNA sequencing. 1. 
Mol. Bioi. 143:161-178. 

30. Zagursky, R.l., Baumeister, K., Lomax, N., and Berman, M.L. 1985. Rapid and 
easy sequencing of large linear double-stranded DNA and supercoiled plasmid DNA. 
Gene Anal. Technol. 2:89-94. 

31. Shen, L.P., Pictet, R.L., and Rutter, W.1. 1982. Human somatostatin I: Sequence 
of the cDNA. Proc. Natl. Acad. Sci. U.S.A. 79:4575-4579. 

32. Whitfeld, P.L., Seeburg, P.H., and Shine, 1. 1982. The human pro-opiomelanocor­
tin gene: Organization, sequence, and interspersion with repetitive DNA. DNA 
1:133-143. 

33. Land, H., Schutz, G., Schmale, H., and Richter, D. 1982. Nucleotide sequence of 
cloned cDNA encoding bovine arginine vasopressin-neurophysin II precursor. Na­
ture (London) 295:298-303. 

34. Land, H., Grez, M., Ruppert, S., Schmale, H., Rehbein, M., Richter, D., and 



32 / L. G. Davis 

Schutz, G. 1983. Deduced amino acid sequence from the bovine oxytocin-neurophy­
sin I precursor cDNA. Nature (London) 302:342-344. 

35. Comb, M., Seeburg, P.H., Adelman, J., Eiden, L., and Herbert, E. 1982. Primary 
structure of the human Met- and Leu-enkephalin precursor and its mRNA. Nature 
(London) 295:663-666. 

36. Grima, B., Lamouroux, A., Blanot, F., Biguet, N.F., and Mallet, J. 1985. Complete 
coding sequence of rat tyrosine hydroxylase mRNA. Proc. Natl Acad. Sci. U.S.A. 
82:617-621. 

37. Joh, E.E., Suh, Y .H., and Joh, T .H. 1986. Complete nucleotide and deduced amino 
acid sequence of bovine phenlethanolamine N-methyltransferase: Partial amino acid 
homology with rat tyrosine hydroxylase. Proc. Natl. Acad. Sci. U.S.A. 83:5454-
5458. 

38. Lee, D.C., Carmichael, D.F., Krebs, E.G., and McKnight, G.S. 1983. Isolation of 
a cDNA clone for the type I regulatory subunit of bovine cAMP-dependent protein 
kinase. Proc. Natl. Acad. Sci. U.S.A. 80:3608-3612. 

39. Mishina, M., Kurosaki, T., Tobimatsu, T., Morimoto, Y., Noda, M., Yamamoto, 
T., et al. 1984. Expression offunctional acetylcholine receptor from cloned cDNAs. 
Nature (London) 307:604-608. 

40. Kobilka, B.K., Dixon, R.A.F., Frielle, T., Dohlman, H.G., Bolanowski, M.A., 
Sigal, I.S., et al. 1987. cDNA for the human b2-adrenergic receptor: A protein with 
multiple membrane-spanning domains and encoded by a gene whose chromosomal 
location is shared with that of the receptor for platelet-derived growth factor. Proc. 
Natl. Acad. Sci. U.S.A. 84:46-50. 

41. Schofield, P.R., Darlison, M.G., Fujita, N., Burt, D.R., Stephenson, F.A., Rodri­
quez, H., et al. 1987. Sequence and functional expression of the GABA-a receptor 
shows a ligand-gated receptor super-family. Nature (London) 328:221-227. 

42. Masu, Y., Nakayama, K., Tamaki, H., Harada, Y., Kuno, M., and Nakanishi, S. 
1987. cDNA cloning of bovine substance-K receptor through oocyte expression 
system. Nature (London) 329:836-838. 

43. Sokoloff, P., Giros, B., Martes, M.P., Bouthenet, M.L., and Schwartz, LC. 1990. 
Molecular cloning and characterization of a novel dopamine receptor as a target for 
neuroleptics. Nature (London) 347:146-151. 

44. Noda, M., Shimizu, S., Tanabe, T., Takai, T., Kayano, T., Ikeda, T., et al. 1984. 
Primary structure of Electrophorus electricus sodium channel deduced from cDNA 
sequence. Nature (London) 312:121-127. 

45. Tanabe, T., Takeshima, H., Mikami, A., Flockerzi, Y., Takahashi, H., and Kan­
gawa, K., et al. 1987. Primary structure of the receptor for calcium channel blockers 
from skeletal muscle. Nature (London) 328:313-318. 

46. Ruppert, S., Scherer, G., and Schutz, G. 1984. Recent conversion involving bovine 
vasopressin and oxytocin precursor genes suggested by nucleotide sequence. Nature 
(London) 308:554-557. 

47. Drouin, J., and Goodman, H.M. 1980. Most of the coding region of rat ACTH/b­
LPH precursor gene lacks intervening sequences. Nature (London) 288:610-612. 



Background to Recombinant DNA Technology I 33 

48. Horikawa, S., Takai, T., Toyosato, M., Takahashi, H., Noda, M., Kadidani, H., 
et al. 1983. Isolation and structural organization of human preproenkephalin B gene. 
Nature (London) 306:611-614. 

49. Civelli, 0., Douglas, 1., Goldstein, A., and Herbert, E. 1985. Sequence and 
expression of the rat prodynorphin gene. Proc. Natl. Acad. Sci. U.S.A. 82:4291-
4295. 

50. Amara, S.G., lonas, V., Rosenfeld, M.G., Ong, E.S., and Evans, R.M. 1982. 
Alternative RNA processing in calcitonin gene expression generates mRNAs encod­
ing different polypeptide products. Nature (London) 298:240-244. 

51. Rosenfeld, M.G., Mermod, 1.1., Amara, S.G., Swanson, L.W., Sawchenko, P.E., 
Rivier, 1., Vale, W.W., and Evans, R.M. 1983. Production of a novel neuropeptide 
encoded by the calcitonin gene via tissue-specific RNA processing. Nature (London) 
304:129-135. 

52. Nawa, H., Hirose, T., Takashima, H., Inayama, S., and Nakanishi, S. 1983. 
Nucleotide sequences of cloned cDNAs for two types of bovine brain substance P 
precursor. Nature (London) 306:32-36. 

53. Gee, CE., Chen, CC, Roberts, 1.L., Thompson, R., and Watson, S.l. 1983. 
Identification of proopiomelanocortin neurones in rat hypothalamus by in situ cDNA­
mRNA hybridization. Nature (London) 306:374-376. 

54. Watson, S.l., Albala, A.A., Berger, P., and Akil, H. 1983. Peptides and psychiatry. 
In Brain peptides. D.T. Krieger, M.l. Brownstein, andl.B. Martin, eds. New York: 
Wiley-Interscience. pp. 359-368. 

55. Alwine, 1.C., Kemp, 0.1., and Stark, G.R. 1977. Method for detection of specific 
RNAs in agarose gels by transfer to diazobenzyloxymethyl-paper and hybridization 
with DNA probes. Proc. Natl. Acad. Sci. U.S.A. 74:5350-5354. 

56. Schachter, B.S., Johnson, L.K., Baxter, J.D., and Roberts, J.L. 1982. Differential 
regulation of propiomelanocortin mRNA levels in the anterior and intermediate lobes 
of the rat pituitary. Endocrinology 110: 1442-1444. 

57. Birnberg, N.C, Lissitzky, 1 .C., Hinman, M., and Herbert, E. 1983. Glucocorticoids 
regulate proopiomelanocortin gene expression in vivo at the levels of transcription 
and secretion. Proc. Natl. Acad. Sci. U.S.A. 80:6982-6986. 

58. Briggs, M.R., Kadonaga, 1.T., Bell, S.P., and Tjian, R. 1986. Purification and 
biochemical characterization of the promoter specific transcription factor, Sp 1. 
Science 234:47-52. 

59. Schmitt, F.O., Bird, S.1., and Bloom, F.E., eds. 1982. Molecular genetic neurosci­
ence. New York: Raven. 

60. LaGamma, E.F., White, 1.0., Adler, 1.E., Krause, LE., McKelvy, J.F., and Black, 
LB. 1985. Depolarization regulates adrenal preproenkephalin mRNA. Proc. Natl. 
Acad. Sci. U.S.A. 82:8252-8255. 

61. Kley, N., Loeffler, 1.P., Pittius, CW., and Hollt, V. 1986. Proenkephalin A gene 
expression in bovine adrenal chromaffin cells is regulated by changes in electrical 
activity. EMBO 1. 5:967-970. 

62. Gee, CE., and Roberts, 1.L. 1983. Laboratory methods: In situ hybridization 



34 I L. G. Davis 

histochemistry-a technique for the study of gene expression in single cells. DNA 
2:157-163. 

63. Davis, L.G., Arentzen, R., Reid, 1.M., Manning, R.W., Wolfson, B., Lawrence, 
K.L., and Baldino, F. 1986. Glucocorticoid sensitivity of vasopressin mRNA levels 
in the paraventricular nucleus of the rat. Proc. Natl. Acad. Sci. U.S.A. 83: 1145-
1149. 

64. Angulo, 1.A., Davis, L.G., Burkhart, B.A., and Christoph, G.R. 1986. Reduction 
of striatal dopaminergic neurotransmission elevates striatal proenkephalin mRNA. 
Eur. J. Pharm. 130:341-343. 

65. Lewis, M.E., Sherman, T.G., Burke, S., Akil, H., Davis, L.G., Arentzen, R., and 
Watson, S.l. 1986. Detection of proopiomelanocortin mRNA by in situ hybridization 
with an oligonucleotide probe. Proc. Natl. Acad. Sci. U.S.A. 83:5419-5423. 

66. Uhl, G.R., Evans, 1., Parta, M., Walworth, C., Hill, K., Sasek, c., et al. 1986. 
Vasopressin and somatostatin mRNA in situ hybridization. In situ hybridization in 
brain. G. Uhl, ed. New York: Plenum. pp. 21-47. 

67. Ingram, S.M., Krause, R.G., Baldino, F., Skeen, L.C., and Lewis, M.E. 1989. 
Neuronal localization of cholecystokinin mRNA in the rat brain by using in situ 
hybridization histochemistry. J. Compo Neurol. 287:260--272. 

68. Roberts-Lewis, 1.M., Cimino, M., Krause, R.G., Tyrrell, D.F., Davis, L.G., 
Weiss, B., and Lewis, M.E. 1990. Anatomical localization of calmodulin mRNA 
in the rat brain with cloned and synthetic oligonucleotide probes. Synapse 5:247-
254. 

69. McCabe, 1.T., Morrell, J.I., and Pfaff, D.W. 1986. In situ hybridization as a 
quantitative autoradiographic method: Vasopressin and oxytocin gene transcription 
in the Brattleboro rat. In In situ hybridization in brain. (G. Uhl, ed. New York: 
Plenum. Pp. 73-95. 

70. McAllister, L.B., Scheller, R.H., Kandel, E.R., and Axel, R. 1983. In situ hybrid­
ization to study the origin and fate of identified neurons. Science 222:800--808. 

71. Chang, M.M., Leaman, S.E., and Niall, H.D. 1971. Amino acid sequence of 
substance P. Nature New Bioi. (London) 232:86--87. 

72. Nawa, H., Kotani, H., and Nakanishi S. 1984. Tissue-specific generation of two 
preprotachykinin mRNAs from one gene by alternative RNA splicing. Nature (Lon­
don) 312:729-734. 

73. Angulo, J.A., Christoph, G.R., Manning, R.W., Burkhart, B.A., and Davis, L.G. 
1987. Reduction of dopamine receptor activity differentially alters striatal neuropep­
tide mRNA levels. In Molecular mechanisms of neuronal responsiveness. Adv. in 
Exp. Med. Series. Y.H. Ehrlich, R.H. Lenox, E. Kornecki, and W.O. Berry, eds. 
New York: Plenum. Pp. 385-391. 

74. Krause, I.E., Chirgwin, 1.M., Carter, M.S., Xu, Z.S., and Hershey, A.D. 1987. 
Three rat preprotachykinin mRNAs encode the neuropeptides substance P and Neuro­
kinin A. Proc. Natl. Acad. Sci. U.S.A. 84:881-885. 

75. Angulo, J.A., Davis, L.G., Burkhart, B., and Christoph, G.R. 1987. Chronic 
neuroleptic administration reduces striatal substance P-mRNA and the localization 



Background to Recombinant DNA Technology I 35 

of SP-mRNA in rat brain by in situ hybridization. In Substance P and neurokinins. 
1.L. Henry et aI., eds. New York: Springer-Verlag. Pp. 37-39. 

76. Kebabian, 1.W., and CaIne, D.B. 1979. Multiple receptors for dopamine. Nature 
(London) 277:93-96. 

77. Kandel, E.R., and Schwartz, 1.H. 1988. Principles of neural science. 2d ed. New 
York: Elsevier. 

78. Hong, 1.S., Yong, H.Y., and Costa, E. 1978. Substance P content of substantia 
nigra after chronic treatment with antischizophrenic drugs. Neuropharmacology 
17:83-85. 

79. Bannon, M.l., Lee, 1.M., Giraud, P., Young, A., Affolter, H.U., and Bonner, T.I. 
1986. Dopamine antagonist haloperidol decreases substance P, substance K and 
preprotachykinin mRNAs in rat striatonigral neurons. J. Bioi. Chem. 261:6640-
6644. 

80. Bishop, 1.M. 1983. Cellular oncogenes and retroviruses. Annu. Rev. Biochem. 
52:301-354. 

81. Gilliam, T.e., Tanzi, R.E., Haines, 1.L., Bonner, T.I., Faryniarz, A.G., Hobbs, 
W.l., et al. 1987. Localization of the Huntington's disease gene to a small segment 
of chromosome 4 flanked by D4S 10 and the telemere. Cell 50:565-571. 

82. Monaco, A.P., Neve, R.L., Colletti-Feener, c., Bertelson, C.l., Kumit, D.M., and 
Kunkel, L.M. 1986. Isolation of candidate cDNAs for portions of the Duchenne 
muscular dystrophy gene. Nature (London) 323:646-650. 

83. Riordan, 1.R., Rommens, 1.M., Kerem, B.-S., Alon, N., Rozmahel, R., Grzelczak, 
Z., et al. 1989. Identification of the cystic fibrosis gene: cloning and characterization 
of the eDNA. Science 245:1066-1073. 

84. Young, S.G., Hubl, S.T., and Chappell, D.A. 1989. Familial hypobetalipoproteine­
mia associated with a mutant species of apolipoprotein B. N. Engl. J. Med. 
320: 1604-1610. 

85. Seizinger, B.R., Houleau, G.A., Ozelius, L.l., Lane, A.H., Faryniarz, A.G., Chao, 
M.V., Huson, S. et al. 1987. Genetic linkage of von Recklinghausen neurofibro­
matosis to the nerve growth factor receptor gene. Cell 49:589-594. 

86. Hodgkinson, S., Sherrington, R., Gurling, H., Marchbanks, R., Reeders, S., Mallet, 
1., et al. 1987. Molecular genetic evidence for heterogeneity in manic depression. 
Nature (London) 325:805-806. 

87. Alzheimer, A. (1907). Uber eine eigenartige Erkrankung der Himrinde. AUg. Z 
Psychiat.64:146-148. 

88. Katzman, R. 1986. Alzheimer's disease. The New England Journal of Medicine 
314:964-973. 

89. Terry, R.D., Hansen, L.A., DeTeresa, R., Davies, P., Tobias, H., and Katzman, 
R. 1987. Senile dementia ofthe Alzheimer's type without neocortical neurofibrillary 
tangles. J. Neuropathol. Exp. Neurol. 46:262-268. 

90. Wisniewski, H.M., Rabe, A., and Wisniewski, K.E. 1988. Banbury report. P. 
Davies and C. Finch, eds. Cold Spring Harbor, N.Y.: Cold Spring Harbor Labora­
tory. Pp. 1-26. 



36 I L. G. Davis 

91. Roth, M., Tomlinson, B.E., and Blessed, G. 1966. Correlation between scores for 
dementia and counts of "senile plaques" in cerebral grey matter of elderly subjects. 
Nature (London) 50:109-110. 

92. Blessed, G., Tomlinson, B.E., and Roth, M. 1968. The association between quanti­
tative measures of dementia and of senila changes in the cerebral grey matter of 
elderly subjects. Br. 1. Psych. 114:797-805. 

93. St. George-Hyslop, P.H., Tanzi, R.E., Polinsky, R.1., Haines, 1.L., Nee, L., 
Watkins, P.C., et a!. 1987. The genetic defect causing familial Alzheimer's disease 
maps on chromosome 21. Science 238:885-890. 

94. St. George-Hyslop, P.H., Haines, J.L., Farrer, L.A., Polinsky, R., Van Broeckho­
ven, C., Goate, A., et a!. 1990. Genetic linkage studies suggest that Alzheimer's 
disease is not a single homogeneous disorder. Nature (London) 347: 194-197. 

95. Glenner, G.G., and Wong, C.W. 1984. Alzheimer's disease: Initial report on 
the purification and characterization of a novel cerebrovascular amyloid protein. 
Biochem. Biophys. Res. Commun. 122:885-890. 

96. Wong, C.W., Quaranta, V., and Glenner, G.G. 1985. Neuritic plaques and cerebro­
vascular amyloid in Alzheimer's disease are antigenetically related. Proc. Natl. 
Acad. Sci. U.S.A. 82:8729-8732. 

97. Masters, C.L., Simms, G., Weinman, N.A., Multhaup, G., MacDonald, B.L., and 
Beyreuther, K. 1985. Amyloid plaque core protein in Alzheimer's disease and Down 
syndrome. Proc. Natl. Acad. of Sci. U.S.A. 82:4245-4249. 

98. Selkoe, D.1., Ihara, Y., and Salazar, F.1. 1985. Alzheimer's disease: Insolubility 
of partially purified helical filaments in SDS and urea. Science 115:1243-1245. 

99. Ellis, W.G., McCulloch, 1.R., and Corley, c.L. 1974. Presenile dementia in Down's 
syndrome. Neurology 24:101-106. 

100. Kang, J., Lemaire, H.-G., Uterbeck, A., Salbaum, 1.M., Masters, C.L., Grzeschik, 
K.-H., et al. 1987. The precursor of Alzheimer's disease amyloid A4 protein 
resembles a cell-surface receptor. Nature (London) 325:733-736. 

101. Tanzi, R.E., Gusella, J.F., Watkins, P.C., Bruns, G.A. P., St. George-Hyslop, P., 
Van Keuren, M.L., eta!' 1987. Amyloid b protein gene: cDNA, mRNA distribution, 
and genetic linkage near the Alzheimer's locus. Science 235:880-884. 

102. Goldgaber, D., Lerman, M.I., McBride, O.W., Saffiotti, U., and Gajdusek, D.C. 
1987. Characterization and chromosomal localization of a cDNA encoding brain 
amyloid of Alzheimer's disease. Science 235:877-880. 

103. Manning, R.W., Reid, C.M., Lampe, R.A., and Davis, L.G. 1988. Identification 
in rodents and other species of an mRNA homologous to the human b-amyloid 
precursor. Mol. Brain Res. 3:293-298. 

104. Sisodia, S.S., Koo, E.H., Beyreuther, K., Unterbeck, A., and Price, D.L. 1990. 
Evidence that b-amyloid protein in Alzheimer's disease is not derived by normal 
processing. Science 248:492-495. 

105. Kitaguchi, N., Takahashi, Y., Tokushima, Y., Shiojiri, S., and Ito, H. 1988. Novel 
precursor of Alzheimer's disease amyloid protein shows protease inhibitory activity. 
Nature (London) 331 :530-532. 



Background to Recombinant DNA Technology / 37 

106. Tanzi, R.E., McClatchey, A.I., Lamperti, E.D., Villa-Komaroff, L., Gusella, 1.F., 
and Neve, R. L. 1988. Protease inhibitor domain encoded by an amyloid protein 
precursor mRNA associated with Alzheimer's disease. Nature (London) 331:528-
530. 

107. Ponte, P., Gonzalez-DeWhitt, P., Schilling, J., Miller, J., Hsu, D., Greenberg, B., 
Davis, K., et al. 1988. A new A4 amyloid mRNA contains a domain homologous 
to serine proteinase inhibitors. Nature (London) 331 :525-527. 

108. Weidemann, A., Konig, G., Bunke, D., Fischer, P., Salbaum, 1.M., Masters, c.L., 
and Beyreuther, K. 1989. Identification, biogenesis, and localization of precursors 
of Alzheimer's disease A4 amyloid protein. Cell 57:115-126. 

109. Gandy, S., Czemik, AJ., and Greengard, P. 1988. Phosphorylation of Alzheimer 
disease amyloid precursor peptide by protein kinase C and Ca2+ /calmodulin-depen­
dent protein kinase II. Proc. Natl. Acad. Sci. U.S.A. 85:6218-6222. 

110. Siman, R., Card, J.P., and Davis, L.G. 1990. Proteolytic processing of b-amyloid 
precursor by cal pain I. 1. Neurosci. 10:2400-2411. 

Ill. Goate, A., Chartier-Harlin, M., Mullan, M., Brown, J., Crawford, F., Fidani, L., 
Giuffra, L., Haynes, A., Irving, N., James, L., Mant, R., Newton, P., Rooke, K., 
Roques, P., Talbot, c., Pericak-Vance, M., Roses, A., Williamson, R., Rossor, 
M., Owen, M., and Hardy, J. 1991. Segregation of a missense mutation in the 
amyloid precursor protein gene with familiar Alzheimer's disease. Nature (London) 
349:704-706. 

112. Card, J.P., Meade, R.P., and Davis, L.G. 1988. Immunocytochemical localization 
of the precursor protein for b-amyloid in the rat central nervous system. Neuron 
1:835-846. 

113. Siman, R., Card, J.P., Nelson, R.B., and Davis, L.G. 1989. Expression of b­
amyloid precursor protein in reactive astrocytes following neuronal damage. Neuron 
3:275-285. 

114. Abraham, C.R., and Potter, H. 1989. Alzheimer's disease: Recent advances in 
understanding the brain amyloid deposits. Bio/Technology 7:147-153. 

115. Palmert, M.R., Podlisny, M.B., Witker, D.S., Oltersdorf, T., Youngkin, L.H., 
Selkoe, D.J., and Younkin, S.G. 1989. The b-amyloid protein precursor of Alzhei­
mer disease has soluble derivatives found in human brain and cerebrospinal fluid. 
Proc. Natl. Acad. Sci. U.S.A. 86:6338-6342. 

116. Rosen, D.R., Martin-Morris, L., Luo, L., and White, K. 1989. A Drosophila gene 
encoding a protein resembling the human b-amyloid protein precursor. Proc. Natl. 
Acad. Sci. U.S.A. 86:2478-2482. 

117. Van Nostrand, W.E., Wagner, S.L., Suzuki, M., Choi, B.H., Farrow, 1.S., Geddes, 
J.W., et al. 1989. Protease nexin-II, a potent antichymotrypsin, shows identity to 
amyloid b-protein precursor. Nature (London) 341 :546-549. 

118. Smith, R.P., Higuchi, D.A., and Broze, GJ. 1990. Platelet coagulation factor XI.­
inhibitor, a form of Alzheimer amyloid precursor protein, Science 248:1126-1128. 

119. Schubert, D., LaCorbiere, M., Saitoh, T., and Cole, G. 1989. Characterization of 



38 / L. G. Davis 

an amyloid b precursor protein that binds heparin and contains tyrosine sulfate. Proc. 
Natl. Acad. Sci. U.S.A. 86:2066--2069. 

120. Fremeau, R.T., and Roberts, J.L. 1986. Use of in situ hybridization histochemistry 
to analyze gene transcription in individual cells. In In situ hybridization in brain. 
G. Uhl, ed. New York: Plenum. pp. 193-202. 

121. Lindholm, D., Heumann, R., Hengerer, B., and Thoenen, H. 1988. Interleukin 1 
increases stability and transcription of mRNA encoding nerve growth factor in 
cultured rat fibroblasts. J. Bioi. Chern. 263:16348-16351. 

122. Crowder, C.M., and Merlie, J.P. 1986. DNase I-hypersensitive sites surround the 
mouse acetylcholine receptor d-subunit gene. Proc. Natl. Acad. Sci. U.S.A. 
83:8405-8409. 

123. Von der Ahe, D., Renoir, J.-M., Buchou, T., Baulieu, E.-E., and Beato, M. 1986. 
Receptors for glucocorticosteroid and progesterone recognize distinct features of a 
DNA regulatory element. Proc. Natl. Acad. Sci. U.S.A. 83:2817-2821. 

124. Erlich, H.A., ed. 1989. PCR technology: Principles and application for DNA 
amplification. New York: Stockton. 

125. Brinster, R.L., Chen, H.Y., Trumbauer, M.E., Yagle, M.K., and Palmiter, R.D. 
1985. Factors affecting the efficiency of introducing foreign DNA into mice by 
microinjecting eggs. Proc. Natl. Acad. Sci. U.S.A. 82:4438-4442. 



2 

Background to Monoclonal Antibodies 

Melvin E. Klegerman 

2.1. What Are Antibodies? 

Antibodies are the most important elements of what is known as the humoral 
immune system, which comprises soluble proteins that help to defend against 
foreign entities such as microorganisms and transformed (malignant) cells. The 
other major branch of the immune system is termed cell-mediated immunity 
(eMI) and denotes the actions of such cells as lymphocytes, macrophages, 
and granulocytes against foreign entities. The distinction between humoral and 
cellular immunity is somewhat artificial, however, since the two aspects are 
intimately interrelated. For instance, antibodies often function to trigger the 
destruction of target organisms by cells, and soluble proteins known as cytokines 
act as messengers between cells during the immune response. 

Antibodies belong to a group of serum proteins known as y-globulins, which 
is a designation based on the electrophoretic separation of these proteins. The y­
globulins migrate the farthest toward the cathode in an electric field and, therefore, 
are among the most positively charged of the serum proteins at physiologic pH. 
Of the electrophoretically separated serum protein fractions, y-globulins are 
second in abundance only to albumin, comprising about 25% of the total protein. 
Most y-globulins are immunoglobulins; an antibody, in tum, is an immunoglobu­
lin that binds specifically to a particular structural component (epitope) of an 
antigen, which can be almost any foreign compound. The antibody is generated 
naturally under conditions such as infection, or by immunizing an animal with a 
high-molecular-weight substance (macromolecule) that contains the epitope. 

2.2. Immunoglobulin Structure 

Immunoglobulins are glycoproteins containing 4-18% carbohydrate by weight. 
The structure of one kind of immunoglobulin, IgG, is shown schematically in 
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Figure 2.1. Schematic structure of an immunoglobulin G (lgG) molecule, showing the 
location of domains. C, constant region; H, heavy chain; L, light chain; V, variable region. 

Figure 2.1. An immunoglobulin subunit consists of a short polypeptide chain, 
the light chain (approximately 25,000 molecular weight), and a longer polypep­
tide chain, the heavy chain (approximately 50,000 molecular weight), covalently 
linked together by a single cystine disulfide bond. The immunoglobulin monomer 
consists of two subunits linked by two disulfide bonds. Three dimensionally, 
each chain consists of a series of globular domains, like a string of beads, each 
containing a single intrachain disulfide bond. The heavy chain usually consists 
of four domains and the light chain has two. 

The amino acid sequences of immunoglobulin molecules produced in animals 
vary greatly. The amino acid sequences of all immunoglobulin molecules pro­
duced by a single B-Iymphocyte are identical. For immunoglobulins synthesized 
by different B cells, the amino acid sequences of the first (amino-terminal) domain 
in each chain are usually very different; thus, these are known as variable domains 
and are responsible for the antibody's ability to bind to epitopes. Although the 
remaining portions of the immunoglobulin chains are termed constant, their 
structure also varies according to class, subclass, and allotype. 

There are five classes of immunoglobulins: G, A, M, E, and D. Each is 
determined by the amino acid sequence of the constant portions of the heavy 
chains, which are termed y (IgG), a (IgA) , IL (IgM), e (IgE) and 8 (lgD). 
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There are also some characteristic differences in the molecular structures of the 
immunoglobulin classes. For instance, IgG is a single monomer, while IgM 
consists of five monomers linked together by peptide chains known as J-chains. 
The JL-chain also contains five domains instead of four. 

Based on the amino acid sequences of their constant regions, there are two 
types of light chains, K and A, either of which can be found in any of the 
immunoglobulin classes. Further differences in constant region amino acid se­
quences within an immunoglobulin class fall into subclasses that are found in 
every individual or define allotype alleles that are inherited by different individu­
als. In addition, characteristic sequence differences exist among species. Any of 
these amino acid sequence differences can be exploited in producing antibodies 
specific for particular immunoglobulin molecules. For instance, antibodies that 
bind only to rabbit IgG (via epitopes consisting of unique sequences on the y­
chain) can be produced in goats, which respond to rabbit-specific sequences as 
foreign antigens. 

Any domain can be specified by chain type, region and distance from the 
amino-terminus. For example, CH2 refers to the second constant domain of 
the heavy chain. Another way of viewing immunoglobulin structure is through 
"enzyme cleavage fragments." The proteolytic enzyme papain cleaves heavy 
chains at the amino-terminal side of the intersubunit disulfide bonds, forming two 
amino-terminal Fab fragments and one carboxy-terminal Fc fragment, while the 
protease pepsin cleaves on the other side of the disulfide bonds, forming one 
F(ab')2 fragment and two heavy chain carboxy termini. This structural classifica­
tion is also shown in Figure 1. 

The Fab or F(ab')2 fragments, therefore, retain the antigen-binding properties 
of the antibody. The Fc fragment, however, possesses the functional attributes 
(explained below) of the molecule, since the heavy chain carboxy-terminal do­
mains contain structures that are recognized by immune cell-surface receptors. 
Fab fragments are often used to utilize the specific binding properties of anitbodies 
without activating undesired immune processes. 

2.3. Development of the Humoral Immune Response 

Epitope-containing macromolecules that elicit an immune response are known as 
immunogens. Many factors determine whether an immunogen will produce an 
effective immune response. These include the size of the immunogen molecule, 
the route by which it is administered, and nonspecific immune stimulants known 
as adjuvants with which it may be associated. Hyperimmunization of an animal 
with an immunogen requires the use of strong adjuvants, such as Freund's 
complete adjuvant, resulting in the production of antibodies specific for many 
epitopes. The serum from a hyperimmunized animal, therefore, is termed poly­
clonal, since it contains antibodies produced by the progeny of many different 
activated B cells. 
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The molecular mechanisms of antibody synthesis have been elucidated during 
the past 30 years. It is now known that each immunoglobulin domain and the 
amino acid sequences that link them are coded for by separate genes. The genes 
coding for the variable domains are hypermutable, and, in stem cells of the B­
lymphocyte lineage during fetal development, mutations and recombinations of 
these genes result in millions of different randomly produced antigen-binding 
sites. The variable region genes then become "locked into" each mature B cell 
so that each of these cells can synthesize immunoglobulins of only one specificity. 
The progeny of each B cell or clone produce antibodies of the same specificity 
(but not necessarily the same Ig class; see below); therefore, the immunoglobulin 
product of these cells is monoclonal, at least in terms of specificity. 

B cells utilize IgM and IgD as cell-surface antigen receptors. During fetal 
development, B cells that bind to antigens (which, at that point, are almost all 
self-antigens) with a critical affinity are eliminated in order to prevent autoimmune 
reactions later. After birth, however, relatively high-affinity antigen binding 
triggers differentiation of the B-Iymphocyte into a plasma cell, which migrates 
to the spleen or a lymph node, proliferates, and secretes IgM antibodies into the 
circulation as part of a primary antibody response to antigen. Alternatively, some 
of the stimulated B cell's clonal progeny differentiate into circulating memory 
cells. When one of these cells encounters antigen, it triggers a secondary antibody 
response, becoming an IgG-secreting plasma cell that produces much more 
antibody of higher affinity for antigen for a longer period of time than the primary­
response plasma cells. The immunoglobulin "class switch" triggered in the sec­
ondary response is sometimes to IgA or IgE. Thus, the progeny of a plasma cell 
produce antibodies that are monoclonal in terms of immunoglobulin class, as 
well as specificity. 

Antigen alone is sufficient to activate B cells in the case of carbohydrate 
(especially bacterial polysaccharide) antigens. Protein antigens, however, require 
the intercession of two other types of cells, T -lymphocytes and antigen-presenting 
cells (APC). A T-dependent antigen must first be ingested by an APC such as a 
macrophage or B cell. Peptides resulting from digestion of the protein antigen 
are displayed on the surface of the cell by Class II major histocompatibility 
complex (MHC) proteins. Helper T cells recognizing these peptides and the MHC 
proteins associated with them become activated and secrete lymphokines. In 
addition to antigen, B cells require the lymphokines IL-2, IL-4, and IL-5 for a 
T-dependent response. 

2.4. Antibody Functions 

As previously stated, IgM is the immunoglobulin class of the primary antibody 
response to antigen. Its polymeric structure makes it very effective in agglutinat­
ing particulate antigens such as bacteria and even eukaryotic cells. The resultant 
large clumps of particles are then rapidly and easily cleared from the body by 
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both mobile and fixed phagocytes such as macrophages and Kupffer cells in the 
liver. 

IgG, the primary product of the secondary immune response, is most versatile 
in causing the destruction of foreign cells. High-affinity binding of IgG to micro­
bial cell-surface antigens promotes ingestion (phagocytosis) and killing of the 
microbes by macrophages and neutrophils. It also activates the classical comple­
ment cascade, which results in the lysis of eukaryotic cells and Gram-negative 
bacteria. 

Complement is another major component of the humoral immune system. 
Consisting of nine proteins that sequentially activate each other, the classical 
complement pathway culminates in a five-protein "attack complex" that punches 
holes in the lipid bilayer of membranes. The first complement protein, CI, is 
activated by binding to the Fc portions of IgG antibodies bound to closely spaced 
antigens on a surface. IgM also efficiently activates this pathway. Antigen-bound 
IgG promotes phagocytosis directly by binding to cell-surface Fc receptors on 
macrophages and neutrophils and indirectly, by fixing the activated third comple­
ment protein fragment, C3b, to bacteria, which in tum is bound by phagocyte 
cell-surface C3b receptors. 

IgG also promotes the destruction of virally infected and malignantly trans­
formed cells through a process known as antibody-dependent, cell-mediated 
cytotoxicity (ADCC). Virus infection or malignant transformation of normal cells 
often generate new cell-surface antigens that are recognized as foreign by the 
host's immune system. The association of natural killer cells, which also possess 
Fc receptors, with antibodies bound to these antigens, facilitates killing of the 
altered cells by these lymphocytes. 

IgA is the first line of defense against many microorganisms and noxious 
agents. The major immunoglobulin component of bodily secretions such as 
mucus, tears, saliva, and milk, IgA is often polymerized (1-3 monomers) by J­
chains. This class of antibody functions mainly in two ways: (1) immobilization 
of microbes, facilitating their clearance by physiologic mechanisms such as 
mechanical movement of mucus out of body cavities, and (2) neutralization, 
including inhibition of microbial adherence to membranes, or viral penetration 
of cells and the effects of toxins. 

As mentioned, IgD acts as B cell receptor for antigens. IgE mediates immediate 
hypersensitivity, or allergic, reactions. IgE associates with e chain-specific Fc 
receptors on basophils and mast cells. Binding of antigen by the Fab portion of 
the antibody stimulates these cells to release various effectors that orchestrate a 
physiologic response designed to expel foreign material. 

2.5. Monoclonal Antibodies 

2.5.1. History 

The first production of monoclonal antibodies, reported by Kohler and Milstein 
in 1975, I represented the convergence of three areas of scientific research: immu-



44 I M. E. Klegerman 

nochemistry, the in vitro cultivation of cancer cells, and the molecular biology 
of malignant transformation. 

A modem understanding of the development of the humoral immune response, 
summarized above, is the result of the clonal selection theory advanced during 
the 1950's by Macfarland Burnet and others.2 This theory, largely corroborated 
since its inception, made possible the entire concept of monoclonal antibodies 
since it postulated "one B cell, one antibody." Thus, immunization of an animal 
with an immunogen could be expected to produce many plasma cells or B cell 
clones producing antibodies specific for a number of different epitopes of that 
immunogen. Unfortunately, normal antibody-producing cells could not be main­
tained in culture, prohibiting the production of monoclonal antibodies with desired 
specificities for particular epitopes. Kohler and Milstein's solution of this problem 
provided the most outstanding proof of the clonal selection theory. 

Malignant cells had been grown from tumors in vitro almost from the beginning 
of this century, but until the 1960s cell culture could be performed only with 
difficulty by highly skilled investigators. At that time, uniform quality culture 
media, animal sera, and specially treated disposable tissue culture flasks and 
other plasticware became commercially available, enabling many biomedical 
scientists to take advantage of this technique. Since then, innovations such as 
multi well culture plates and methods for cell cloning and serum-free (and even 
protein-free) media have been introduced, allowing optimization of monoclonal 
antibody production. 

Among the many kinds of cancer cells that could be established and maintained 
indefinitely in culture after the introduction of better tissue culture materials and 
techniques were several mouse myeloma or plasmacytoma lines. Plasmacytoma, 
as the name implies, is a cancer composed of endlessly proliferating plasma cells. 
Establishment of such cells in culture overcame the problem of plasma cells dying 
in culture, but an inability to control which of these cells become malignant meant 
that the immunoglobulins that they produce are generally useless. If the specificity 
of normal plasma cells produced after immunization of an animal could be 
combined with the proliferative capacity of plasmacytoma cells in culture, a 
powerful immunochemical technology would be created. 

The missing element of this technology was provided by research into the 
molecular genetics of cancer during the decade preceding Kohler and Milstein's 
breakthrough. This research involved the production of heterokaryons or cell 
hybrids formed by the fusion of normal and malignant cells in order to determine 
whether the genes governing the transformation process are dominant or reces­
sive. The fusion was initially accomplished with Sendai virus,3.4 but polyethylene 
glycol (PEG) was later found to be a much more efficient fusogen. 5 

The most important aspect of heterokaryon research in terms of monoclonal 
antibody technology was the ability to select hybrids of the two parent cell lines. 
Littlefield6 devised an ingenious method of ensuring that all other cells would die 
by exploiting the redundant nature of nucleic acid biosynthesis. The de novo 
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synthesis of nucleotides requires tetrahydrofolate derivatives in three places. Two 
of the carbons in the purine ring, which is the central structure of adenine and 
guanine, are provided by NIO-formyitetrahydrofolate, while the methylation of 
deoxyuridine monophosphate (dUMP) to form thymidine monophosphate (TMP) 
requires N5,N1o-methylenetetrahydrofolate. The folic acid analog aminopterin 
inhibits the enzyme dihydrofolate reductase, which is needed to provide tetrahy­
drofolate. 

Blockage of nucleotide biosynthesis by aminopterin can be overcome, how­
ever, by taking advantage of salvage pathways designed to utilize bases and 
nucleosides produced by degradation of nucleic acids. The enzyme hypoxanthine­
guanine phosphoribosyltransferase (HGPRT) catalyzes the conversion of guanine 
to guanosine monophosphate (GMP) and hypoxanthine to inosine monophosphate 
(IMP), which is converted to both adenosine monophosphate (AMP) and GMP. 
The inhibition ofTMP synthesis by aminopterin is overcome by providing thymi­
dine, which is converted to TMP by the enzyme thymidine kinase. 

Littlefield selected cells of a given line that were deficient in HGPRT by adding 
8-azaguanine or 6-thioguanine to the culture medium. Conversion of these bases 
to their corresponding nucleotides by HGPRT caused the incorporation of guanine 
analogs into nucleic acids, resulting in cell death. Only cells that did not possess 
a functional HGPRT gene could avoid this poisoning and survive. Culture of 
these HGPRT-deficient cells in medium containing hypoxanthine, aminopterin, 
and thymidine (HAT medium), however, would kill them since they could not 
overcome inhibition of nucleotide synthesis by the aminopterin. Only hybrids 
formed by fusion of HGPRr cells with cells possessing a functional HGPRT 
gene would produce the enzyme and proliferate in HAT medium. 

If the HGPRT+ cells are likely to persist in culture for extended periods of 
time, a strategy to kill these cells as well would also have to be employed. For 
instance, Littlefield selected his second cell line for thymidine kinase deficiency 
and others3. 4 selected their first cell line for resistance to a toxic compound, 
ouabain, as well as HGPRT deficiency. Thus, cells from each line would provide 
the other with genes needed for survival and only fusion products of the two 
could survive and proliferate. Kohler and Milstein knew that normal plasma cells 
could survive in culture for only about a week. Use of HGPRT- plasmacytomas 
alone, therefore, would be sufficient to guarantee selection of hybridomas in 
HAT medium. 

2.5 .2. Hybridoma Production 

The establishment of hybridoma cell lines that consistently secrete useful mono­
clonal antibodies requires several steps: immunization, cell fusion, selection, 
screening, cloning, characterization and storage. This process is summarized in 
Figure 2.2. 
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Figure 2.2. The major stages of monoclonal antibody production. ELISA, enzyme­
linked immunosorbent assay; HAT, hypoxanthine-aminopterin-thymidine; PEG, polyeth­
ylene glycol. 
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2.5.2.1. Immunization 

Immunization of animals with immunogens is performed in much the same way 
as it is for production of polyclonal antisera. Microgram-milligram quantities of 
the immunogen mixed with an adjuvant (aluminum salts, Freund's complete or 
incomplete adjuvant, or one of several recently developed commercial formula­
tions) are injected intradermally or subcutaneously at multiple sites repeatedly at 
different times. Often, the animal is bled at various times and the serum is tested 
using a convenient assay to determine the relative concentration of antibodies of 
the desired specificity. When the response is judged to be nearly optimal, the 
animal is sacrificed and the spleen, which contains a large number of plasma cells, 
is dissociated into single splenocytes by mechanical and/or enzymic methods. 

2.5.2.2. Cell Fusion 

Splenocytes are then mixed with plasmacytoma cells in an appropriate medium, 
exposed briefly to a high concentration (e.g., 50%) of PEG, and fusion is allowed 
to proceed over a period of time. The method of producing monoclonal antibody­
secreting hybridomas with splenocytes has made the mouse the animal of choice 
for this technology since these animals are very inexpensive and several billion 
cells can be obtained from a mouse spleen. In contrast, mice are rarely used for 
the preparation of polyclonal antisera, since they have a very low blood volume 
(about I ml); guinea pigs, rabbits, goats, sheep, and horses are most commonly 
used for this purpose. 

The first mouse plasmacytoma lines used to produce hybridomas were immuno­
globulin-secreting cells. Thus, only a portion of the resultant hybridomas secreted 
antibodies having the structure of the splenocyte immunoglobulin.7 Since then, 
this problem has been solved by using nonsecreting lines. 8 Hybridomas from 
many different species have been prepared. Of greatest interest, however, is the 
production of human monoclonal antibodies for therapeutic use, since immuno­
globulins from other species are perceived as foreign antigens by the immune 
system. The immune response greatly reduces the effectiveness of the monoclonal 
antibody and may cause adverse effects in the patient. 

Obviously, humans cannot be experimentally immunized and splenectomized. 
The method most commonly used for preparation of human monoclonal antibody­
secreting cells is to isolate circulating B cells and transform them with an onco­
genic virus. Cell lines prepared in this way, however, tend to be unstable and 
complete removal of virus must be assured before the antibodies can be used 
clinically. Recently, mouse-human hybrids prepared by genetic engineering 
techniques, in which the variable immunoglobulin domains are of mouse origin 
and the immunogenic constant domains are of human origin, have shown much 
promise. 9• 10 
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2.5.2.3. Selection and Screening 

Selection of hybridoma cells in HAT medium is usually followed directly by 
screening of hybridomas for secretion of antibodies of the desired specificity. 
After fusion, the cells may be transferred to HAT medium in tissue culture flasks. 
After an appropriate incubation time, all viable cells will be hybridomas. They 
are removed from the flasks, transferred to regular culture medium and aliquots 
are distributed among the wells of 96-well plastic culture plates. Alternatively, 
the initial suspension of cells in HAT medium may be apportioned into wells. In 
either case, the medium in each well is periodically tested for the desired antibody 
reacti vity . 

The most commonly used screening assay is the enzyme-linked immunosorbent 
assay (ELISA). The antigen is adsorbed to the bottom of 96-well plates. Samples 
to be tested are then incubated in the wells for an appropriate period of time. If 
a sample contains the desired antibody, it will bind to the antigen and remain 
associated with the well as unbound material is washed off. This antibody is then 
detected by an immunoconjugate consisting of two components covalently linked 
to each other. One component is an antibody specific for an epitope in the constant 
domain of the first antibody (e.g., mouse Fc or mouse y-chain). The second 
component is an enzyme such as alkaline phosphatase or horseradish peroxidase. 
If immunoglobulin from the first incubation is immobilized in the well, the 
immunoconjugate will be retained also. 

After another washing step, a colorless substrate that is converted to a colored 
product by the enzyme of the immunoconjugate is added. For instance, alkaline 
phosphatase converts paranitrophenyl phosphate to the yellow compound parani­
trophenol, which has an absorbance maximum near 405 nm. After an appropriate 
incubation, the enzymic reaction is stopped and the optical density of each 
well at the product's characteristic absorbance wavelength is determined with a 
specialized colorimeter known as a "plate reader." The ELISA procedure is 
easily automated, and motorized, computerized plate readers are commercially 
available, making it possible to screen thousands of culture wells routinely. 

2.5.2.4. Cloning 

Single cells secreting the desired antibody must then be isolated from positive 
cultures and propagated into cell lines. Two cloning techniques are most widely 
used: (1) limiting dilution and (2) soft agar. In limiting dilution, cells in the 
culture are enumerated, diluted, and aliquoted into new wells so that it is statisti­
cally unlikely that more than one cell will be found in any well. Cells are allowed 
to regrow and the procedure is repeated several times to increase the probability 
that all the cells in a given well are monoclonal. The second method exploits the 
fact that many malignant cells will proliferate, forming spherical colonies, in a 
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semisolid medium containing low amounts of agar. If the culture can be reliably 
dispersed into single cells and the cell concentration is such that the colonies will 
be well spaced, then visible colonies picked out of the agar are likely to be 
monoclonal. 

It is often advisable to combine both methods, especially since clones require 
rescreening. For instance, positive cultures after initial screening can be subjected 
to several rounds oflimiting dilution. The medium from each well is then screened 
with ELISA and positive cultures are dispersed in soft agar. Individual colonies 
are cultured in new wells and transferred to successively larger vessels until seed 
stocks can be frozen and enough material is available for characterization. 

2.5.2.5. Characterization and Storage 

The final determination of monoclonality requires biochemical and biophysical 
characterization of the immunoglobulin. Spectroscopic, electrophoretic, and 
chromatographic methods, which can detect multiple molecular populations, are 
frequently used for this purpose. At this time, the antibody is tested for suitability 
in the context of its intended application (e.g., diagnostic or therapeutic; coupled 
to a drug, enzyme, or radionuclide; associated with a target cell population after 
injection into an animal). It is also characterized immunochemically to determine 
its affinity for antigen, its immunoglobulin subclass (assuming that its class was 
determined during initial screening), the epitope for which it is specific, and the 
effective number of binding sites that it possesses. 

Knowledge regarding stability, not only of the antibody but also of the cell 
line, is important. Genetic stability of the cell line can be determined by monitor­
ing several of its properties during serial passage of the cells in culture. These 
include the number, shape, and size of the chromosomes (karyology), biochemi­
cal properties of the immunoglobulin product and other proteins, and various 
metabolic and growth characteristics. The ability of the cells to withstand freez­
ing, storage for various periods of time, thawing, and reculture must be ascer­
tained. Finally, the physical and chemical stability of the antibody itself during 
different conditions of storage and use, especially for its intended purpose, must 
be determined. In short, characterization should be aimed at answering vital 
questions concerning applications, stability of both cells and antibody in condi­
tions of handling and storage, and large-scale cell culture and antibody purifi­
cation. 

Samples of incipient cell lines secreting antibodies of the desired specificity 
should be frozen in liquid nitrogen at several stages of cloning and culture so that 
unforeseen mishaps will not destroy useful clones. Seed stocks should also contain 
a maximum number of clones secreting antibodies of the desired specificity so 
that alternatives are available as intended applications of the antibody change or 
clones or their immunoglobulin products prove to be unstable. 
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2.5.3. Uses of Monoclonal Antibodies 

The applications of monoclonal antibodies are governed by their advantages and 
disadvantages relative to polyclonal antibodies. Advantages include (1) unlimited 
supply without change, making unnecessary the extensive recharacterization 
previously required when producing new antisera with the same immunogen; (2) 
no need to store antibody preparations for long periods of time; (3) defined 
specificity, making unnecessary the isolation of antibodies of a defined specificity 
once the initial selection has been performed; (4) homogeneous properties, includ­
ing affinity for antigen, interaction with other immunologic components, and 
other characteristics; (5) ease of antibody purification, often requiring only a salt 
precipitation or adsorption to protein A; and (6) ability to use a crude, poorly 
characterized mixture as an immunogen, with selection and characterization of 
epitope specificity at the hybridoma stage. The last advantage makes monoclonal 
antibody technology a particularly powerful research tool. 

Disadvantages include (1) lack of usefulness in investigating the physiologic 
role of a particular antibody, unless a considerable amount of information is 
already known; (2) tendency to be nonprecipitating, because antigen-antibody 
network formation is precluded by only one epitope per protein molecule; (3) 
tendency toward instability, especially in vivo; and (4) inability to discriminate 
among different antigens possessing the same epitope. 

The major applications of monoclonal antibodies are investigational, diagnos­
tic, therapeutic, and preparative. An example of the research applications of 
monoclonal antibodies is the delineation of lymphocyte subpopulations by pheno­
typic markers. Previously, cells (both prokaryotic and eukaryotic) were serotyped 
by injecting animals with the whole cells or extracts prepared from them. The 
resultant antisera were methodically and tediously absorbed with cell clones to 
produce panels of antisera that reacted with particular antigens found on one or 
more groups or types of cells and not others. Now, the same kind of immunogens 
can be used to produce monoclonal antibodies that may be directly tested for their 
ability to bind to subpopulations of cells. 

This approach has been used to catalog the cell-surface proteins of lympho­
cytes, monocytes, and other cells according to the cluster determinant (CD) 
system. At least 78 proteins have thus far been identified by monoclonal antibodies 
that bind to epitopes specific to each of them and their functions are gradually 
being determined. For instance, CD16 is the B cell Fc receptor." Much of the 
recent explosion of knowledge concerning immunologic mechanisms is due to 
monoclonal antibody technology. 

Medical diagnostics were the first, and continue to be the main, commercial 
application of monoclonal antibody technology. The major in vitro use of mono­
clonal antibodies is immunoassay, which utilizes antibodies for their specificity, 
and is based on the principle of "labeling" the antibody or the antigen so that it 
may be quantitated in a reaction mixture. Measurement of antigen concentration 
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is exemplified by radioimmunoassay (RIA), in which the antigen contains or is 
coupled to a radionuclide such as 1251 (an emitter of y-radiation), 3H, or 14C 
(emitters of ,B-radiation). A small quantity of this "tracer" is allowed to bind to 
an even smaller number of antibodies. As an increasing quantity of unlabeled 
antigen (as in an unknown sample) is added, it competes with labeled antigen for 
antibody binding sites and a progressively smaller proportion of the tracer is 
bound to antibody. 

Antibody-bound radioactivity may be separated from unbound tracer by a 
number of different methods and the radioactivity quantitated in a suitable detector 
such as a gamma-ray spectrophotometer or a liquid scintillation counter. The 
antigen concentration in the sample is determined from the proportion of tracer 
bound to antibody by reference to a dose-response curve determined from assay 
of antigen standards of known concentration. Antigens measured by RIA include 
hormones, drugs, cytokines, metabolites, and tumor-associated antigens. Use of 
a labeled antibody to quantitate another antibody is exemplified by ELISA, 
described above. 

Scientists are extensively investigating the possibility of using monoclonal 
antibodies to target radionuclides and contrast agents to pathologic structures 
such as tumors and atherosclerotic plaques in vivo. Scanning of the patient with 
a gamma-ray detector, X-ray machine, or ultrasound, for instance, would detect 
and locate the diseased tissues. Major problems that have been encountered 
in these attempts are antibody instability and nonspecific localization of the 
immunoconjugates in organs such as the liver and spleen. The use of monoclonal 
antibodies for in vivo diagnosis and therapy is described in Chapter 9 of this 
volume. 

A particularly valuable application of monoclonal antibodies is antigen purifi­
cation by affinity chromatography, for which the extreme specificity of mono­
clonal antibodies is especially advantageous. Antibody affinity can be selected to 
optimize adsorption and elution of antigen, but clones also should be selected for 
their ability to produce antibodies that can withstand covalent linkage to an inert 
support and resist degradation under elution conditions. 
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Lymphokines and Monokines 
Melvin E. Klegerman and Nicholas P. Plotnikoff 

3.1. Introduction 

The cellular parts of the immune system (macrophages, T cells, and B cells) are 
regulated in their functions, to a large extent, by factors produced by these cells. 
These factors produced by the cells of the immune system are referred to as 
cytokines in the generic sense. More specifically, factors produced by lympho­
cytes are known as lymphokines, whereas those produced by macrophages are 
known as monokines. Recent progress in biotechnology is based on the production 
of large amounts of these factors, allowing for clinical evaluation in cancer and 
AIDS patients as well as other conditions involving the immune system (Figure 
3.1). 

3.2. Gamma Interferon (IFN·y; Immune Interferon) 

The interferons were discovered in 1957, when it was found that heat-inactivated 
influenza virus induced the formation of substances in chick chorioallantoic 
membranes that inhibited the growth of the live virus.' In 1965 Wheelock discov­
ered that an interferon-like protein was produced by leukocytes exposed to the 
T-lymphocyte mitogen phytohemagglutinin (PHA).2 Subsequently, this T cell 
factor was found to mediate several important immune mechanisms and was 
termed immune, nonviral, type II, and finally, gamma interferon (IFN-y). 

The virally induced, nonimmune, type I interferons consist of leukocyte inter­
feron (IFN-a), produced by various lymphocytes and macrophages, and fibroblast 
interferon (IFN-f3), produced by fibroblasts, epithelial cells and macrophages. 3 

All the interferons are glycoproteins; IFN-a and IFN-f3 exhibit about 30% homol­
ogy in their amino acid sequences, but the type I interferons and IFN-y show no 
structural similarities and bind to different cell-surface receptors. Yet they exhibit 

53 



54 / M . E. Klegerman and N . P. Plotnikoff 

S1lMutATU Oft SUPPIlfSSES OTHER 
TCElLS. 'CELLS AND IMCROPHA(;ES; 
~ILLS INFECTED CELLS 

OOFERENTI.m ANO PRODUCES 
ANTIBODIES 

lION" MAAROW -+ PIIODUCES NEW BLOOD CELLS 

Figure 3.1. Cytokines, lymphokines, and monokines of the immune system. (Reprinted 
by permission of Dr. Lloyd J. Old from Scientific American , May 1988.) 

many of the same effects, with type I interferons being more potent in antiviral 
activity and IFN-y possessing a primary physiologic function as a lymphokine.4 

3.2.1. Endogenous Production 

Human IFN-y consists of a single protein chain of 134 amino acids exhibiting a 
molecular weight of 15,500, which is differentially glycosylated to produce 
two subunits of molecular weight 20,000 and 25,000. The subunits associate 
noncovalently, probably by hydrophobic interactions, to produce a dimer, which 
is the main form of the lymphokine occurring in vivo. After the human IFN-y 
gene was successfully cloned and expressed in the bacterium Escherichia coli in 
1982, the unglycosylated protein was found to possess full biological activity, 
indicating that the carbohydrate portions of the molecule are not involved in cell­
surface receptor binding. 3. 5 - 7 

IFN-y is produced by T4 and T8 lymphocytes and natural killer (NK) lympho-
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cytes that have been stimulated both by antigen binding to their T cell receptors 
and by interleukin-2 (IL-2), which is secreted by activated helperT41ymphocytes. 
Antigen binding can be mimicked by mitogens such as PHA, concanavalin A, and 
staphylococcal enterotoxin A. Binding of IL-2 to the lymphocyte IL-2 receptor 
activates a cell membrane lipoxygenase, leading to increased production ofleuko­
trienes. Leukotrienes activate guanylate cyclase, which causes an increase of 
intracellular cyclic guanosine monophosphate (cGMP) levels, resulting in an 
influx of calcium ion (Ca2+). Increased cytoplasmic Ca2+, with antigen or mitogen 
binding, triggers production and secretion of IFN-y and also activates a phospholi­
pase, which causes release of arachidonic acid, the substrate for leukotriene 
synthesis, from membrane phospholipids. IFN-y secretion is terminated by devel­
opment of T8 suppressor lymphocytes, which sequester IL-2. Macrophages con­
trol the release of IFN-y in three ways: (1) by presenting antigen (in association 
with histocompatibility antigens) to T4 helper and T8 lymphocytes, (2) by secret­
ing IL-l, which induces IL-2 production by antigen-stimulated helper T cells, 
and (3) by providing leukotrienes to lymphocytes directly, thereby bypassing the 
IL-2 requirement. 3 The molecular mechanisms of IFN-y production are summa­
rized in Figure 3.2. 

3.2.2. Effects and Functions of IFN-y 

In response to viruses and oligoribonucleotides, both type I interferons and IFN­
y induce an antiviral state in various cells by activating 2', 5'-01igoadenylate 
synthetase and a protein kinase. 8 All interferons also inhibit cell proliferation and 
promote antiviral immunity by activating NK and cytotoxic T lymphocytes, 
stimulating B lymphocyte differentiation (resulting in antiviral antibody produc­
tion), and inducing increased expression of class I histocompatibility antigens on 
the surface of various cells4 . Recognition of these histocompatibility antigens 
(when associated with viral antigens) by cytotoxic T8 lymphocytes leads to 
destruction of virally infected cells9 • 

Major immunomodulatory activities exhibited by IFN-y, but not type I interfer­
ons, are induction of cell-surface class II histocompatibility antigens on lymphoid 
cells and monocytes, 10·12 induction of cell-surface immunoglobulin Fc receptors 
on monocytes and macrophages,13 and activation of macrophages. Presentation 
of antigens with class II histocompatibility proteins to helper T4 lymphocytes 
results in activation of these cells, which secrete IL-2, amplifying the immune 
response, and cause production of antibodies instrumental in the clearance and 
killing of microorganisms, as well as the destruction of malignantly transformed 
and virally infected cells. 9 The expression of Fc receptors promotes phagocytosis 
of microorganisms to which antibody has bound. 14 The role of IFN-y in activation 
of macrophages to microbicidal and tumoricidal states is discussed in the section 
on TNF-a production. 

IFN-y also induces differentiation of stem cells into monocytes in bone marrow 
and inhibits growth of intracellular protozoal pathogens.4 
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Figure 3.2 _ Molecular mechanisms involved in INF-y production. AA, arachidonic acid; 
cGMP, cyclic guanosine monophosphate; G, Golgi complex; GC, guanylate cyclase; GTP, 
guanosine triphosphate; la-I, class I histocompatibility antigen; la-II, class II histocompati­
bility antigen; IFN-y, gamma interferon; IL-l, interleukin-l; IL-2, interleukin-2; LT, leuko­
trienes; mRNA, messenger ribonucleic acid; PK, protein kinase, PPi , pyrophosphate; RER, 
rough endoplasmic reticulum; v, vesicle. Dashed lines signify unknown second messengers. 
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3.2.3. Applications 

Cloning of the IFN-y gene by scientists at Genentech after the type I interferon 
genes had been cloned in 1979-1980 is an excellent example of how the ingenious 
and powerful methods of recombinant DNA technology can be used to solve both 
applied and basic science problems. Because of IFN-y heterogeneity in vivo, 
investigators lacked a pure preparation and an amino acid sequence of the lympho­
kine. They first isolated messenger RNA (mRNA) from cultures of human periph­
eral blood lymphocytes in which the synthesis of IFN-y had been induced by 
staphylococcal enterotoxin Band l-a-desacetylthymosin. The mRNA fraction 
was then injected into Xenopus laevis oocytes, which are highly active in synthe­
sizing proteins; mRNA associated with ribosomal RNA (rRNA, meaning that 
they were actively being translated on ribosomes) was then converted to comple­
mentary DNA (cDNA) with the enzyme reverse transcriptase. Insertion of these 
cDNAs into bacterial plasmids created a cDNA library of 8,200 clones. When 
this library was hybridized with 32P-Iabeled cDNA probes prepared from induced 
and uninduced lymphocytes, about 20 of the clones contained DNA that bound 
to the induced, but not the uninduced, probes, which is the behavior expected 
for the IFN-y gene. Testing of the proteins produced by prokaryotic and eukaryo­
tic cells transfected with these last clones for the antigenic and biochemical 
properties of IFN-y resulted in identification of the IFN-y gene. The cloned gene 
proved invaluable for elucidation of the lymphokine's structure and functions, as 
well as for its manufacture from E. coli by bacterial disruption and immunoaffinity 
chromatography methods. 4 

All the interferons are now manufactured industrially using recombinant DNA 
technology. The type I interferons show great potential for treatment of viral 
diseases, including certain cancers that appear to have a viral origin, but the 
effectiveness of IFN-y in treating other cancers is more speculative. IS The U.S. 
Food and Drug Administration has issued licenses to two firms, allowing the sale 
of IFN-a for treatment of hairy-cell leukemia, for which the agent is 90% 
effective. Awaiting licensure is the use of IFN-a for treatment of genital warts, 
genital and oral herpes, acquired immunodeficiency syndrome (AIDS) and AIDS­
related Kaposi's sarcoma, various cancers, upper respiratory infections, and 
severe papillomavirus-induced infections (condylomata acuminata). Undergoing 
clinical trials are IFN-a for viral hepatitis, IFN-,8 for AIDS-related complex 
(ARC), multiple sclerosis, and cancer, and IFN-y for various cancers, rheumatoid 
arthritis, venereal warts, and scleroderma. IS. 16 

3.3. Interleukins 

3.3.1. 1nterleukin-1 (Lymphocyte-Activating Factor) 

Interleukin-l (IL-l) is produced by activated macrophages (see Section 3.4.1.1), 
signaling the onset of disease by activating T- and B-Iymphocytes and natural 
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killer cells. l7 · 18 However, IL-1 also has multiple hormonal effects in the body, 
producing neurological, hematologic, and endocrinologic changes. 

There are two forms of IL-1, IL-1a and IL-1,B. There is a large prohormone, 
of molecular weight 31,000 that is cleaved by protease to result in a 17,500 form. 
Both the a and,B forms are recognized by the IL-1 receptor. IL-1 can also be 
produced by other cells such as Langerhans cells of the skin, B lymphocytes, 
natural killer cells, and smooth muscle cells, as well as by the thymus. However, 
the monocyte-macrophage cells are the principal source of IL-1. 

3.3.2. IL- I Effects and Applications 

One of the primary roles of IL-1 is to activate T cells by inducing in them the 
transcription, synthesis, and secretion ofIL-2 plus the expression ofIL-2 receptors 
on the T cell surface. This effect has been described as a con stimulator activity, 
making IL-1 a growth factor for T cells. IL-1 also induces production of IFN-y 
and other lymphokines by T-Iymphocytes and activates B cells, natural killer 
cells (in synergy with IL-2 and interferons), and macrophages. Its effects on bone 
marrow cells are unique in that it synergizes with bone marrow growth factors. 

IL-1 is pyrogenic by stimulating prostaglandin production in the hypothalamus. 
It also produces anorexia and somnolence, and diminishes pain. IL-I stimulates 
pancreatic ,B cells, resulting in hyperinsulinemia, causes release of ACTH, and 
elevates plasma corticosteroids. The monokine induces release of hematopoietic 
growth factors by bone marrow stromal cells as well as by endothelial cells 
and fibroblasts. IL-l produces hypotension by decreasing venous pressure and 
vascular resistance and increasing heart rate and cardiac output. It stimulates 
production of prostaglandins, which are potent vasodilators, and induces inflam­
matory effects on connective tissue and epithelial cells, activates osteoclasts that 
resorb bone, and chondrocytes that increase cartilage breakdown. Research is in 
process to find IL-l antagonists that may be helpful in treatment of rheumatoid 
or osteoarthritis. Other approaches include treatment of immunodeficiency states 
that accompany metastatic cancer, nutritional deficiencies, certain autoimmune 
diseases, irradiation, chemotherapy, wounds, and bums. 

3.3.3. Interleukin-2 

Interleukin-2 (IL-2) has been identified as a T cell growth factor. 19-21 It is a 
glycoprotein with a molecular weight of 15,500. The IL-2 receptor is found in 
activated T cells. The IL-2 receptor meets all the requirements for hormone­
receptor interactions, including high affinity, saturability, ligand specificity, and 
target cell specificity. 

The receptor-binding concentration of IL-2 is the same concentration of the 
lymphokine that promotes T cell proliferation. There is a low- and a high-affinity 
IL-2 receptor. The high-affinity receptor consists of a large binding protein (75 
kDa), the a-chain, and a smaller protein (55 kDa), the ,B-chain. 
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In the presence of specific antigens, T cell clones proliferate and differentiate, 
producing T helper cells as well as cytotoxic T cells, and B cell clones become 
antibody-producing plasma cells. In the quiescent stage, resting T cells do not 
respond to IL-2. Normally, 3 days are required for all the T cells to express IL-
2 receptors. As the antigen is cleared, IL-2 receptors decline in number (the high­
affinity receptor diminishes). The IL-2 receptor binding of the lymphokine has a 
half-life of 15 minutes as a result of accelerated ligand-mediated internalization. 

3.3.4. IL-2 Therapeutic Implications 

3.3.4.1. Transplants 

Immunosuppressants such as the glucocorticoids and cyclosporine selectively 
inhibit IL-2 production and thereby limit T cell numbers. Antibodies have been 
developed that specifically react with the p55 f3-chain, specifically preventing 
cardiac allograft rejection. 

3.3.4.2. Autoimmune Diseases 

IL-2 has been studied as a suppressant of experimental autoimmune diabetes 
mellitus as well as systemic lupus erythematosus. Genetic engineering of bacterial 
toxin and IL-2 conjugates is being studied as immunosuppressants of allograft 
rejection. 

3.3.4.3. Therapy of Cancer in Humans Utilizing LAK Cells and IL-2 

IL-2 is being studied for treatment of cancer by adoptive immunotherapy that 
stimulates NK (natural killer) as well as tumor-reactive T cells. In addition, IL-
2 is being studied as an adjuvant for stimulating the immune response to vaccines 
against tumors. 

More recently, lymphokine-activated killer (LAK) cells have been found to 
lyse tumor cells after activation with the lectin mitogen phytohemagglutinin in 
combination with recombinant IL-2. Leukopheresis (repeated infusion of LAK 
cells) is being used to treat cancer patients. Furthermore, the combination of 
LAK cells plus IL-2 was found to result in varied clinical improvements in colon, 
renal, and lung adenocarcinoma and melanoma patients. The limited clinical 
benefits in cancer patients were accompanied by major side effects, such as 
marked fluid retention (the capillary leak syndrome), resulting in hypotension, 
tachycardia, oliguria, acute respiratory distress syndrome (hypoxia), and renal 
dysfunction. Other side effects, such as chills and fever, were found to be reduced 
b . h 19 Y acetammop en. 

3.3.5. IL-3 and GM-CSF 

Activated T cells produce multi-colony-stimulating factors (CSF), which collec­
tively have been grouped as IL-3, a glycoprotein of 28 kDa. A major factor in 
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this group is granulocyte macrophage-colony-stimulating factor (GM-CSF), a 
glycoprotein of 144 amino acids. GM-CSF stimulates the formation of neutro­
phils, macrophages, and eosinophils. Thus, GM-CSF increases the white blood 
cell count in neutropenic patients. GM-CSF is also produced by macrophages 
and endothelial cells, the production being stimulated by IL-l. 21-23 

3.3.6. GM-CSF Effects and Applications 

GM-CSF stimulates the production of neutrophils and potentiates antigen pro­
cessing by macrophages. The latter produce G-CSF (granulocyte CSF), and T 
lymphocytes produce GM-CSF. Complementary DNA clones (as well as purifi­
cation of the protein) encoding human GM-CSF have been isolated. Thus, it 
became possible to produce biosynthetic (recombinant) GM-CSF protein. GM­
CSF has multiple effects. It enhances chemotaxis, phagocytosis, oxidative metab­
olism, and cytotoxicity of eosinophils, macrophages, and neutrophils by increas­
ing production of arachidonic acid and leukotriene B4. 22 

In the bone marrow, GM-CSF increases production of neutrophils, monocytes, 
and eosinophils. Cell-surface receptor protein for GM-CSF has been isolated 
from cDNA clones. Receptors on neutrophils, eosinophils, and monocytes have 
been characterized with 125 I-labeled GM-CSF. Approximately 500 to 800 binding 
sites per cell have been identified, with maximal activity at 100 pM GM-CSF 
(Kd =30 pM). The molecular weight of human GM-CSF is 84,000. Of special 
interest is the finding that there are GM-CSF receptors on small-cell carcinoma 
cells, which may be correlated with inhibition of growth. Thus, GM-CSF has 
been proposed as adjunctive therapy for patients undergoing radiation or chemo­
therapy. Recombinant glycosylated GM-CSF has been produced in Chinese ham­
ster ovary cells, and found to increase neutrophils, monocytes, and eosinophils 
in cynomolgus monkeys. Nonglycosylated recombinant human GM-CSF has also 
been produced from E. coli and found to increase leukocyte numbers. 

In bone marrow ablation by X-ray and replacement with autologous bone 
marrow infusion, GM-CSF increases leukocytes, platelets, neutrophils, mono­
cytes, and eosinophils. 

Neutropenia in AIDS patients has been successfully treated with GM-CSF in 
a dose range of 0.5 to 8 j.tg/kg. Side effects observed included fever, facial 
flushing, and maculopapular rash. Many believe that GM-CSF can increase host 
defenses and reduce myelosuppression induced by chemotherapy, antibiotic, or 
antiviral therapy. Reversal of leukopenia in sarcoma patients and neutropenia in 
aplastic anemia have been reported. Toxicity at high doses (32 mg/kg) includes 
myalgias, pulmonary toxicity, fever, and inflammatory symptoms. In summary, 
the therapeutic applications of GM-CSF can improve the host defenses of immu­
nocompromised patients, facilitate recovery of bone marrow transplants, treat 
infectious parasitic diseases, prevent infections in hospital patients with debilitat-
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ing bums and complex surgery, treat preleukemia and aplastic anemia, and induce 
antitumor activity. 

3.3.7. IL-4, IL-5, and IL-6 

The last three interleukins, IL-4, IL-5, and IL-6, have primary effects in aug­
menting B cell functions. 21 . 23 The human IL-4 consists of 129 amino acids, IL-
5 has 123 amino acids, and IL-6 is a polypeptide with 184 amino acids. In 
addition, IL-4 has T cell growth factor (TCGF) activity (distinct from IL-2) and 
M-CSF (monocyte CSF) activity separate from IL-3. IL-5 has also been found 
to exhibit E-CSF (eosinophil CSF) activity. Finally, IL-4 and IL-5 stimulate 
lymphocytes and hematopoietic cells. 

Currently, basic studies are in progress to determine possible clinical applica­
tions in the areas of autoimmune disease, allergy, and cancer. For example, the 
hematological restorative effects of GM-CSF are being widely explored. 

3.4. Thmor Necrosis Factor (TNF) 

3.4.1. TNF-a (Cachectin) 

The discovery of TNF-a resulted from three separate lines of investigation into 
the causes of (1) septic shock, (2) the wasting syndrome known as cachexia 
that accompanies cancer, tuberculosis, and other diseases, and (3) hemorrhagic 
necrosis of tumors sometimes caused by bacterial infections. 

Septic shock is an often lethal condition characterized by hypotension, dissem­
inated intravascular coagulation, and renal, hepatic, and cerebral injury occurring 
in mammals infected with gram-negative bacteria. 24 During the 1940s the ultimate 
cause of septic shock was shown to be an endotoxin in the cell walls of these 
bacteria and was identified chemically as a lipopolysaccharide (LPS). 25-27 

Thirty years later, a marked elevation of plasma triglycerides was observed in 
rabbits infected with Trypanosoma brucei, despite a condition of starvation and 
wasting, and was shown to result from a systemic deficiency of the enzyme 
lipoprotein lipase (LPL) , which enables utilization of ingested fatty acids by 
tissues. LPL suppression was found to be caused by a factor-termed cachectin­
produced by the animal in response to bacterial LPS. 28. 29 

The discovery of TNF-a ultimately had its origin in anecdotal reports during 
the nineteenth century of sometimes dramatic regressions of malignant tumors 
after patients contracted bacterial infections, especially if the infections occurred 
in the tumor. 30 These observations led the U. S. surgeon William B. Coley during 
1892-1931 to attempt to treat cancers with injections of heat-killed bacterial 
preparations known as Coley's toxins. 31 Although extreme variability of results 
and toxicity (including fever and symptoms of septic shock) of these preparations 
resulted in abandonment of this form of therapy, Coley's work stimulated interest 
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in the mechanisms underlying bacterially induced tumor regression. 32 In fact, it 
was an investigation into the phenomenon of hemorrhagic tumor necrosis associ­
ated with gram-negative bacterial infections that resulted in identification of LPS 
as the causative agent of this effect, as well as of septic shock. 26 

At about the same time that cachectin was discovered, Old et al. demonstrated 
that LPS induced hemorrhagic necrosis of tumors via an endogenous mediator 
(produced internally in response to LPS and directly causing tumor destruction) 
termed tumor necrosis factor (TNF). 33-35 Subsequently, this factor, which is a 
protein, was purified and analyzed. Isolation and replication (cloning) of the gene 
coding for the protein made possible complete determination of its amino acid 
sequence, and it was then found that TNF-a (to distinguish it from TNF-,B, a 
similiar protein produced by lymphocytes) and cachectin were the same sub­
stance. 36 Recently TNF-a has also been shown to help mediate endotoxic 
shock.24. 36. 37 

3.4 .1.1. Endogenous Production 

TNF-a is one of the major products of activated macrophages, which are the 
primary source of this monokine. 32 In response to chemical signals (cytokines) 
released by lymphoreticuloendothelial system (LRES) cells in the vicinity of 
microorganisms or growing tumors, circulating monocytes migrate to the site and 
become more metabolically active macrophages. Macrophages are then "primed" 
by certain lymphokines (INF-y in mice and, perhaps, one or more other lympho­
kines in humans). Finally, primed macrophages may be "activated" by substances 
present on the surfaces of certain bacterial cells, especially LPS and muramyl 
dipeptide (MDP) , the basic repeating subunit of the mycobacterial cell wall 
peptidoglycan. Alternatively, macrophages may be temporarily activated in the 
absence of microbial substances by high concentrations of lymphokines. Acti­
vated macrophages exhibit a much enhanced ability to engulf (by a process known 
as phagocytosis) and kill microorganisms, and to kill on contact many different 
kinds of cancer cells. The microbicidal and tumoricidal capacities of activated 
macrophages vary according to the circumstances of activation. 38 

Macrophage activation is accompanied by a threefold acceleration of transcrip­
tion of the gene coding for the TNF-a protein into messenger RNA (mRNA). 
Cellular levels of this mRNA, however, rise 50 to 100 times, indicating that 
activation also triggers mechanisms that prevent enzymic degradation of the 
mRNA. The mRNA is translated in the cytoplasm, by ribosomes of the rough 
endoplastic reticulum, into a protein containing 233 amino acids (in humans) and 
exhibiting a molecular weight of about 26,000. High levels of glucocorticoid 
hormones block TNF-a production by inhibiting both gene transcription and 
translation of mRNA into protein32. Recent research indicates that the 26,000 
MW "pro-TNF-a" is integrated into the macrophage plasma membrane by the 
first (N-terminal) 76 to 79 amino acids, many of which bear hydrophobic side 
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chains. The remainder of the protein, which causes the molecule's biological 
effects, projects from the outer cell membrane. This cell-bound form of TNF-a 
apparently is responsible for activated macrophage killing of cancer cells on 
contact. The biologically active portion of the molecule, consisting of 157 amino 
acids (in humans) and exhibiting a molecular weight of 17,000, is then cleaved 
from the cell surface by proteolytic enzymes released from lysosomes subsequent 
to macrophage activation, associating to form a trimer and resulting in the local 
cytokinetic and tumor necrotic effects of the monokine. Systemic macrophage 
activation, caused by gram-negative bacteremic endotoxemia results in wide­
spread release of TNF-a, which produces the symptoms of septic shock. 39 

3.4.1.2. Effects and Functions of TNF-a 

TNF-a, along with interleukin-I (IL-I), is a major mediator of the inflammatory 
response, mobilizing LRES cells and systemic resources to meet exogenous and 
endogenous challenges. Together, these two monokines are mainly responsible 
for the macrophage's central role in resisting microbial invasion and the prolifera­
tion of malignant cells. 

Locally, TNF-a acts as a cytokine to kill or inhibit the growth of most cancer 
cells, to cause hemorrhagic necrosis of malignant tumors by destroying the blood 
vessels that feed them, and to recruit and activate cells that mediate the immune 
response. Malignant cell death or growth inhibition follows binding of TNF-a to 
specific cell-surface receptors and appears to involve fragmentation of chromo­
somal DNA, but the exact mechanisms of this effect are not yet known. TNF-a 
may destroy blood vessels in tumors by essentially the same mechanism that 
mediates the hemodynamic aspects of septic shock, but at lower doses of the 
monokine. TNF-a causes neutrophils to adhere to endothelial cells in the walls 
of blood vessels. Secretion of potent catabolic enzymes by these inflammatory 
phagocytic cells damages the vessels, which then become leaky (hemorrhage), 
depriving cancer cells of nutrients and leading to their death (necrosis). Low 
doses of TNF-a, however, actually cause proliferation of endothelial cells and 
formation of new blood vessels in normal tissues. The factor also decreases levels 
of thrombomodulin and plasminogen activator while increasing plasminogen 
activator inhibitor in endothelial cells, promoting blood coagulation. 

In addition, TNF-a increases the quantity of circulating neutrophils and mono­
cytes by causing macrophages, fibroblasts, endothelial cells, and T-Iymphocytes 
to secrete the colony-stimulating factors (G-CSF, M-CSF, and GM-CSF) that 
induce maturation and release of the former cells from bone marrow. The mono­
kine also promotes complement-mediated phagocytosis and intracellular killing 
of microorganisms by neutrophils, entrance of monocytes into tissues, and secre­
tion of IL-I and prostaglandin E2 (PGE2) from macrophages. TNF-a synergizes 
with IFN-y to activate macrophages and may synergize with IL-2 in the absence 
of IFN-y to activate macrophages in humans. It helps modulate the immune 
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response by increasing numbers of cell-surface IL-2 receptors on T-lymphocytes, 
facilitating the activation of these cells, stimulates secretion of IFN-y by T­
lymphocytes, and inhibits conversion of B-lymphocytes to antibody-secreting 
plasma cells. 

Systemically, TNF-a acts as a hormone, affecting the functions of target 
tissues. It decreases levels of lipoprotein lipase, acetyl CoA carboxylase, and 
fatty acid synthetase in adipocytes and otherwise inhibits fat storage by preventing 
differentiation of these cells. The factor diminishes muscle function by lowering 
the transmembrane potential of myocytes. In liver, it inhibits cytochrome P-450 
drug metabolism and albumin synthesis, but stimulates production of acute phase 
proteins. It causes bowel necrosis, particularly in the cecum, and delays gastric 
emptying. In the central nervous system (CNS), TNF-a, like IL-l, acts as a 
pyrogen, inducing the hypothalmus to secrete PGE2 and resulting in elevation of 
body temperature. Other CNS effects include anorexia, slow-wave sleep, and 
stimulation of prolactin and a-melanocyte stimulating hormone secretion by the 
anterior pituitary gland. Since the latter hormones are known to inhibit the 
immune response, TNF-a may also terminate the inflammatory response through 
a negative feedback loop, like IL-I (via stimulation of corticotropin secretion). 
TNF-a also causes inflammatory responses of skin, stimulating production of 
collagenase and PGE2 by fibroblasts. It promotes wound healing by inducing 
fibroblast proliferation. The monokine reduces plasma iron and zinc levels, and 
inhibits cartilage proteoglycan and bone formation by promoting resorption and 
preventing synthesis of these structures. 31.32.40,41 The effects and functions of 
TNF-a are summarized in Figure 3.1. 

TNF-a plays a major role in producing the familiar symptoms of infection 
(fever, gastritis, constipation, sleep, lethargy, and loss of appetite) and underlying 
orchestrated efforts to impede, kill, and eliminate microbial invaders by diverting 
the body's energy and immune resources to the task. Systemic or chronic release 
of TNF-a by such disease states as septicemia, cancer, tuberculosis, or AIDS, 
however, produces the deleterious, even lethal, conditions of cachexia, bowel 
ulceration, and shock. 

3.4.1.3. Applications 

Because of its varied local and systemic effects, TNF-a is a good example of 
why cytokine therapy is problematic. The plasma half-life of TNF-a in humans 
is only 15 to 17 minutes. 42 As a protein, the monokine would be destroyed by 
proteases in the gastrointestinal tract and must be administered parenterally. Thus, 
it is unlikely that an optimal dose of TNF-a, providing an effective concentration 
at the site of a tumor without producing unacceptably adverse reactions after 
parenteral administration, can be found. In support of this contention, numerous 
preliminary clinical trials of TNF-a administered to cancer patients in this way 
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have thus far produced very few positive results. More promising responses have 
been seen where the factor can be injected directly into the tumor.31 

More knowledge regarding synergy between TNF-a and other cytokines, as 
well as other forms of cancer therapy, may make possible effective combination 
therapy using nontoxic doses of TNF-a. Targeted delivery modalities may also 
overcome the problems associated with TNF-a administration. For instance, 
incorporation of 26 kDa TNF-a into the surfaces of liposomes covalently coupled 
to monoclonal antibodies specific for unique proteins (antigens) found on the 
surfaces of malignant cells may produce targeted artificial macrophages for cancer 
therapy. Recent evidence that additional microbial or tumor and host factors are 
required to produce TNF-a-induced hemorrhagic necrosis and shock 37 suggests 
that ways can be found to administer therapeutic doses of pure recombinant TNF­
a without producing deleterious side effects. 

3.4.2. TNF-[3 (Lymphotoxin) 

TNF-[3, a protein closely related to TNF-a, is produced by activated T-Iympho­
cytes. The process of T -lymphocyte activation is much different from that of 
macrophage activation, involving presentation of protein antigen fragments by 
certain cells. The fragments must be associated with cell-surface proteins known 
as histocompatibility antigens. In addition, lymphokines such as IL-2 are required 
for activation. (For a review of how T-Iymphocytes recognize antigen, see refer­
ence 9.) 

Although TNF-[3 shows only a 30% homology with TNF-a, meaning that 
three-tenths of the amino acid sequences in both molecules are identical, TNF­
a sequences that are highly conserved among species (implying that these regions 
are responsible for the protein's biological activities) are also present in TNF-[3. 
The physiological effects of the two proteins are largely the same, but the dose­
response differs. This functional similarity derives from the fact that both factors 
bind to the same cell-surface receptor, but with different affinities. 32, 43-45 

3.5. Future Prospects 

The therapeutic applications of lymphokines and monokines illustrate all the 
problems inherent in the pharmaceutical uses of protein biological response 
modifiers. Virtually impossible without recombinant DNA technology, such a 
course provides unprecedented challenges to human ingenuity. Cytokines are 
short-range effectors that are often rapidly destroyed within millimeters of their 
origin. Because of this spatial limitation, finely modulated effects involving 
complex cellular responses to low doses of multiple cytokines have evolved in 
higher animals. Some effectors, such as IL-I and TNF-a, possess distinct func­
tions as cytokines and hormones. Thus, the pharmacology of the lymphokines 
and monokines is daunting and will require expansion of the boundaries of 
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pharmaceutical science, involving especially questions of stability, delivery, and 
pharmacokinetics. 

Reflecting these realities, IFN-a is the most successful of these agents so far, 
mainly because its antiviral effects predominate at pharmacological doses. The 
colony-stimulating factors also appear promising because their functions are long­
range, involving communication between sites of infection and bone marrow. IL­
l, IL-2, and TNF-a are the most problematic, requiring imaginative approaches to 
targeting. The problems and their possible solutions are exemplified by the severe 
adverse effects caused by a need to infuse large quantities of IL-2 into cancer 
patients to overcome the extremely short half-life of the lymphokine in vivo and 
genetically engineering tumor-infiltrating lymphocytes (TILs) to secrete large 
quantities of TNF-a. 

3.6. Perspectives 

It is becoming apparent that new cytokines, lymphokines, and monokines will be 
identified in the near future. For example, a pentapeptide, methionine enkephalin 
(MEK, derived from its prohormone, proenkephalin-A, found in T helper cells 
and macrophages), has recently been identified to have lymphokine-monokine 
actions. These include the activation of T cell subsets, NK-K-LAK cells, as well 
as IL-2 and INF-y. Preliminary clinical studies indicate that MEK may have 
beneficial effects in AIDS and cancer patients.46 Future clinical studies will 
probably include combinations of the lymphokines and monokines. Already 
combinations with chemotherapeutic agents in the treatment of cancer patients 
are in progress. 47 As our knowledge base increases, it may be possible to consider 
combinations with antiinfective agents. Clinical trials are currently in progress 
testing combinations with antiviral agents in the treatment of AIDS patients. 48 

From the preceding discussion, the identification and isolation of new lympho­
kines and monokines with more specific effects on the cells of the immune system 
is envisioned. 
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Analytical Methods in Biotechnology 
R. 1. Prankerd and S. G. Schulman 

4.1. Introduction 

Advanced biotechnology is inextricably linked to analytical chemistry. Not only 
is it necessary to verify the identities and purities of the products of recombinant 
DNA (rDNA) technology, but it is also essential to be able to detect and quantify 
these substances, their decomposition products, and their metabolites (when they 
are used as pharmacons), at trace concentrations. In this chapter we shall consider 
some of the modem analytical methodology used for the detection and determina­
tion of the products of the "new" biotechnology. 

Because the pharmaceutically significant products of rDNA technology are 
almost invariably polypeptides, the chemistry and instrumentation discussed 
herein will, in the interests of brevity, be confined to those analytical tools 
particularly relevant to peptide and protein chemistry. There is no intention of 
focusing on the polynucleotides and nucleic acids, which are the machinery of 
biotechnology. However, the analytical methods described here are often applica­
ble to them, because their polymeric nature is in common with peptides and 
proteins. Much of the pertinent analytical methodology is relevant only to the 
analysis of large thermo- and hydrolytically labile molecules. Space does not 
permit a review of all analytical techniques of possible interest. Some, such as 
direct spectrophotometry or fluorometry, which by themselves are of very limited 
use in the complex mixtures that must be dealt with in biotechnology and the 
applications of its products, are not considered here except in so far as they are 
linked to the techniques that are of considerable utility in this context. Rather, 
the focus will be on separation, immunoanalytical, and chiral methods which 
account for the bulk of the analytical methodology in current use in advanced 
biotechnology. The reader seeking a more extensive description of these, as well 
as the peripheral analytical methods, is referred to the recent excellent texts by 
Willard et al.,' Snyder and Kirkland,2 Christian and O'Reilly,3 and Skoog.4 

7l 
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Early quantitative analysis of biologicals, biopolymers, endotoxins and other 
pharmaceuticals (such as antibiotics) relied on biological assays using cell cul­
tures, isolated organ baths, or whole animals. These bioassays are expensive, 
labor intensive, and cumbersome and give results with considerable variability. 
However, they have the undeniable advantage of measuring the one property that 
the product is intended to have: a biological or pharmacological effect. This is 
especially important in view of the fact that the product may be either a heteroge­
neous mixture of several components with differing activities, or else a very 
potent active species, inseparably associated to a slightly greater or lesser extent 
with a large amount of inert material. Hence, bioassays are still of considerable 
importance and potency is conventionally reported in terms of units of activity per 
mass or amount of the product. Conversely, quantitative instrumental analytical 
techniques measure properties that are directly related to the molar amount of the 
product and which are hoped to be proportional to the biological potency of the 
product. This is not necessarily the case, particularly for proteins which have 
delicate tertiary or quaternary structure and can unfold or aggregate to an extent 
that may not be readily controlled. The requirements for the validation of analyti­
cal methodology need to be as rigorous as possible so that biological potency can 
be inferred with confidence from analyses based on physicochemical properties. 
In vitro methods based on the physiological processes that involve the biopoly­
mers of interest are expected, a priori, to be more likely to reflect their biological 
potency. These include affinity chromatography and immunological methods. 
The correlation of pharmacological effect with the physicochemical properties of 
biopolymers is the major challenge facing practical instrumental analysis of rDNA 
biotechnology products. 

4.2. Chromatography 

A variety of chromatographic methods have been applied to the qualitative and 
quantitative analysis of peptides and proteins. Because of the low volatility of 
protein and peptide analytes, gas chromatographic methods are of limited use 
unless additional derivatization steps are performed. In principle, supercritical 
fluid chromatography could be applied to the analysis of peptides and proteins. 
The vast majority of chromatographic applications for peptides and proteins use 
either high- or low-pressure liquids as mobile phases. The present discussion will 
be mainly confined to high-performance liquid chromatography (HPLC). Liquid 
chromatographic separation methods are usually specific for small organic drug 
molecules and elution conditions can be manipulated to give good resolution of 
one analyte from other compounds of similar structure. Peptides comprising up 
to 10 to 15 amino acids can be regarded as behaving similarly to small drug 
molecules. However, it has been hypothesized that the surface contact area 
between a protein and the HPLC stationary phase is a very small part of the total 
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surface. 5 If proteins are modified (either in the primary amino acid sequence or 
conformationally) at sites remote from such a specific "adsorption site," the 
modified versions might be expected to coelute with the native protein. For 
example, the catalytically active form of an enzyme may coelute with an inactive 
form if the active site is remote from the adsorption site. Thus, HPLC analysis 
should not be expected a priori to be a reliable means of quantifying the biological 
or pharmacological activity of proteins that have pharmaceutical applications. It 
should, however, be useful for quantifying the activity of smaller peptides « 20 
amino acids), in the same way as for traditional small drug molecules. HPLC 
methods can be applied to studies of the identity, purity, and stability of pharma­
ceutical peptides and proteins. 6 

4.2.1. Reversed-Phase HPLC 

A description of conventional reversed-phase (RP) HPLC is not given here, as 
there are many textbook accounts. 2. 7 Reversed-phase chromatographic columns 
used in the separation of conventional drugs can also be useful for separating a 
wide range of peptides and small proteins. 8 However, problems are normally 
encountered with large proteins, especially those that aggregate in aqueous solu­
tion, either through complexation with metal cations (e.g., zinc insulin) or as a 
result of their hydrophobic exterior surfaces. 9 There are major difficulties of poor 
resolution, surface adsorption and unfolding or denaturation of such hydrophobic 
proteins when hydroorganic cosolvent mobile phase mixtures are used. A variety 
of mobile phases have been used to address this problem, for example, water and 
propanol, water and butanol, aqueous acids, aqueous urea or guanidine-HC1, 
detergent solutions or a combination of these. Also, hydrophobic proteins may 
cause band-broadening problems on silica support phases, for example, from 
mixed retention mechanisms (the secondary organic modifiers used in HPLC, 
such as tetrahydrofuran, were not found to be useful). These problems have been 
addressed by the use of column packings based on polystyrene or polymethacry­
late resins and also by the use of microbore columns. Resin support phases are 
more stable than silica to the acidic elution conditions commonly used (e.g., 
dilute trifluoroacetic acid). However, commercially available resin supports are 
less rigid than conventional silica supports and are limited in the back pressures 
to which they may be subjected. Improved chemical stability of silica supports 
to acidic eluants has been achieved by the use of more bulky groups in the bonded 
stationary phase. 1O Changes in mobile phase composition during gradient runs 
can cause protein molecules to unfold or swell and then become trapped within 
porous support phases, to be released and eluted in a subsequent gradiellt run. 
Large pore (200-300 A) packing materials have been found to be necessary for 
protein HPLC, especially for gradient elution. The use of very small silica 
particles «3 /-tm) allowed separation of peptide (e.g., enkephalins) and protein 
(MW 6,500--100,000) mixtures in a few minutes." However, the advent of highly 
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efficient separations using very small « 1 /Lm) nonporous particles is expected 
to reduce the current reliance on highly porous particles which may trap large 
analyte molecules. 10 A reduction in internal column diameter is also expected to 
lead to improved separations of proteins. However, the reduced flow-rates re­
quired impose increasingly greater demands on the accuracy and stability of the 
pumping systems needed for gradient elution. 

A further technique for solving the problems of RP separation of large proteins 
is hydrophobic interaction chromatography (HIC). This approach is based on the 
use of ionic strength control in the salting out of proteins from aqueous phases onto 
weakly hydrophobic stationary phases. A salt gradient of decreasing concentration 
elutes the analytes in order of increasing hydrophobicity. Commonly used silica 
stationary phase supports are too hard for many biopolymers leading to denatur­
ation and irreversible binding. Modified hydrophilic silicas (e.g., dihydroxypro­
poxypropyl-silica) with bonded polyether or polyvinyl alcohol stationary phases 
in combination with aqueous salt gradients and additives such as Carbowax 4000 
or PEG have demonstrated promise in overcoming these difficulties for the 
separation of proteins and also for polynucleotides. 12 

4.2.2. Size Exclusion Chromatography 

High-performance size exclusion chromatography (SEC), or gel permeation chro­
matography (GPC), has been developed from the low-pressure (gravity feed) 
chromatographic methods first introduced in the 1960s for the purification of 
proteins, especially enzymes. This technique separates dissolved solute molecules 
based on differences in their sizes, and assuming that the solutes have similar 
shapes, based on their molecular weights (MW). The column packing material 
is in the form of polysaccharide, silica, or resin beads (usually 10 /Lm diameter) 
that are very porous. The pores are of controlled size-range. Depending on the 
porosity and tortuosity of the packing, larger molecules enter the pores less readily 
than smaller molecules; hence, a smaller column bed volume is available to large 
molecules. Consequently, the largest molecules are excluded from the pores 
altogether and elute with the solvent front. Medium size molecules migrate more 
slowly through the column and smaller molecules migrate very slowly. Several 
ranges of pore size are available, from 50 A up to 10,000A. These exclude solutes 
with molecular weights ranging from < 1 ,000 g/mol for the smallest pore sizes, 
up to ~5 X 106 g/mol for the largest. Detection of eluates is typically by UV 
absorption at 220 or 280 nm although other methods are also used. 

In addition to preparative applications, SEC columns can be used for the 
identification and quantitative analysis of proteins if an authentic sample of the 
protein is available. They may also be used for MW estimation of an unidentified 
protein if the column is calibrated with a series of molecular weight standards. 
For such columns, there will be a MW range for which there is a linear relationship 
between log MW and elution volume. Recently, a combination of low-angle laser 
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light scattering (LALLS) detection in conjunction with a concentration-sensitive 
detector (e.g., refractive index, ultraviolet absorption, or fluorescence) was sug­
gested for use with a SEC column to directly estimate the molecular weights of 
eluted solutes. 13. 14 This takes advantage of the capability of light-scattering 
methods in determining MW, provided that the molar concentration of the solute 
is known. Consequently, precalibration of the SEC column can be avoided. The 
determination of molecular size as well as MW from multiangle laser light 
scattering has also been reported,15 using a commercially available detector. 

Silica can also be used as a SEC packing support phase if the surface is modified 
with a hydrophilic bonded phase [e.g., the TSK SW series (Toyo Soda)]. These 
have been used for the characterization of a sustained release formulation of 
nafarelin (a decapeptide) incorporated into lactide-glycolide copolymer micro­
spheres. 16 A TSK 3000SW column was able to retain nafarelin by electrostatic 
(coulombic) attraction to residual silanol groups, as well as to determine the 
MW distribution of the copolymer microspheres (or their hydrolytic degradation 
products) by SEC, using a single mobile phase. The results obtained were equiva­
lent to those obtained by conventional RP-HPLC (for nafarelin) and SEC on 
JLStyragel columns (for the copolymer). Other commercially available hydrophilic 
silica supports (GPC, SOTAPhase) have been used for the separation of plasma 
proteins. 

4.2.3. Ion-Exchange Chromatography 

Ion-exchange (IE) resins based on the modified (sulfonated) cross-linked styrene­
divinylbenzene polymers used in conventional low-pressure column chromatogra­
phy of inorganic and small organic ions have been adapted for use in high­
performance applications by increasing pore sizes, reducing the resin bead diame­
ter, and operating under higher pressures. These may be used for the separation 
of peptides and smaller proteins. The analytes are applied to the column in acidic 
solution, and may then be eluted isocratically or by using temperature, cosolvent, 
pH, or ionic strength gradients. 

4.2.4. Affinity Chromatography 

This is a separation method that depends on specific interactions between the 
analyte and a complementary group which is covalently bonded to the column 
packing. Initially, affinity chromatography was developed as a preparative 
method for purification of enzymes and other proteins in the 1970s. More recently, 
it has been adapted for quantitative analytical purposes by fusion with HPLC 
techniques. 17 The method uses solid support phases similar to those used for SEC. 
The support phase should have a large specific surface area, large pores, and 
hydrophilic properties, as well as being stable and insoluble. The surface of the 
support phase is modified with a chemically reactive group, which is then cova-
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lently bonded to a ligand. The ligand, in tum, can interact with a greater or lesser 
degree of specificity with the protein or peptide of interest. The interaction is 
thermodynamically controlled and is characterized by an equilibrium binding 
constant. A spacer group between the support surface and the ligand may also be 
necessary to optimize interaction with bulky analytes. After application of a 
solution containing the analyte and then washing off any contaminants, the 
retained analyte is eluted, either isocratically (as in conventional HPLC) or by 
changing the mobile phase composition so that the specific interaction is weakened 
or abolished. Compositional changes include alterations in pH or ionic strength 
and the addition of organic cosolvents, chaotropes, or a second substance that 
binds even more tightly to the ligand thus, displacing the analyte. These changes 
may be made as step or continuous gradients. The ligand may be specific for a 
group of related analytes (low specificity) or it may be specific for a single 
substance (high specificity). The ligand group may be a protein such as protein 
A (reversibly binds to immunoglobulins) or it may be a small group such as m­

aminophenylboronic acid (binds at pH 8 to 10 to a variety of diols such as 
catechols and sugars, but not at lower pH values). IS. 19 

4.2.5. Two-Dimensional Chromatography 

Early two-dimensional chromatographic methods included thin-layer chromatog­
raphy (TLC) separations, in which a complex mixture of analytes was spotted in 
one comer of a square TLC plate and developed using one mobile phase. Then 
the plate was rotated through 90° and redeveloped using a second mobile phase. 
The method was adapted for use in conventional HPLC, in which the term two 
dimensional refers to the consecutive use of two different kinds of HPLC column. 
These methods are often automated and employ an initial separation of the 
mixture into groups of analytes using one type of column [e.g., cation exchange 
(separation of cationic from anionic and neutral species)], then separation of the 
group of interest into individual analytes using a second column of a different 
type (e.g., reversed-phase separation of several catecholamines). The method is 
often used for separation of exogenous or endogenous analytes from plasma 
samples. Two-dimensional HPLC was recently applied to the peptide mapping 
technique. 20 A mixture of peptides obtained from tryptic digestion of cellobiohy­
drolase I (Trichoderma reesei) was initially separated using SEC, then nine eluted 
fractions were further separated using a RP column. Neither column alone could 
give satisfactory resolution of the components of the mixture, but the combination 
gave considerably improved resolution. However, analysis by SDS-PAGE 
showed that some of the fractions eluted from the two-dimensional separation 
system contained more than one peptide. 

4.2 .6. Primary Amino Acid Sequence of Proteins 

The percentage content of each of the amino acids that make up proteins and 
peptides is usually determined by complete acid hydrolysis of the protein then 
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analysis of the hydrolysate with a dedicated autoanalyzer. The analysis uses ion 
exchange separation of the acidic amino acid solution followed by postcolumn 
color formation with ninhydrin and absorptiometric detection (440 and 570 nm). 
Quantitation is by comparison of peak heights or areas from the sample with 
those from a standard hydrolysate of known amino acid composition obtained 
under the same experimental conditions. Analyses with greater speed and sensitiv­
ity have been recently achieved using precolumn derivatization with reagents 
such as 2,3-naphthalenedialdehyde-cyanide (NDA), o-phthaldialdehyde (OPA), 
phenylisothiocyanate (PITC) , and 9-fluorenylmethyloxycarbonyl chloride 
(FMOC), followed by RP-HPLC and fluorescence detection. 21 , 22 However, the 
amino acid content is a crude measure of protein identity and purity. A change 
of one residue in the amino acid content of a protein is likely to go undetected 
by this type of analysis. Of far greater importance to the quality control and purity 
analysis of a recombinant protein is the full determination of its primary amino 
acid sequence. The methods required for this task are considerably more involved. 
A major tool for this purpose is automated Edman degradation23- 25 of the N­
terminal end of the protein, Scheme 1. 

Phenylisothiocyanate (PITC) couples with the free amino group to form a 
phenylthiocarbamoyl derivative. The first peptide bond in the protein is then 
cleaved with anhydrous acid to form a new N-terminus on the protein and a 
substituted anilinothiazolinone. The anilinothiazolinone is extracted and treated 
with aqueous acid, causing rearrangement to the phenylthiohydantoin (PTH) 
derivative of the first amino acid of the original protein sequence. The PTH 
derivative can be identified by its retention volume on HPLC or by chemical 
ionization mass spectrometry (CIMS).26 The remaining protein can then be sub­
jected to further cycles of degradation, leading to identification of the linear 
sequence of the first 5 to 15 amino acids. The degradation is not quantitative (30-
70%), and some PTH amino acid derivatives are not stable to the reaction 
conditions. 

The C-terminal amino acid sequence may also be determined by chemical or 
enzymatic degradation procedures. 27 Chemical degradation uses reagents such as 
ammonium thiocyanate and acetic anhydride, which result in the formation of 
thiohydantoin derivatives. 28,29 These procedures are not as well established as the 
Edman procedure for the N-terminus. Enzymatic methods involve the use of 

b 'd 30-32 car oxypeptI ases. 

4.2.7. Peptide Mapping 

Edman degradation allows identification of the sequence of the first 5 to 30 amino 
acids at the N-terminus of the protein and some identification is also possible at 
the C-terminus. However, the bulk of the protein sequence remains unknown and 
the protein may not be distinguishable from a corresponding one in which a single 
amino acid residue is changed. Digestion of the protein with enzymes such as 
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trypsin or V8 protease (Staphylococcus aureus) produces a characteristic set 
of polypeptides that may be separated by HPLC, gel electrophoresis or two­
dimensional TLC. This powerful technique is called peptide mapping. 33 . 34 The 
resulting peptides are small enough that careful gradient HPLC analysis will 
create a pattern of eluted peaks that is unique to the protein of interest. If a single 
amino acid is changed in the protein, the resultant single altered peptide will have 
a different elution volume. The peptide maps of the original and altered proteins 
will usually be clearly distinguished by the appearance of one new peak and the 
loss of a peak from the original map. 6 The separated peptides may also be isolated 
by small scale preparative HPLC in sufficient quantity to be sequenced by Edman 
degradation or by "soft ionization" mass spectrometric methods such as liquid 
secondary ion mass spectrometry (LSIMS) or plasma desorption mass spectrome­
try (PDMS), especially in conjunction with a tandem double-focusing ion ana­
lyzer. 26 . 35 Trypsin digestion cleaves peptide bonds on the C-terminal side of 
arginine and lysine residues, and V8 protease cleaves on the C-terminal side of 
glutamic acid residues. Other enzymes may also be used. Chemical or radiochemi­
cal labeling of the N- and C-terminal amino acids (e.g., by maleylation and 
esterification respectively) followed by tryptic digestion allows isolation and 
identification of the N - and C-terminal peptides. Arginine-containing peptides can 
be selectively identified by base-catalyzed derivatization with benzoin. Peptides 
containing free thiol groups can be located by S-carboxymethylation of the intact 
protein with iodoacetic acid (and can be tritiated for scintillation counting), 
followed by tryptic digestion. Similarly, the location of disulfide bonds can be 
demonstrated by comparing a peptide map of the intact protein with that obtained 
after the protein has been treated first with a reducing agent and then trapping 
the liberated free thiols by S-carboxymethylation. Reducing agents include 2-
mercaptoethanol and dithiothreitol. Methionine-containing peptides may be iden­
tified by S-oxidation of the protein before mapping. 

The separation of the peptides from tryptic or other enzymatic digestion of 
proteins is usually performed using gradient elution HPLC. Very accurate pump­
ing systems are required for precise control of the HPLC gradients needed to 
obtain reproducible peptide maps. Good column temperature control is also 
important. The value of ion-pairing agents in RP-HPLC of amino acid and peptide 
mixtures has also been stressed. 36 

4.2.8. Glycoproteins 

Naturally occurring proteins are often glycosylated with oligosaccharide chains 
of 5 to 20 sugars. Glycosylation occurs at amino acid residues such as asparagine, 
serine, or threonine. Thus, it is necessary to characterize the types, extent and 
sites of glycosylation and to determine if glycosylation is necessary for biological 
activity of the protein. Usually, there is a mixture of closely related materials even 
if the glycoprotein has only one site of glycosylation [e.g., human interleukin-2 
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(microheterogeneous)]. This is due to the fact that although the primary amino 
acid sequence of the protein is under genetic control, glycosylation of the protein 
is dictated by the type of host cell and the conditions of fermentation. Bacterial 
host cells do not produce glycosylated recombinant proteins, whereas mammalian 
host cells do. In the case of recombinant tissue plasminogen activator (TPA), it 
was necessary to use a mammalian host cell (Chinese hamster ovary) for commer­
cial production as glycosylation is necessary for its biological properties. 

Mono- and oligosaccharide characterization by HPLC has always been more 
difficult than for many other analytes owing to the following conditions: (1) 
normal phase HPLC cannot always resolve a- from ,8-linked isomers; (2) RP­
HPLC has difficulties with the anionic oligosaccharides that occur naturally in 
glycoproteins; (3) separation of anionic oligosaccharides can be performed with 
anion-exchange resins, but attempted simultaneous separation of neutral oligosac­
charides gives poor resolution; and (4) UV detection is difficult due to the lack 
of a good chromophore. 37 Approaches used to resolve these difficulties have 
included (1) strong anion-exchange chromatography (SAX) in very basic solution, 
in which deprotonation of probably one hydroxyl group occurs per sugar molecule 
(this allows selective retention on the SAX column as well as detection by 
UV absorption); (2) chemical precolumn derivatization of the sugars to permit 
separation by RP-HPLC and UV or fluorescence detection; and (3) a combination 
of high-pH SAX separation followed by pulsed amperometric detection (Dione x) . 

Chemical methods for oligosaccharide cleavage (e.g., hydrazinolysis) from 
the protein are vigorous, difficult to reproduce and produce chain fragments as 
well as intact chains. The use of enzymatic methods such as endoglycosidase H 
or glycopeptidase F37 is preferred. These methods are more highly reproducible 
than chemical degradation methods and generally give cleavage of complete 
chains. Owing to coulombic repulsion, monosaccharides generally have one 
ionized site per molecule at pH ~ 13, whereas oligosaccharides have multiple 
sites of ionization and are retained more strongly by a SAX column. Therefore, 
separation of monosaccharides from oligo saccharides can be achieved with an 
increasing sodium acetate gradient on a base eluant of 0.1 to 0.2 M NaOH. In 
addition, total monosaccharide analysis can be achieved by SAX chromatography 
of the products of acid hydrolysis of the intact protein and of the enzymatically 
liberated oligosaccharides. Identification of oligosaccharides has also been per­
formed using "soft ionization" mass spectrometry techniques. 26. 35 

4.3. Gel Electrophoresis 

Electrophoretic methods involve the migration of charged particles on a support 
such as polyacrylamide gel (in the form of a sheet, slab, or tube) under the 
influence of a strong electric field, typically several kilovolts. Proteins can be 
identified by comparison of their electrophoretic mobility with those of standards. 
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The purity of the protein can be qualitatively monitored by determining the 
number of bands produced on analysis. Quantitative analysis is also possible by 
visually or optically scanning the density of each band and comparing with 
standards, if the band identities are known. Common impurities in proteins 
manufactured by recombinant methods include endotoxins, DNA and other pro­
teins from the host cell organism used for the preparation, point mutant proteins 
from genetically altered cells after gene-splicing has been performed and degrada­
tion products of the desired product (e. g. , from deamidation reactions or proteoly­
sis). The separated bands can be isolated and subjected to further analysis ,38 

for example, by immunological methods or amino acid sequencing by Edman 
degradation or mass spectrometry. 

4.3 .1. Electrophoresis Techniques 

Sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) is a 
very commonly used method for protein characterization. SDS is a strongly active 
surfactant that dissociates noncovalently linked protein aggregates and binds to 
protein molecules at an approximately constant ratio (1.4 g SDS/g protein). The 
resulting complex has an overall negative charge. Thus, separation in an electric 
field is solely a function of the molecular size. Assuming similarity of shape, the 
size of a protein is proportional to its molecular weight (MW). SDS-PAGE is 
thus widely used in the determination of molecular weight when the unknown 
protein is concurrently run with MW standards. Disulfide linkages in the protein 
can be demonstrated by reduction with mercaptoethanol or dithiothreitol to give 
either (1) unfolded proteins that have an apparently higher MW than the unreduced 
protein, owing to the change in shape of a protein that has a single polypeptide 
chain and intramolecular S-S linkages; or (2) lower MW fragments that are 
characteristic of a protein comprising two or more polypeptide chains held to­
gether by disulfide bonds. 

The bands separated by SDS-PAGE are visualized by a variety of staining 
methods, of which the two most common are Coomassie brilliant blue and silver 
stains. Coomassie stain has a 100 to 200 ng absolute sensitivity limit which is 
quantifiable by laser densitometry. The silver stain is much more sensitive (0.2 to 
2 ng absolute sensitivity limit) than Coomassie stain but not generally quantifiable. 
Hence, it is more useful for the detection of very low levels of impurities by 
simply examining for the absence of any contaminating bands. 

Isoelectric focusing (lEF) is an electrophoretic separation method that is based 
on the overall charge balance on a protein. The charge balance results from the 
effects of solution pH on amino acid side chains that contain ionizable groups. 
The groups may be negatively charged (aspartic acid and glutamic acid) or 
positively charged (histidine, lysine, and arginine) when ionized at or near physio­
logical pH. An electric field across a gel containing a series of immobilized 
organic ampholyte buffers produces migration of the buffers until they form a pH 
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gradient. The same electric field causes slower migration of applied proteins until 
each protein reaches the pH on the gradient that corresponds to its isoelectric 
point (pH = pi). At the isoelectric point, the net charge on the protein is zero 
and it is no longer moved by the electric field. IEF gives rise to very sharp bands 
(compared with SDS-PAGE) as thermal diffusion of the analytes during IEF 
brings the analyte molecules into regions where pH ¥- pi and the electric field 
will again induce mobility. Hence, smaller amounts of protein are detected using 
Coomassie or silver stains with IEF than with SDS-PAGE. Deamidation of 
asparagine and glutamine residues is a common degradation reaction that results 
in the formation of proteins with lower isoelectric points. IEF is a useful quality 
control method for the detection of this type of degradation. Deamidation results 
in a small change in MW that is not detected by SDS-PAGE. For glycosylated 
proteins, the relative amounts of cationic (amino) and anionic (sialic acid) sugars 
contributes to the isoelectric point. As the exact composition of the oligosaccha­
rides comprising the glycosyl residues is not under genetic control, some variation 
is always to be expected. This variation must be controlled as much as possible 
during manufacture with recombinant techniques so that other sources of isoelec­
tric point variation such as different amino acid composition from point source 
mutation, are not masked. Just as two-dimensional techniques have evolved for 
TLC and HPLC, similar combinations have appeared for gel electrophoresis. The 
method typically involves initial separation by IEF then a second separation by 
SDS-PAGE. 39 

Gel electrophoretic methods are invaluable for the qualitative and quantitative 
characterization of large peptides and proteins of pharmaceutical interest. How­
ever, they are labor intensive and slow (2 hours to 2 days analysis time). This 
has led to the recent development of several capillary electrophoretic techniques. 

4.4. Capillary Electrophoresis 

A variety of electrophoretic methods have been developed for use in open capillary 
tubes rather than on traditional gel slabs or tubes.40-42 Capillary electrophoresis 
(CE) methods are much faster than gel electrophoresis as the narrow bore of the 
capillary tube (25-100 /-tm) allows greater heat dissipation: hence, larger voltage 
differences (up to 100 kV with forced capillary cooling) and currents (300 /-tA) 
may be used. CE methods can be similar in speed to HPLC and often more 
efficient, owing to the very large surface-area-to-volume ratio of the capillary 
tube. The efficiency of CE methods can be as high as 500,000 plates/m or more. 
They are expected to complement HPLC methods, rather than replace them. The 
absolute mass sensitivity of CE is very good (typically picograms, compared with 
nanograms for HPLC and micrograms for slab gel electrophoresis) but high 
concentrations are needed for normal UV detection as the system volume is very 
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small. The applied sample volume may be 1 to 50 nl in a typical capillary 
volume of 2 to 5 /-to Such low sample volumes have provided an incentive to the 
development of methods for analysis of the contents of single cells. 43 Methods 
that have been used for sample introduction involve dipping the capillary into an 
autosampler vial containing the analyte solution and (1) the use of a hermetic seal 
on the vial and time-controlled head pressure application to pump the analyte 
solution into the capillary; (2) time-controlled vacuum application to the detector 
end of the capillary; and (3) direct electromigration of the analyte (electrokinesis) 
under the influence of a low potential difference for a controlled time interval. 

In capillary zone electrophoresis (CZE) or free-solution capillary electrophore­
sis (FSCE), ionized solutes migrate as narrow bands or zones in a buffer solution. 43 

The migration of solutes results from the separation of ions that occurs at the 
mobile diffuse layer and the stagnant double layer that exist adjacent to glass or 
silica surfaces (usually negatively charged from ionized silanol groups). Net 
migration of the solvent by electroosmosis is a result of drag by solvated solutes 
and the flow direction is normally toward the cathode. Separation of the solutes 
is based on the differences in their electrophoretic mobilities. Chiral additives 
can be used to resolve racemic mixtures by diastereomer formation. Isotacho­
phoresis is performed on aqueous solutions of analytes with like charges (e.g., 
a mixture of protonated amines) and has been traditionally performed in capillary 
tubes. The solution of charged analytes and their counterions is confined between 
two electrolyte solutions, one (the leading electrolyte) containing an ion of the 
same charge type as the analytes but of higher mobility than any of them and the 
other (the trailing electrolyte) containing an ion of the same charge type but lower 
mobility than any of the analytes. Application of the electric field then sorts the 
analytes into sharply defined contiguous bands of differing mobilities. 

Micellar electrokinetic capillary chromatography (MECC) 44 is a particularly 
interesting technique, as it permits electrophoretic separation of neutral as well 
as ionized molecules. The electrolyte is a micellar detergent solution (e.g., of 
SDS) in which the analytes partition to different extents into the charged micelles, 
thus, causing differences in their electrophoretic mobilities. Capillary gel electro­
phoresis (separation by a combination of molecular sieving and electrophoretic 
mobilities) and capillary isoelectric focusing (separation by differences in isoelec­
tric points) are micro scale adaptations of the more traditional slab or tube gel 
methods. 

Although the developments in CE methods offer considerable potential for the 
future, some significant problems remain. Quantitative analysis by CE methods 
is imprecise as sample matrix problems cause variations in response. Precise 
temperature control of the capillary is important for reproducibility of migration 
times.41 Hydrophobic proteins adsorb strongly onto silica capillary walls. There 
have been some attempts to minimize this problem in the separation of peptides 
and proteins by wall surface modification.45 Improvements are also needed in 
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the methods for precise sample introduction46, 47 and in detector sensitivity. 48 

Developments in detection methods include laser induced fluorescence,44 thermal 
lensing and electrochemical and mass spectrometric detection. 

Although CE methods are not yet established for widespread routine use, there 
are already several commercial instruments available that combine at least some of 
the aforementioned techniques. They include the PlACE System 2000 (Beckman 
Instruments), Applied Biosystems 270A and the HPE 100 (Bio-Rad) as well as 
commercially available power supply and detector modules. 

4.5. Immunoanalytical Chemistry 

Immunoanalysis has become an integral part of the tools employed in the biotech­
nological revolution. 49• 50 Its ability to distinguish, detect, and quantitate quite 
similar substances (e.g., peptides and proteins), in situ, has proven invaluable in 
many aspects of biomedical analysis. Analyses of subnanomole quantities of 
small and large biopolymers present in biological fluids and fermentation media 
which are often unassayable by other methods, have provided scientists and 
engineers with much useful information. The relatively low cost and adaptability 
to automation of immunoassay, coupled with its sensitivity and specificity, have 
made it competitive with chromatographic methods in the analysis of complex 
biological samples. 

Immunoanalytical methods are based upon the competition that occurs when 
a labeled and an unlabeled ligand compete for highly specific binding sites on 
antibodies. The evaluation of this competitive binding, accomplished by measur­
ing a physical or chemical property associated with the label, allows the construc­
tion of a calibration curve representing a measured physical signal that is altered 
by changes in the concentration of the bound labeled ligand as a function of the 
concentration of the unlabeled ligand, the latter being the analyte. Unknown 
analyte concentrations are determined from this calibration curve. 

Distinction of the signal corresponding to either the bound or free labeled 
ligand from that of the total labeled ligand population can be made in two ways. 
In most cases it is necessary to carry out a physical separation of the antibody­
bound labeled material from the free labeled analyte. This can be accomplished 
by precipitation of the antibody-containing material with a concentrated salt 
solution such as ammonium sulfate or a hydrate able organic substance such as 
polyethylene glycol. Alternatively (and of great popularity, recently), solid phase 
extraction is possible. In the latter approach, analyte, labeled ligand, or antibody 
is covalently attached to a solid surface such as glass or plastic beads, a tube 
wall, or a dip stick and then reaction between substances in the liquid phase with 
those immobilized on the solid phase provides the basis for physical separation. 
These methods are known as heterogeneous immunoassays and are required when 
there is no way to distinguish, in situ, between the physical signals derived from 
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bound and free labeled ligand, as in the case of radioactivity, which is unaffected 
by the chemical environment and yet provides the measurable physical signal in 
radioimmunoassay. Also, many immunoassay methods in which the label is an 
enzyme, such as enzyme-linked immunosorbent assay (ELISA), are heteroge­
neous. 

Homogeneous immunoassays make up the second category in which physical 
separation of the bound from the free labeled ligand is not required. Signals that 
are different for the bound and free labeled ligands are obtained in situ. The 
signal producing species may be derived enzymatically when the label is an 
enzyme whose rate of reaction with a labeled substrate is reduced by complexation 
of the labeled ligand with an antibody or the label can be a fluorophore, a 
chromophore or a chromophore subject to induced chirality upon complexation 
with a protein. Here, environmental effects can lead to signal modification. For 
example, induced circular dichroism resulting from the electronic interaction 
associated with labeled ligand binding to immunoglobulin protein can be moni­
tored with a spectropolarimeter. Alternatively, the complexation of a fluorescent 
label resulting in its incorporation into an antibody binding site may quench or 
enhance its fluorescence relative to that it demonstrated in aqueous solution. 
Fluorescence immunoassays account for the majority of homogeneous immunoas­
says in use today. Homogeneous immunoassay offers several advantages over 
heterogeneous analysis. Since no separation is involved in homogeneous immu­
noanalysis, this approach is more economical of time and materials. Additionally, 
errors due to sample loss in the separation aspect of the heterogeneous approach 
are minimized. 

4.5.1. Analytical Aspects of the 1 mmune Response 

Analytes that can function as ligands in immunochemical reactions fall into that 
class of substances known as antigens. An antigen is any substance capable of 
reacting with an antibody. However, molecules ofMW < 10,000 are not capable 
of inducing antibody formation (i.e., functioning as immunogens). Therefore, all 
immunogens are antigens, although antigens mayor may not be immunogens. 
Antigen-antibody reactions are so specific that an antibody will usually react 
only with the immunogen that caused its formation or with molecules that are 
very similar structurally. Reaction with the latter is called cross reactivity and is 
a potential source of interference in immunoanalysis. 

Antibodies are immunoglobulin-type proteins produced in mammalian blood in 
response to invasion by foreign immunogens. Immunogens are usually naturally 
occurring macromolecules (e.g., proteins, polysaccharides, nucleic acids) or 
microorganisms containing such molecules on their outer surfaces. The antibodies 
developed in response to those molecules or particles will recognize and bind 
only a small portion of the antigen. Antibody specificity usually involves not 
more than six to seven amino acid residues of the large protein structure. 51 The 



86 / R.I. Prankerd and S. G. Schulman 

failure of antigens with molecular weights of less than I x 104 to elicit antibody 
production presents problems for the acquisition of antibodies directed against 
drugs that are to be analyzed by immunoassay procedures since drugs, including 
most peptides derived from biotechnology, usually have molecular weights much 
lower than I x 104 • 

Investigations performed by Landsteiner determined that an immunoresponse 
could be elicited from a mammal by small molecules (haptens) if they were 
coupled to macromolecules of MW > I X 104 •52 The antibodies produced may 
react with the hapten even when it is not coupled to a carrier macromolecule. It 
is often more difficult to induce antibody production with hapten-carrier conju­
gates than with naturally immunogenic macromolecules and the conjugation site 
must be carefully chosen to maximize exposure of the hapten molecule. More­
over, haptens such as drugs that undergo biotransformation to inactive metabolites 
should be coupled to carrier molecules in such a way that those portions of 
the molecules subject to metabolic change are spatially available for the initial 
immunochemical antigenic recognition process. This reduces the cross-reactivity 
to the metabolites of the antibodies produced. In modem immunochemistry 
human and bovine serum albumins, synthetic peptides such as polylysine, and a 
number of polysaccharides have been used as immunogenic carriers for small 
drug molecules. 

4.5.2 . Hapten-Carrier Coupling 

Coupling of the drug of interest to the macromolecular carrier is usually effected 
through derivatized carboxy-, amino-, hydroxy- or sulfhydryl groups on the 
hapten or the carrier. Occasionally a bridging group such as a carbodiimide is 
used to join the drug and the carrier. This often improves the specificity for the 
hapten of the antibodies produced. Once produced, different members of the 
heterogeneous population of antibodies may recognize parts of the carrier and the 
bridging molecule along with sites present on the hapten itself. This is a conse­
quence of a lack of antibody uniformity and gives rise to various degrees of 
specificity for the hapten among the antibody population. Since antibodies pro­
duced in vivo are not isolated as chemically distinct species and their compositions 
and distributions are generally unknown, quantitative descriptions of immunore­
actions in terms of simple competitive equilibria are not rigorous but have been 
dealt with in the literature as if this were the case. 

4.5.3. Detection of Immunoreaction 

Most immunoassays currently employed in the biomedical field are either radioim­
munoassays, enzyme multiplied immunoassays, or luminescence immunoassays 
(including fluorescence immunoassay and chemiluminescence immunoassay). 
Radioimmunoassay, which is based on the scintillation counting of radioisotopi-
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cally labeled ligands displaced from antibodies by the unlabeled material of 
analytical interest is historically the first kind of immunoassay and is currently 
the most sensitive. Concentrations of 10-12 to 10- 15 M are often detectable. 
Because of the problems inherent to dealing with radioactive materials, such as 
licensing, radiation hazard, short shelf life of expensive radioisotopes, the ex­
pense of the counting equipment and the tedium associated with heterogeneous 
immunoassay, it has fallen in popularity behind the nonisotopic methods of 
analysis. 

In the enzyme multiplied immunoassay techniques (EMIT), the antigen or 
antibody is labeled with an enzyme (e.g., lysozyme, alkaline phosphatase, horse­
radish peroxidase, or glucose-6-phosphate dehydrogenase) instead of a radioiso­
tope. For example, an alkaline phosphatase-labeled drug can be made to compete 
with an unlabeled drug for binding sites on a drug-directed antibody. Owing to 
steric inhibition of the enzyme by the antibodies, when the enzyme-labeled drug 
is bound to the antibody the enzyme will lose its activity (ability to hydrolyze 
phosphates). However, the free enzyme-labeled drug retains its enzymatic activ­
ity. If a potentially absorbing or fluorescing organic phosphate whose optical 
properties are altered by the condition of esterification by phosphate is put into 
the solution containing the enzyme-labeled drug, drug-directed antibody, and 
unlabeled drug, only that fraction of the labeled drug popUlation not bound to the 
antibody will be capable of hydrolyzing the phosphate ester and thereby generat­
ing the absorption or fluorescence spectrum of the hydrolysis products. Moreover, 
the amount of absorptiometrically or fluorimetrically measured, hydrolyzed mate­
rial will depend upon the concentration of unlabeled drug added to the test 
solution, as it is this concentration that ultimately determines how much enzymic 
activity is released to the solution. Commercial EMIT kits based upon absorptio­
metric (colorimetric) estimation of enzymatically oxidized NADH to quantitate 
a variety of drugs have been popular for over a decade. The sensitivity is not 
especially high, drug concentrations down to about 0.5 JLM being detectable. 
The measurement of the light emitted by a fluorescent or chemiluminescent 
enzyme substrate is capable of extending the limits of detection of the analyte 
down to 10- 12 to 10-9 M with conventional arc lamp excitation and down to 
perhaps 10-15 M with laser excitation. 53 

Fluorescence immunoassay (PIA) involves the measurement of the fluores­
cence of a luminescent label that is part of a competitive immunochemical 
binding system and whose spectral position, intensity, and polarization vary with 
differences in the concentrations of the analyte. Fluorescent labels are used in 
homogeneous and heterogeneous immunoassay systems and may be bound to 
antigens, antibodies, or solid phases, or they may exist free in solution as enzyme 
substrates. 

A fluorescent label to be used in homogeneous immunoanalysis should fulfill 
several requirements. Since the fluorescence signal must be measured in a serum 
matrix, the probe should have a high fluorescence quantum yield and the excitation 
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and emission maxima of the probe should occur at wavelengths longer than those 
of the serum. Excitation spectra of dilute serum show excitation maxima at 280 
and 340 nm. Serum fluoresces at 348 nm and weakly at 520 nm. A fluorescent 
label useful for in situ measurements in serum should be excited at wavelengths 
longer than about 400 nm and should fluoresce at wavelengths longer than about 
450 nm. 

To date the most popular fluorescent labels for FIA have been those derived 
from the long-wavelength, strongly emitting xanthene dyes fluorescein and rhoda­
mine B. The isothiocyanates or isocyanates of these fluorophores can be used to 
label primary and secondary aliphatic amines in aqueous solutions by simple 
chemistry under ambient conditions. Consequently, they can be used to label 
antibiotics or polypeptides. Even those drugs that do not have indigenous alkyl­
amino groups can often be labeled by introducing bridging groups (e.g., aminoe­
thyl) that are amenable to coupling with the isothiocyanato or isocyanato func­
tions. 

Heterogeneous fluorescence immunoassays can be carried out with the aid of 
the same separation procedures used in radioimmunoassay. The more expedient 
homogeneous fluorescence immunoassays usually require quenching, enhance­
ment, or shifting of the fluorescence of the label on binding of the labeled drug 
to its antibody. Occasionally, a second antibody, directed at the drug-directed 
antibody, will be used in a "double-antibody" method to precipitate the bound 
labeled and unlabeled drug or to alter the optical properties of the label in such 
a way as to make the analysis more sensitive. 54 

Homogeneous fluorescence immunoassays can often be effected even when 
there is no obvious change in the intensity or spectral position of fluorescence of 
the label upon binding to the antibody. If light-polarizing polymer films or crystals 
are used to polarize the exciting light and analyze the fluorescence of the sample 
excited by polarized light, it will generally be observed that the amount of 
fluorescence reaching the detector will be considerably smaller in those samples 
where a greater amount of antibody binding occurs. This is a result of the higher 
degree of polarized fluorescence emitted from the labels affixed to the large, 
slowly rotating antibody. The polarized emission is more efficiently attenuated 
by the analyzer polarizing film than the unpolarized light emitted by the rapidly 
rotating, relatively small labeled drug molecules that are not bound to macromole­
cules. This phenomenon forms the basis of fluorescence polarization immunoas­
say. The increase in fluorescence intensity measured with increasing unlabeled 
drug (analyte) added occurs as a result of the liberation of the labeled drug 
from the antibody with attendant fluorescence depolarization and can be used to 
construct a calibration curve from which the concentrations of unknown drug 
samples can be determined when their polarized fluorescences are measured. 
Fluorescence polarization immunoassay probably accounts for a majority of 
fluorescent immunoassays currently performed. 

Chemiluminescence immunoassay, 55 a technique that is rapidly gaining popu-
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larity because its sensitivity is comparable to that of radioimmunoassay is, in a 
sense, a variation of fluorescence immunoassay. Chemiluminescence (also called 
bioluminescence when it occurs in fireflies, some dinoflagellates, coelenterates, 
and fungi) is fluorescence. However, what is usually termed fluorescence is light 
emission that is activated by prior light absorption by the emitting molecule. This 
is properly termed photofluorescence or photoluminescence. Chemiluminescence 
occurs in the oxidation products of some highly strained, highly reduced mole­
cules (e.g., peroxyoxalate esters and amino-substituted cyclic hydrazides of 
phthalic acid). Oxidation results in intermediates possessing such great quantities 
of thermal energy from the reaction that they spontaneously (without photoexcita­
tion) become electronically excited and subsequently fluoresce as a means of 
achieving the state of lowest energy. The oxidations are frequently catalyzed 
by metal ions and occur at appreciable rates only when the precursors of the 
chemiluminescent species (the labels) are freely diffusible in solution (i.e., they 
will not generate light rapidly when bound to antibodies or perhaps prior to release 
in an enzymic reaction). In this sense they are analogous to many of the fluorescent 
labels. However, photofluorescence analysis entails the measurement of light 
emitted by a fraction of an even smaller portion of molecules absorbing light for 
an instant. In chemiluminescence it is possible to gather and integrate the light 
output associated with the chemiluminescent reaction over the entire course of 
the reaction. Consequently, very low detection limits can be attained if the 
luminescence efficiency of the chemiluminescent reaction is reasonably good 
(say, > 0.1) Unfortunately, very few chemiluminescent reactions have high 
luminescence efficiencies, so that the choice of labels is much more restricted 
than in fluorescent immunoassay. However, chemiluminescence immunoassay is 
a field whose popUlarity is increasing, and this may inspire the discovery of new 
labels. 

4.6. Optical Rotatory Dispersion and Circular Dichroism 

The electronic structures of peptides and proteins give rise to UV absorption 
spectra. These spectra result from absorption of radiation by the peptide bonds 
(far UV; 190-240 nm) forming the protein backbone, and by the aromatic side 
chains oftyrosine, phenyalanine, and tryptophan (near UV; 250-295 nm). These 
absorption bands can be used for both qualitative and quantitative analysis. As 
most other methods of quantitative analysis tend to be more sensitive than UV 
methods, the qualitative aspects of absorption spectra tend to be more important. 
In particular, structural aspects of protein molecules can be studied by a variety 
of spectral methods (e.g., second order and difference spectra). The use of these 
methods has been facilitated by the advent of computer-controlled diode array 
spectrophotometers, which can obtain spectral data rapidly, store it on magnetic 
media and subsequently, perform numerical manipulation of the data. 
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Optical rotatory dispersion (ORD) and circular dichroism (CD) are spectro­
scopic methods of analysis that are derived from the ability of certain asymmetric 
molecules to alter the plane of polarization of incident light. These phenomena 
are related to light absorption (which gives rise to ultraviolet and visible spectro­
photometry) and light scattering in that they arise from the alteration of molecular 
electronic motion. However, they are rather more complicated than absorption 
or simple dispersion phenomena. On the molecular level, ORD and CD derive 
from the weak abilities of the magnetic field associated with light to induce 
electronic polarization and the electric field of light to induce magnetic polariza­
tion in the electronic structures of molecules that lack a plane of symmetry. These 
subjects are of interest here because virtually all peptides and proteins lack a 
plane of symmetry and therefore demonstrate optical activity (i.e., give rise to 
ORD or CD spectra or both). Furthermore, small molecules that do have a plane 
of symmetry often will exhibit ORD or CD upon binding to a peptide or protein 
because the electronic structures of the ligand and ligate become intermingled. 

Optical rotatory dispersion arises from the scattering or instantaneous absorp­
tion and reemission of polarized light by asymmetric molecules. 56 It is manifested 
as a rotation of the plane of the incident polarized light by an angle (a) that varies 
with the wavelength (A) of the polarized light. The intensity of optical rotation 
for a dissolved asymmetric solute is expressed as a function [a] (specific rotation) 
of the observed rotation a and is given by 

, lOOa 
[aL- =--y 

where C is the concentration of the optically active solute in grams per 100 ml 
of solvent, I is the optical path in decimeters, and the indices t and A refer to 
Celsius temperature and the wavelength of the incident light, both of which 
influence [a]. A plot of [a] against A is called an ORD spectrum. Alternatively, 
rotatory power for different compounds may be expressed as the molecular 
rotation [cfJ]: 

aMW 
[cfJ] = [(; 

where MW is the molecular weight of the compound of interest. If the asymmetric 
molecule demonstrating ORD does not absorb light in the spectral range over 
which the ORD experiment is carried out, the ORD spectrum will demonstrate a 
gradual and continuous increase or decrease (depending on the absolute molecular 
configuration) of [a] with A.. This kind of spectrum is said to be a "plain curve." 
On the other hand, if the asymmetric analyte contains a chromophore that is 
responsible for light absorption in the spectral region of interest, the ORD spec­
trum will show a maximum and a minimum in the spectral region of each 
absorption band. The order of the maxima and minima (whether the maximum 
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or minimum occurs at longer wavelengths) is a function of the absolute configura­
tion of the solute, and the ORD spectrum is then said to exhibit a "Cotton effect." 

Compounds that absorb light and are optically active may also demonstrate 
circular dichroism, which is differential absorptivity for enantiomers of opposite 
absolute configuration. Because the light emerging from a sample demonstrating 
circular dichroism is elliptically polarized rather than linearly polarized,57 the 
measured differential absorbance of the absorbing sample is called the molecular 
ellipticity, [8]. A plot of [8] against A is called a CD spectrum and consists of 
peaks (positive bands) or troughs (negative bands) at the same wavelengths as 
bands in the absorption spectrum and no features at all in spectral regions where 
no absorption occurs. Whether a peak or trough is observed in the vicinity of an 
optically active absorption band depends upon the absolute configuration of the 
analyte, or if a mixture, on which isomer is predominant. 

ORD and CD can both be used for the detection and quantitation of peptides and 
proteins with sensitivity limits approximating those of conventional absorption 
spectrophotometry (i.e., down to about 10-6_10-5 M). However, they are used 
far more often as the best means of establishing the absolute configuration of 
chiral compounds than for their quantitative analysis. The secondary and tertiary 
structure of proteins have effects on absorption spectra that are particularly 
apparent in CD spectra. The backbone of the protein comprises three structural 
types: a-helix, l3-pleated sheet, and random coil. Each of these types exhibits 
CD spectra with different features. Analysis of the wavelength maxima and the 
intensities of the positive and negative bands in a CD spectrum is used to estimate 
the percentage of the protein that exists in each of the three configurations. This 
method can demonstrate the close similarity of configuration for the same protein 
from different origins, for example, for human and porcine insulin,58 pituitary 
and recombinant human growth hormone59 and human, equine and porcine pro­
lactin.6O ORD and CD spectra are also very useful in studies of the interactions 
in solution of small molecules with biopolymers such as proteins and poly­
nucleotides. 61 

4.7. Mass Spectrometry 

The high sensitivity and selectivity of mass spectrometric (MS) techniques have 
been exploited to a great extent in the qualitative and quantitative analysis of 
peptides and proteins in general. 26. 35 Such exploitation will continue in the 
study of genetically engineered products with the increasing availability and 
sophistication of commercial instrumentation. Early MS studies on peptides and 
proteins were limited by the low volatility of the analytes and the vigorous 
electron impact and chemical ionization methods available. Low analyte volatility 
was addressed with numerous methods for chemical derivatization, especially 
in the use of coupled gas chromatography-MS (GC-MS). The value of gas 
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chromatographic separation of analytes prior to MS detection led to similar 
attempts at combining liquid chromatography with MS (LC-MS). These have 
not been so successful, although the development of novel moving belt, ther­
mospray, and microbore continuous-flow interfaces holds promise for future 
studies of proteins and peptides. 62 

The advent of sophisticated ionization methods such as plasma desorption MS 
(PDMS) and liquid secondary ion MS (LSIMS) and of new ion analyzers (e.g., 
tandem double-focusing mass spectrometry [MS_MS])63 has been responsible for 
major advances in the detection and characterization of native proteins and 
peptides. These methods are also invaluable for the characterization of the prod­
ucts of chemical modification of peptides, e.g., enkephalins64 and endorphins. 65 

In LSIMS, the analyte is dissolved in a polar liquid such as glycerol, thioglycerol, 
aminoglycerol, diethanolamine, or nitrobenzene66 and bombarded with an ener­
getic beam of either neutral or charged particles. A high yield of molecular ion 
clusters is formed in the first few layers of the liquid matrix ("sputtering"). Critical 
factors in LSIMS include the nature of the liquid matrix and the incident beam 
energy (typically in the keV range). PDMS is similar to LSIMS except that the 
analyte is deposited in solid form on an inert probe and the incident beam energy 
is very high (typically in the MeV range). These advanced methods have been 
responsible for a continued increase in the upper limit of molecular ion mass range 
such that the MW of small proteins (4,000--16,000) can be readily determined to 
an accuracy of ±0.3 with LSIMS-MSMS combinations. Larger proteins (MW 
16,000--25,000) have been determined by similar methods, giving MW data 
with an accuracy of several fold. For polypeptides «4,000), the accuracy and 
versatility of these techniques are able to provide direct evidence for both the 
amino acid composition and the amino acid sequence. This can permit indepen­
dent verification of the results of Edman degradation studies of the products of 
proteolytic digests. The location of sites of glycosylation and the identification 
of the oligosaccharide chains have been performed with LSIMS, for example, 
for recombinant human interferon-,8 expressed by Chinese hamster ovary cells. 67 

The chief limitation of LSIMS is its relative insensitivity, owing to "chemical 
noise" from the liquid matrices. Molecular ion clusters may not be observed at 
all, depending on the matrix. The combination of LSIMS with MS-MS has been 
vital in reducing this limitation although at the cost of substantially increased 
capital outlay. Further interdisciplinary research aimed at understanding the fac­
tors controlling secondary ion formation at liquid surfaces was recognized as 
essential for obtaining sequence data from picomole amounts of biopolymers.26 
A further limitation of secondary ion methods is that some peptides are not readily 
ejected as ion clusters from the liquid or solid matrix surface, compared with 
others. Expected significant developments in techniques for biotechnologically 
related applications include the increased use of Fourier transform ion cyclotron 
resonance analyzers and improved thermospray coupling of HPLC with MS­
MS.62 
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5 

The Impact of Biotechnology on 
Analytical Methodology 

John F. Filz/off 

5.1. Introduction 

What is encompassed by the term biotechnology products? In terms of numbers, 
proteins and peptides predominate. This includes enzymes, antibodies, receptors, 
structural proteins, hormones (including an increasing number of cell growth 
factors), and carrier or transport proteins. Second are the poly- and oligonucleo­
tides, the primary information carriers of molecular biology. From a pharmaceuti­
cal point of view they are the "reagents" needed to produce the proteins and 
peptides for therapy, but they also can be considered therapeutic agents, being 
polymeric extensions of the nucleotides and nucleosides already used in therapy. 
Third are the poly- and oligosaccharides, either alone or as part of glycoproteins. 
Usually thought of as playing only a structural role, polysaccharides are now 
recognized to have additional functions. Last, there are cells and organisms that 
have been genetically altered. As with all new pharmaceutical products, new 
products derived through biotechnology require characterization. 

Like most areas of science, in the pharmaceutical industry there was previous 
experience with similar types of products and processes. Fermentation to obtain 
antibiotics, the preparation of bacterial and viral vaccines, and the isolation and 
purification of vitamins and industrial enzymes are examples of biotechnology 
that predated the common use of the term. Although fermentation was used earlier 
in the food industry, the pharmaceutical industry was first in using genetic 
manipulation for improving the yield of its products. This occurred because of 
the relative ease with which microbial organisms could be modified genetically 
and the research support for health-related products. 

The impact of biotechnology on analysis can be subdivided into two parts: (1) 
the use of biotechnology-derived products as analytical tools and components in 
analytical systems, and (2) the improvement of existing methods and the invention 
of new analytical systems to provide the necessary specificity and sensitivity for 
quality control of biotechnology products and their production processes. I This 
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chapter will briefly discuss these two areas and give some examples of the current 
status of analytical biotechnology with regard to peptides and proteins, poly- and 
oligonucleotides, and poly- and oligosaccharides. 

5.2. Biotechnology Products as Analytical Tools 

5.2 .1. Evolution of 1mmunoassays 

The beginnings of biotechnology products as analytical reagents can be attributed 
to the success of Berson and Yalow in developing the radioimmunoassay of 
insulin, for which Rosalind Yalow shared the Nobel Prize in medicine in 1977. 
This technique was expanded to include smaller molecules, by covalently linking 
them to antigenic macromolecules and producing polyclonal antibodies that would 
bind only the small molecule. The major drawback of this methodology was 
cross-reactivity with structurally related compounds. This was particularly trou­
blesome in the quantitation of therapeutic drugs, where inactive or less active 
metabolites interfered. This problem has essentially been eliminated by the pro­
duction of monoclonal antibodies (MAbs; see Chapter 2 for a discussion of the 
production and characterization of antibodies). The number of methods based on 
MAbs are continuing to increase and include such innovations as fluorescence 
polarization immunoassays (FPIA)-which are most sensitive for low concentra­
tions of analyte (antigen)-and immunochromatography, in which the analyte 
releases an enzyme-labeled antigen as it moves through the chromatographic 
matrix, allowing the enzyme to catalyze a reaction producing a chromogen (the 
height of the "color bar" is proportional to the analyte concentration). This latter 
method allows direct visual reading of the result. 2 A thorough review of enzyme 
immunoassays (EIA) has been published that presents good examples of improve­
ments in the technique. 3 For instance, in 1972 a "sandwich" EIA for human 
chorionic gonadotropin (hCG) required an incubation of 4.5 hours, whereas in 
1986 a radial partition EIA for hCG had a total run time of only 8 minutes. 
Several of the current immunoassay techniques are reviewed in this volume (see 
Chapter 4). 

5.2.2. Polymerase Chain Reaction 

The polymerase chain reaction (PCR) is a technique widely used in biotechnology. 
Although this technique uses biotechnology products and involves several analyti­
cal methods, it per se is not an analytical method. The essence of the technique 
is to incubate DNA polymerase, two oligonucleotide primers, and a small amount 
of some genomic or cloned DNA. The target DNA is produced rapidly (e.g., up 
to lOS-fold increase in 3 hours). Some applications for target DNAs produced 
include direct sequencing, genomic cloning, and site-directed mutagenesis. Uses 
that are analytical include DNA typing for prenatal genetic disease or forensic 
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evidence, detection of infectious microorganisms, and interpretation of allelic 
variations. Once obtained, the first process for the target DNA is purification, 
usually by gel electrophoresis. This and other methods will be discussed below. 
Because of its increasing use, PCR has been largely automated and is now linked 
to anion-exchange HPLC for purification. 4 

5.2.3. DNA Hybridization Assay 

The DNA hybridization assay, or dot blot assay, is used primarily to determine 
trace amounts of rDNA in recombinant protein products. However, it is also 
useful for detecting DNAs from viruses, mycoplasms, bacteria, and fungi that 
may be contaminating biotechnology products. It is a very sensitive assay with 
detection limits at the femtogram (10- 15 ) level. The hybridization, between the 
sample DNA and 32P-labeled DNA probes, is accomplished on a nitrocellulose 
matrix. The matrix is exposed to X-ray film and the resultant autoradiograph is 
compared with one with a concentration series of DNA standards. 5 

5.3. Analytical Demands of Biotechnology Products 

5.3.1. Characterization of Biotechnology Products 

The use of antibodies has now come full circle as MAbs themselves are being 
used as therapeutic agents, and this requires that they be rigorously characterized. 
The analytical problem of biotechnology-derived products such as MAbs is the 
second issue of this chapter. The specificity engendered by MAbs, posttransla­
tional modified protein, genetically altered stem cells, or other "biotechnology 
products" demands that during their production, and particularly in their final 
form, a level of quality control be exerted that exceeds that for most small organic 
drug products. Proteins in particular represent an analytical challenge. Those 
resulting from recombinant DNA (rDNA), even though their production may be 
amplified (20% or more of the total soluble expressed protein from bacterial hosts 
and 3 to 5% from yeast hosts), require high-efficiency separations. It is necessary 
at this point to remove proteins that differ by one or two amino acids, as a result 
of expression errors or chemical changes, such as oxidation or hydrolysis that 
may occur postexpression during processing. 6 Such separations depend on the 
mainstays of protein and peptide separation and characterization, chromatography 
and electrophoresis (see Chapter 4, this volume). 

As the genomic DNA is characterized (see Chapter 8, this volume) for se­
quences whose expression results in diseases, the use of antisense oligonucleo­
tides to prevent expression becomes a possible treatment modality and a molecular 
tool to understand the pathological state. This approach has been recently re­
viewed. 7 The necessary minimum size of these oligonucleotides for high specific­
ity is 15 to 25 bases, and one or two incorrect bases may make them inactive. 8 
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Although it has recently been determined that the normal phosphodiester antisense 
oligonucleotides are more stable in cell culture than originally thought, there is 
still concern about how well they will survive hydrolysis by nucleases in vivo. 
As a result, analogues to the phosphodiesters are being considered. These include 
phosphothioates, methylphosphonates, ethylphosphotriesters and phosphomorph­
olidates to increase stability. As with the other biopolymer products, the same 
thorough analytical methods must be applied to these synthetic antisense oligonu­
cleotides and analogues before their therapeutic use. 

5.3.2. Monitoring of Biotechnology Products 

As equally challenging as characterization is the task of monitoring biotechnology 
products. In vivo, most of these products are present in less than microgram per 
milliliter concentrations. In many instances, the active agent will be immeasur­
able, and one will have to rely on measuring a specific biological response as a 
reflection of the actual administered agent. Fortunately from the regulatory point 
of view, bioassays have been used before. Nonetheless, it will be interesting to 
read NDAs with pharmacokinetics based on a response rather than the direct 
measurement of the drug concentration. 

5.4. Pharmaceutical Analyses Using Immunoassays 

5.4.1. Therapeutic Drug Monitoring (TDM) 

With the advent of MAbs, immunoassays of a number of therapeutic drugs have 
become routine. Specificity and sensitivity, the major attributes of immunoassays, 
are particularly important to many of those drugs that most often require TDM, 
the classic example being digoxin. For TDM of drugs with low therapeutic 
concentrations and with demand for rapid results, FPIA will be the method of 
choice for some time. The major competing technique to FPIA for TDM is high­
performance liquid chromatography (HPLC). HPLC is more cost-effective in 
cases where samples contain multiple drugs or drugs that are metabolized exten­
sively with one or more of the metabolites also being active. Improvements in 
columns, detectors, and sample preparation, coupled with automation, indicate 
that the use of HPLC will increase again for TDM.9 

5.4.2. Peptide and Other Hormone Diagnostic Assays 

The use of radioimmunoassay (RIA) to assess insulin levels in patients was the 
first diagnostic immunoassay. It was quickly followed by immunoassays for other 
peptide hormones for which polyclonal antibodies could be produced. When it 
became possible to produce antibodies using antigens with a covalently bound 
hapten, immunoassays for thyroxine and the steroid hormones soon were de­
veloped. 
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As was indicated earlier, MAbs are now being used as therapeutic and diagnos­
tic agents; most of these MAbs are hybrids or chemically modified antibodies. 
Those that are to be used in vivo require sensitive and selective analytical methods. 

The bifunctional or hybrid MAbs are produced by the fusion of two different 
hybridomas to form a quadradoma producing the two different MAbs and hybrid 
MAbs. These hybrid MAbs contain one heavy and one light chain of each of the 
MAb immunoglobulins from the original hybridomas. lo 

These hybrid MAbs offer several diagnostic and therapeutic possibilities. For 
example, one site can be a tumor cell antigen and the other an antigenic (binding) 
site for an antitumor agent. It appears that retention of specificity and activity are 
better in the hybrid MAbs than in the chemically modified MAbs. Improvements 
in chemical modification, by conjugating anticancer agents to cancer cell 
MAbs 11-13 or linking two different FAB' molecules (obtained by breaking disulfide 
bonds in light chains) through disulfide bonds in the heavy chain,14 have been 
reported. Another interesting chemically modified MAb recognizes an antigen 
found in human granulocytes and is made bifunctional by reaction of 99mTc 
with thiols on the MAb. Since granulocytes accumulate where inflammation is 
occurring, these sites can be radio imaged through administration of this radiola­
beled MAb. 15 

5.4.3. Drug Abuse Testing 

The number of different immunoassays for drug abuse testing grew rapidly during 
the Vietnam War era, with homogeneous assays predominating, like the free 
radical analysis technique (FRAT, also called spin immunoassay). This immuno­
assay was relatively quick and sensitive, but it required an expensive electron 
spin resonance (ESR) spectrometer for measuring the free radical spin label. Of 
more widespread use with time was the enzyme-mediated immunoassay technique 
(EMIT), which required only a standard UV -VIS spectrophotometer. Both FRAT 
and EMIT were good for eliminating most of the negative samples. However, 
from a legal standpoint, both required that positive samples be confirmed by 
gas chromatography-mass spectrometry (GC-MS), since both used polyclonal 
antibodies that could show substantial cross-reactivity. For example, codeine 
could not be distinguished from morphine. This problem has been eliminated 
with the use of MAbs. 

5.5. Methods Characterizing Biotechnology Products 

5.5 .1. Proteins and Pep tides 

5.5.1.1. Purity 

The substantial improvement in filtering materials and techniques during pro­
cessing or prior to analyses should be noted. This results in cleaner products 
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and more trouble-free analyses. Also, well-controlled sample volume reduction 
should not be overlooked as a way to enhance HPLC sensitivity and to take 
advantage of microbore column technology. Automated equipment providing 
moderate temperature and pressure control and giving high sample recoveries 
without degradation is available. In general, the quality control of biologically 
derived pharmaceutical products has been aided substantially by robotics and the 
objectivity and error-reduction capability of computers. 16 Automation of the 
isolation and purification processes is particularly important, since this represents 
80 percent of the production costs, most of which is due to labor. 17 

Utilizing microbore HPLC and applying partially purified recombinant protein 
at 100 micrograms, about I % is separated out as a variant, that is, 50 pmol in 20 
JLl. This and an equivalent amount of the major protein are subjected to tryptic 
digestion, and each digest is injected into the microbore HPLC system. The 
differing peptide fragment from the tryptic map of the variant is collected and 
subjected to microsequencing. From knowledge of the error, the process is 
improved to produce a purer product, typically with less than 0.1 % variant being 
produced. 17 Coupling a diode array detector to the microbore HPLC for peptide 
mapping, provides considerably more information for comparison of the two 
proteins. One can identify differences due to point mutations or posttranslational 
modification. Monitoring at different wavelengths, such as 215 and 280 nm, 
allows calculation of the aromatic amino acid content in each peptide fragment. 18 

A rapid, less than 5 minute, HPLC separation of small amounts of recombinant 
protein, useful for both at-line and on-line process monitoring, has been re­
ported. 19 

The purification of synthetic peptides is more difficult than for those produced 
by recombinant techniques. For example, a 55 amino acid peptide synthesized at 
a 98% coupling efficiency at each step will result in a final product that contains 
only 33.6% of the target peptide, and 37% will be a mixture of 54 residue peptides 
differing from the target peptide by only one amino acid. 20 The remaining mixture 
is of smaller peptides. This is clearly a challenging separation. 21 

Antibodies can be purified by affinity chromatography, using specific ligands 
or protein G (a natural binder of IgG) bound to stable silica-based supports 
that have minimal nonspecific binding.22 Conversely, antibodies to any desired 
biopolymer can be made, purified, and bound to a solid support to make affinity 
columns for that biopolymer. A variation of this is so-called "paralog" chromatog­
raphy, which instead of an antibody uses a small peptide that mimics the anti­
body's paratope (antigen recognition site). It is hoped that paralog affinity col­
umns will be able to separate variant proteins that differ by one or two amino 
acids from the expected recombinant target protein. 23 Similarly, other proteins 
(e.g., enzymes) that have very specific recognition sites can also use affinity 
chromatography for purification. Affinity columns can be produced with good 
capacity, up to 10 mg/g of support. 24 
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5.5.1.2. Sequence and Structure 

Once the purity of a protein has been established, the sequence can be obtained, 
which helps to confirm the purity and complements the biological activity infor­
mation. A major analytical area for biotechnology in general, and for pharma­
ceutical biotechnology in particular, is the sequencing of peptides and proteins 
derived from recombinant DNA or chemical synthesis. It is necessary to confirm 
the correct amino acid sequence and to detect errors in sequence translation or 
posttranslational modifications. This need is the driving force for improvements 
in the traditional chemical and enzymatic sequencing methods, in separation 
and detection techniques, and in sequencing by mass spectrometry (several of 
these improvements are discussed in Chapter 4, this volume). An excellent 
overview of the traditional sequencing methods, the complementary use of mass 
spectrometry, and the different ionization methods for peptide sequencing has 
been presented by Stults. 25 Another source for practical approaches to mass 
spectrometry of proteins is also available. 26 A two-part review of protein chem­
istry dealing with isolation and characterization has been published. 27 , 28 The 
method to be used for sequencing is determined by several factors: the molecular 
weight, pre know ledge about the sequence, sample availability, sample purity, 
and the presence of glycosylation or other modifications. Similar needs can also 
be noted for oligosaccharides and oligonucleotides, but to a lesser extent. Some 
additional methods for dealing with these biopolymers will be briefly discussed 
below. 

Complementing sequence determination is amino acid composition analysis. 
Methods currently in use routinely measure amino acids in the low picomole 
range. Recently, quantitation of even lower amounts has been reported using 
the combination of gas phase hydrolysis, derivatization with naphthalene-2,3-
dicarboxaldehyde (NDA), separation on a Cis-coated open tubular column and 
electrochemical detection. Quantitation of 4 fmol (4 x 10- 15 mol) of bovine 
chymotrypsinogen was demonstrated, and the current limit of the detector is 1 
amol (10- 18 mol).29 

Two of the most useful checks on the solution conformation of proteins and 
peptides are circular dichroism (CD) and optical rotatory dispersion (ORO) spec­
tra (these are discussed in Chapter 4, this volume). For these techniques to be of 
maximal value, a reference protein or peptide must be available for comparison. 
The standard analytical tool for the higher-order structure of peptides and proteins 
is X-ray crystallography, which requires the availability of appropriate crystals. 
The fact is that the majority of proteins do not crystallize readily. In addition to 
ORO and CD, modem high-field multidimensional NMR spectroscopy can also 
provide higher order structural information. 30, 31 NMR-derived structure is more 
relevant to function, since it can be done in solution. Analysis of proteins in 
solution also allows NMR studies of the effects of ligand binding, the kinetics of 
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unfolding, and confonnational equilibria. Proteins for NMR structural detennina­
tions should be soluble at millimolar concentrations, nonaggregating, and stable 
up to 40°C. Good chemical shift dispersion is seen for fi-pleated sheets, but not 
for a-helices, fi-bends, and turns. Therefore, domains with the latter features are 
difficult to define structurally. 32 The current molecular weight limit of NMR 
three-dimensional structural detenninations of proteins is about 20,000 using 500 
or 600 MHz instruments. With isotope labeling and more powerful magnets, this 
could increase to about 40,000. This is probably the practical limit, as the resulting 
large line width would reduce the sensitivity of the experiment. 

Interesting research has also been done using reverse phase HPLC to predict 
the presence of amphipathic a-helical structure in peptides. The method is based 
on differences in retention time between two series of model peptides of known 
sequence and a-helicity, as measured by CD. 33 A new HPLC detector that is 
particularly useful for at-line process quality control has been developed. Based 
on photon correlation spectroscopy, it measures the diffusion coefficient in the 
flow cell. This can be converted by instrument software to yield the molecular 
size (radius in nanometers) or molecular weight. In the case of multiple molecular 
species, measurements of polydispersity can be converted to an estimate of 
protein purity. This detector is particularly useful for detennining aggregation, 
dimerization, and degradation of products. 34 

5.5.1.3. Biological Activity 

Biological activity testing is absolutely essential for biotechnology products. The 
nature of the testing used is, of course, dependent on the specific product. 
Enzymes can be well characterized by detennining their kinetic parameters with 
the appropriate substrate. Antibodies and carrier proteins can be evaluated by 
detennining equilibrium binding constants with their respective optimal ligands. 
Peptide honnone activities can be detennined by standardized bioassays. 

5.5.2. Poly- and Oligonucleotides 

5.5.2.1. Purity 

Gel electrophoresis is the standard method for separating and purifying poly­
nucleotides and is cap!!ble of excellent resolution. 

Denaturing polyacrylamide gel electrophoresis (PAGE) is competitive with 
HPLC in separating an oligonucleotide from possible error products and can 
resolve 600 base pair (bp) oligonucleotides from 599 or 601 bp error products. 35 

Thicker and longer gel plates have become available that give even more resolu­
tion and recovery. 36 However, the interest in oligonucleotides such as single­
stranded DNA probes has spurred the development of HPLC to provide rapid 
isolation of highly purified DNA prior to amplification using the PCR technique. 
Reverse phase columns can be used if the synthetic oligonucleotide still has 
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dimethoxytrityl protecting groups, but this is capacity limited, up to 1 mg/g of 
support. Ion-exchange polymer columns can be used for the deprotected or 
native oligonucleotides with capacities up to 100 mg/g of support. 24 Ion-exchange 
columns are available to separate and purify DNA fragments such as plasmids, 
synthetic oligomers, and restriction fragments. These columns can separate frag­
ments from 10 to 50,000 bp with purification of 50 to 150 fLg per run and a 
detection limit of 50 pg.37 

5.5.2.2. Sequence and Structure 

The fundamental DNA sequencing problem is to determine the order of the four 
bases in the strands. The two main methods that developed in the 1970s were the 
enzymatic method of Sanger and Coulson and the chemical method of Maxam 
and Gilbert. Both require the high-resolution denaturing PAGE to separate the 
cleaved or terminated DNA fragments produced. Fragments in the range of 300 
to 600 bases can be resolved. Improved versions of these two methods together 
have so far sequenced 26 million of the 3 billion bases of the human genome. 

Sequencing is essentially divided into three parts: first, the production of 
fragments of manageable size and the purification of the fragments, followed by 
performing the necessary chemical or enzymatic methods; second, determination 
of the actual sequence; and third, the analysis of the results so that the thousand 
or so 300 to 600 base sequences can be assembled into a single genomic sequence. 
In order to automate sequencing, an alternative to the use of radiolabel e2p) to 
identify fragments on the gels was needed. This was done by using different 
fluorescent tags for each of the bases. This allows sensitive detection of the 
fragments, while they are being separated. Some variation in this modification 
exists (e.g., the fluorescent labels can be in DNA primers or on terminal bases 
on the DNA fragment itself). This automated sequencing should enable 10,000 
bases to be sequenced per day. Appropriate computer hardware and software is 
available to handle all the data to be analyzed. 35 

A practical example of the need for sequencing genomic DNA is as follows: 
The evaluation of an antiviral agent in addition to the normal pharmacokinetic 
analysis requires establishing its activity or lack of activity at the molecular level. 
In the case of acyclovir the mechanism of action is the inhibition of herpes 
simplex viral (HSV) DNA polymerase by acyclovir triphosphate, but resistance 
is known to develop. To establish the cause of resistance, the lack of thymidine 
kinase or its mutation or the alteration of HSV DNA polymerase must be shown. 
The latter two causes require that the enzymes or the gene coding for the enzyme 
be sequenced. 38 

Secondary and tertiary solution structures of oligo- and polynucleotides are 
now quite well understood and can be predicted knowing the primary structure 
(sequence) and confirmed by spectroscopic methods, such as NMR and CD. 39. 40 
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5.5.2.3. Biological Activity 

The ultimate determination of rDNA activity is the production of the correct 
recombinant protein, the analysis of which has been discussed previously. 

5.5.3. Poly- and Oligosaccharides 

5.5.3.1. Purity 

The separation of erythropoietin (EPO) from fermentation media is a good exam­
ple of the purification of a valuable glycoprotein, derived from recombinant 
technology, that takes advantage of its high oligosaccharide content (30 to 50%) 
depending on the culture used. Only 1% of the protein in the culture media is 
EPO, and initial cleanup takes advantage of the net negative charge of EPO at 
pH 6.8. It is not retained on a DEAE Sephacel anion exchange column, whereas 
98% of the non-EPO protein is. The next step is to suppress the ionic character 
of the remaining protein using an acetonitrile-trifluoroacetic acid in water gradient 
and a C4 reverse-phase HPLC column. After this step the EPO is 15% of the 
isolated protein. The final step uses a concanavalin A-agarose affinity column, 
which retains only the oligosaccharide containing EPO. EPO is then eluted with 
a-methyl-D-mannose to give greater than 99% EPO.24 

5.5.3.2. Sequence and Structure 

The separation of glycoproteins can be accomplished on high-pH anion-exchange 
(HPAE) columns, followed by the treatment of each glycoprotein with endo 
,B-N-acetylglucosaminidase H and the peptide, N-glycosidase F. The released 
oligosaccharides after desialylation can then be separated on HPAE columns. 41 

The remaining proteins can be sequenced by one of the previously described 
methods and the oligosaccharide analyzed as will be indicated below. The possible 
complexity of oligosaccharides is illustrated by the fact that a hexasaccharide 
composed of some combination of the eight most common sugars leads to 4.76 
X 109 different structures. 42 

The sequence and structure of oligosaccharides can be studied by the following 
methods: X-ray crystallography, chiroptical methods, nuclear magnetic reso­
nance, theoretical calculations, and mass spectrometry. X-Ray crystallography 
requires crystals, and many oligosaccharides cannot be crystallized. However, if 
obtainable, the X-ray crystallographic structure is a good starting point for the 
solution structure. Chiroptical methods give considerable information on solution 
conformation, but it is only readily interpretable for polymers with the same 
repeating monomer unit. NMR, using high-field instruments (500 MHz and 
above), is the method of choice as the IH and I3C parameters contain detailed 
conformational information. Theoretical calculations, particularly hard-sphere 
exo-anomeric (HSEA) effect calculations, can give good results even on fairly 
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large 0ligosaccharides. 43 Mass spectrometry is particularly useful for sequence 
and substructural analysis of polysaccharides, but defined chemical modification 
is usually required to produce fragments and derivatives suitable for the determina­
tion of sequence and linkages. 42 

5.6. Future Analytical Needs for Biotechnology Products 

5.6.1. Needs Ancillary to Actual Analysis 

All the analytical methods discussed here and by Prankerd and Schulman (Chapter 
4, this volume) will continue to be refined as the number and quantity of biotech­
no logy products grow. Particular needs should result in more rapid development 
as follows: Both research laboratories and production facilities will take advantage 
of the time saving engendered by robotic and automated devices that can do 
increasingly complex handling tasks. Through the use of artificial intelligence, 
the incorporation of decision making can also be done based on increased data 
from continuous process monitoring. The current bioassays, notably those done 
in vivo, which take many days to complete yet are required to demonstrate the 
potency of the product, will be replaced with in vitro or analog assays. These 
assays must be equivalent and have a short turnaround time. Modifications to 
analytical systems so that they can be used for in-line process control is an area 
in which considerable efforts will be made, especi.ally biosensors44-47 and flowing 
systems, HPLC, and capillary electrophoresis (CE). Much improved methods 
for the mapping and sequencing of oligosaccharides in conjunction with the 
characterization of high-molecular-weight glycoproteins and proteoglycans are 
under development. More efficient, specific, and sensitive methods for trace 
DNA (10-100 pg/dose) in recombinant protein are also needed to meet regulatory 
requirements. 

Most of the methods discussed here and by Prankerd and Schulman (Chapter 4, 
this volume) are applicable to biotechnology-derived pharmaceuticals in delivery 
systems. The intent, however, is to focus on establishing the integrity of the 
product in the delivery system matrix. Is potency maintained? Has any degrada­
tion occurred? What is the nature of the degradation products? As was indicated 
earlier for most biotechnology-derived pharmaceuticals, pharmacodynamic stud­
ies (bioavailability, absorption, distribution, metabolism, and excretion) are dif­
ficult, if not impossible, to accomplish analytically by direct means. Yet many 
innovative techniques will meet the challenge. For example, single-cell monitor­
ing is possible;48 why not continuous microsampling? Stable isotope markers in 
specific parts of the molecule would allow sorting out some of the pharmacoki­
netics. 

Two analytical areas in which the needs of biotechnology are stimulating very 
rapid developments are CE and MS (both of these methods are also discussed in 
Chapter 4, this volume). 
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5.6.2. Capillary Electrophoresis 

Research in CE has proceeded rapidly since 1983 in large part owing to the 
publications of Jorgenson and Lukacs.49- 52 The first separate review on CE by 
Kuh~3 has appeared in Analytical Chemistry's annual fundamental reviews. Of 
the many other recent reviews, the one by Wallingford and Ewing54 is recom­
mended for comprehensive coverage of the fundamentals of CEo The attrac­
tiveness of CE is based on its speed, high efficiency of separation (e.g., 106 

plates/m), and sensitivity (femtomoles or less). Drawbacks include irreproducible 
separations (due in part to Joule heating by using high-ionic-strength buffers and 
poor control of sample introduction), high operating voltages, and a lack of 
preparative capability. These problems are being addressed (e.g., instrument 
automation55) and will be overcome or circumvented, except for the lack of 
preparative capability. This latter problem is not as critical for DNA, since it can 
be amplified by the PCR technique mentioned previously. The uses of CE will 
center on purity and identification. 

Two major types of CE are emerging, free solution CE (FSCE; also known as 
capillary zone electrophoresis or CZE) and capillary gel electrophoresis (CGE). 
The major problem with FSCE is in the control of electroosmotic flow; however, 
a recent report presents the use of an external electric field for control. 56 The FSCE 
open tubular capillary columns are much easier to manufacture reproducibly 
than the gel-filled capillaries for CGE. The components and capabilities of a 
commercial FSCE system have been well presented. 57 Linking reverse phase 
HPLC to FSCE takes advantage of the abilities to separate by two different 
properties. This orthogonal relationship gives a system that provides more capac­
ity and resolution than either alone. An example of this concept is its successful 
testing, using fluorescently labeled peptide products, of a tryptic digest of oval­
bumin. 58 Another new methodology that uses FSCE systems is the application of 
the technique to isoelectric focusing (IEF). These two would seem incompatible, 
since at increasing pH an electrically charged layer forms on the inner surface of 
the silica capillary and supports a strong electroosmotic flow, preventing the 
necessary pH gradient for focusing proteins. However, by coating the inside of 
the capillary with a covalently bonded linear hydrophilic polymer, electroosmosis 
is reduced as well as adsorption. These coated columns are then filled with a 
mixture of proteins and ampholytes. Finally, a voltage is applied to obtain a 
gradient and focus the proteins according to their isoelectric points (p/). By 
monitoring current, focusing can be terminated when the current reaches a mini­
mum. Focused protein can then be removed from the column by adding salt to 
the cathodic or anodic reservoirs. The mobility time to remove a given protein is 
linearly related to pl. This is a very high resolution separation and will be 
additionally valuable for the characterization of proteins. 59 

The retention variability due to electroosmotic flow in FSCE is obviated when 
one goes to CGE. CGE systems have been shown to be very useful for separating 
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polynucleotides. The gel-filled capillaries are capable of repeated use, up to 150 
runs. 60 Of particular interest is the rapid separation of fluorescently labeled DNA 
fragments, which can be detected by laser-induced fluorescence at a level of 1 
amol. 61 

5.6.3. Mass Spectrometry 

The major breakthroughs in using MS in biotechnology were (1) the sample 
introduction methods; (2) the ionization methods (which produced mass ions of 
biopolymers, which then were measured with some accuracy by a variety of one 
or more mass spectrometers); and (3) the understanding of how to interpret MS 
data to give the sequences ofbiopolymers. Continuing work is being done to make 
these methods generally applicable. It is expected that optimal measurements on 
femtomole quantities, accurate molecular mass measurements (within one Da at 
mass 100 kDa), and the measurement of variants present below the 1 % level will 
become routine. Burlingame et al. point to matrix-assisted laser ionization 
(MALI) combined with time-of-flight (TOF) mass spectrometers and electrospray 
sample introduction-ionization (ESI) as the two most significant developments in 
this field in the past 2 years. 62 

The optimization of ESI has been summarized by Meng and Fenn63 along with 
some notable examples. The spectra of four proteins are presented, which range 
in molecular weight from 8,560 to 39,830. Each spectra has a distribution of 
multiple charged peaks, each separated by an mlz of one. A thorough review 
to date of ESI-MS compares its capabilities to other ionization techniques for 
biopolymers. ESI-MS can currently determine protein molecular weights accu­
rately over 50,000 and some reported over 100,000, whereas fast atom bombard­
ment (FAB) and plasma desorption (PD) are limited to about 25,000 and 45,000, 
respectively. ESI of oligonucleotides up to 25,000 (76-mer) has also been done. 64 

A related technique, called ion spray, is more amenable to completely aqueous 
samples and use with atmospheric pressure ionization (API) sources. 65 The prob­
lems and advantages of linking high-resolution FSCE to API-MS have been 
investigated and reviewed. 66 Interest in the MS of biopolymers has stimulated an 
interest in TOF mass spectrometers, since they are capable of recording masses 
higher than most magnetic sector mass spectrometers. They operate at a higher 
scan rate than quadrupole mass spectrometers. Combined with the ionization 
energy control of a laser, protein molecular ions of masses over 200 kD using 
matrix-assisted UV laser ionization and TOF-MS have been reported. 67 This 
method has also shown an accuracy of ±0.01 % for as little as 1 pmol of protein 
in the 10,000 to 20,000 MW range. When the matrices are cinnamic acids, which 
allow longer laser wavelengths to be used, these measurements appear to be 
independent of varying concentrations of small organic or inorganic components 
in the sample. 68 Following this work, the combination of HPLC interfaces with 
TOF-MS has been investigated. 69 
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Infrared laser desorption (IRLD) TOF-MS has been found to be useful for 
oligosaccharides and glycoconjugates. As fragmentation occurs in the sugar 
ring rather than at the glycosidic bond, this method should prove valuable for 
understanding the structure of complex carbohydrates. 7o IRLD Fourier transform 
(FT) MS provides sensitive analysis of amino acid peptide mixture. 7 ) 

5.7. Conclusion 

Biotechnology has contributed greatly to analytical methodology in the form of 
monoclonal antibodies. They have made a tremendous impact on bioanalysis, 
from the home pregnancy test to the early diagnosis and treatment of cancer. 
Virtually any organic compound can be identified and quantitated with high 
specificity and sensitivity with a monoclonal antibody-based immunoassay pro­
duced for the compound in question. The great advantage is that it can do so 
using a sample that is a very complex mixture; the disadvantage being that it can 
only measure one compound per sample. 

Central to biotechnology is determining the human DNA sequence; it will be 
some time before it is completely known, but work with fragments is proceeding 
at a rapid pace. This chapter has highlighted the analytical methodology that has 
developed and is developing to support the human genome project as well as 
basic research and applications in biotechnology. The methods center around 
answering two fundamental questions about the "reagents" and products of bio­
technology: how pure they are, and what is their exact structure? For example, 
Do I have a single DNA fragment before amplifying it by PCR? and Is the 
interleukin-2 we produced using recombinant DNA identical in structure to the 
human interleukin-2? Methods of characterizing the three main compound groups 
that are used as tools in, or are products of, biotechnology-namely peptides and 
proteins, poly- and oligonucleotides, and poly- and oligosaccharides-have been 
discussed. The analytical chemists have risen to the challenge of biotechnology, 
as is illustrated by methods such as CE and ESI-MS. Every indication is that the 
bioanalytical needs of the future will also be met. 

Acknowledgments 

The critical review of this chapter by my colleagues Charles P. Woodbury and 
Bruce L. Currie is gratefully acknowledged. 

References 

l. Garnick, R.L., Solli, N.J., and Papa, P.A. 1988. The role of quality control in 
biotechnology: An analytical perspective. Anal. Chem. 60:2546-2557. 



The Impact of Biotechnology on Analytical Methodology I 111 

2. Conboy, C., Ellis, E., Jenne, J., Shaughnessy, T., Szefier, S., Weiner, M., Milavetz, 
G., Vaughan, L., Weinberger, M., Carrico, J., and Tillson, S. 1985. Evaluation of 
a whole blood theophylline test requiring no instrument. 1. Allerg. Clin. Immunol. 
75, pt. 2:128. 

3. Hubbach, A., Debus, E., Linke, R., and Schrenk, W. J. 1986. Enzyme immunoassay: 
A review. In Progress in clinical biochemistry, vol. 4. Berlin, Heidelberg: Springer­
Verlag. Pp. 110-143. 

4. Katz, E.D., and Dong, M.W. 1990. Rapid analysis and purification of polymerase 
chain reaction products by high-performance liquid chromatography. BioTechniques 
8:546--555. 

5. Pepin, R.A., Lucas, D.J., Lang, R.B., Liao, M.-J., and Testa, D. 1990. Detection 
of picogram amounts of nucleic acids by dot blot hybridization. BioTechniques 8:628-
632. 

6. Tabor, J.M. 1989. In Genetic engineering technology in industrial pharmacy. J. M. 
Tabor, ed. New York: Dekker. 

7. Cohen, J.S., ed. 1989. Oligonucleotides: Antisense inhibitors of gene expression. 
Boca Raton, Fla.: CRC Press. 

8. Chambers, A.F., and Denhardt, D.T. 1990. Abatement of gene expression using 
antisense oligonucleotides. Pharmaceut. Technol. 5 (2):24-28. 

9. Shihabi, Z.K., and McCormick, C.P. 1990. The role of HPLC in therapeutic drug 
monitoring and drug-of-abuse screening. BioChromatography 5(3):121-126. 

10. Reading, C. L., Bator, J., and 0' Kennedy, R. 1989. Monoclonal antibodies in tumor 
therapy. In Monoclonal Antibodies. J.M. Moulds and S.P. Masouredis, eds. Arling­
ton, Va: American Association of Blood Banks. Pp. 145-179. 

11. Li, S., Zhang, X.-Y., Zhang, S.-Y., Chen, X.-T., Chen, L.-J., Shu, Y.-H, Zhang, 
J .-L., and Fan, D.-M. 1990. Preparation of antigastric cancer monoclonal antibody 
MGb2-mitomycin C conjugate with improved antitumor activity. Bioconjugate Chem. 
1(4):245-250. 

12. Hurwitz, E., Stancovski, I., Wi1chek, M., Shouval, D., Takahashi, H., Wands, J.R., 
and Sela, M. 1990. A conjugate of 5-fiuorouridine-poly (L-Iysine) and an antibody 
reactive with human colon cancer. Bioconjugate Chem. 1(4):285-290. 

13. Abrams, P.G. 1989. Specific targeting of cancer with monoclonal antibodies. In The 
present and future role of monoclonal antibodies in the management of cancer, vol. 
24, Frontiers of radiation therapy and oncology. J.M. Vaeth and J.L. Meyer, eds. 
Pp. 182-193. Basel: Karger. 

14. Runge, M.S., Bode, c., Savard, C.E., Matsueda, G.R., and Haber, E. 1990. 
Antibody-directed fibrinolysis: A bispecific (Fab')2 that binds to fibrin and tissue 
plasminogen activator. Bioconjugate Chem. 1(4):274-277. 

15. Rhodes, B.A., and Martinez-Duncker, C. 1990. Direct labeling of antibodies with 
Tc-99m. Am. Biotechnol. Lab. 8(4):50-53. 

16. Tsuji, K., Jenkins, K.M., and Price, J.M. 1988. An expert system for assessing 
the microbiological quality of pharmaceutical products and materials. Pharmaceut. 
Technol. 12(9):154-158. 



112 / J. F. FitzloJf 

17. Ransohoff, T.M., Murphy, M.K., and Levine, H.L. 1990. Automation ofbiopharma­
ceutical purification processes. BioPharm 3(3):20-26. 

18. Posluszny, J.V., and Wickham, D. 1990. Diode array detection enhancement to 
small-bore chromatography. Am. Lab. 22(3):28-39. 

19. Nugent, K.D. 1990. A technique for rapid protein and peptide analysis. Am. Biotech­
nolo Lab. 8(7):24-32. 

20. Hom, M., and Novak, C. 1987. A monitoring and control chemistry for solid phase 
peptide synthesis. Am. Biotechnol. Lab. 5(5): 12-21. 

21. Benedek, K., and Swadesh, J .K. 1991. HPLC of proteins and peptides in the pharma­
ceutical industry. In HPLC in the pharmaceutical industry, vol. 47, Chap. 11. G.W. 
Fong and S.K. Lam, eds. Drugs and the pharmaceutical sciences. J. Swarbrick, ed. 
New York: Dekker. Pp. 241-302. 

22. Cook, C., Hazen, B., and Pang, D. 1990. Luer tip quick antibody purification by 
affinity chromatography. Am. Biotechnol. Lab. News 8(2):16-18. 

23. Kauvar, L.M., Cheung, Y.K., Gomer, R.H., and Fleischer, A.A. 1990. Paralog 
chromatography. BioTechniques 8(2):204-209. 

24. Newton, P. 1990. Complex biological matrices: Column capacity and separation 
strategy. LC-GC 8(2):116-122. 

25. Stults, J. T. 1990. Peptide sequencing by mass spectrometry. In Biomedical applica­
tions of mass spectrometry, Vol. 34. C.H. Suelter and J.T. Watson, eds. New York: 
Wiley. Pp. 145-201. 

26. McEwen, C.N., and Larsen, B.S., eds. 1989. In Mass spectrometry of biological 
materials. Vol. 8. Practical spectroscopy series, E.G. Brame, Jr., ed. New York: 
Dekker. 

27. Shively, J.E. 1989. Protein chemistry in the 1990s, part I. Pharmaceut. Technol. 
13(2):32-44. 

28. Shively, J.E. 1989. Protein chemistry in the 1990's, part II: Microstructural analysis. 
Pharmaceut. Technol. 13(3):38-46. 

29. Oates, M.D., and Jorgensen, J.J. 1990. Quantitative amino acid analysis of subnano­
gram levels of protein by open tubular liquid chromatography. Anal. Chem. 62: 1577-
1580. 

30. Bax, A. 1989. Two dimensional NMR and protein structure. Annu. Rev. Biochem. 
58:223-256. 

31. Wuethrich, K., Basus, V.J., Billeter, M., Kuntz, I.D., Thomason, J.F., Oshiro, 
C.M., Sheek, R.M., van Gunsteren, W.F., Kaptein, R., Altman, R.B., Jardetzky, 
0., Bertini, I., Banci, L., Luchinat, C., Vogel, H.J., Wilde, J.A., Bolton, J.H., 
Hibler, D.W., Harpold, L., Pourmotabbed, T., Dell'Acqua, M., and Gerlt, J.A. 
1989. Section 2, protein structure. Methods Enzymol. 177:125-292 (Chaps. 6-14). 

32. Groenenbom, A.M., and Clore, G.M. 1990. Protein structure determination in solu­
tion by two dimensional and three dimensional nuclear magnetic resonance. Anal. 
Chem. 62:2-15. 

33. Zhou, N.E., Mant, C.T., and Hodges, R.S. 1990. Effect of preferred binding domains 



The Impact of Biotechnology on Analytical Methodology / I13 

on retention behavior in reversed phase chromatography: Amphipathic alpha helices. 
Peptide Res. 3:8-20. 

34. Claes, P., Fowell, S., Woollin, e., and Kenny, A. 1990. On-line molecular size 
detection for protein chromatography. Am. Lab. 22(3):58-62. 

35. Smith, L. 1989. DNA sequence analysis: Past, present and future. Am. Biotechnol. 
Lab. 7(5):10--25. 

36. Bush, C.N., and Walsh, K.D. 1990. S. and S SEQ3545 sequencing system for 
isolation and purification of oligonucleotides for DNA sequencing, PCR or southern 
hybridization probes. Biomed. Prod. 8(7):52. 

37. Anon. 1988. Waters Chromatography Division, Millipore Corporation. Biomed. 
Prod. 6(1): 15. 

38. Stollar, V. 1989. Drug-resistant viral mutants. Pharmaceut. Technol. 13(11):24-29. 

39. Keams, D.R. 1984. NMR studies of conformational states and dynamics of DNA. 
CRC Crit. Rev. Biochem. 15:237-290. 

40. Wolk, S., Thurmes, W.N., Ross, W.S., Hardin, e.e., and Tinoco, I., Jr. 1989. 
Conformational analysis of d(C3G3), a (3-family duplex in solution. Biochemistry 
28:2452-2459. 

41. Spellman, M.W. 1990. Carbohydrate characterization of recombinant glycoproteins 
of pharmaceutical interest. Anal. Chem. 62:1714-1722. 

42. Hellerquist, e.G., and Sweetman, B.J. 1990. Mass spectrometry of carbohydrates. 
In Biomedical applications of mass spectrometry, Vol. 34. C.H. Suelter and J.T. 
Watson, eds. New York: Wiley. Pp. 91-143. 

43. Bock, K. 1988. Molecular recognition of oligonucleotides related to starch studied 
by NMR spectroscopy and HSEA calculations. InNMR spectroscopy in drug research, 
J.W. Jaroszewski, K. Schaumberg, and H. Kofod, eds. Copenhagen: Munksgaard. 

44. Athani, A., and Banakar, U. V. 1990. The development and potential uses of biosen­
sors. BioPharm 3(1):23-30. 

45. Schramm, W., Yang, T., and Midgley, A.R. 1987. The commercialization of bios en­
sors. Med. Device Diag. Ind. 9(11):53-57. 

46. Janata, J. 1990. Chemical sensors. Anal. Chem. 62:33R-44R. 

47. Guilbault, G.G., and Suleiman, A. 1990. Piezoelectric crystal biosensors. Am. Lab. 
8(4):28-32. 

48. OIefirowicz, T.M., and Ewing, A.G. 1990. Capillary electrophoresis in 2 and 5 um 
diameter capillaries: Application to cytoplasmic analysis. Anal. Chem. 62:1872-
1876. 

49. Jorgenson, J. W., and Lukacs, K.D. 1981. Zone electrophoresis in open tubular glass 
capillaries. Anal. Chem. 53:1298-1302. 

50. Jorgenson, J. W., and Lukacs, K.D. 198 I. Free zone electrophoresis in glass capillar­
ies. Clin. Chem. 27:1551-1553. 

51. Jorgenson, J.W., and Lukacs, K.D. 1981. High-resolution separations based on 
electrophoresis and electroosmosis. 1. Chromatogr. 218:209-216. 



114 / J. F. FitzloJ! 

52. Jorgenson, J.W., and Lukacs, K.D. 1983. Capillary zone electrophoresis. Science 
222:266-272. 

53. Kuhr, W.G. 1990. Capillary electrophoresis. Anal. Chern. 62:403R-414R. 

54. Wallingford, R.A., and Ewing, A.G. 1989. Capillary electrophoresis. In Advances 
in chromatography, Vol. 29. J.e. Giddings, E. Grushka and P. Brown, eds. New 
York: Dekker. Pp. 1-76. 

55. Moring, S.E., Colburn, J.C., Grossman, P.D., and Lauer, H.H. 1990. Analytical 
aspects of an automated capillary electrophoresis system. LC-GC 8 (1):34-46. 

56. Lee, C.S., Blanchard, W.e., and Wu, e.-T. 1990. Direct control of the elec­
troosmosis in capillary zone electrophoresis by using an external electric field. Anal. 
Chern. 62:1550-1552. 

57. Grossman, P.D., Lauer, H.H., Moring, S.E., Mead, D.E., Oldham, M.F., Nickel, 
J.H., Goudberg, J.R.P., Krever, A., Ransom, J.H., and Colburn, J.C. 1990. A 
practical introduction to free solution capillary electrophoresis of proteins and pep­
tides. Am. Biotechnol. Lab. 8(2):35-43. 

58. Bushey, M.M., and Jorgenson, J.W. 1990. Automated instrumentation for compre­
hensive two-dimensional high-performance liquid chromatography/capillary zone 
electrophoresis. Anal. Chern. 62:978-984. 

59. Wehr, T., Zhu, M., Rodriguez, R., Burke, D., and Duncan, K. 1990. High perfor­
mance isoelectric focusing using capillary electrophoresis instrumentation. Am. Bio­
technol. Lab. 8(11):22-29. 

60. Terabe, S. 1990. HePE '90. Anal. Chern. 62:605A-607A. 

61. Drossman, H., Luckey, J.A., Kostichka, AJ., D'Cunha, J., and Smith, L.M. 1990. 
High-speed separations of DNA sequencing reactions by capillary electrophoresis. 
Anal. Chern. 62:900-903. 

62. Burlingame, A.L., Millington, D.S., Norwood, D.L., and Russell, D.H. 1990. Mass 
spectrometry. Anal. Chern. 62:268R-303R. 

63. Meng, e.K., and Fenn, J.B. 1990. Analyzing organic molecules with electro spray 
mass spectrometry. Am. Lab. 8(4):54-60. 

64. Smith, R.D., Loo, J.A., Edmonds, C.G., Barinaga, C.J., and Hudseth, H.R. 1990. 
New developments in biochemical mass spectrometry: Electrospray ionization. Anal. 
Chern. 62:882-899. 

65. Huang, E.C., Wachs, T., Conboy, J.J., and Henion, J.D. 1990. Atmospheric pressure 
ionization mass spectrometry: Detection for the separation sciences. Anal. Chern. 
62:713A-725A. 

66. Smith, R.D., Barinaga, C.H., and Hudseth, H.R. 1989. Capillary zone electrophore­
sis/mass spectrometry: An alternative to LClMS? Spectra 12(1):10-15. 

67. Karas, M., Ingedoh, A., Bahr, U., and Hillenkamp, F. 1989. Ultraviolet-laser 
desorption/ionization mass spectroscopy of femtomolar amounts of large proteins. 
Biomed. Environ. Mass Spectrom. 18:841-843. 

68. Beavis, R.C., and Chait, B.T. 1990. High accuracy molecular mass determination 



The Irnpact of Biotechnology on Analytical Methodology I 115 

of proteins using matrix-assisted laser desorption mass spectrometry. Anal. Chern. 
62:1836-1840. 

69. Emary, W.B., Lys, I., Cotter, R.l., Simpson, R., and Hoffman, A. 1990. Liquid 
chromatography/time-of-f1ight mass spectrometry with high-speed integrated transient 
recording. Anal. Chern. 62:1319-1324. 

70. Spengler, B., Dolce, l.W., and Cotter, R.l. 1990. Infrared laser desorption mass 
spectrometry of oligosaccharides: fragmentation mechanisms and isomer analysis. 
Anal. Chern. 62:1731-1737. 

71. Chiarelli, M.P., and Gross, M.G. 1989. Amino acid and tripeptide mixture analysis 
by laser desorption Fourier transform mass spectrometry. Anal. Chern. 61:1895-
1899. 



6 

Drug Delivery Aspects of 
Biotechnology Products 

Diane J. Burgess 

6.1. Introduction 

In recent years, there have been enormous advances in the field of protein and 
peptide engineering and an increased understanding ofthe way in which biological 
response modifiers function in the body. It is now possible, through the use of 
recombinant DNA techniques or by solid phase protein synthesis, to produce on 
a commercial scale a large variety of regulatory agents that are therapeutically 
applicable. The list of these response modifiers is continually expanding and 
includes interferons, interleukins, monoclonal antibodies, colony-stimulating fac­
tors, human insulin of recombinant DNA origin, human growth hormones, antico­
agulants, and agents that have potential in inflammation and contraception. 

Biotechnology-derived human therapeutic agents currently comprise the largest 
product category of pharmaceuticals in research and development. For example, 
there are a growing number of cardiovascular proteins under investigation, such 
as kidney plasminogen activator (k-PA), protein C, atrial natriuretic peptide 
(ANP), and apolipoproteins. Thrombolytic agents, which dissolve blood clots 
and are thus important in the treatment of heart attack, include t-PA (approved, 
Genentech), which binds specifically to protein in the clot; urokinase, which 
unlike t-PA is nonspecific and can cause bleeding anywhere; k-PA, which is a 
precursor of urokinase; and protein C, which is an anticoagulant that helps 
balance clot dissolution and clot formation. Superoxide dismutase, an enzyme that 
neutralizes oxygen free radicals, is also under investigation. The blood levels of 
this enzyme rise when a blood clot is dissolved and blood begins to flow through 
previously blocked tissues. Atrial natriuretic peptide (ANP) has a large market 
potential as an agent to prevent heart attack, stroke, and other cardiovascular 
diseases by controlling blood pressure. ANP has an advantage over existing 
drugs, as it controls blood pressure through a number of different mechanisms. 
Currently available antihypertensive agents only affect one mechanism and tend 
to cause harmful side effects. Apolipoproteins, which are involved in the transport 
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Table 6.1. Currently Approved Biotechnology-Derived Pharmaceutical Products, 
Indications and Sales 

Products 

Interferon-a 

Interferon-,B" 
Erythorpoietin 
Factor VIII:Cb 

Hepatitis B 
Human growth hormone 
Human insulin 
Interleukin-2c 

Monoclonal antibody 

Tissue plasminogen 
activator 

Granulocyte-macrophage 
colony-stimulating factor 

Interferon-y 

Indications for Use 

Leukemia, AIDS, renal cell carcinoma, Kaposi's 
sarcoma, malignant melanoma, multiple 
myeloma, ovarian cancer, genital and oral herpes 

AIDS, ARC, multiple sclerosis, cancer 
Anemia, chronic renal failure, AIDS 
Hemophilia 
Hepatitis B vaccine 
Human growth hormone deficiency in children 
Diabetes 
Metastic renal cell carcinoma, advanced cases of 

cancer 
Cancer, septic shock, graft-vs.-host body based 

disease, prevention of blood clot imaging 
Acute myocardial infarction 

Bone marrow transplantation, chronic neutropenia 

Renal cell carcinoma, rheumatoid arthritis, chronic 
granulomatous disease 

1990 Sales, 
Worldwide 
(million $) 

235 

15 
290 
175 
160 
285 
400 

15 

35 

210 

25 

10 

Total 1,855 

"Approved in Europe and Japan, not yet approved in United States. 

bBlood-derived factor VIII that has been purified using monoclonal antibodies. (Recombinant factor 
VIII has just been approved in Germany). 

cApproved in some European countries. 

of cholesterol in the blood, are also under investigation, as they may help prevent 
deposition of cholesterol in arteries (arteriosclerosis). 

World sales of biotechnology-derived human therapeutics reached $1,855 mil­
lion in 1990, which is up almost 100% since 1988 ($995 million)! Since the 
technology that allows us to produce these drugs is only a little over a decade old, 
the level of sales is very respectable. Sales from currently approved biotechnology 
products are expected to more than double in the next 5 years (projected at $4,915 
million for 1995), not including new products that will be rapidly entering the 
marketplace. Table 6.1 lists currently approved therapeutic products, together 
with their indications and their 1990 sales. I 

6.2. Stability of Peptides and Proteins 

A major difference between the traditional chemical entities used as drugs and 
the new genetically engineered peptide and protein drugs lies in their stability. 
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Peptides and proteins are highly susceptible to both chemical and physical instabil­
ity when compared with traditional drugs. This presents unique difficulties in the 
purification, separation, formulation, storage, and delivery of these compounds. 
Chemical instability results in the generation of a new chemical entity, by bond 
formation or cleavage. Physical instability involves changes in the secondary, 
tertiary, or quaternary structure of the molecule, which can be manifested as 
denaturation (structural rearrangement within the molecule), adsorption, aggrega­
tion, and precipitation. Therefore, denaturation rarely occurs in small peptides, 
which do not possess high levels of structural order. Both physical and chemical 
changes in peptides and proteins can result in a loss of biological activity. A 
comprehensive review of protein stability is given by Manning et al. 2 

6.2.1. Physical Stability 

6.2.1.1. Denaturation 

Peptides and proteins are made up of both polar amino acid residues and nonpolar 
amino acid residues. In an aqueous environment the hydrophobic, nonpolar amino 
acid residues fold up on themselves to form globular-shaped molecules, with the 
hydrophilic, polar amino acid residues exposed to the aqueous environment. If 
these molecules are then placed in a hydrophobic environment such as a nonaque­
ous solvent for the purposes of purification, separation, or formulation, they will 
unfold, exposing their hydrophobic residues to the hydrophobic environment. 
This results in rearrangement and loss of quaternary and tertiary structure (Figure 
6.1). On unfolding, hydrophobic and hydrogen bonds are broken. Hydrophobic 
bonding is a type of bonding that exists between hydrophobic regions. The 
secondary structures (a-helix and j3-pleated sheets), which have a greater number 
of stabilizing hydrogen bonds, mayor may not be lost. Unfolding and denaturation 
may also occur if the solvent is changed from an aqueous to a mixed solvent 
such as acetone and water or alcohol and water. Changes in pH will affect the 
conformation of polypeptides and proteins, since this will alter the ionization of 
the carboxylic acid and amino groups and hence the charges carried by the 
molecules. An increase in the number of like charges on an individual molecule 
will result in charge repulsion within the molecule and it will unfold. Similarly, 
changes in ionic strength will affect the charge carried by molecules through the 
effect of counterion screening. Ions of the opposite charge to that of the molecule 
will gather around the molecule, hence reducing its effective charge. Changes in 
temperature may also cause unfolding of polypeptides and proteins. An increase 
in the temperature will increase the thermal energy of the molecules. The increase 
in energy may be sufficient to break the hydrogen bonds that stabilize the quater­
nary, tertiary, and secondary structure of these molecules. At very high tempera­
ture, chemical bonds may also be broken. 

The biological activity of the polypeptides and proteins is often lost on structural 
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) 

(a) 'NATIVE' STATE 

(b) DENATURED/UNFOLDED STATE 

Figure 6.1. Schematic diagram of polypeptide or protein unfolding (denaturation): (a) 
in the native state; (b) in the denatured state (unfolded). 

rearrangement. Particular residues that were previously exposed may be hidden, 
with a resultant loss of activity, and similarly, new residues may become exposed, 
which may possess a different activity. 

Denaturation can be reversible or irreversible. In cases of reversible denatur­
ation the conformational change in the molecules can be reversed by returning 
the conditions to their original state. For example, a protein may be denatured 
by an increase in temperature and then may reform its original structure when 
the temperature is decreased. Irreversibly denatured proteins cannot reform their 
native structures by returning the conditions to their original state. These proteins 
may be simply misfolded, so that the conformation does not allow them to 
renature properly, or they may have undergone some chemical or physical process 
that inhibits the original folding pattern. 

6.2.1.2. Adsorption 

Peptides and proteins are amphiphilic, that is, they possess both polar, hydrophilic 
and nonpolar, hydrophobic amino acid residues. Consequently, in a similar 
manner to small surfactant molecules, they have a tendency to be adsorbed at 
interfaces, such as air-water and air-solid. The hydrophobic, nonpolar, amino 
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HYDROPHILIC REGION 

HYDROPHOBIC REGION 

-~~7~ 
~ HYDROPHOBIC SURFACE 

(a) (b) 

Figure 6.2. Schematic diagram of protein adsorption at a hydrophobic surface: (a) in the 
native state; (b) adsorbed on a hydrophobic surface (denatured). 

acid residues prefer the hydrophobic environment of the air or the surface of a 
container such as a glass beaker or a plastic bottle, whereas the hydrophilic, polar 
amino acid residues prefer the aqueous environment. Peptides and proteins may 
therefore rearrange and denature on adsorption at an interface. Figure 6.2 is a 
schematic representation of this type of conformational rearrangement. Once 
adsorbed, the protein molecules will form short-range bonds with the surface, 
such as van der Waals, hydrophobic, and ion-pair bonds, which may result in 
further denaturation of the molecules. Peptides and proteins adsorb at interfaces 
relatively rapidly; however, conformational changes in the protein at the interface 
are slow and may take hours to complete. 3 Desorption of surface proteins in their 
"native" state is unlikely. Rather, peptides and proteins will desorb with their 
hydrophobic residues exposed. Therefore, they will have unfavorable interactions 
with water and will tend to form aggregates and precipitates. 

Biological activity can be lost or changed as a result of the rearrangement of 
molecular structure on adsorption. For example, an antigenic moiety may become 
exposed when blood proteins are adsorbed on surfaces. Adsorption of polypeptide 
and protein drugs at interfaces will also lead to a reduction in the concentration 
of drug available. The loss of polypeptides and proteins as a result of interfacial 
adsorption may occur during purification, formulation, storage, or delivery. 
Difficulties have been encountered with insulin adsorbing to the surfaces of 
delivery pumps,4-8 to glass and plastic containers,9-13 and to plastic intravenous 
bags and tubing. 14-16 

6.2.1.3. Aggregation and Precipitation 

Denatured, unfolded proteins may rearrange to form aggregates in which the 
hydrophobic amino acid residues of different molecules associate together. Aggre­
gation may be on a macroscopic scale, resulting in precipitation. Aggregation 
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and precipitation can follow interfacial adsorption, as explained previously. The 
extent of aggregation and precipitation is dependent on the relative hydrophilicity 
or hydrophobicity of the surfaces with which the polypeptide or protein solution 
is in contact. Both aggregation and precipitation are accelerated by hydrophobic 
surfaces. The types of vials and stoppers (as well as their sizes) used to contain 
polypeptide and protein solutions are therefore of importance. An example is 
insulin frosting, the formation of finely divided precipitates on the walls of 
insulin containers. Precipitation is accelerated in the presence of a large air­
water interface,11 indicating that adsorbed protein at the air-water interface is 
denaturing, aggregating, and finally precipitating. The air interface is very hy­
drophobic. Agitation of polypeptide and protein solutions increases aggregation 
and precipitation. This may be a result of the introduction of air bubbles, which 
increase the exposure of the molecules to the hydrophobic air interface, and may 
also be a result of the increased thermal motion of the molecules, which results 
from agitation. The formation of aggregates or precipitates in the insulin reservoir 
of implanted insulin pumps has been a major problem associated with this delivery 
system. Aggregates in these pumps form at body temperature, particularly with 
agitation of the insulin reservoir, and when the insulin is in contact with hydropho­
bic surfaces such as polyvinyl chlorine and air bubbles. 

6.2.1.4. Use of Additives to Improve Polypeptide and Protein 
Physical Stability 

Certain additives such as salts, metal ions, poly alcohols , surfactants, reducing 
agents, chelating agents, other proteins, amino acids, fatty acids, and phospholip­
ids can improve the stability of polypeptides and proteins. Salts decrease denatur­
ation and increase stability in relation to aggregation and precipitation via nonspe­
cific or specific ion binding to the protein. 17-23 Specific ion binding sites have 
been introduced into proteins to improve their stability (the reader is referred to 
Section 6.2.2.6 in this chapter, Methods of Improving the Chemical Stability of 
Polypeptides and Proteins). When present in aqueous solutions at low concentra­
tion, polyalcohols such as glycerol can stabilize proteins by selective 
solvation. 24-24 Water molecules pack around the protein molecules to exclude 
the hydrophobic polyalcohol molecules, thereby increasing stability. At high 
polyalcohol concentrations the opposite effect occurs, as there is insufficient 
water to protect the protein, and exposure to these hydrophobic solvents denatures 
the protein. 

Surfactants, both nonionic and ionic, can stabilize proteins by preventing 
adsorption of protein at interfaces. 16, 29 The small surfactant molecule preferen­
tially adsorb at the interfaces. The presence of surfactant molecules also inhibits 
aggregation and precipitation of polypeptides and proteins. 9 , 12, 30, 31 Phospholip­
ids, fatty acids, and other protein molecules are also surface active and therefore 
act similarly to surfactants. 



122 / D. J. Burgess 

6.2.2. Chemical Stability 

There are nine major reaction mechanisms by which peptides and proteins chemi­
cally degrade: hydrolysis, imide formation, deamidation, isomerization, racemi­
zation, diketopiperizine formation, oxidation, disulfide exchange, and photode­
composition. 

6.2.2.1. Deamidation 

Deamidation involves the hydrolysis of the side chain amide linkage of an amino 
acid residue to form a free carboxylic acid. Glutamine (GIn) and asparagine (Asn) 
are particularly susceptible to deamidation. This type of hydrolysis of proteins 
and peptides has been reviewed by Robinson and Rudd. 32 Proteins that undergo 
deamidation in vitro include insulin, prolactin, human growth hormone, and 
bovine growth hormone. In vivo deamidation may be enzymatic or nonenzymatic. 
The rate of deamidation of Asn residues in peptides and proteins is favored by 
increased pH, temperature, and ionic strength, and is affected by the tertiary 
structure of the protein. The protein molecule may be folded in such a way that 
deamidation is sterically hindered. For example, the tertiary structure of trypsin 
appears to prevent deamidation of the molecule. 33 Deamidation can also alter the 
activity of peptides and proteins: a decrease in the biological activity of porcine 
adrenal corticotropic hormone (ACTH) follows deamidation. 34 

6.2.2.2. Oxidation 

Oxidation may occur on the side chains of histidine (His), methionine (Met), 
lysine (Lys), tryptophan (Trp), and tyrosine (Tyr) residues in proteins. Oxidation 
is very common during isolation, synthesis, and storage of peptides and pro­
teins. 35-38 The thioether group of Met is particularly susceptible to oxidation. 
Atmospheric oxygen can oxidize Met residues under acidic conditions. Oxidizing 
agents such as hydrogen peroxide, periodate, iodine, and dimethyl sulfoxide can 
oxidize Met-to-Met sulfoxides. The thiol group ofCys can be oxidized to sulfonic 
acid. Again, oxidation occurs in the presence of oxidizing agents such as iodine 
and hydrogen peroxide, is catalyzed by metal ions, and may occur spontaneously 
by atmospheric oxygen. 

Oxidation of amino acid residues is usually associated with a loss of biological 
activity. For example, oxidation of the Met residues in corticotropin/9 calcito­
nin,40 and gastrin41 results in a loss of activity. However, some proteins, such as 
glucagon, retain their biological activity after oxidation. Lost biological activity 
may be restored by reduction. Almost full activity is restored to lysozyme42 and 
ribonuclease43 on reduction of Met sulfoxide to Met. 
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6.2.2.3. Proteolysis 

The susceptibility of peptide bonds to cleavage is dependent on the residues 
involved. Asparagine residues are more unstable than other residues, and the 
Asp-Pro (proline) bond is particularly labile. In general, at neutral pH and room 
temperature, peptide bonds are relatively stable in relation to hydrolysis. For 
example, the half-life of Phe-Phe-Phe-Gly was determined to be of the order of 
7 years. 43 Proteolysis occurs in most proteins on heating. For example, lysozyme 
is inactivated irreversibly by heating at 90--100°C at pH. 44 

6.2.2.4. Disulfide Exchange 

Disulfide bonds may break and reform incorrectly, altering the three-dimensional 
structure and hence the activity of polypeptides and proteins. This reaction can 
be catalyzed in neutral and alkaline media by thiols, which may arise as a result 
of hydrolytic cleavage of disulfides. The thiolate ions carry out nucleophilic 
attack on a sulfur atom of the disulfide. Disulfide exchange may be prevented by 
the addition of thiol scavengers such as p-mercuribenzoate, N-ethylmaleimide, 
and copper ions. 

6.2.2.5. Racemization 

All of the amino acids, with the exception of Gly, are chiral at the carbon bearing 
the side chain, and are subject to base-catalyzed racemization. The a-methene 
hydrogen is removed by the base, forming a carbonion. Racemization of an amino 
acid residue may render the protein nonmetabolizable, as the racemic peptide 
bonds are inaccessible to proteolytic enzymes, and may reduce or eliminate 
biological activity. 

6.2.2.6. Methods of Improving the Chemical Stability of Peptides 
and Proteins 

The chemical stability of peptides and proteins can be improved by site-directed 
mutagenesis, chemical modification of the molecules, and the appropriate choice 
of conditions. 

Site-Directed Mutagenesis. Bioengineering techniques are available that enable 
specific mutations to occur that alter the primary sequence of the proteins and 
thus create new chemical entities. 45 Site-directed mutagenesis can be designed to 
improve both the stability and the intrinsic specificity of proteins. Specific amino 
acid residues that are chemically reactive can be replaced with others that are 
not, while retaining the activity of the polypeptide or protein. Ion binding sites 
can be introduced that improve thermal or other types of stability. Specific 
sites that are susceptible to chemical degradation, such as deamidation, can 
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be replaced. Physical stability can also be improved. Disulfide bridges can be 
introduced that stabilize the native conformation and provide stability against 
reversible and irreversible denaturation. Similarly, residues can be introduced 
that improve hydrophobic packing and maximize hydrogen bonding. 

Chemical Modification of Proteins. Synthetic polymers, such as polyethylene 
glycol46-48 and polyoxyethylene,49, 50 can be chemically conjugated to the surfaces 
of polypeptide and protein drugs to improve stability and to alter their pharmacodi­
sposition. However, biological activity may be lost on coupling. 51-55 Lipids 
have been successfully used as coupling agents. Lipids coupled to insulin have 
improved insulin absorption. 52 

Appropriate Choice of Conditions. Most chemical reactions can be retarded by 
the appropriate choice of conditions: physical state, pH, ionic strength, tempera­
ture, and the addition of preservatives. The presence of water is a most significant 
factor in both chemical and physical denaturation. The stability of peptides and 
proteins is usually enhanced when in the dry solid state and at low temperature. 
Proteins are usually stored and handled as solids. Dosage forms should be formu­
lated in such a way that they can be stored and shipped as solid, preferably freeze­
dried products. Most commonly, peptide and protein drugs are given by parenteral 
injection. These injectable dosage forms are prepared as freeze-dried powders 
that are reconstituted as solutions prior to use. The stability of peptide and protein 
drugs is a very important consideration in the selection of an appropriate dosage 
form and route of administration. 

6.2 .3. Stability Testing 

Most peptides and proteins are extremely stable at low temperature (5°C and 
below) but are usually extremely thermolabile (especially above body tempera­
ture); therefore, accelerated stability testing is not appropriate. Real-time stability 
studies must therefore be conducted. These studies take much longer to conduct; 
thus, the development stage of any peptide or protein drug formulation is much 
longer compared with most conventional drugs. 

6.3. Delivery of Protein and Peptide Drugs 

6.3.1. Oral Route 

The conventional and most convenient route of drug delivery, the oral route, is 
problematic for protein or peptide drugs. Peptides are degraded by chemical and 
enzymatic action in the gastrointestinal tract (GIT). The molecular mass of 
peptides and proteins (approximately 0.5 to over 100 kDa) inhibits their ability 
to cross the intestinal epithelia. However, limited intestinal absorption of a few 
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small bioactive peptides, such as cyclosporin and thyrotropin-releasing hormone 
(TRH), has been reported during the past decade. 56 Any peptide or protein drugs 
that are absorbed intact may undergo first-pass metabolism in the liver. 

Proteins and polypeptides are hydrolyzed in the GIT to a mixture of amino 
acids and small peptides. However, small peptides, di-, and tripeptides, such as 
TRH, can exhibit metabolic stability in the GIT. TRH has been successfully 
formulated as a tablet for oral use. 57 Generally, tetra- and larger peptides are 
hydrolyzed to absorbable products/8 although there are a few that are absorbed 
intact by specific carrier transport mechanisms. 

Gastric acid contains the important proteolytic enzyme pepsin. Pepsin is spe­
cific for peptide linkages to phenylalanine and tyrosine. In the upper small 
intestine, the breakdown of proteins and polypeptides occurs under the influence 
of trypsin, chymotrypsin, carboxypeptidases, and aminopeptidases, all of which 
are excreted by the pancreas. Trypsin is specific for peptide linkages to lysine 
and to arginine. Chymotrypsin primarily attacks phenylalanine and tyrosine. The 
carboxypeptidases and aminopeptidases cleave terminal amino acid residues. The 
pancreatic juice is rich in carboxypeptidases but contains only a small amount of 
aminopeptidases. The intestinal mucosa is rich in aminopeptidases and dipepti­
dases. 

Although small peptides such as TRH, and a few larger peptides such as 
cyclosporin (an undecapeptide), may be stable to degradation, they are not 
absorbed to any significant extent. The bioavailability of TRH is only a few 
percent. 59.60 Most drugs are absorbed by a passive diffusion process in which the 
fraction of the dose absorbed is a function of the dose to solubility ratio, the 
particle size, the partition coefficient, the pK., the stability, and the molecular 
weight of the drug. Compounds with molecular weights of approximately 500 
and above (most peptides) are poorly absorbed from the GIT.61 This may be, in 
part, a consequence of the gel-like mucin, which can act as a physical barrier to 
these large molecules. Absorption of high-molecular-weight compounds, such as 
peptides, across the intestinal mucosa may only occur by (1) diffusion through the 
aqueous pores or the intercellular spaces (water-soluble molecules), (2) diffusion 
through the membrane lipids (lipid-soluble molecules), and (3) uptake into epithe­
lial cells by endocytosis or pinocytosis. Absorption by these mechanisms is very 
limited, approximately I to 5%.62 For example, the metabolically stable analogues 
of somatostatin, cyclic hexa- and octapeptides, are absorbed about 2% orally. 
Some di- and tripeptides, absorbed by a facilitated diffusion transport system, 
are absorbed to a greater extent. 63 

6.3.1.1. Pharmaceutical Methods to Improve the Oral Bioavailability of 
Peptides and Proteins 

The oral bioavailability of peptides and proteins can be improved by the coadmin­
istration of peptidase inhibitors, by saturation of the intestinal peptidases, by 
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avoiding the intestinal peptidases through enteric coating, by the coadministration 
of penetration enhancers, and by avoiding hepatic first-pass metabolism through 
promotion of lymphatic uptake. 

Use of Peptidase Inhibitors. Pharmaceutically it is possible to improve the stabil­
ity, absorption, and therefore the bioavailability of peptide and protein drugs. 
Protection against proteolysis may be achieved by coadministration of peptidase 
inhibitors. For example, it has been shown that amistatin acts effectively as 
a peptidase inhibitor, significantly promoting the absorption of enkephalins. 64 

Aminopeptidase, phosphoramidon-sensitive endopeptidase-24-II, and captopril­
sensitive peptidyl dipeptidase A have all been indicated in the inactivation of 
[Met5]-enkephalin in the rat and mouse vas deferens and the guinea pig ileum. 64 

Saturation of and Bypassing the Intestinal Peptidases. Another approach to 
improving peptide and protein bioavailability is to saturate the peptidases either 
by increasing the dosage or by loading with another peptide or protein. The drug 
must be nontoxic at high dosage if peptidase saturation by increased dosage is to 
be employed. Alternatively, the drug may be enteric coated so that certain parts 
of the GIT and hence certain peptidases are bypassed. Acid-resistant acrylic resins 
will bypass the stomach and release the drug in the small intestine. Polymer 
coatings, cross-linked with azoaromatic groups, have been developed that form 
a tough, water-impervious film that remains intact in the stomach and the small 
intestine. The azo bonds are reduced in the large intestine by indigenous mi­
croflora. 65 This methodology avoids the majority of the peptidases; however, the 
colon is much less permeable than the small intestine, particularly to water­
soluble drugs. 

Use of Penetration Enhancers. Absorption of peptides and proteins can be im­
proved pharmaceutically by the coadministration of penetration enhancers. Sev­
eral different groups of penetration enhancers have been studied, including surfac­
tants, nonsurfactants, and chelators. Ionic and non ionic detergents66- 68 and bile 
salt surfactants69- n have all been demonstrated to enhance the absorption of 
proteins and peptides. Surfactants appear to act by increasing membrane fluid­
ity,73. 74 which may be linked to surfactant micellar structures. Micelles may 
interact with the phospholipids of the intestinal membrane, promoting absorption 
through the membrane; similarly, pericellular permeation may be enhanced by 
solubilization of drugs within bile salt micelles. Bile salt micelles have been 
shown to significantly enhance the absorption of insulin. 75 

Ethylenediaminetetraacetic acid (EDTA), trisodium citrate, and salicylates 
promote absorption of water-soluble drugs by chelation. The mechanism of action 
is thought to be by depletion of calcium and magnesium ions in the regions of 
the tight junctions between the epithelial cells, which then forces water through 
by osmosis, enhancing pericellular absorption of water-soluble drugs. EDT A and 
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trisodium citrate have been shown to increase the absorption of heparin, mannitol, 
and insulin. 76 

Promotion of Lymphatic Uptake. A third important factor to be taken into consid­
eration, beside enzymatic degradation in the GIT and poor absorption, is hepatic 
first-pass metabolism. Hepatic first-pass metabolism may be avoided by saturation 
blockage of specific enzymes or by formulation in a vehicle that promotes lym­
phatic uptake. Lymphatic uptake of drugs may be increased by the use of surfac­
tants, such as bile salts, which facilitates micellar solubilization; by formulation 
in lipid vehicles; and by concurrent feeding with lipid. For example, the bioavail­
ability of cyclosporin is increased from approximately 1 %, to between 20 and 
50% when the drug is given in an olive oil-based formulation. 77 Lipids promote 
the intestinal absorption of drugs selectively via the lymph system. 78 Digestion 
of lipids enhances the synthesis of chylomicrons in which drugs may be entrapped 
and thereby selectively absorbed by the lymphatic system. Surfactants facilitate 
micellar solubilization of drugs. Salicylates also enhance lymphatic uptake, the 
more hydrophilic the salicylate the greater the adjuvant activity. 79 

The foregoing methods of improving the oral delivery of peptides are mostly 
in the experimental stage. Apart from a few exceptions, such as cyclosporin, oral 
delivery of peptide and protein drugs is not viable at present. However, a signifi­
cant amount of research is underway, and oral delivery, particularly of the smaller 
peptides, may indeed become possible in the near future. Formulation aspects of 
oral delivery are also under investigation80 • 

6.3.2. Parenteral Routes 

Parenteral delivery has been the sole practical method of administration of pro­
teins, owing to their poor absorption and metabolic instability when given by 
other routes. Insulin has been delivered parenterally by subcutaneous injection 
since the early 1930s. The parenteral route also offers the possibility of targeting 
the drug directly to the site of action in a controlled manner. 

6.3.2.1. Parenteral Drug Targeting 

Increasing the specificity and effectiveness of drugs by combining the active 
ingredient with a suitable delivery system is a major research objective in pharma­
ceutical engineering. As a rule, the active ingredients contained in a conventional 
dosage form are distributed without sufficient distinction between biological 
targets and a wide variety of sites, in accordance with their physicochemical 
properties. Site-specific delivery can improve the therapeutic index of a drug by 
optimizing the access, amplitude, and nature of interactions with the pharmaco­
logical receptor. Drug targeting can also protect the drug and the body from any 
unwanted and deleterious disposition. Drug release rates can also be controlled 
using a drug delivery device. The release rate can be reduced by delayed diffusion 
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through a polymer matrix. This allows drugs with very short biological half-lives 
(most peptide and protein drugs) and very narrow therapeutic indices to be 
utilized. The advantages of a temporal controlled-release injectable system in­
clude maintaining constant levels of the drug in the body and eliminating patient 
compliance as a variable in therapy. 

Genetically engineered peptides and proteins, being very potent and expensive, 
are ideal candidates for site-specific delivery. Peptide and protein drugs are 
chemically similar or identical to the endogenous substances they are intended to 
replace; therefore the body can metabolize them easily. Both plasma and tissue 
peptidases are present in the body that attack and break down these drugs. 
As they are subject to enzymatic degradation in the plasma, they may cause 
immunological reactions and other side effects. For example, asparaginase is not 
active for long periods in the treatment of acute leukemias. 81 Most peptide and 
protein drugs have very short half-lives in the bloodstream, of the order of 
seconds to hours. 82 The vasoactive drug angiotensin has a half-life of 15 seconds. 
Oxytocin, which stimulates uterine motility, has a half-life of 2 minutes. The 
antidiuretic vasopressin has a half-life of 4 minutes, and the half-life of insulin 
is less than 25 minutes. The body normally produces biological response modifiers 
on demand in close proximity (of the order of a few nanometers) to the site of 
action; thus, degradation of these substances prior to their action is not a problem. 
By encapsulating peptide and protein drugs in a targetable delivery device, they 
will be protected from enzymatic degradation until they reach their target site. 
Peptide and protein drugs are very potent, with therapeutic ranges in the submicro­
gram level. However, if these drugs are given conventionally and are distributed 
throughout the body, large quantities are required to achieve therapeutic levels 
at the site of action. Peptide and protein drugs, especially if present at high dosage 
levels, may generate immune responses and other unwanted side effects. Drug 
targeting can protect the drug and the body from unwanted and deleterious 
disposition and interaction. The targeting of peptides and proteins may also be 
necessary, as these molecules may be unable to leave the drug compartment to 
reach their active sites owing to the large size of these molecules, which restricts 
their ability to pass through the various membranes and barriers of the body. 

6.3.2.2. Methods of Parenteral Targeting 

Parenterally administered drug carrier systems are of two types: particulate carri­
ers (either capsular, monolithic, or cellular) and soluble carriers (macromolecular 
drug conjugates). Particulate carrier systems include liposomes, microspheres, 
nanoparticles, microemulsions, erythrocytes, and vaccines. Materials used to 
prepare soluble drug complexes include both natural and synthetic polypeptides, 
which are covalently linked to the drug. Both soluble and particulate drug carriers 
are used for drug targeting. These systems may be passively targeted, according 
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to their natural disposition, or they may be actively targeted using a site-specific 
moiety attached to the carrier system. 

The fate of intravenously administered colloidal particles is controlled by 
particle size and particle surface properties. Particles larger than 7 p,m are rapidly 
entrapped in the fine capillary beds of the lung. 83- 85 Particles 100 nm to 7 p,m 
and macromolecules, which are hydrophobic or carry a net negative charge, are 
rapidly taken up by the cells of the reticuloendoethelial system (RES), if they are 
recognized as foreign. 86, 87 The rapid and efficient uptake oflarge particles by the 
lungs and small particles by the reticuloendoethelial system (RES) provides 
opportunities for passive drug targeting. 88 

Passive Targeting. Passive targeting according to size is the simplest method of 
parenteral targeting. Passive targeting to the RES can be utilized to treat diseases 
of the RES (neoplasms, parasitic, viral, and bacterial infections) and for macro­
phage stimulation. Macrophage activating factors (such as modified lymphokines 
and interferons), which activate the macrophage to the tumoricidal state, can be 
incorporated into colloidal systems such as liposomes that will be taken up at 
the active site (the macrophage). Fidler has successfully delivered liposomes 
containing lymphokines that activate macrophages to abrogate the development 
of micrometastases after surgical removal of a primary tumor. 89 Liposome-encap­
sulated muramyl dipeptide is currently in clinical trials, with the potential applica­
tion as a macrophage-stimulating factor (Ciba-Giegy). 

Active Targeting. Active targeting includes coupling the drug or drug carrier 
system to ligands such as erythrocyte membrane glycoproteins, native immuno­
globulins, and monoclonal antibodies to impart specificity and alter the natural 
distribution of the carrier. For example, tumor-reactive antibodies have been used 
in an attempt to target cytotoxic moieties to neoplastic cells90 (Figure 6.3). 
Unfortunately, the use of monoclonal antibodies as targeting agents has met with 
limited success, owing to difficulties in preserving the recognition ability in vivo. 
Synthetic polymers have been chemically conjugated to peptides and proteins to 
alter the pharmacodeposition of these drugs. These conjugates increase the appar­
ent size of the protein or reduce unwanted interactions with blood and tissue 
components, or both. Conjugation with hydrophilic polymers is particularly 
successful in reducing the immunogenicity and increasing the duration of action. 

Problems Associated with Uptake and Intracellular Transport of Parenteral 
Delivery Systems. As well as being an opportunity to passively target the RES, 
the rapid sequestration of particulates by the cells of the RES is a major obstacle 
to targeting other sites in the body. As a consequence, only a very small fraction 
of administered drug carriers reach their target sites. A partial answer to this 
problem is to coat carrier systems with hydrophilic surface active agents. The 
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Figure 6.3. Schematic diagram of active targeting of an antibody-drug conjugate carrier 
system, showing the affinity of the antibody for the target cell. 

coating decreases their recognition and subsequent uptake by the cells of the 
RES. 

Another obstacle to particulate drug targeting is the inability of particulates to 
cross the vascular endothelium. Only a few capillary membranes contain small 
holes (fenestrae) 50 to 60 nm in size, which allow small particles and large 
molecules to pass through. The parenchymal cells of the liver have sinusoidal or 
discontinuous membranes with gaps of the order of 150 nm (sieve plates). 
However, most particulate targeting systems must release their contents extracel­
lularly, decreasing the potential specificity and subjecting the drugs to possible 
metabolic degradation prior to cellular uptake. 

The intracellular transport of certain soluble drug-carrier complexes may occur 
via endocytosis. 91 Endocytotic vesicles form at cell surfaces for the purpose of 
transporting fluids (pinocytic vesicles) and solids (phagocytic vesicles) into the 
cells, and through the cells to the opposite membrane. Receptor-mediated transcy­
totic routes exist for certain macromolecules, and these can be exploited for the 
purpose of drug delivery. A receptor-mediated transcytotic route for albumin is 
present in the continuous endothelia of the heart, lung, and diaphragm.92 Drug­
albumin complexes could be targeted via this mechanism. Studies are underway 
to elucidate operational receptors and cell-surface markers that can be used to 
translocate carriers and drugs through cell membranes. 

6.3.2.3. Parenteral Drug Delivery Systems 

Parenteral drug delivery systems include those intended for intravenous, intraart­
eriolar, intramuscular, subcutaneous, intraperitoneal, intraarticular, and intrathe­
cal use. The simplest form of delivery system for peptides and proteins is drug 
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in a buffered aqueous solution. The appropriate dose is then injected intravenously 
or subcutaneously according to the desired time pattern. However, the therapeutic 
use of most peptides and proteins is hampered by short half-lives, metabolic 
lability, immunological reactions, and the inability to achieve sufficient concen­
trations at the active site. Thus, targetable, prolonged-release carrier systems 
capable of protecting the drug and the body from unwanted reactions are being 
developed. 

Soluble Carrier Systems. Soluble carrier systems include chemically modified 
drugs, drug conjugates, and hybrid proteins. Peptide and protein complexes with 
various polymers and lipids have been successful in increasing drug stability and 
site specificity, while retaining the biological activity. Specific properties of target 
cells have been utilized to achieve targeting. For example, antibodies specific for 
a variant of cell-surface determinants can be complexed to drugs (Figure 6.3). 
Drug conjugate systems may be active at the cell surface, or active following 
endocytic capture by cells, or the active drug may be released from the conjugate 
extracellularly in a controlled manner. 93 

Sophisticated site-specific molecules have been produced by site-directed muta­
genesis and hybrid fusion techniques. These molecules have increased half-lives 
in the body and still retain their biological activity. Hybrid proteins that combine 
the features of two or more proteins create drugs with the required target-recogni­
tion properties and pharmacological activity. Hybrid proteins may also have 
increased stability and altered immunogenicity. These molecules are produced 
either by synthetically linking protein fragments or by gene fusion. For example, 
a portion of the interleukin-2 molecule that interacts with a receptor on T cells is 
linked to a portion of diphtheria toxin. The resultant site-specific hybrid fusion 
protein can enter and kill T cells, in the treatment of graft-versus-host disease. 45 

Particulate Carrier Systems. Various types of particulate carrier systems exist, 
including liposomes, microspheres, nanoparticles, emulsions, red blood cells, 
and viruses. These systems can either be passively targeted according to their 
size or can be actively targeted by conjugation with a targetable moiety such as 
monoclonal antibodies. 

Liposomes. Liposomes have attracted a lot of attention, as their structure resem­
bles that of cell membranes. Liposomes are tiny spheres that are formed when 
phospholipids are combined with water. These are lipid vesicles made up of one 
or more lipid bilayers alternating with aqueous compartments94 (Figure 6.4). 
Liposomes can be categorized as (I) small unilamellar vesicles (SUV), 25 to 70 
nm, that consist of a single lipid bilayer; (2) large unilamellar vesicles (LUY), 
100 to 400 nm in size, that also consist of a single lipid bilayer; and (3) multilamel­
lar vesicles (MLV), 200 nm to several microns, that consist of two or more 
concentric bilayers. Liposomes are relatively unstable, have low drug-carrying 
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Figure 6.4. Schematic diagram of liposomes: (a) small unilamellar Iiposome; (b) multila­
mellar liposome. 

capacities, and tend to leak entrapped drug substances. The properties of lipo­
somes can be modified by the incorporation of various molecules into the phospho­
lipid bilayer such as cholesterol, cetylphosphate, and stearylalamine. The pres­
ence of cholesterol results in a more stable membrane. Stable, polymerized 
liposomes composed of phospholipids with polymerizable moieties have been 
developed. Liposomes passively target the Kupffer cells of the liver,95 and have 
been used to target drugs to the liver. SUV s may target the liver parenchymal cells, 
as they are small enough to pass through the "sieve plates." Immunoglobulins have 
been attached to the surface of liposomes to actively target them to specific sites. 
Liposomes are currently being tested as spatial-controlled delivery systems for 
bioactive peptides and proteins such as the macrophage stimulating agent, mura­
myl dipeptide, and for enzyme replacement to treat genetic metabolic disorders. 
For further information the reader is directed to Ostro's tests. 96 

Microspheres. Microspheres are usually solid, approximately spherical particles 
in the particle size range of 1 to 600 /Lm, containing dispersed drug in either 
solution or microcrystalline form. Microspheres are usually formed by emulsifi­
cation techniques in which the dispersed phase consists of droplets of polymer­
drug solution (either aqueous or nonaqueous) or a polymer solution with sus­
pended drug particles. The polymer droplets are cross-linked either chemically 
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Figure 6.5. Schematic diagram of microencapsulated drug systems: (a) drug encapsu­
lated within a distinct capsule wall; (b) drug dispersed throughout the microcapsule in a 
polymer matrix. 

(using a reactive cross-linking agent), thermally, or by y-irradiation. The incorpo­
ration of drugs can be achieved by physical entrapment during production or by 
covalent or ionic attachment. Drug-loading capacities are usually fairly high, up 
to 50%. Microspheres may be prepared from natural polymers such as gelatin 
and albumin97 . 98 and from synthetic polymers such as poly (lactic acid) and 
poly(glycolic acid). The drug is either totally encapsulated within a distinct 
capsule wall or is dispersed throughout the microsphere (Figure 6.5). Drug release 
is controlled by dissolution and diffusion of the drug through the microsphere 
matrix or the microcapsule wall. ' 

Microspheres can be passively targeted to the lung capillaries (7-12 /Lm, 

particles) or to the RES (1-7 /Lm, particles) and can be actively targeted by the 
attachment of specific receptor moieties such as monoclonal antibodies. Magnetic 
microspheres composed of albumin and iron oxide have been used as a means of 
targeting specific areas in the body in combination with the use of an external 
magnet. 99 Polymeric microsphere systems have been reviewed by Davis et al. 83 

and by Oppenheim. 100 

Nanoparticles. Nanoparticles are similar to microspheres but have particle sizes 
in the nanometer range (10-1000 nm). Nanoparticles can be made from nonbiode­
gradable materials, such as methylmethacrylate lOl or from biodegradable materi­
als such as aikylcyanoacryiate lO2 and albumin. Nanoparticles can be used for 
targeted delivery. Owing to their small size they can pass through the sinusoidal 
spaces in the spleen and bone marrow. Monoclonal antibodies and other targeting 
moieties can be attached to nanoparticles to increase their specificity. 

Emulsions (Lipid Microspheres). Colloid-sized emulsion droplets are used for 
parenteral drug delivery to solubilize water-insoluble drug substances, for con­
trolled and sustained release, and drug targeting. The stability and the fate of 
parenterally administered emulsion droplets is dependent on the nature of the 
emulsifying agent used. Lecithin is most frequently used to stabilize parenteral 
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emulsions. Emulsion droplets are usually taken up by the cells of the RES. 
Emulsions of vegetable oils are preferentially deposited in adipose tissue, lactating 
mammary glands, and in myocardial muscle. 103 Drug release from emulsions is 
controlled by the droplet size of the dispersed phase and the emulsion viscosity. 

Red Blood Cells. Human erythrocytes are under investigation for the delivery of 
compounds to the body. Peptides and proteins can be introduced into erythrocytes 
by a hypotonic exchange process. The red blood cells are placed in a hypotonic 
solution that causes the cell membrane to become permeable. The peptide or 
protein is added and the membrane is restabilized. The erythrocytes are taken up 
by the RES and end up in the hepatic Iysosomes. This is a useful system for 
enzyme replacement in genetic metabolic disorders. A limitation to the application 
of red blood cells is that they can only be used for drugs that are not susceptible 
to irreversible denaturation under hypotonic conditions. 

Viruses. Retroviral gene delivery systems have been developed to assist the entry 
of genes into cells for the purpose of gene therapy. 104 Retroviral gene delivery 
systems consist of an RNA copy of a gene package into a viral particle. These 
provide an excellent alternative to physical methods of gene delivery, such as 
direct injection into the nucleus. The basic concept of human gene therapy is that 
functionally active genes are delivered into the somatic cells of a patient with a 
genetic defect. This can be gene replacement, which involves specific correction 
of a mutant gene sequence, or gene augmentation, in which a correctly functioning 
gene is inserted into nonspecific sites in a genome, leaving the malfunctioning 
gene alone. 

A virus consists of an RNA-protein core encapsulated in a lipid envelope. The 
viral glycoproteins bind with specific receptors on target cells, and the viral 
envelope then fuses with the cell membrane, resulting in the introduction of the 
RNA genome into the target cell cytoplasm. Nonreplicating viral vectors have 
been developed that efficiently infect human cells. 105 An RNA copy of a replace­
ment gene is packaged into a nonreplicating viral particle. When viral gene 
delivery systems infect target cells, these cells express both the viral and the 
exogenous genes. This process is not normally harmful to the target cells. Prob­
lems that may arise include the deletion of sequences during replication, recombi­
nation with endogenous viral sequences to produce infectious recombinant vi­
ruses, the activation of cellular oncogenes, the introduction of viral oncogenes, 
and the inactivation of genes. The interested reader is referred to Wilson. 104 

Preparation of Particulate Carrier Systems Suitable for Peptide and Protein 
Drugs. The preparation of microcapsules, nanoparticles, liposomes, and microe­
mulsions usually involves at least one of several harsh conditions that may 
denature proteins and peptide drugs. These are contact with an organic solvent; 
heating during the process (temperatures of l200e and above are often em-
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ployed lO6 , 107); the addition of chemical cross-linking agents (such as glutaralde­
hyde and formaldehyde); adverse pH conditions; the addition of surfactants; and 
the application of y-irradiation, 

Systems therefore must be developed that do not involve harsh conditions, 
Albumin has been cross-linked under very mild conditions, without the use of 
highly reactive chemicals, resulting in a delivery system that showed no loss of 
peptide activity for both insulin and urokinase. 108, 109 Cross-linking albumin under 
very mild conditions also provides a delivery system that is recognizable to the 
body as albumin and therefore should not cause immunological reactions. A 
drawback to this method is that the microspheres are very leaky, since they have 
few cross-linkages, 

An alginate-polylysine-alginate system has been developed that is suitable for 
encapsulation of peptides and proteins, 10 The initial step in this process is to 
suspend the drug in alginate gel beads, which protects the drug from degradation 
on further chemical processing. A sodium alginate-drug solution is sprayed into 
a calcium chloride solution. The calcium cross-links the alginate, forming calcium 
alginate gel beads (Figure 6.6). The gel beads can be cross-linked with lysine 
and then with a second layer of alginate. 

Other Types of Parenteral Delivery Systems. The preceding microsphere, nano­
particle, liposome, microemulsion, erythrocyte, and vaccine systems may be 
given intravenously, intraarterially, or as intramuscular or subcutaneous implants. 
Other implant systems include automatic feedback minipumps, osmotic mini­
pumps, porous polymer fiber systems, and large capsular and tablet-type implants. 
These systems are intended to release drugs for periods of up to 1 year. A hollow, 
porous, polymer fiber system suitable for implantation has been developed for 
Levonorgestrel. III The hormone was released at a continuous and stable rate for 
approximately 6 months. One must be careful of the potential for denaturation or 
aggregation of peptide and protein drugs that remain in the body for a long period 
when using these types of systems. 

Implantable systems have been designed that release drugs into the body on 
demand. For example, small magnetic beads have been embedded in polymer 
matrices along with the drug. Drug release rates from these systems can be 
enhanced as much as 30 times by an oscillating external magnetic field. 112 Ultra­
sonic waves can also be used to trigger drug release from polymer matrices. 
Ultrasonic waves increase the bioerosion of biodegradable polymers, causing 
cavitation effects that enhance drug release. pH-sensitive polymer systems have 
been devised, for potential application at tissue sites with unusual pH, for exam­
ple, cancerous cells or tissues that undergo pH cycling (such as the vagina). An 
osmotic minipump system has been developed for an adrenocorticotropic hor­
mone analogue for the regeneration of injured nerves. Osmotic pumps are com­
posed of a semipermeable membrane with a tiny orifice surrounding an osmotic 
core reservoir containing the drug. Drug release is controlled by the osmotic 
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Figure 6.6. Schematic diagram of the preparation of alginate-polylysine microcapsules: 
(a) spraying of drug in sodium alginate solution into calcium chloride solution; (b) 
temporary gel microcapsules formed; (c) permanent microcapsules formed. 

136 



Drug Delivery Aspects of Biotechnology Products / 137 

pressure within the pump. As the osmotic pressure is increased, the drug is forced 
out. Automatic feedback pumps have been successfully developed for insulin. A 
system has been designed that increases the release of insulin in the presence of 
excess glucose. 82 The enzyme glucose oxidase is immobilized within a cross­
linked ionizable polymeric membrane. Glucose oxidase catalyzes the conversion 
of glucose to gluconic acid, which in tum can protonate amine groups within 
the membrane's network structure. The resultant electrostatic repulsion of the 
positively charged amino groups causes expansion of the polymeric network 
structure. Thus, faster delivery of insulin takes place in the presence of glucose, 
and when the glucose level drops, the rate of release will be decreased. 

6.4. Nonconventional Routes of Administration 

Nonconventional routes of administration (such as transdermal, nasal, ocular, 
buccal, rectal, intrauterine, and vaginal) are being investigated as alternatives to 
the oral and parenteral routes for the delivery of peptides and proteins. These 
routes avoid both the gastrointestinal enzymes and hepatic first-pass metabolism. 
Peptidases are present in all of the membranes associated with the aforementioned 
routes. However, compared with the gastrointestinal tract (GIT), the quantities 
of enzymes present are much less. Absorption of large-molecular-weight peptides 
and proteins across the various epithelial barriers associated with these alternative 
routes are as much of a problem as in the GIT. 

6.4 .1. Transdermal 

Until recently, the skin was used as a route of administration only for treatment 
of local diseases of the skin. However, with an increased understanding of the 
anatomy and physiology of the skin, and of percutaneous absorption, this route 
is now being considered for systemic drug delivery. The transdermal route has 
several advantages, such as avoidance of hepatic first-pass metabolism, ease of 
termination of dosing, decreased frequency of dosing, and improved patient 
compliance. Disadvantages include high intra- and intersubject variability in skin 
permeation and a low rate of permeation for most drugs. 

The stratum corneum is responsible for the low permeability of skin. The 
stratum corneum is made up of multilayers of horny cells that are compacted, 
flattened, and keratinized. The water of the stratum corneum is only 20%. Drug 
transport across the stratum corneum may be transcellular, intercellular, and 
appendageal. For most compounds the intercellular route is the predominating 
path. 113 Interference with the packing of the intercellular lipid lamellae can 
significantly reduce the diffusional resistance of drugs in the stratum corneum. 

Peptides and proteins have particular difficulty in penetrating the stratum 
corneum, owing to their hydrophilicity, ionic character, and large molecular 
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weight. Drug penetration can be improved using penetration enhancers such as 
azone and fatty acids, and by techniques such as iontophoresis and phonophoresis. 

6.4.1.1. Iontophoresis 

Iontophoresis is defined as the migration of ions when an electric current is passed 
through a solution containing ionized species. Drugs in the ionic form can be 
"phoresed" with a small current and driven into the body. To undergo ionto­
phoresis the peptide and protein molecules must carry a charge. This can be done 
by controlling the pH and ionic strength of the solution. The drug is contained in 
a gauze pad that is applied to the skin under an electrode of the same charge as 
the drug. The other electrode (of opposite charge) is placed on a gauze pad soaked 
in saline at a distal location of the body. A small current, below the patient's pain 
threshold, is allowed to flow for a sufficient period of time. It has been shown 
that insulin can be administered through intact hairless rat skin under iontophoresis 
using direct current. 114 The rate and extent of delivery of TRH has also been 
improved by this method. 115 

Disadvantages associated with this method of transdermal delivery include the 
possibility of burning of the skin (even at low voltages) and denaturation of the 
peptides and proteins. If pH will need to be changed to achieve a suitable charge 
for iontophoresis, a loss of quaternary and tertiary structure, and possibly even 
secondary structure, may result. The process of iontophoresis itself, which can 
generate a considerable amount of heat, may also result in denaturation of peptide 
and protein drugs. 

6.4.1.2. Phonophoresis 

Phonophoresis is also used to enhance drug delivery through the skin. Ultrasound 
is applied via a coupling-contact agent to the skin. Ultrasonic waves cause thermal 
effects and temporary alterations in the physical structure of the skin, 116 thereby 
increasing drug absorption. The heat generated during this process may be suffi­
cient to denature peptide and protein drugs. 

6.4.1.3. Penetration Enhancers 

Penetration enhancers such as azone and oleic acid have been used to enhance 
drug absorption through the skin. These molecules fluidize the intercellular lipid 
lamellae of the stratum corneum. 117 Fatty acids disrupt the packed structure of 
the lipids in the extracellular spaces. However, skin irritation is a major limiting 
factor to the use of currently available penetration enhancers. 

6.4.1.4. Prodrugs 

The use of prodrugs to improve transdermal absorption is a viable option, espe­
cially for small peptides. The skin contains a multitude of enzymes that can be 
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utilized to regenerate the active drug. Several peptides and proteins such as TRH, 
LHRH, neurotensin, and fibrinopeptides possess a terminal pyroglutamyl residue. 
This residue can be readily derivatized to produce prodrugs with enhanced trans­
dermal permeability, which will undergo spontaneous hydrolysis at physiological 
pH, regenerating the active drug. 

6.4.2. Nasal 

The nasal mucosa is an attractive option for the delivery of peptide and protein 
drugs. As reviewed by Su, liS the nasal route is convenient; there is a large surface 
area available for absorption; the mucosa is highly vascularized; hepatic first-pass 
metabolism is avoided; and self medication is possible. Compared with other 
routes such as oral and transdermal, the nasal cavity has a relatively high perme­
ability for peptides. Small peptides such as enkephalin analogues, 119 calcitonin, 120 
and ACTH,121 and even polypeptides such as insulin l22 and proteins such as 
interferon,123 have been shown to be absorbed efficiently by the nasal mucosa. 
Pituitary hormones such as oxytocin and vasopressin have been administered by 
the nasal route for many years. liS The bioavailability of peptides via the nasal 
route is of the order of 1 to 20%, depending on the molecular weight and 
physicochemical properties of the peptide, and can be extremely variable. 122 
Absorption enhancers are used to increase the permeation and to decrease the 
relatively high peptidase activity in the nasal mucosa. Disadvantages of the nasal 
route include individual variations in mucous secretion and turnover, which affect 
the extent of absorption; peptidases present in the nasal membrane, which act as 
an enzymatic barrier to peptide absorption; alteration in absorption, which may 
occur with disease states such as upper respiratory tract infections and allergic 
and chronic rhinitis; and the penetration enhancers and preservatives used in nasal 
formulations may cause severe damage to the mucosal cell membrane and may 
be ciliotoxic. 

The nasal cavity is made up of different types of epithelia. The most anterior 
portion of the nasal cavity, the vestibule, which is 3 to 4% of the total surface area, 
is lined with stratified squamous epithelia. The respiratory epithelium comprises 
ciliated cuboidal and columnar cells, and goblet cells. The olfactory epithelium 
is pseudostratified neuroepithelium. Clearance of drug formulations from the 
nasal cavity is a problem. In the nonciliated anterior part of the nasal cavity, 
clearance is relatively slow; however, in the posterior part of the nasal cavity, 
where the mucus flow rate is approximately 6 to 10 mm min -I clearance is of the 
order of 10 to 15 minutes. Thus, to reduce clearance, nasal sprays are designed 
to deposit mainly in the anterior portion of the nasal cavity. 

Absorption of peptides and proteins through the nasal mucosa can be improved 
by penetration enhancers such as bile salts, other surface active agents, and 
chelating agents. These penetration enhancers work by increasing the fluidity of 
the lipid bilayer membrane, 123 and by opening aqueous pores as a result of calcium 
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ion chelation. Peptidase inhibitors can also enhance the absorption of peptides 
and proteins by decreasing peptidase activity in the mucus itself and within the 
mucosal cells. 124 However, penetration enhancers can damage the nasal mucosa 
and may be ciliotoxic. For example, surfactants such as laureth-9 damage mem­
branes by dissolving the membrane lipids or proteins, resulting in cell erosion, 
cell to cell separation, and the loss of cilia. 124 Promoters such as oleic acid, 
linoleic acid, salicylic acid, and their salts appear to enhance absorption safely. 
Microscopic observations do not show the severe damage that occurs with surfac­
tants. The effect of these agents is readily reversible within 15 to 20 minutes after 
washing. For example, sodium taurodihydrofusidate, a derivative of fusidic acid, 
is an excellent enhancer of insulin absorption across the nasal mucosa and is 
nontoxic both locally and systemically. The nasal epithelial layer serves as a 
defense against infecting organisms and therefore loss or damage of this layer 
can cause severe problems. Reepithelization may occur but it is a slow process. 
Ideally, nasal drug formulations should not disturb the ciliary movement or 
damage the nasal mucosa and therefore should leave the respiratory defense 
system intact. 

For long-term use the nasal route is probably not practical owing to possible 
mucosa and cilia toxicities, and alterations in absorption due to changes in the 
nasal environment during disease states such as the common cold. For short-term 
use the nasal route appears to be advantageous for the delivery of peptides and 
proteins, particularly small-molecular-weight peptides. 

6.4.3. Rectal 

The large intestine is drained by the hepatic portal vein and by the lymphatics. 
In the lower colon the drainage is mostly lymphatic. It has also been shown that 
the larger the molecular weight of a compound, the greater the lympathic uptake. 
Compounds with molecular weights greater than 2,000 principally enter the 
lymphatic fluid. Thus, if peptides and proteins are delivered rectally, the hepatic 
first-pass effect can be largely avoided. Rectal delivery also avoids the vast 
majority of GIT peptidases. The rectal mucosal membrane is a simple columnar 
epithelium with tight junctions at intercellular contact points. The bioavailability 
of peptides and proteins is particularly low owing to these tight intercellular 
junctions, and penetration enhancers are required. The use of surfactants such as 
sodium lauryl sulfate to enhance drug delivery can result in rectal bleeding and 
other damage to the rectal mucosa. 125 However, salicylates, which promote rectal 
absorption by a different mechanism than surfactants, are better tolerated, and 
lasting changes in the membrane are not observed after the application of salicy­
lates. 126 The enhancing effect of salicylates, but not of surfactants, can be reversed 
by washing the rectum with buffer. Suppositories can be designed that will release 
the peptide and the promotion enhancer in close contact with the rectal and colonic 
mucous membranes. 
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Peptide and protein drugs may also be delivered to the large intestine via the 
oral route using an impermeable coating material that will not degrade until it 
reaches the colon. A polymer material cross-linked with azoaromatic bonds has 
been designed that is stable throughout the GIT but is susceptible to degradation 
by microflora normally present in the colon. 65 The thickness and composition of 
the coating can be adjusted to achieve delivery to the lower colon. 

The rectal route appears to be very promising for the delivery of peptides and 
proteins, particularly if lymphatic uptake can be achieved and hence hepatic first­
pass metabolism avoided. 

6.4.4. Buccal 

The use of the buccal route for absorption of peptides dates back to 1966 when 
this route was first used for the adsorption of oxytocin. 127 The buccal route has 
a number of distinct advantages for peptide and protein delivery when compared 
with other nonparenteral routes. The buccal route may not be as efficient as the 
nasal route for peptide and protein absorption, but it is much less sensitive, which 
is important when considering the need for penetration enhancers to aid drug 
absorption. Drug administration is very easy via this route, and the drug delivery 
system may be removed at any time. Better patient compliance is expected for 
this route compared with the rectal, nasal, and vaginal. 

The buccal and sublingual membranes are stratified squamous epithelia that 
are keratinized in some areas. The most common method of delivery to the oral 
mucosa is via an aqueous solution or a conventional tablet. However, part of the 
dose may be lost by accidental swallowing of the tablet or solution or by salivary 
washout. Therefore self-adhesive systems have been designed that are retained 
in the oral cavity in intimate contact with the mucosa, either buccally, sublin­
gually, or on the gingiva. The adhesion mechanism involves the intercalation and 
nonspecific or specific interaction between the polymer chains of both the polymer 
used as the dosage form excipient and the glycoproteins of the mucosal mem­
brane. 128.129 Both water-soluble and water-insoluble, ionic and nonionic polymers 
can be used in these adhesive dosage forms. Polyacrylate-type hydrogels are most 
commonly used. 

The adhesive polymer layer may act as the drug carrier itself, or it may act as 
an adhesive link between a drug-loaded disc and the mucosa. A third possibility 
is that a drug-loaded disc may be fixed to the mucosa using a self-adhesive shield 
(Figure 6.7). These systems can be applied for several days, if a slow release 
rate is desired. However, a maximum buccal residence time of several hours is 
best, as these devices may interfere with eating, drinking, and possibly even 
talking. Adhesive polymer delivery systems offer promise as a convenient method 
of delivery of peptides and proteins via the buccal route. 

Although peptide and protein delivery into the body has been successfully 
achieved for all the preceding nonconventional routes, each has limitations. The 



142 I D. J. Burgess 

f DRUG/ADHESIVE 
POLYMER MATRIX ~ DRUG DISC ADHESIVE 

L POLYMER 

1111 
g~'IIIADHESIVE POLYME, 'I~I,DRUG 

777~ / /7 fTfi7 ffrr-rffrr. 

\ BUCCAL 
MUCOSA 

(a) (b) (e) 

Figure 6.7. Schematic diagram of three different self-adhesive buccal delivery systems: 
(a) adhesive polymer acts as the drug carrier (drug-and-adhesive polymer matrix); (b) 
adhesive polymer acts as a link between a drug-loaded disc and the mucosa; (c) a drug­
loaded disc is fixed to the mucosa using a self-adhesive polymer shield. 

need for penetration enhancers is a major limiting factor, owing to irritation and 
possible permanent membrane damage. The buccal route appears to be most 
promising, as it is least susceptible to irritation. Milder, less irritating penetration 
enhancers are being developed that may increase the attractiveness of these 
nonconventional routes for both acute and chronic applications. 

6.5. Summary 

The recent, very rapid advances in biotechnological engineering have resulted in 
a wide variety of biological response modifiers becoming available for clinical 
use, such as tissue plasminogen activator and human growth hormone. These 
peptide and protein drugs are difficult to process, formulate, store, and deliver, 
and they are highly unstable, both chemically and physically. Chemical degrada­
tion may result from hydrolysis, deamidation, oxidation, racemization, disulfide 
exchange, or photodecomposition. Physical instability is limited to large polypep­
tides and proteins, which possess high levels of structural order, and involves 
denaturation (conformation rearrangement), adsorption at interfaces, aggregation, 
and precipitation. The biological activity of peptide and protein drugs can be lost 
as a result of chemical degradation or physical structural change. The effective 
drug concentration may also be reduced as a result of adsorption, aggregation, 
and precipitation. Care must therefore be taken during the processing, handling, 
and packaging of these compounds, to eliminate or minimize chemical and 
physical degradation. Packaging materials must be selected with the aim of 
reducing drug loss due to interfacial adsorption. Peptides and proteins are gener­
ally most stable at low temperature and in the solid state. 

The delivery of peptides and proteins into the body is difficult owing to 
the poor absorption of these large-molecular-weight compounds and their rapid 
enzymatic degradation in the body. Peptides are present in the gastrointestinal 



Drug Delivery Aspects of Biotechnology Products / 143 

tract and in most mucosal membrane tissue in the body, including rectal, buccal, 
nasal, dermal, vaginal, and ocular. Thus, peptide administration has been largely 
confined to the parenteral routes. However, the oral route and alternative routes, 
such as the buccal, nasal, rectal, vaginal, and transdermal routes, are under 
investigation. The use of peptidase inhibitors and penetration enhancers is under 
investigation, and it has been shown, at least in the laboratory situation, that 
significant bioavailability can be achieved for polypeptide and protein drug deliv­
ery via all the foregoing routes. The extent of exposure to peptidase activity is 
less in these "alternative" routes than in the oral route and appears to be more 
readily controllable using peptidase inhibitors. The need for penetration enhancers 
is a limiting factor, however, as these compounds tend to be very irritant and can 
cause permanent membrane damage. Milder, less irritant enhancers are being 
developed. 

Targeted delivery directly to the site of action is a major objective in the 
formulation of peptide and protein drugs, owing to their degradative instability, 
the possibility of unwanted immunological reactions, the specificity of these 
drugs, and their relatively high cost. The parenteral route offers the possibility 
of targeted delivery using site-specific delivery systems such as nanoparticles and 
liposomes coupled with vectoring moieties such as monoclonal antibodies. Recent 
advances in biotechnology have made possible the production of very sophisti­
cated site-specific peptide and protein drugs by site-directed mutagenesis and 
hybrid fusion techniques. These techniques can be used to create molecules that 
are not only targetable but that also possess other desirable properties, such as 
increased stability and prolonged half-lifes in the body, while retaining the 
pharmacological activity. 
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Applications of Recombinant DNA Technology 
to the Diagnosis of Genetic Disease: 
Molecular Methods for Detecting the Genetic 
Basis of Diseases 

Donna R. Maglott and William C. Nierman 

7.1. Introduction 

Disease in humans can be caused by mutations that alter the DNA sequence of 
the coding or control regions of a gene. These mutations may result in the 
inappropriate expression or the nonexpression of a functional gene product, or in 
the production of a nonfunctional gene product. The mutations can be of various 
categories, ranging from point mutations or small insertions or deletions that are 
not cytologically detectable, to grosser abnormalities, including rearrangements 
and aneuploidy. The mutations can be in the germ line and heritable, and thus 
be studied by analysis offamily members, or can arise somatically and be studied 
by comparing affected cells with nonmutated ones. Diseases have been identified 
that exemplify each of these genetic alterations. In addition, normally occurring 
somatic mutations, such as the rearrangements characteristic of immunoglobulin 
or T cell receptor genes, can be indicative of the differentiation and clonal status 
of various hematological malignancies. The diagnosis of these diseases, or the 
determination of carrier status for recessive heritable disorders, can thus be 
approached by analyzing DNA. 

Diagnosis at the DNA level requires methodology that permits specific analysis 
of the potential mutant sites or regions against the entire background of genomic 
sequences. There must be sufficient DNA for analysis, and there must be tools 
to characterize the sequence of interest. DNA can be extracted from tissue for 
analysis directly, or specific segments can be amplified from smaller tissue 
samples by the polymerase chain reaction, I as will be discussed in more detail 
later. Methods of analysis include digestion of DNA with restriction endonucle­
ases, separation of DNA fragments by size using agarose or polyacrylamide gel 
electrophoresis, and detection of specific fragments containing complementary 
sequences by hybridization with a nucleic acid probe for that sequence. 2 

These procedures can be used to detect a disease-causing sequence directly or 
indirectly. The word "direct" is used when the exact sequence alteration causing 
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a disease is known, and the presence or absence of that sequence is being 
determined. The term "indirect" is used when the precise mutation is not known 
but has at least been mapped to a single chromosomal location. For hereditary 
diseases, the inheritance of that chromosomal region is determined in family 
studies by analysis of the linkage of the disease to DNA markers for that chromo­
somal region. For diseases that may include somatic changes, such as some 
tumors, the genetic structure of the tumor tissue is compared with that of normal 
somatic cells. Compilations of diseases with known genetic components and 
therefore amenable to molecular diagnosis are maintained by the Human Gene 
Mapping Workshops.3. 4 Some diseases that have been diagnosed using DNA 
analysis are listed in Table 7.1. 

The following sections summarize the basic aspects of diagnosing diseases 
with genetic components by recombinant DNA techniques. After a brief review 
of methods, applications to particular types of disease-associated mutations are 
discussed. Discussion has been limited to diseases with single genetic compo­
nents, such as sickle cell disease or cystic fibrosis, and to single genetic compo­
nents of multifactorial diseases, such as some cancers. Many complexities that 
must be considered to achieve a diagnosis and to determine probabilities of error 
have been omitted in this general overview. 

7.2. Methodologies 

7.2 .1. Hybridization of Nucleic Acids 

The ability of single-stranded nucleic acids to form stable duplexes with comple­
mentary sequences is the basis for many of the diagnostic procedures discussed 
in this chapter. The specificity of this recognition permits analysis of that small 
fraction of the genome that may contain a disease-causing mutation, within the 
complexity of the complete genome for which the haploid size is approximately 
3 X 109 base pairs of DNA. 

To analyze a particular sequence within the genome, it must be identified. 
Hybridization, or the formation of a specific duplex from two complementary 
single strands, is the process that permits this identification. Nucleic acid hybrid­
ization has two important features: (1) the two sequences involved in duplex 
formation must be complementary, and (2) the stability of the resultant double­
stranded structure is determined by the extent of that complementarity. 

Most diagnostic procedures using molecular biological techniques involve the 
use of nucleic acid probes that detect single copy or unique DNA sequences that 
occur once per haploid genome. (Repeated DNA sequences, in contrast, occur 
more than once and are frequently dispersed among the chromosomes.) The probe 
is a short DNA or RNA sequence that is labeled with a radioisotope, a fluorescent 
tag, or some other reporter group. The labeled probe binds its complementary 
sequence in the DNA being analyzed (the target) by the formation of sequence-
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Table 7.1. Some Disorders for Which Diagnosis Has Been Aided by DNA Analysis 

Disease 

ai-Antitrypsin deficiency 
Cystic fibrosis 
Duchenne muscular dystrophy 
Fragile-X syndrome 
Hemoglobinopathies 

Sickle cell anemia 
Thalassemias 

Hemophilia A 
Hemophilia B 
Huntington's disease 
Lung cancers 
Miller-Dieker syndrome 
Ornithine transcarbamylase deficiency 
Phenylketonuria 
Prader-Willi syndrome 
Wilson disease 
Tay-Sachs disease 
Tuberous sclerosis 
X-chromosome-linked ichthyosis 

Reference 

Kidd et al., 198366 

Kerem et al., 198927 

Darras and Francke, 198834 

Suthers et al., 198967 

Geever et al., 1981 68 

Ottolenghi et al., 197469 

Antonarakis et al., 198570 

Giannelli et al., 1984" 
Gusella et al., 198353 

Kok et al., 198772 

van Tuinen et al., 198873 

Rosen et al., 198574 

Lidsky et al., 198575 

Donlon et al., 198676 

Bowcock et al., 198777 

Korneluk et al., 198678 

Smith et al., 199079 

Ballabio et al., 198780 

specific, base-paired duplexes between the probe and the corresponding genomic 
sequence. The existence of that duplex is then determined by assaying for the 
reporter group. Some practical considerations on the rate of association and 
duplex stability are summarized below. (For more complete discussions, see 
references 5 and 6.) 

7.2.1.1. The Rate of Duplex Formation and Duplex Stability 

A useful measure of the stability of a duplex is the melting temperature, or Tm , 

at which nucleic acid strands are half denatured or disassociated. Important 
variables that alter the stability and/or the rate of duplex formation are base 
pair mismatches, fragment length, salt concentration, base composition, and 
formamide concentration. The temperature of the reaction also affects the rate of 
association. Each of these is discussed briefly. 

Temperature. For a typical DNA reassociation reaction, the rate shows a broad 
maximum at about 25°C below the T m' Optimal rates of reassociation are achieved 
at 25°C below the Tm. 

Base Pair Mismatches. Base pair mismatches slow the rate of reassociation. 
Thus, for each 10% of mismatch, the renaturation rate is reduced by a factor of 
about 2 at the optimal temperature for the reassociation (i.e., about 25°C below 
the Tm). 
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During reassociation, sequences that are not perfectly complementary can form 
a duplex structure. Mismatched sequences are less stable than exactly matched 
ones. The effect of mismatching on Tm is approximately a 1° to 1.5°C decrease 
for each 1 % mismatch. 

Many diagnostic applications require the detection of single nucleotide differ­
ences. If an oligonucleotide of about 20 nucleotides in length is used as a probe, 
the decrease in stability of a hybrid mismatched at one site would be 5° to 
7SC (1/20 nucleotides or 5% mismatch x W-1SCD. Careful selection of 
hybridization and washing temperatures thus permits discrimination between 
perfectly matched and internally mismatched hybrids. If two oligonucleotides 
are synthesized differing at only a single position, the presence or absence of 
hybridization using each of these probes can be used to identify which of the two 
sequences is present in the target DNA. These specific oligonucleotides are called 
allele-specific oligonucleotides (ASOs). (For an example of this application, see 
Section 7.3.1.1.) 

Fragment Length. The rate of reassociation is greater in long fragments because 
of the greater possibility for nucleation, or formation of an initial short duplex 
structure, in the fragment. Once nucleation has occurred, the formation of a 
complete duplex is very rapid compared with the rate of nucleation. 

The length of a base-paired duplex will affect the Tm. Longer duplexes are 
more stable in the size range below about 500 base pairs. 

Salt Concentration. The concentration of salt affects the rate of reassociation. 
Below 0.1 M NaC!, a 2-fold increase in concentration increases the rate by 5- to 
lO-fold. 

The concentration of salt also has a considerable effect on T m' particularly at 
concentrations below 0.1 M. A higher salt concentration stabilizes duplex DNA 
by electronically shielding the negatively charged phosphodiester backbone. 

Base Composition. In normal salt solutions G-C base pairs are more stable than 
A-T base pairs. Thus, the Tm for DNA with a high GC content will be higher. 

Formamide. Formamide decreases the Tm of nucleic acid duplexes. By using 30 
to 50% formamide in the hybridization solution, the hybridization temperature 
can be reduced to 30° to 42°C. 

7.2.1.2. Applications Using Hybridization 

For most of the examples discussed in this chapter, hybridizations are carried out 
with target DNA denatured and bound to a membrane. If the DNA is bound after 
having been separated electrophoretically, the process is known as a Southern 
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blot5 (Figure 7.1). Denatured DNA can also be applied to membranes as circular 
dots (dot blot) or as elongated dots (slot blot). 

Nucleic acid probes can also be hybridized to target sequences in cellular 
material containing morphologically intact chromosomes. This is known as in 
situ hybridization, and can be used to map probes to particular chromosomes or 
to detect amplification of sequences in chromosomal regions. 

7.2.2. Detecting Sequence Variation 

7.2.2.1. Restriction Fragment Length Polymorphisms (RFLPs) 

Restriction endonucleases are enzymes that cut both strands of DNA at a specific 
nucleotide sequence. The sequence recognized by the restriction enzyme is typi­
cally from four to eight base pairs in size. A base pair change anywhere in the 
recognition sequence will prevent enzyme cuts at that site. When total genomic 
DNA is cut with such a restriction enzyme, the fragments that are generated can 
be separated by size electrophoretic ally in an agarose or polyacrylamide gel. For 
complex genomes, there are too many individual DNA fragments to be resolved, 
but a fragment containing a particular sequence can be identified by Southern 
blotting using a nucleic acid probe for that sequence2 (Figure 7.1). 

There is a significant amount of sequence variation in humans that does not 
alter genetic expression. Estimates vary, but these DNA polymorphisms may 
occur on the average of about one in every hundred nucleotides. 7 In 1980 Botstein 
et al. 7 showed how these heritable polymorphisms could be exploited to generate 
DNA markers for use in linkage studies to map the human genome. If, for 
example, samples of genomic DNA from different individuals are digested with 
a particular restriction enzyme, separated electrophoretically, transferred to a 
membrane, and hybridized to a nucleic acid probe (for which the sequence is 
unique in the genome), the sizes of the fragments that the probe detects may vary 
from individual to individual (Figure 7.2). These sizes of the restriction fragments 
that are detected depend on the probe-enzyme combination and may result because 
of a polymorphism affecting the recognition sequence for that particular enzyme 
(Figure 7.2A), a small insertion or deletion (Figure 7.2B), a variable number of 
tandem repeat elements8 (VNTRs) (Figure 7.2e), or a chromosomal re­
arrangement (Figure 7.2D). Because such polymorphisms are detected by the 
different lengths of DNA fragments generated by enzyme cuts at or adjacent to 
the polymorphic site, they have been termed restriction fragment length polymor­
phisms (RFLPs). In some cases these RFLPs are disease-related, as in sickle cell 
anemia, where the coding change from GAG to GTG in codon 6 of ,a-globin 
changes the recognition sequence for the restriction enzyme Cvnl. (This will be 
discussed in more detail in Section 7.3.1.1.) 
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SOUTHERN BLOTTING 
(a method of detecting DNA fragments that 

share homology with a DNA probe) 

HIGH MOLECULAR 
WEIGHT DNA 

RESTRICTION 
FRAGMENTS 

SEPARATION OF DNA 
FRAGMENTS BY SIZE 

TRANSFER OF DNA 
FRAGMENTS TO 

NYLON MEMBRANE 

BINDING OF DNA PROBE 
TO SPECIFIC SEQUENCES 

ON NYLON MEMBRANE 

AUTORADIOGRAM 
SHOWING HYBRID DNA 

Figure 7.1. Southern Blotting: a method of detecting DNA 
fragments that share homology with a DNA probe. 

7.2.2 .2. Other Sequence Variants 

Many inherited sequence variations are not detectable by restriction fragment 
analysis. There are, for example, polymorphisms that are generated by varying 
numbers of tandem repeats of (dC-dA)n X (cG-dT)1I or (CA)II dinucIeotides9 or 
by variation in lengths of poly(A) tracts at the ends of AluI repetitive elements. 10 



Applications of Recombinant DNA Technology / 161 

Because the length variation is at the nucleotide level, it must be detected 
electrophoretically on gels capable of resolving single nucleotide differences. As 
described below, if PCR is used to amplify the particular sequence containing 
the length variation, the length of the repeat in the sample can be determined by 
electrophoresis. Since that length is a heritable DNA marker, it can be used in 
linkage studies. 

7.2.3. Determining the Chromosome Location of DNA Markers 

7.2.3.1. Hybridization 

Panels of Hybrid Cell Lines. For DNA polymorphisms to be useful in genetic 
studies, they must be mapped to particular chromosomes. One method of as­
signing polymorphisms to chromosomes is to use hybridization to identify the 
chromosomal origin of the probe detecting that polymorphism. Sets of character­
ized interspecific hybrid cell lines have been developed for this purpose. When 
human cells are fused with rodent cells, the complete complement of human 
chromosomes is not retained. By characterizing the human chromosome or chro­
mosomes that are maintained, it is possible to generate a panel or group of hybrid 
cell lines in which each line contains a defined subset of the human genome and 
for which the set collectively retains a complete genome. The probe can be 
hybridized to DNA from each of these hybrid cell lines, and the pattern of 
hybridization across the panel can be used to determine chromosome assignment. 
Assignments to particular chromosome regions can also be made if a cell line in 
the panel retains only a fragment of a particular chromosome. More recently, 
hybrid lines retaining only one human chromosome, or a fragment of only one 
human chromosome, have been developed and exploited for mapping purposes. II 

Hybridization in Situ. Probe DNA can be hybridized to metaphase or prometa­
phase chromosomes, and visualized by autoradiography or fluorescence. Combin­
ing the use of prometaphase chromosomes, fluorescently labeled probes, and 
chromosomal suppression hybridization 12 has also permitted the relative position­
ing of individual probes along chromosomes. 13 

7.2.3.2. Linkage Analysis 

Another method for mapping polymorphisms is that of linkage analysis. If DNA 
samples from individuals of an extended family are analyzed, the inheritance of 
a set of polymorphic alleles within that pedigree can be compared with the 
inheritance of markers that already have been mapped to particular chromosomes. 
For example, probe X is unmapped but detects an RFLP. The gene for enzyme 
E and probe P have already been mapped to chromosome 1. If the inheritance of 
one isozyme allele of E, one fragment length allele revealed using P, and one 
fragment length allele revealed using X are always coinherited in the family, the 
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Figure 7.2AB. Types of RFLPs with patterns produced on Southern blots. The thin 
horizontal straight line in each panel represents genomic DNA that can be cut by a 
restriction enzyme at the sites indicated by E separated by the distances given in kilobase 
pairs (kb). The darker bar underneath represents the sequence of the genomic DNA above 
which is included in a probe. The set of vertical tracks in each panel represents different 
hybridization patterns resulting when the genomic DNA is cut with enzyme E and the 
resultant fragments are separated by electrophoresis, transferred to a membrane, and 
detected by hybridization with the labeled probe (see Figure 7.1). (A.) Site polymorphism. 
The sequence variation is at site (E). Thus, if DNA from an individual whose DNA on 
both homologous chromosomes is not cut at (E) but whose DNA is cut at E is digested 
and analyzed as described, the fragment detected by the probe will be 4.5 kb (allele 1). 
If the site (E) is present on both chromosomes, the smaller 3.0-kb fragment will be detected 
(allele 2). In an individual with one chromosome containing the site and the other not, 
both fragments will be detected (1, 2). (B.) Insertion/deletion polymorphism. In this 
example, a O.5-kb sequence indicated by the expansion bar is present in some chromosomes 
but absent from others. When genomic DNA is cut at the sites indicated and analyzed by 
Southern blotting, a 2.0-kb fragment is detected if the sequence is present (allele 1) and 
a 1.5-kb fragment is detected if the sequence is absent (allele 2). Both fragments are 
detected in the heterozygote (1, 2). 

most likely explanation is that the polymorphism detected by X maps to chromo­
some 1. Such analysis requires DNA samples from large, well-characterized 
families. Fortunately, centralized resources to facilitate such analyses have been 
developed. The Centre d'Etude du Polymorphisme Humain (Paris, France) and 
the Mutant Cell Repository (Camden, N.J.) maintain cell lines for large multigen­
erational pedigrees. Also, the determination of linkage relationships has been 
facilitated by the development of computer software such as LIPED or LINK­
AGEI4. 15). 

7.2.3.3. Identifying Useful Probes 

The set of mapped RFLPs, and the probes that can be used to detect them, has 
been increasing rapidly over the past few years. According to the most recent 
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Figure 7.2CD. (C.) VNTR polymorphism. In this example there is a tandem repeat unit 
r of 0.3 kb, which may exist up to five times between enzymes sites E. If all five repeat 
units are present, the size fragment detected by the probe is 3.0 kb. If one or more are 
missing, however, the fragment sizes are correspondingly reduced (1 missing, 2.7 kb; 2 
missing, 2.4 kb; 3 missing, 2.1 kb, etc.). Because there is significant variation among 
individuals for this type of polymorphism, the probability that both homologous chromo­
somes in an individual have the same number of tandem repeats at a site is rather small. 
Thus, the diagrams indicate different possible heterozygous conditions. (D.) Re­
arrangement. The expanded bar indicates the DNA originating from a previous distal site 
but now juxtaposed to the sequence detected by the probe. In this example, the re­
arrangement can be detected because the size of the restriction fragment generated from 
the non-rearranged chromosome is different from the rearranged one. 

report of the DNA committee of the Human Gene Mapping Workshops (HGM), 
the number of DNA probes that detect polymorphism has increased from 130 in 
1983 (HOM7) to 1886 in 1989 (HOMIO).J6 Information about the availability 
and uses of these probes is maintained in several public data bases, including the 
Genome Data Base at Johns Hopkins University (Baltimore, Md.) and the NIH/ 
ATCC Repository of Human and Mouse DNA Probes and Libraries at the Ameri­
can Type Culture Collection (Rockville, Md.). Reports of the HGM Workshops 
are published in Cytogenetics and Cell Genetics (Karger). 

7.2.4. The Polymerase Chain Reaction (PCR) and Sequence Variation 

The ability to amplify specific segments of DNA by the polymerase chain reaction 
(PCR) has changed the way biologists approach basic and applied problems in 
molecular biology. This is dramatically true in diagnostic applications. Because 
PCR produces large amounts of specific DNA fragments from small amounts of 
a complex template, it can be used to detect point mutations, deletions, and 
sequence polymorphisms for linkage analysis. These applications are discussed 
in the next section. 

The polymerase chain reaction is used to amplify DNA that lies between two 
regions of known sequence, as diagrammed in Figure 7.3. DNA polymerases 
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Figure 7.3. Polymerase chain reaction. The polymerase chain reaction is used to amplify 
DNA that lies between two regions of known sequence. Two oligonucleotides to prime 
DNA synthesis are selected to be complementary to sequences on opposite strands of the 
template and localized at boundaries of the region to be amplified. The 3' ends of the 
primers must also be oriented toward the center. By the use of temperature shifts, cycles 
involving template denaturation, primer annealing to template, and synthesis by DNA 
polymerase extending from the annealed primers result in the accumulation of a double­
stranded DNA fragment. The termini of the fragment are defined by the 5' ends of the 
primers. 

cannot synthesize DNA starting anywhere on a template; they must extend the 
free 3' end at a duplex region. Thus, two oligonucleotides (amplimers) are used 
as primers for a DNA synthesis reaction performed in vitro. The sequences are 
chosen so that the oligonucleotides are complementary to sequences on opposite 
strands of the DNA and oriented so that when the amplimers bind to the template, 
their 3' ends point toward the segment of DNA to be amplified. The primer pair 
is selected to be unique to these sites in the genome. By the use of temperature 
shifts, cycles involving (1) template denaturation, (2) primer annealing to the 
template, and (3) synthesis by DNA polymerase extending from the annealed 
primers result in the accumulation of a specific double-stranded DNA fragment. 
The termini of the fragment are defined by the 5' ends of the primers . Because 
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the products of one round of amplification serve as templates for the next, each 
successive cycle doubles the amount of the amplified fragment. 

Early protocols for PCR used the Klenow fragment of Escherichia coli DNA 
polymerase I to catalyze DNA synthesis. 1.17 The reaction did not find widespread 
application until the thermostable DNA polymerase from Thermus aquaticus was 
used. This enzyme, which can survive extended incubation at 95°C, is not 
inactivated by the heat denaturation step and does not need to be replaced at every 
round of the amplification cycle. 

Although a relatively new technique, PCR has found extensive application in 
the diagnosis of genetic disorders (reviewed in reference 18). In general, PCR is 
used to amplify a specific sequence from patients' genomic DNA that may contain 
a known mutation. This amplified sequence is then analyzed for its size by 
electrophoresis or its sequence content by hybridization or direct sequencing. 
Because only a small amount of template DNA is required for the amplification, 
an adequate sample can be obtained by amniocentesis, chorionic villus sampling, 
or a simple mouth rinse. 19 Another major advantage of PCR is the speed of 
the analysis. Amplification and electrophoretic determination of the size of the 
amplified product can be completed in half a day, as opposed to a week for 
electrophoresis, Southern transfer, and pattern detection by autoradiography. 
Point mutations, deletions, length variations, and rearrangements can be readily 
detected by analysis of amplified DNA as follows. 

7.2.4.1. Detection of Single Nucleotide Changes 

Analysis of single base pair changes by PCR requires one of two approaches, 
depending on the location of that change. Sequence variation within a site recog­
nized by a restriction enzyme can be detected by amplifying a DNA fragment 
that contains the site, digesting with the appropriate enzyme, and separating the 
fragments electrophoretically. In the example diagrammed in Figure 7.4, primers 
are selected that amplify a fragment of 723 bp containing several CvnI sites, 
including one that is known to be absent in individuals carrying the sickle 
mutation, f3s. After digestion with CvnI, amplified DNA with the restriction site 
(f3A allele) gives two fragments of 180 and 201 bp, along with the invariant bands 
of 256 and 86 bp. Amplified DNA without the site (f3s allele) gives the two 
invariant bands plus a fragment of 381 bp instead of the two of 180 and 201 bp. 
Amplified genomic DNA from an individual heterozygous for this polymorphism 
(f3Af3S) will show all five bands. 

If the base pair difference is not within a restriction site, the alleles can be 
distinguished by hybridization. For this analysis a dot blot hybridization using 
allele-specific oligonucleotides (ASOs) may be used (Figure 7.5). Again, PCR 
primers are selected to amplify DNA containing the polymorphic site. The ampli­
fied DNA is denatured and transferred to a hybridization membrane. Labeled 
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Figure 7.4. Detection of point mutations by peR in sickle cell disease: restriction 
analysis. (A.) Exon organization of the ,a-globin locus around the sickle cell mutation. 
The vertical arrows indicate the positions of the CvnI sites, including the polymorphic one 
in exon 1 (in parentheses) at the sickle mutation. The horizontal arrows show the positions 
of the oligonucleotide PCR primers. (B.) DNA distances in base pairs between CvnI sites 
around the sickle mutation site. (C.) Representation of DNA fragments on gel after 
PCR amplification and digestion with CvnI. ,aA,aA, homozygous normal individual; ,as,as, 
homozygous sickle individual; ,aA,aS, heterozygous individual. 

oligonucleotides with sequences identical to each of the alleles are hybridized 
separately to the DNA on the membrane. Conditions are selected so that hybridiza­
tion occurs only when there is complete sequence identity (Section 7.2.1.1). As 
is shown in Figure 7.5, the heterozygotes show hybridization with both allele­
specific probes (,a-sickle, ,a-normal), the homozygotes only with one. Allele­
specific oligonucleotides can also be used after electrophoretic separation of the 
amplified product and Southern transfer to ensure that the hybridization signal is 
resulting from a fragment of the expected size. (The use of ASOs is also discussed 
in Section 7.3.1.1.) 

7.2.4.2. Detection of Length Variation 

PCR is especially useful for detecting length variation generated by insertions, 
deletions, VNTRs, (CA)n dinucleotide repeats, or variable poly(A) tracts at the 
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Figure 7.5. Detection of point mutations by peR in sickle cell disease: ASO analysis 
and dot blots. Genomic {3-globin DNA from the individuals in the pedigree (A) are 
amplified as in Figure 7.4, and the denatured, amplified DNA is dotted to a hybridization 
membrane and probed with 32P-labeled ASO specific for the sickle DNA sequence ({3-
Sickle) or the normal sequence at the sickle site ({3-Normal). (B.) Hybridization signal 
revealed by autoradiography. (C.) Tabulation of genotypes. 

ends of AZul repetitive elements. Primer sequences are selected from single copy 
DNA flanking the region containing the length polymorphism. By amplifying 
across the repeats and determining the sizes of the amplified fragments, allele 
assignments can be made (Figure 7.6). If the variation is at the nucleotide level, 
high-resolution gels must be used. 

7.2.4.3. Detection of Deletions 

Deletions can also be detected by peR (Figure 7.7). Primers are selected that 
either flank or lie within the region of the potential deletion. The amplified product 
will be full length in the absence of a deletion. If primers flank a deletion, a 
smaller product will be amplified. In a heterozygote, a full length and a shorter 
amplified product will be observed. If the primer is chosen within the potential 
deletion region, no product will be generated from the deletion-containing chro­
mosome. 
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Figure 7.6. Detection of DNA 
length variation by peR. Genomic 
DNA from two individuals was am­
plified by PCR using primers that 
specifically amplify the apo B VNTR 
region. 81.82 The amplified DNA was 
analyzed by agarose gel electropho­
resis . Lane m. DNA size markers . 
Lane a. Amplified DNA from indi­
vidual showing alleles of 640 and 
400 bp. Lane b. Amplified DNA 
from individual showing alleles of 
820 and 490 bp. 

7.2.4.4. Detection of Translocations 

The synthesis of a PCR product depends on the presence of the primer sequences 
on the same molecule of template DNA. Thus, if two amplimers are generated 
for sequences that normally exist on different chromosomes, or on different 
mRNA molecules, the only time a product will be synthesized by PCR is when 
those sequences have become part of the same chromosome or DNA copy of a 
mRNA, as may result from translocation. Southern blotting can be used to detect 
translocations that occur at relatively invariant translocation breakpoints (Figure 
7.2D), but when breakpoints occur over a 100 to 200 kb range of DNA, a different 
strategy must be used. If the translocation breakpoints occur in the introns of two 
different expressed sequences, for example, a complementary DNA copy of a 
fusion mRNA is a good template for amplification (Figure 7.8). Because pro­
cessing of messenger removes intronic sequences, the fusion mRNA shows less 
length variation from one translocation patient to another than the DNA from 
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Figure 7.7. Detection of deletion by PCR. (A.) Representation of genomic DNA for a 
potential deletion region to be screened at two areas bounded by PCR primer pairs (small 
arrows) a and b (I) and c and d (II). I to 5. Representation of DNA from different deletion 
patients: I, no deletion; 2, deletion removing genomic DNA containing sequence b; 3, 
O.5-kb deletion between sequences a and b; 4, deletion removing sequences c and d; and 5, 
deletion removing sequences b, c, and d. (B.) Electrophoretic analyses of the amplification 
products from DNA in configurations 1 to 5. Deletion of sequences complementary to one 
or both members of a primer pair results in no amplification of that product. The O.7-kb 
band is amplified from I whenever there is no deletion between or involving the region 
bounded by primers a and b, and the O.4-kb band is amplified from region II whenever 
there is no deletion between or involving the region bounded by primers c and d. In 3, a 
shorter fragment is amplified because there is a small deletion between the sequences 
recognized by primers a and b. 
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Figure 7.B. Detection of translocation by peR. Genomic DNA structures are indicated 
above the mRNAs transcribed and processed from them. Exons (numbered) are indicated 
by dark shading. Slashes indicate potential translocation breakpoints. The small arrows 
above and below the diagrams indicate the hybridization positions of peR primers. The 
sequence content of the mRNAs (and their cDNA copies) derived from their template 
DNAs are as indicated. Note that the only cDNA structure that can serve as a template for 
peR amplification (because it contains sequences complementary to both peR primers) 
is that resulting from the chimeric gene resulting after translocation . 

which it was transcribed. Thus , one application of peR to the diagnosis of 
translocation is first to make complementary DNA (cDNA) copies ofmRNA and 
then to add peR primers for amplification. The presence or absence of a peR 
product indicates whether a translocation occurred within the boundaries of the 
peR primers. The size and sequence of the amplified product can also be used 
to characterize the site of the translocation. 20.21 If a particular type of translocation 
has more defined breakpoints, peR can be used directly on genomic DNA.22 

7.3. Disease-Related Diagnosis 

Kan et al. demonstrated that disease-associated mutations could be characterized 
at the molecular level, and that once characterized, the disease could be diagnosed 
prenatally.23 In 1982 a diagnostic test for sickle cell disease was developed based 
on recombinant DNA technology. 24. 25 
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With the rapid advances in human gene mapping and the cloning of genes 
responsible for human genetic diseases have come diagnostic tests for an increas­
ing number of diseases. As described below, those diseases for which the gene 
is mapped and cloned and the disease-causing mutation has been characterized 
are detected directly by determining the presence or absence of the mutant allele. 
Those diseases for which the gene has been only mapped are detected indirectly 
by identifying and tracing the passage of the disease-carrying chromosome region 
in a family. 

7.3 .1. Direct Detection 

7.3.1.1. Detection of Base Pair Differences 

When a particular nucleotide sequence variant is known to lead to disease, the 
presence or absence of that sequence can be detected directly. This includes 
changes at a single base pair or small number of adjacent base pairs, deletions of 
genetic regions (Sections 7.2.4.3. and 7.3.1.2.), localized amplifications, and 
translocations (Section 7.2.4.4). Direct detection is the simplest form of genetic 
analysis; it gives the least ambiguous results, and it may not require characterizing 
DNA of other family members. 

Direct detection can be accomplished by any of several different protocols. If, 
for example, the disease is caused by a single base pair change at the recognition 
site for a particular restriction endonuclease, one approach is to use that enzyme 
in the diagnosis. In the classic case of sickle cell anemia, the aberrant hemoglobin 
results when there is an A to T substitution in the sixth codon of the normal f3-
globin gene (GAG to GTG).23 This leads to the replacement of a glutamic acid 
for a valine in the protein and to the loss of a recognition site in the DNA for the 
restriction enzyme CvnI. 

PCR. The presence of the sickle cell mutation can be detected directly without 
a nucleic acid probe by using peR to amplify in vitro that portion of the f3-globin 
gene containing the sickle cell mutation site (Section 7.2.4.1 and Figure 7.4). 
This technique permits diagnosis from a very small sample of DNA. The amplified 
DNA is digested with CvnI before being analyzed electrophoretic ally , and the 
presence of the sickle cell mutation is indicated by the undigested larger (381 bp) 
band. Two smaller 180 and 201 bp bands result from CvnI digestion of DNA 
amplified from a normal f3-globin gene (Figure 7.4). The carrier state (a heterozy­
gote with one mutant f3-globin gene on one chromosome and the normal gene on 
the other) is recognized by all three bands (381, 201, and 180 bp) on the gel, the 
largest from the amplified uncut DNA from the sickle cell gene and the two 
smaller ones from the amplified normal sequence containing the CvnI site. 

Southern Blotting. The same mutation can also be detected directly using Southern 
blotting. For this procedure total genomic DNA is digested with CvnI and ana-
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lyzed as described previously (Figures 7.1 and 7.2A), using a probe close to the 
CvnI site. If the nonnal ,a-globin gene is present (i.e., the restriction site is 
present), the probe will hybridize to a smaller CvnI fragment than when the sickle 
cell gene is present and the CvnI site is absent. The carrier is revealed by the 
probe hybridizing to CvnI fragments of both sizes in DNA from a single individ­
ual, indicating one allele with the restriction site and one lacking the site. 

Oligonucleotide Probes. A third direct method to detect single base pair changes 
is to probe genomic DNA with oligonucleotides complementary to all possible 
sequences at a mutation site (ASOs). This is a more general technique than 
restriction fragment analysis because it does not require that the sequence change 
involve a restriction site. A dot blot is one application of ASOs. A small amount 
of total denatured genomic DNA is placed as a dot on a nitrocellulose or nylon 
membrane without digesting it with a restriction enzyme or analyzing it electro­
phoretically. Alternatively, the region of interest can be amplified by PCR and 
blotted to a membrane. The membrane is then hybridized to the single-stranded 
labeled oligonucleotide probe under conditions in which complete complementar­
ity is required for the probe to fonn a double-stranded structure and thus bind to 
the genomic DNA. The presence or absence of the hybridized probe on the 
membrane is detected by the label on the probe and indicates the presence or 
absence of a particular sequence in the genomic DNA. By using oligonucleotide 
probes complementary to the nonnal and sickle cell sequences of the ,a-globin 
gene at the mutation site, the sickle cell genotype can be detennined (Figure 7.5). 
Genomic DNA from the homozygous nonnal or homozygous sickle cell patient 
will hybridize with only the nonnal or sickle cell probe, respectively. DNA from 
heterozygous individuals will hybridize with both probes. Hybridization with 
ASOs can also be done after Southern transfer of genomic or amplified DNA to 
detennine that the hybridization signal has been derived from the DNA fragment 
of the correct size. 

Hybridization with allele-specific oligonucleotides can also be used diagnosti­
cally when the sequence alteration involves more than one base pair, as long as 
that alteration lies within the range encompassed by the oligonucleotide probe. 
An example of this is the use of ASOs to detect the 3-base-pair deletion in exon 
10 of the cystic fibrosis (CF) transmembrane conductance regulator26 that is 
present in the majority of cystic fibrosis families. 27 

Sickle cell and the predominant fonn of CF are examples of diseases that 
result from single characterized mutations. Numerous other disease phenotypes 
involving known genes, however, may result from one of many possible site 
mutations within the gene. The first occurrence of such a disease in a family may 
thus have been caused by one of several mutations and cannot be diagnosed by 
DNA methods until the specific mutation in that family has been identified. 
Once the mutation has been detennined, the procedures described previously for 
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detecting point mutations or in the following section for detecting deletions can 
be used to determine the presence of the mutation. 

7.3.1.2. Detection of Deletions 

Diseases that result from either characterized or new deletions can be detected 
by peR or by Southern blotting using a probe that hybridizes to the potential 
deleted region. Duchenne muscular dystrophy (DMD), with its milder phenotype 
Becker muscular dystrophy (BMD), is a well-known example of a disease that 
is frequently caused by deletion in the gene for the cytoskeletal protein dystrophin. 
DMD is X-linked with an incidence of I in 3,300 male births.28 One-third of all 
cases result from new mutation, with another third resulting from the inheritance 
of the DMD gene from a carrier mother who is herself a new mutant. The 
remainder result from the inheritance of a DMD gene present in earlier genera­
tions. About 70% of mutations in the DMD gene are deletions. 29 Another much 
less common type of mutation is intragenic duplication. 30 (For a review on the 
molecular genetics of DMD see reference 31.) 

Dystrophin has been mapped to the Xp21 band of the X -chromosome, and the 
cDNA for the entire 14 kb transcript has been cloned and sequenced. 32, 33 The 
availability of this cDNA has permitted direct diagnosis by Southern blots of 
DMD in many families in which a deletion is present. Using as probes a set 
of clones corresponding to the complete cDNA, genomic fragments covering 
approximately 400 kb can be examined for deletions. 34,35 Because the dystrophin 
gene is so large, however, with current estimates of 2.3 Mb/6 not all deletions 
can be detected with the cDNA probes. 

The restriction fragment patterns revealed by cDNA probes on Southern blots 
are quite complex. Each probe may detect 10 or more genomic bands. When 
patterns of hybridization to Southern blots from normal and potential DMD 
individuals are compared, a deletion in the dystrophin gene may be detected by 
the absence of one or more bands present in the intact gene or by the presence 
of new bands corresponding to DNA from deletion boundaries. Recently standard 
patterns of restriction fragments that are detected when normal human DNA 
cleaved with either HindU or BglII is hybridized with probes comprising the 
complete cDNA have been reported. 34, 36 

A deletion may be detected as illustrated by the autoradiogram in Figure 7.9. 
In this example the genomic DNA from a DMD patient (lane I) and the normal 
control genomic DNA (lane 2) are digested with BglII, electrophoresed on an 
agarose gel, blotted to a hybridization membrane, and probed with 32P-Iabeled 
probe containing the cDNA for two exons from the dystrophin gene. Note the 
absence of one band and the presence of a novel band in lane 1 (DMD) as 
compared with lane 2 (normal), indicative of a deletion. 

Deletions causing DMD frequently span several hundred kilobases of the 
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Figure 7.9. Detection of dele­
tions and polymorphisms with 
cDNA probes. Genomic DNA 
from a DMD patient (lane 1) and 
a normal control (lane 2) was di­
gested with BgnI and analyzed by 
Southern blotting. Normal bands 
(a), a smaller band from the dele­
tion site (d), and a polymorphic 
band (p) are readily detected. 
Note that the second normal band 
is missing from the DMD patient. 

dystrophin gene and are not randomly distributed, typically overlapping two 
specific regions of the gene. 29 Because of these characteristics, a significant 
fraction of DMD deletions can be detected by using the polymerase chain reaction 
as an alternative to Southern analysis (Figure 7.7). In this method, sequences 
from the deletion-prone exons are simultaneously amplified via PCR. Any of 
these regions deleted in a patient's DNA will fail to amplify and are readily 
identified by the absence of an amplified fragment when the PCR reaction products 
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are analyzed by agarose gel electrophoresis. 37 This multiplex PCR approach is able 
to detect approximately 70% of all DMD deletions. Furthermore, this technique is 
inexpensive, fast, requires only nanogram quantities of genomic DNA, and does 
not involve the use of radioisotopes. 

7.3.1. 3. Somatic Genetic Changes 

Another application of molecular methods to aid diagnosis is the characterization 
of neoplasms for somatic mutations, or naturally occurring gene rearrangements. 
There are an increasing number of tumors in which amplification, deletion, site 
mutation, or rearrangement of known gene sequences has been demonstrated and 
may be of prognostic significance (reviewed in references 38 to 40). 

Amplification. For example, amplification of ERBB2 (HER2, c-erbB-2) occurs 
in breast cancer, and this amplification shows an association with the course of 
the disease. 41.42 In addition, amplification ofN-myc sequences has been correlated 
to prognosis in neuroblastoma (reviewed in reference 43). Amplification of a 
genomic sequence can be detected by hybridization with a probe specific to that 
sequence in either dot blots, slot blots, or Southern blots. Increased expression, 
which can also be of diagnostic significance, can be determined by RNA blots. 
To detect genomic amplification, the hybridization signal obtained with DNA 
from tumor tissue is compared with that from normal tissue. Because this is a 
quantitative rather than a qualitative test, the normal tissue must be separated 
from the tumor sample before the DNA is extracted, and controls must be 
incorporated to evaluate the efficiency of DNA transfer to the membrane after 
electrophoresis if Southern blots are used. For example, Figure 7.10 schematizes 
an autoradiogram of a Southern blot analysis of equal amounts of genomic DNA 
from tumor and normal tissue of three individuals. After transfer, radioactively 
labeled probes for the potentially amplified sequence (which would hybridize to 
a 6 kb restriction fragment) and a control single-copy sequence (which would 
hybridize to a 3 kb restriction fragment) were mixed and hybridized to the samples 
on the membrane. The consistent level of signal across the control 3 kb band 
indicates that no sample showed significant degradation and that transfer was 
uniform. The signals for the 6 kb band are proportional to the genomic copy 
number of the sequence detected by the probe. Tumor tissue from case 2 showed 
no amplification, whereas the sequence from tumors 1 and 3 was amplified to 
different levels. 

Amplification can also be detected cytogenetically as double minute chromo­
somes (DM), homogeneously staining regions (HSRs), and abnormal banding 
regions (ABRs). (For a review, see reference 44.) The sequence content of these 
regions can be determined by hybridization in situ with specific probes. 

Deletion. There is increasing evidence that some tumors arise because of complete 
inactivation of a gene product that normally suppresses tumorigenesis (reviewed 
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Figure 7.10. Detection of gene amplification by Southern blots. DNA from normal (N) 
and tumor (T) tissue from individuals 1, 2, and 3 is analyzed as described in the text. The 
greater signal at 6 kb in lanes IT and 3T as compared with the normal tissue controls (IN 
and 3N, respectively) suggest specific amplification of that sequence in the tumors from 
individuals 1 and 3, but not 2. The 3-kb signal is from a different single-copy sequence 
probed separately as a control for integrity of genomic DNA and transfer efficiency. 

in reference 45). Perhaps the best characterized of these tumor suppressor genes 
is the retinoblastoma gene on 13q 14. Other putative tumor suppressors deleted 
in cancers include p53, located at 17p 13,46.47 and DCC, located at 18q. 48 Diagno­
sis of these specific deletion events can be made as described in the previous 
sections. 

Point Mutations. Specific point mutations in human tumors have been particularly 
well characterized for oncogenes such as the ras gene family (reviewed in refer­
ence 49), although they have been demonstrated in tumor suppressor genes as 
well. 47.48 The presence of these point mutations can be determined by oligonucleo­
tide-specific hybridization as described previously. 

Translocations and Rearrangements. Several tumors are known to be associated 
with specific translocation events. Perhaps the best characterized of these is 
the reciprocal translocation involving the long arms of chromosome 9 and 22, 
t(9;22)(q34;qll), which generates the Philadelphia chromosome. This transloca-
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tion occurs in more than 90% of chronic myelogenous leukemias (CML)50 and 
in 10 to 25% of acute lymphoblastic leukemias (ALL).51 Although it is known 
that the translocation generates a novel chimeric protein product from the 5' 
sequences of the BCR gene on chromosome 22 and the 3' sequences of the ABL 
gene on chromosome 9, the actual position of the breakage events on both 
chromosomes can occur over extensive genomic regions. In the ABL gene, for 
example, the break occurs over a 200 kb region in the intron between exons IB 
and II. The breakpoint in BCR is more heterogeneous, occurring either 5' to the 
gene, in the first intron, or within what is known as the breakpoint cluster region, 
which includes five small exons of BCR. As was discussed previously (Section 
7.2.4.4, Figure 7.8), PCR with a cDNA of the fusion mRNA as template can be 
used to detect and characterize individual translocation events. 20, 21 Once that 
translocation has been characterized in a patient, the existence of the specific 
chimeric mRNA can also be used to diagnose relapse after treatment. 

The diagnosis of some cancers is aided by determining whether they are clonal 
or whether they arose from several different mutational events. For disorders 
involving Band T cells, this diagnosis involves identification of whether all cells 
have the same immunoglobulin or T cell receptor rearrangement, respectively. 
Characterizing the rearrangement can also yield valuable information about the 
differentiation status of the tumor cells. 

7.3.2. Indirect Detection 

7.3.2.1. Indirect Diagnosis When the Gene Is Known but the Precise Defect 
Is Unknown 

There are several diseases for which multiple mutations have arisen in the disease­
associated gene over time. We have already discussed the example of DMD. 
Another example is the cystic fibrosis gene. Although it appears that the majority 
of CF patients have a 3-base-pair deletion encoding phenylalanine 508, haplotype 
analysis suggests that there have been at least seven other mutational events. 27 
The deletion can be detected by direct methods such as PCR amplification and 
specific oligonucleotide hybridization, but diagnosis of cystic fibrosis in families 
transmitting any of the uncharacterized mutations cannot be done directly because 
the actual mutation site is not known. Instead, what must be determined is the 
inheritance from each parent of the chromosome region that is assumed to transmit 
the CF phenotype. 

The inheritance of disease-causing alleles can be evaluated by following the 
coinheritance of DNA markers and the disease in a family. This analysis is most 
reliable when markers are closely linked to the disease (low frequencies of 
recombination) and have been mapped on both sides of the disease locus. Unde­
tected recombination events between the markers and the disease locus are thus 
much less probable. 
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Consider the case of an autosomal recessive disease with a low rate of new 
mutations such as CF. Both parents of an affected child must be heterozygous for 
the disease-causing gene. Diagnosis depends on determining which chromosome 
from each parent has transmitted the disease allele to an affected child. For 
example, Figure 7.11 diagrams the simplified case of a family in which a second 
child (11.2) is known to have the disease, the first child (11.1) is unaffected, and 
the possibility that a fetus (11.3) is affected needs to be determined. Analyzing 
the inheritance of alleles of the polymorphic DNA markers PI, P2, and P3 that 
flank the disease locus can be used to estimate the likelihood that the disease gene 
is also inherited. This analysis can be done in several ways. One method involves 
Southern blotting (Figures 7.1 and 7.2). For simplicity, assume that the DNA 
markers are all RFLPs, each detected when genomic DNA is digested with the 
same enzyme (E), and that the fragments generated are sufficiently distinct to be 
resolved on the same gel (Table 7.2). Then DNA samples can be obtained from 
the family members and the fetus, digested with restriction enzyme E, and the 
fragments separated electrophoretic ally . The fragments could then be transferred 
to a membrane and hybridized to a mixture of labeled probes pI, p2, and p3 
detecting polymorphisms PI, P2, and P3, respectively. The results could be as 
schematized in Figure 7.11 C. 

Each band on the Southern blot can be attributed to an allele on the polymor­
ph isms detected by probes pI, p2, and p3. For example, the affected child with 
bands at 9.4, 4.4, 1.3, and 1.0 kb is homozygous for PI (9.4 and 9.4 kb), 
homozygous for P2 0.0 and 1.0 kb), and heterozygous for P3 (4.4 and 1.3 kb) 
(Figure 7.11C). 

Analysis of these polymorphisms could also have been done by PCR (Figure 
7.12). Amplimers could be designed to flank each of the polymorphic sites PI, 
P2, and P3, as was discussed previously (Section 7.2.4, Figure 7.4). DNA 
samples could then be obtained from each of the family members and the fetus 
for PCR amplification. To simplify the presentation, assume that the amplimers 
and the amplification products have been designed so that different alleles can be 
resolved in one amplification-digestion reaction (Table 7.2). Then a mix of 
amplimers for the polymorphisms PI, P2, and P3 could be added to the DNA 
sample. Each specific portion of the genomic DNA would then be amplified in 
the same reaction. An aliquot of the amplified DNA could then be digested with 
enzyme E, and the resultant fragments separated by agarose gel electrophoresis 
and visualized by ethidium bromide staining. Again, analysis of the fragment 
sizes for the affected child indicate that she is homozygous for PI (400 bp), P2 
(190 and 110 bp) and heterozygous for P3 (220, 140, and 80 bp). The genotypes 
of the rest of the family members for these markers can be determined similarly. 

Independent of the method used to determine the genotypes, they are next used 
to identify the inheritance of the chromosomes carrying a disease-causing allele. 
In part, this depends on what is called the informativeness of the markers in a 
particular family. For example, the potential polymorphic site P2 is not informa-
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Figure 7.11. Indirect diagnosis of autosomal recessive diseases by Southern blots. (A.) 
A representation of the positions of the polymorphic marker sites PI, P2, and P3 relative 
to the disease locus D. (B.) Pedigree diagram showing the parental (I) and second (II) 
generations. The shading indicates the chromosome carrying the disease allele, with the 
numbers representing the alleles for PI, P2, and P3 in order on the corresponding sides. 
The numbers over each circle, square, or diamond indicate the individuals of the genera­
tion. (C.) Southern blot analyses giving the patterns expected after digesting genomic 
DNA from each of the individuals diagrammed over the lane with enzyme E and hybridizing 
with a mixture of labeled probes for the PI, P2, and P3 polymorphisms. The numbers at 
the left give the sizes in kb. Under each lane diagram is a summary of the alleles detected 
for the PI, P2, and P3 polymorphisms and the calculated haplotypes corresponding to 
those in B. 
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Table 7.2. Sizes Characteristic of Alleles for Polymorphisms PI, P2, and P3Q 

Sizes Detected on Southern 
Blots (kb) Sizes Detected by peR (bp) 

Polymorphic Alleles Alleles 

Site Probe 1 2 Amplimers 2 

PI pI 9.4 2.3 AIPI,A2PI 400 240, 160 
P2 p2 6.5 1.0 AIP2,A2P2 300 190, 110 
P3 p3 4.4 1.3 AIP3,A2P3 220 140, 80 

'This table lists the allelic fragment sizes expected for polymorphisms PI, P2, and P3 from both 
Southern blot and PeR analyses. The genomic DNA and the amplification products are digested with 
enzyme E before being separated electrophoretically. 

tive in this family. The affected child (11.2), her father (1.1), and her unaffected 
brother (11.1) are all homozygous for the P2-2 allele, so which paternal chromo­
some has been inherited by which child cannot be determined by analyzing the 
P2 polymorphism alone. In contrast, the affected child is homozygous for the 
Pl-I allele, and both her parents are heterozygous for this allele. Thus, assuming 
no recombination between PI and the disease allele, the chromosomes carrying 
the P 1-1 allele also carry the disease allele. 

When this analysis is completed for all polymorphisms, probable haplotypes 
(the alleles carried on one of the two homologous chromosomes) for PI, P2, the 
disease locus, and P3 can be assigned. In this example, the chromosome bearing 
the PI-I, P2-2, and P3-l alleles in the father and the PI-I, P2-2, and P3-2 alleles 
in the mother were inherited by the affected child. Her older brother, inheriting 
the PI-2, P2-2, and P3-2 paternal chromosome and the PI-I, P2-2, and P3-2 
maternal chromosome (also carrying the mutant-bearing CF allele) is probably a 
carrier, and the fetus (paternal Pl-2, P2-2, P3-2 and maternal PI-2, P2-l, P3-2) 
is probably disease-free and not a carrier. 

Another example in which indirect diagnosis may be required for a disease 
associated with a known gene product is muscular dystrophy. As discussed 
earlier, 30 to 40% of DMD patients have no detectable deletions and the families 
must be studied by linkage analysis. The cDNA clones that are so useful for 
deletion can also serve as probes for intragenic RFLPs, using the same Southern 
blots (Figure 7.9). Intragenic and extragenic genomic probes have also been used. 

Indirect diagnosis of DMD also involves determining the linkage of DNA 
markers and the disease. The difference in this case is that the disease is X-linked, 
so that males are hemizygous and the haplotype of the X chromosome is easily 
determined. Without repeating the details of how to determine haplotypes, con­
sider the case shown in Figure 7.13. In this family, the woman indicated by II­
I has a brother (11-4) with muscular dystrophy. She is thus at risk for being a 
carrier. In screening DNA samples from family members, no deletion is detected. 
Haplotypes are established by Southern blots or PCR methods. The affected male 
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Figure 7.12. Indirect diagnosis of autosomal recessive diseases by PCR. (A, B.) as in 
Figure 7.11. (C.) Electrophoretic analysis of amplification products from DNA of the 
diagrammed individuals (Table 7.2) with the alleles and haplotypes summarized as in 
Figure 7.11. 
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Figure 7.13. Indirect diagnosis of DMD/BMD. Haplotypes for polymorphic markers on 
the X chromosome are determined as described in the text. Males, with only one X 
chromosome, have only one haplotype. 11.1 (AB), by sharing the B haplotype with her 
affected brother (11.4), and her mother (1.2, AB) is a probable carrier. A fetus (III. I ) with 
the B haplotype would likely either be affected (male) or a carrier (female). 

(II -4) and the first sister (II -I) have inherited the B haplotype from the mother. 
Again, assuming no recombination or new mutations, II-I is likely to be a carrier. 
If the fetus (III -1) is male and has inherited the B haplotype, the risk for inheriting 
DMD is quite high. A female fetus could be a carrier (haplotype BC) or unaffected 
(haplotype AC). 

7.3.2.2. Indirect Diagnosis When the Disease Is Mapped but the Gene Is 
Unknown 

There are many genetic diseases that have been mapped to particular chromo­
somes but for which the gene containing the disease-causing mutation has not 
been characterized. Prenatal diagnosis or the determination of carrier status for 
these diseases must also be done indirectly. When the disease is autosomal and 
recessive, the analysis is as described in the first case in Section 7.3.2.1 (Figure 
7.11). DNA markers are chosen that flank the disease locus if possible, and the 
inheritance of these markers is determined to infer the inheritance of the disease. 

When the disease is autosomal dominant, inheritance of markers is still used 
to infer inheritance of the disease, but the analysis of the pedigree and the 
choice of samples to analyze may be different. An example is the diagnosis of 
Huntington's disease (HD). This is a progressive disease of the central nervous 
system inherited as an autosomal dominant trait with complete penetrance (re-
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viewed in reference 52). The onset of symptoms is usually delayed until the 
fourth or fifth decade. Any child of an affected parent has a 50% chance of 
developing the disease but will not manifest that disease until after decisions may 
be made about childbearing. 

Huntington's disease is known to map to the distal region of chromosome 4p. 
Several DNA markers have been characterized in that region that can be used 
diagnostically to determine whether the at-risk individual has the haplotype that 
in his family is associated with the HD gene. 5356 Since the exact position of the 
HD gene is uncertain at this time, these probes probably do not flank the gene 
but map proximally to it. In this disease the diagnostic service offered may be of 
two categories: the determination of risk for someone with an affected parent 
(presymptomatic diagnosis), and the determination of risk for someone with 
an affected grandparent without determination of the genotype of the parental 
generation (exclusion testing). The latter becomes important in those cases in 
which one prospective parent has an affected parent, that prospective parent does 
not want to know whether he or she is at risk, but does want to know if a fetus 
may be excluded from carrying the disease gene. By careful selection of family 
members to be tested, exclusion of inheritance by the fetus can be determined 
without determining the status of the parent. 57.58 The ethical questions presented 
by presymptomatic testing for late-onset disease are complex. 59. 60 

The pedigree analyses are similar to those previously discussed for indirect 
diagnoses. In the example shown in Figure 7 .14A, II-2 has requested a presymp­
tomatic diagnosis. DNA samples are analyzed and haplotypes are determined. 
For ease in diagramming, these haplotypes are assigned letter codes of A, B, C, 
and D. Because he inherited completely different chromosomes from those of his 
affected brother, barring recombination, he can be diagnosed as disease free. 
Note that samples from his affected mother were not required for this analysis. 
Figure 7 .14B diagrams the results for an exclusion test. Again, barring recombina­
tion, the fetus can be excluded from having inherited HD because it did not inherit 
either grandpatemal chromosome. The disease status of his father cannot be 
determined from this analysis because there are insufficient data. 

7.3.2.3. Sources of Uncertainty 

Uncertainties in indirect diagnosis arise from several sources. Whenever it is not 
possible to determine the presence of the actual mutation, there is always a chance 
of recombination between the disease locus and the DNA markers. If the markers 
are closely linked and are chosen to flank the disease locus so that undetected 
recombination would require a double crossover, this uncertainty can be reduced. 
Indeed, for some diseases in which closely flanking markers have been determined 
(and there is thus little recombination), and in which new mutations are rare, the 
haplotype for certain DNA markers can be closely associated with the disease. 

Analysis of a limited number of family members with a limited number of 
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Figure 7.14. Indirect diagnosis of Huntington's disease. (A.) Presymptomatic diagnosis 
of Huntington's disease. (A.) Presymptomatic diagnosis for a child of an affected parent. 
DNA samples are obtained from I.l, 11.1, and 11.2, and haplotypes are determined for a 
set of polymorphic markers. The haplotypes A and B are detected in 1.1, A and C in 11.1, 
and Band 0 in 11.2. Since 11.2 (BD) does not share a haplotype with his affected brother, 
11.1 (AC), it is not probable that he has inherited the chromosome from his mother (1.1) 
that carries Huntington's disease. (B.) Exclusion testing. 11.1 has a parent with HD (1.1) 
and wants to know whether the fetus (III. 1) may inherit the HD-carrying chromosome. 
Determination of haplotypes by molecular mechanisms demonstrates that the fetus (BD) 
does not share a haplotype with the grandfather (AC) and most likely has not inherited 
HD. Since DNA from the grandmother (I.2) was not analyzed, the likelihood that 11.1 has 
inherited HD cannot be determined. 

probes also increases the possibility of misdiagnosis owing to undetected paternity 
questions or germ line mosaicism. The latter is suspected, for example, whenever 
more than one child has the same haplotype which is inconsistent with parental 
tissue samples. 

Another problem that may arise is that caused by the difficulty of diagnosis of 
the disease so that its occurrence in the family can be followed. For CF this is 
usually not a problem, but for some diseases with genetic components, the 
determination of whether a family member has the disease may be difficult 
because of delayed onset (as in ,Huntington's disease) or because of a range of 
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phenotypes resulting from incomplete penetrance or the multiple genes associated 
with the disease. 

7.3.2.4. Indirect Diagnosis of Somatic Changes 

An increasing number of neoplasms have been associated with chromosomal 
deletions. These deletions are assumed to be one of the causes of the neoplastic 
transformation, by leading to the loss of function of a putative tumor suppressor 
gene. If that gene has not been identified, only the deletion event can be diagnosed. 
Polymorphic markers at potential deletion sites can be used to detect such dele­
tions. If DNA from normal tissue in the patient shows heterozygosity for a 
particular marker but the tumor tissue demonstrates only one allele, the loss of 
heterozygosity indicates a deletion at the marker region. 

Another example of indirect diagnosis is in bone marrow transplantation. It is 
frequently important to determine whether host or donor or both host and donor 
cells are being maintained in the bone marrow. Probes detecting VNTR polymor­
ph isms have been used to determine the alleles characteristic of the host and the 
donor and to characterize those retained in the marrow. 61 

7.4. Future Prospects 

The previous sections have demonstrated how molecular diagnosis depends on a 
certain level of knowledge about the genetic component of a disease. That 
knowledge usually develops by the following progression: (1) recognition that a 
disease has a genetic component by its incidence in families; (2) mapping of the 
disease to a particular region on a specific chromosome; (3) cloning the gene 
itself; and (4) characterization of the mutation or mutations responsible for the 
altered activity of the gene. The tools available to aid diagnosis depend on the 
level of knowledge concerning the gene responsible for the disease. Even if the 
gene is not known, as long as it is mapped it can be detected indirectly by analysis 
of the co inheritance of the disease with a mapped DNA marker. Once the disease­
causing gene has been cloned and the mutation characterized, the presence of the 
mutation in an individual can be determined directly. 

The number of genetic diseases that can be analyzed using DNA methods 
presently represent only a small fraction of the known genetic phenotypes in 
humans. The number of genetic disorders in the current printed version of M ende­
lian Inheritance in Man62 is 4,344. As of the 1989 Human Gene Mapping 
Workshop, only about 1,800 human genes and fragile sites had been mapped. 63 

Of these, only about 950 have been cloned,16 and only a few of these are known 
to be associated with a disease. Thus, the application of this technology for 
diagnosis is in its infancy. 

As genetic maps with higher resolution become available, discrete genetic 
factors responsible for diseases that have multiple genetic components can be 
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identified. 64 The future may therefore see molecular characterization of the genetic 
components of more diseases,65 such as hypertension, alcoholism, atherosclero­
sis, diabetes, and mental illnesses. Advance indications of these conditions may 
permit early therapeutic or preventative intervention. 

Today, the characterization of genetic components of disease using molecular 
methods is usually accomplished in a research laboratory associated with a clinical 
staff in a university teaching hospital. Southern blots or dot blots and radioisotopes 
are frequently required. As the technology develops, however, the protocols will 
become more suitable for routine clinical use. Such developments will probably 
incorporate nonisotopic DNA probes, peR, and greater automation. 
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8.1. Introduction 

Basic and applied sciences have led to enormous progress in both the prevention 
and treatment of a spectrum of human diseases. Many of these accomplishments 
are reviewed and discussed elsewhere in this volume. Some of the most notable 
successes have come in preventing or treating diseases of bacterial or viral 
etiology. In this context the relatively recent increased incidence of AIDS (ac­
quired immunodeficiency syndrome) and viral hepatitis (caused by the hepatitis 
B virus) has presented new and urgent challenges to the pharmaceutical sciences 
and the biotechnology industry (see Chapters 10 and 11, this volume). 

While studies of the etiology, ontogeny, prophylaxis, and therapeutics for 
these diseases must remain a high priority, the recognition of human diseases or 
predisposition to diseases having a genetic or inherited component will present 
new opportunities for the design and development of therapeutic or prophylactic 
agents. It is in the latter areas that human genome mapping and sequencing can 
provide the fundamental information and reagents for genetic disease diagnosis, 
prevention, or treatment, especially in common diseases with complex causes 
(involving multiple genes) such as cancer, heart disease, hypertension, rheuma­
toid arthritis, schizophrenia, and manic depression. 1-6 The focus of this chapter 
will be on the value of, and fundamental need for, high-resolution physical maps 
of the human genome. 7 Physical mapping will be presented as a step toward 
obtaining rapidly and efficiently the DNA sequence of any region of interest or 
importance from a clinical or a basic science viewpoint. We will present in detail 
how physical maps can be assembled and how they are used. Finally, we will 
briefly review approaches to rapidly acquiring the DNA sequence of a target 
region. 

8.2. Background 

During the past two decades, dramatic advances in recombinant DNA technology 
and cell biology have created the framework for furthering our understanding of 
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the molecular basis of human genetic diseases. 8, 9 Molecular-level explanations 
have been provided for the hemoglobinopathies (sickle cell anemia and a- and 
,B-thalassemias) as well as for several of the "classical" inherited disorders, for 
example, phenylketonuria (a defect in the phenylalanine hydroxylase gene), 
hemophilia (a defect in clotting factor VIII), color blindness (associated with 
alterations in the genes encoding rhodopsin-like pigments), familial hypercholes­
terolemia and heart disease (associated with the gene encoding the low-density 
lipoprotein receptor), Duchenne muscular dystrophy (traced to deletions in the 
dystrophin gene), and, more recently, cystic fibrosis, 10-12 neurofibromatosis 1,13-
15 and familial adenomatous polyposis. 16-18 These are a few of the genes recently 
mapped and cloned using a variety of genetic and molecular techniques and 
requiring the active collaboration of many laboratories. The molecular basis and 
mechanistic understanding of several of these genetic disorders have provided 
insights that contribute to the design of potential therapeutic measures. 8.19 If high­
resolution maps of the human genome had been available at the time the genetic 
linkage of these diseases was discovered, it is likely that several years of research 
effort and thousands of investigator-years could have been saved in the search 
for and isolation of the disease genes. 20 

To provide the background and rationale for constructing a map and, ultimately, 
the complete sequence of the human genome, we first will review briefly the 
more classical or conventional approaches to determining the genetic basis of 
human disease, designated "forward genetics,,21 or, more recently, "functional 
cloning" (see "Note added in proof'). In general, in these cases a defective or 
mutant gene or gene product protein has been identified and isolated, possibly 
through an understanding of an aberrant metabolic pathway, and a variety of 
procedures have been used to identify and isolate the relevant gene(s) encoding 
the aberrant protein product (e.g., Hb and phenylalanine hydroxylase; also see 
reference 8). 

An alternative strategy--designated "reverse genetics"-in which the gene 
product has not been identified but in which a defined fragment of DNA is 
consistently coinherited with the disease, is effective for pursuing the molecular 
basis of genetic diseases. 8, 21 

8.3. Forward Genetics/Functional Cloning 

Forward-genetics approaches to determining the molecular basis of phenotype 
(in some cases, a specific disease phenotype) have been used successfully in 
identifying and isolating genes linked to enzyme deficiencies [e.g., hypoxanthine­
guanine phosphoribosyl-transferase (HPRT) in Lesch-Nyhan syndrome and phe­
nylalanine hydroxylase in phenylketonuria] or to familial coronary artery disease 
[associated with a defective low-density lipoprotein (LDL) receptor], for example. 
In general, this approach starts with the search for, and isolation of, a protein or 
an enzyme associated with the phenotype. A variety of techniques have been 
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used to identify candidate gene products associated with disease phenotypes. One 
strategy looks for protein mutations linked to the disease. Once a protein has 
been identified and purified, at least two routes can be taken to isolating the 
corresponding gene. In one approach the purified protein is used to produce an 
antibody. The antibody is used to trap nascent protein chains on the translation 
complex containing mRNA and ribosomes (or polysomes) obtained from appro­
priate cell cultures or from primary tissue explants. The mRNA can be extracted 
and used to synthesize, by reverse transcription, a complementary DNA (cDNA) 
strand, which can then be made double stranded and cloned into a plasmid 
vector. 22 The cloned cDNA is used as a probe for identifying the gene in recombi­
nant genomic libraries (i.e., recombinant libraries constructed from partially 
digested genomic DNA). Antibodies to a purified protein can be used directly to 
identify the cognate cDNA cloned into an expression vector. 22 

Alternatively, the candidate protein product can be partially sequenced and the 
amino acid sequence used to "reverse" translate into the possible cognate nucleo­
tide coding sequences. A set of synthetic oligonucleotides is then generated and 
can be used as probes for screening genomic libraries for the desired gene. 22 

8.4. Reverse Genetics/Positional Cloning: The Need for High-Resolution 
Genetic and Physical Maps 

In this section we explore in detail the methods of reverse genetics (positional 
cloning) and illustrate the power of these methods in identifying and isolating 
disease genes. 

The approaches of forward genetics (functional cloning) are based on a candi­
date gene product implicated in the molecular basis of the disease. However, 
for many genetic diseases (e.g., cystic fibrosis, Duchenne muscular dystrophy, 
Huntington's chorea, and polycystic kidney disease) a candidate gene product 
could not or cannot readily be identified. In addition to these single-gene disor­
ders, the inability to associate specific gene product(s) in any mechanistic way 
with complex genetic diseases (e. g., cancer, diabetes, hypertension, rheumatoid 
arthritis, and schizophrenia) has required entirely new approaches. To pursue the 
suspect genes in such conditions, a strategy that has become known as reverse 
genetics (positional cloning) has been introduced and used effectively in several 
disorders8, II. 21 (see Chapter 7, this volume), 

A major conceptual leap in this new area of human genetics was made by 
Botstein, White, Skolnick, and Davis over a decade ago. 23 They proposed that 
the methods of molecular biology and recombinant DNA technology could be 
combined to address the problem of tracking the inheritance of genotypes (genetic 
loci, or anonymous DNA fragments) with inherited phenotypic traits, specifically 
human genetic diseases. Initially, genotypic differences, which could be identified 
with individuals within a pedigree, were detected as restriction fragment length 
polymorphisms (RFLPs) identified by a DNA marker (see Chapter 7, this vol-
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j1me). DNA markers that are located close to a disease locus are frequently 
inherited with the disease. Genetic distance between markers is related to the 
meiotic recombination frequency between the markers. The location of a disease 
gene can be approached initially by identifying polymorphic DNA markers, 
which recombine more frequently with one another than each one individually 
recombines with the disease locus. This characteristic would locate the disease 
gene between the two DNA markers. In general, the polymorphic DNA markers 
can be localized to a specific chromosome and, in many cases, to a specific 
subregion of the chromosome using a variety of cytogenetic or somatic cell 
genetic methods. 25 This measurement of genetic linkage is a first step in locating 
and eventually isolating a disease gene. However, the resolution of current 
genetic linkage maps is relatively coarse. The average spacing between markers is 
approximately 10 centimorgans (cM), or approximately 10% recombination, 
although there are many markers separated by less than 1 % recombination. 2.3.24.26 

Although there is no fixed relationship to convert recombination frequency to 
physical distance along the genome (or chromosome), a common metric for the 
conversion of genetic linkage to physical distance is 1 cM ~ 106 base pairs. 3 

Therefore, if a disease locus is identified to lie between two flanking markers, 
say ~ 1 cM from each marker, a disease gene would be located somewhere 
within an approximately 2 x 106 bp region. If the gene were to tum out to be an 
average-sized gene, say ~ 30,000 bp (30 kb), 60 to 70 genes could be located 
in the 2-Mb region. At the extremes there could be as many as 500 to 1,000 small 
genes or as few as 5 to 10 large genes in a 2-Mb region. 

In Figure 8.1 different types of maps of the human genome are illustrated using 
a model chromosome. This figure shows the increased resolution of various kinds 
of maps, from the very coarse cytogenetic map revealing cytochemical staining 
differences represented as bands along the chromosome (an average light or dark 
band contains ~ 10 Mb of DNA), to the DNA sequence, the ultimate level of 
physical mapping resolution. The cytogenetic map can include information relat­
ing to the position of a specific marker along the chromosome identified by a 
technique called in situ hybridization. 27-28 The genetic linkage map24 provides 
information relating to the order of markers along the chromosome and is derived 
by following the inheritance of DNA markers, or specific phenotypic traits 
(including genetic disease phenotypes), in multigeneration families. A radiation 
hybrid map29 is a type of physical map generated by following the frequency with 
which human DNA markers or genes remain linked on the same DNA fragment 
produced by radiation fragmentation of "normal" genomic DNA. In the radiation 
hybrid experiment, an irradiated human cell is fused with a rodent cell line, and 
random segregation of the radiation-fragmented human DNA fragments is al­
lowed to proceed. The resolution of this type of map is dependent on the radiation 
dose to the donor human cell (higher resolution with larger doses), but the 
approximate resolution is of the order of several hundred kilobases between 
markers. This type of map does not yield physical distance but gives information 
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Figure 8.1. Different kinds of physical and genetic maps. The lowest level of resolution 
of the human genome is the 22 pairs of autosomal chromosomes and the X and Y sex 
chromosomes visible at mitosis. Techniques have been devised for resolving chromosomal 
subregions by differential staining with DNA-specific dyes. 28 Additional levels of expanded 
resolution of the order of and distances between markers (genes or anonymous DNA 
sequences; e.g., A and B in the figure) are discussed in the text. A proposed system for 
interrelating the different types of maps using short regions of DNA sequences and 
polymerase chain reaction technology is indicated by the stippled boxes, which represent 
sequence tagged sites (STS). 

on the precise order of markers along the chromosome. Macrorestriction maps 
are generated by long-range restriction mapping using rare-cutting restriction 
endonucleases to fragment genomic DNA and pulsed-field gel electrophoresis3o.31 

to resolve the resulting large DNA fragments (50-5,000 kb). The gels resulting 
from these analyses are handled similarly to conventional Southern blots for DNA 
transfer and hybridization (see Chapter 7, this volume). Macrorestriction maps 
also do not yield cloned DNA but define physical distances between markers in 
terms of kilobases. 

Physical maps consisting of overlapping cloned DNA fragments can be con­
structed from multiple types of recombinant DNA libraries. Cosmid and phage 
recombinants can be used directly for DNA sequencing, whereas large fragment 
clones require subcloning and subsequent overlap mapping to provide the appro­
priate input materials for DNA sequencing. The annotated DNA sequence is the 
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ultimate physical map (i.e., the DNA sequence with locations and boundaries of 
coding and noncoding regions of genes as well as the locations of other sequence 
features important in the regulation of gene expression or in the replication and 
packaging of chromatin and chromosomes). 

The rationale for constructing high-resolution physical maps that are anchored 
to high-resolution genetic and cytogenetic maps is to provide a genomic roadmap 
so that any region or combination of regions (e.g., multiple loci involved in 
polygenic diseases) can be examined rapidly at the DNA-sequence level without 
having to employ the tedious procedures of conventional reverse genetics to 
identify and isolate a disease gene or other target region. 

In the absence of high-resolution physical and genetic linkage maps, the 
objective of the reverse genetic approach is to proceed rapidly from genetic 
linkage of a phenotype (e. g. , a disease) to identification, isolation, and sequencing 
of the DNA in the region containing the target gene. In this process it is essential 
to narrow the search for the target gene as rapidly and efficiently as possible 
while generating materials (i.e., cloned DNA) that can be used for eventual 
sequencing of the target region. 

A variety of methods have been invented for identifying and isolating a gene 
(or specific DNA region) once genetic linkage to flanking markers has been 
established.3, 10. 24, 32 These methods include chromosome walking and chromo­
some jumping techniqueslO, 32 used interactively with genetic linkage analysis to 
determine progress in getting closer to the target gene. In general, these ap­
proaches are sequential in nature and therefore require multiple steps to move 
from flanking marker loci to the target gene. The rate of progress in identifying 
and isolating a target gene is dependent on several factors. A key factor at the 
outset of the process is the proximity of genetic markers to the target gene. 
Following from the previous example, if a disease gene is located between two 
polymorphic markers separated by 2 cM and (for ease of illustration) the disease 
gene is 1 cM from each marker, the target gene (of average size, - 30 kb) would 
be located approximately equidistant from the flanking markers. As was noted 
previously, the actual physical distance can only be estimated from linkage data. 
In this case we assume that the target gene lies approximately I Mb from the 
flanking markers. If standard chromosome walking is to be employed, a well­
represented total genomic recombinant DNA library is used to identify cloned 
DNA fragments identified by the flanking linkage markers, which serve as the 
starting points for the walk. If a total genomic library constructed in a cosmid 
vector is used, the cloned fragments will be 35 to 45 kb long, and approximately 
75,000 recombinants are required for I-fold coverage of the human genome if 
the cosmids were laid end to end. We discuss the use of cosmid libraries initially 
because cosmids provide a substrate for rapidly obtaining DNA sequence. The 
use of larger fragment cloning vectors will be discussed later. 

In a 5-fold redundant genomic cosmid library (i.e., - 375,000 cosmid clones), 
the probability of the library containing at least one clone representing a specific 
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region is 0.99 (from Poisson statistics, 1 - e-5 = 0.99).33 Alternatively, if the 
chromosomal assignment of the target gene is known, a chromosome-specific 
library would considerably reduce the effort required in the initial screening and 
subsequent walking steps. Since the human genome is naturally divided into 22 
autosomal pairs plus the X and Y sex chromosomes, there are 24 chromosome 
types (an average chromosome contains approximately 130 Mb of DNA), so that 
a well-represented chromosome-specific library would reduce by 24-fold (for an 
average chromosome) the effort involved in screening. Thus, in the first step of 
screening a chromosome-specific library for clones identified by the linkage 
markers, only 16,000 cosmid clones would have to be screened. The screening 
effort can be streamlined further by using two-dimensional, high-density, gridded 
arrays of primary recombinants from a chromosome-specific library. This ap­
proach is being used for the construction of a global physical map for human 
chromosome 16 and will be discussed below. Returning to the problem of chromo­
some walking to move from a linkage marker to the target gene, each step in the 
walk would gain ~ 20 kb on average. Therefore, if it were possible to walk 
unidirectionally from both flanking linkage markers toward the target gene, ~50 
walking steps would be required. This estimate takes into account the fact that 
the initial walking steps do not provide unambiguous directionality for the walk. 
Thus, several additional initial walking steps are necessary to determine if the 
walk is proceeding from the genetic linkage marker toward the target gene. 

The sequential and tedious nature of chromosome walking is complicated by 
the fact that certain regions of the genome, or an individual chromosome, are 
unclonable for a variety of reasons, including the presence of repetitive sequences 
that have a significant underrepresentation of restriction enzyme sites for the 
restriction endonuclease used for constructing the library. The stability of certain 
cloned regions will vary depending on the host/vector system used. Thus, multiple 
libraries constructed using various restriction endonucleases and different cloning 
vectors and hosts are required to maximize coverage of and ensure continuity in 
chromosome walking experiments. 34 

A novel technique called chromosome jumping has been used to accelerate 
the progress of chromosome walking methods and to circumvent the problems 
presented by regions of "nonclonable" DNA. This technique uses a specialized 
"jumping" library constructed from very high molecular weight total genomic 
DNA by cutting the DNA with an infrequently cutting restriction enzyme (e.g., 
NotI) which cuts every 0.5 to 1.0 Mb. The resulting fragments are circularized 
in the presence of a linearized plasmid having a selectable marker. 32• 35 The 
product of this step is a large double-stranded circular DNA molecule containing 
0.5 to 1.0 Mb of genomic DNA with the short (5 kb) plasmid molecule inserted 
between the NotI sites at the ends of the genomic fragment. The resulting circles 
are cut with a second restriction enzyme-BamHI-and cloned into the BamHI 
sites of a phage vector. Thus, the recombinants obtained from this cloning step 
contain the ends of the genomic Not! fragment, separated by the plasmid insert. 
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These jumping clones can then be used as probes in a total genomic or chromo­
some-specific library to identify new walking clones. Thus, jumping libraries are 
an important resource in bridging "nonclonable" regions and in spanning large 
regions to complement and accelerate the chromosome walking process. 

Jumping libraries can also be used with a complementary "linking" library that 
contains Not! restriction sites and adjacent DNA as plasmid clones.32 These 
libraries can be constructed from total genomic DNA or other source DNA 
containing a single human chromosome or chromosome subregion. Since linking 
clones contain a rare-cutter site (e.g., Not!) and adjacent DNA, they can be used 
as probes to identify adjacent large DNA fragments generated by cutting genomic 
DNA with the same rare cutter (NotI). In these experiments genomic DNA is 
digested with a rare-cutter restriction enzyme (e.g., NotI) and separated by 
pulsed field gel electrophoresis to resolve the large DNA fragments. The DNA is 
transferred to a hybridization membrane, as in standard Southern blotting (see 
Chapter 7, this volume), and the blot is analyzed with a linking clone as the 
probe. In the ideal case the linking clone identifies the two fragments adjacent to 
the Not! site contained in the linking clone. 32 

Alternating application of jumping and linking libraries can provide a large­
scale restriction (or macrorestriction) map of the order and distances between 
rare-cutter sites. These approaches provide the advantage that large regions of 
the genome can be characterized rapidly, so that progress in identifying and 
isolating a target gene is substantially accelerated. However, these methods 
yield only analytical maps and do not provide cloned DNA for the regions 
characterized. Furthermore, these procedures are sequential and require special­
ized resources (jumping and linking libraries) that are subject to some of the 
constraints mentioned previously for other genomic recombinant libraries. 

The development of new techniques for cloning large DNA fragments (- 100-
1,000 kb inserts) into yeast artificial chromosomes (YACs) represents a major 
breakthrough in chromosome mapping, in general, and provides an essential new 
tool in the reverse genetics approach to identifying and isolating disease genes. 36 

Although Y AC cloning provides a rapid method for isolating a large genomic 
region that is almost certain to contain the target gene, the effort involved in 
finding the gene in the several-hundred-kilobase human insert in the YAC clone 
presents a significant challenge. Recall that the DNA sequence of the target region 
is the ultimate goal of the mapping phase of the reverse genetics approach. In 
most cases a Y AC represents only a few percent of the total yeast host DNA, and 
the human insert is too large to be accommodated directly by current DNA 
sequencing techniques, so that subcloning of the YACs into cosmids or into a 
sequencing vector is required. To circumvent the need for random (or shotgun) 
sequencing of these subclones, it is advantageous to construct an ordered map of 
overlapping subclones spanning the human insert in the Y AC. It is then possible 
to proceed with a directed sequencing strategy of a selected subregion of the Y AC 
insert that, based on independent evidence, is likely to contain the target gene. 
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New techniques have recently been developed for rapid screening of Y AC 
libraries to detect regions likely to contain a target (disease) gene. 37 These ap­
proaches have been used effectively in demonstrating that a specific target gene 
can be rapidly identified in a Y AC library using a small amount of sequence 
information from a marker flanking a target gene. The specific experimental 
techniques include the synthesis of short oligonucleotides (based on the sequence 
data) that can be used as primers in a polymerase chain reaction (PCR; see Chapter 
7, this volume) for a "pooled" screening of a Y AC library. 37 

All of the preceding techniques and methods have made, or are beginning to 
make, significant contributions to the reverse genetics approach for identifying 
and isolating human disease genes or other targets genes. However, all of these 
methods are sequential and require multiple steps to achieve isolation of the target 
gene, starting with genetic linkage markers that flank the region of interest. The 
availability of high-resolution genetic and physical maps of the human genome 
will circumvent the need for sequential walking and jumping. Multilevel high­
resolution maps will accelerate the identification and isolation of genes for the 
single-locus disorders and will be essential for unraveling the complex molecular 
nature of polygenic disorders. 

8.5. The Scale of the Human Genome Physical Mapping Problem 

Estimates of the size of the human genome range from 3 to 3.5 X 109 base 
pairs. 20, 38 Figure 8.2 provides a comparison of the sizes of other genomes for 
which physical maps are currently being constructed and summarizes the level 
of resolution of many of the tools of cellular and molecular biology that are 
being used to approach the mapping of the human and other complex genomes. 
Overlapping phage clone maps have been constructed for an Escherichia coli 
genome (~ 5 Mb )39-40 and for a large fraction of the yeast Saccharomyces 
cerevisiae genome (~ 15 Mb). 41 A macrorestriction map of the E. coli genome 
has also been completed. 42 A physical map of the nematode Caenorhabditis 
elegans genome (~ 80 Mb) consisting of sets of overlapping cosmids (or contigs) 
linked by Y AC clones is nearing completion. 43- 44 In addition to the important 
information and resources generated by these mapping projects, they have pro­
vided valuable insights and technological innovations for approaching large-scale 
physical mapping problems. One significant insight is that the genetic map of the 
target genome is essential for making rapid progress on the physical map. It is 
important even at early stages of physical mapping to establish the interrelation­
ship between the order of phenotypic markers on the genetic map and their 
positions on the physical map. 

The 3 x 109 bp human genome (and the genomes of other mammalian species) 
represents a major challenge in scale. However, the complexity of the human 
genome can be reduced by approaching the mapping problem chromosome by 
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Figure 8.2. Scale of genomic physical mapping problem (genome sites) compared with 
sites of functional units (genes , gene complexes) and various technologies for physical 
mapping. 

chromosome. The smallest human chromosome (#21) contains approximately 
50 Mb of DNA. This is of the order of the size of the nematode genome and is 
within the capabilities of existing mapping techniques (Figure 8.2). Thus, if 
the human genome physical mapping problem is approached chromosome by 
chromosome, the mapping effort is tractable with an arsenal of cellular and 
molecular genetics technologies that can be used to establish physical order and 
distance between loci at various levels of resolution. Some of these have been 
discussed previously in the context of reverse-genetics approaches to identifying 
and isolating specific genes. 

In the mapping of human or other mammalian genomes, somatic cell hybrids 
have unique roles and have been used extensively in assigning the chromosomal 
location of genes or anonymous DNA markers. 25 The power of this approach is 
that single human chromosomes or a subregion of an individual chromosome can 
be propagated in a heterologous cell, in almost all cases a rodent (mouse or 
hamster) cell line. The approaches for producing these hybrid cell lines are 
described in detail elsewhere. 45 Cell lines containing a single human chromosome 
(monochromosome hybrid) have been used as a source of specific human chromo­
somes for fluorescence-activated chromosome sorting. 46 Flow-sorted human chro-
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mosomes provide a high-purity source of chromosome-specific DNA for the 
construction of chromosome-specific recombinant libraries, which have multiple 
applications in genome mapping. The levels of resolution of the other techniques 
listed in Figure 8.2 have been described previously. 

The construction of any physical map containing more than a few tens of 
elements requires modem computing resources. A data base can provide secure 
storage and convenient, selective retrieval for the large amounts of information 
gathered in high-resolution physical mapping. The "Laboratory Notebook" data­
base used in the physical mapping of human chromosome 16, for example, 
contains sizes and hybridization signals for roughly 100,000 restriction fragments 
of about 4,000 clones, and overlap likelihoods for approximately 7 million clone 
pairs. For efficiency, the collection and interpretation should be computer assisted 
as well. 47 ,48 

8.6. Paradigms for the Construction of Large-Scale Physical Maps 

Several strategies have been used in constructing large-scale physical maps for 
the bacterial, yeast, and nematode genomes. 39, 41. 43 In general, these strategies 
have been directed toward constructing physical maps consisting of overlapping 
sets of genomic clones in phage (~ 17 kb) or cosmid (~ 40 kb) vectors. 
The requirements for these approaches include unbiased genomic libraries (i.e., 
libraries showing minimal bias with respect to sequences that are cloned and 
having the expected representation of single-copy sequences) and a robust proce­
dure for identifying overlapping clones using a variety of "fingerprinting" meth­
ods. Most of these fingerprinting methods have been based on restriction enzyme 
digestions with four- or six-base-pair recognition enzymes (which cut genomic 
DNA approximately every 256 or 4,000 base pairs, respectively) followed by 
electrophoretic separation of the restriction fragments and recording of the image 
of the fragment profile. Fragment sizes are determined and the data are entered 
into an electronic data base. The fragment-size data from many randomly selected 
clones are compared computationally, and overlaps are determined using statisti­
cal techniques. 39, 41, 43,49-51 A simple analogy is the assignment and comparison 
of bar codes for each of many hundreds or thousands of clones. 

An illustration of these "bottom-up" approaches is shown in Figure 8.3. In the 
case of the E. coli physical map, complete restriction maps were constructed for 
each randomly chosen clone. This restriction mapping approach is advantageous 
in that it produces information on the order of fragments for each clone, which 
permits identification of overlapping clones with a smaller region of overlap than 
is required by a restriction fingerprinting approach, in which only restriction 
fragment sizes are compared with tests for clone overlap. 39,40 

Other methods for identifying overlapping clones (including phage, cosmids, 
YACs and other large-fragment cloning vectors) have been developed and are 
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Figure 8.3. Comparison of complementary top-down and bottom-up strategies for geno­
mic physical mapping. Multiple complementary strategies are required to construct com­
plete physical maps, as discussed in the text. 

being used primarily in completing maps of yeast and nematode genomes and for 
initiating the construction of physical maps of human chromosomes and other 
complex genomes. 32 . 37. 44. 52-53 The method proposed by Poustka et al. uses 
oligonucleotide hybridization-based approaches on two-dimensional arrays of 
phage or cosmid clones on hybridization membranes. In this procedure a "binary 
fingerprint" is generated based on the hybridization, or lack thereof, of each of 
many (~ 60-100) probes applied independently to the array of recombinant 
clones. The binary fingerprints are analyzed using statistical methods, and over­
lapping clones are identified. Although this method has not been implemented in 
large-scale physical mapping of mammalian genomes, it has been used in a pilot 
study to map the Herpes simplex virus genome. 52 

In other hybridization-based mapping techniques, multiplexing procedures are 
employed to reduce the number of operations required to identify overlapping 
clones in two-dimensional filter arrays of individual clones53 or to select a single 
Y AC clone from a large pool of clones representing an entire genomic library. 37 

This latter procedure utilizes synthetic short oligonucleotides designed to recog­
nize a specific genomic region as primers for the polymerase chain reaction, which 
can identify the targeted genomic region with high sensitivity and specificity (see 
Chapter 7, this volume). This procedure will be discussed in more detail below. 

In approaching the construction of a global physical map(s) of an entire genome, 
it is advantageous to subdivide the mapping problem to exploit the natural organiza-
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tion of the target genome. In the case of the human genome and the genomes of 
other higher eukaryotic species, the natural subdivision of the genome into 24 dis­
crete types of chromosomes (22 autonomes and the X and Y sex chromosomes), 
coupled with instrumentation capabilities (e.g., fluorescence-activated chromo­
some sorting) and biological resources (e.g., monochromosome somatic cell hy­
brids), provides the opportunity to approach the physical (and genetic) mapping 
problems chromosome by chromosome. In addition to minimizing the size of the 
target, combinations of complementary strategies for producing physical maps of 
an entire genome or chromosome will be necessary to compensate for a number of 
interfering factors: (1) bias in sequence representation in recombinant libraries in 
various vector-host systems; (2) the presence of unclonable regions or regions that 
are prone to rearrangement or deletion during propagation; and (3) the presence of 
large regions (1-10 Mb) of simple sequence DNA (e.g., heterochromatic DNA 
containing various classes of tandemly repeated satellites), which would be diffi­
cult, if not impossible, to map by any of the fingerprinting or multiplex hybridization 
procedures. In Figure 8.3 one of the fundamental applications of macro restriction 
mapping is in characterizing physical distances across regions that are unclonable 
or contain extended repetitive sequence arrays. 

8.7. General Features of Human Genome Organization 

The human genome and the complex genomes of other higher eukaryotic species 
(both animal and plant) differ in several respects from the smaller genomes of 
lower eukaryotic species. It is estimated that the ~ 3 x 109 bp of the human 
genome encodes 50,000 to 100,000 genes distributed among 22 autosomal chro­
mosomes and the X and Y sex chromosomes. In contrast to prokaryotic and lower 
eukaryotic genomes, a hallmark of higher eukaryotic genomes is the presence of 
multiple classes of repetitive DNA interspersed within and between these single­
copy genes and multigene families. 55 It has been shown from studies of the 
abundance and distribution of DNA sequences in the human genome that there 
are at least four different major classes of interspersed repetitive sequences 
designated Alu, Ll, THE, and (GT:AC)n. 56- 58 In addition to these interspersed 
"repeats," large tandem arrays of repetitive sequence have been identified at the 
centric constriction (centromere) of metaphase chromosomes and in the regions 
directly adjacent to the centromere.59-61 These repetitive sequence classes are all 
designated satellite DNA but are subdivided into five distinct classes: alpha,62 
beta,63 and satellites I, II, and III.61 

The alpha satellite is found at the centromeres of all human chromosomes and 
occurs as a hierarchy of tandem arrays of a simple pentameric sequence. 63 The 
sizes of the alpha satellite arrays on different chromosomes in a single individual 
and among many individuals are highly variable, but in general, the alpha satellite 
region encompasses at least I Mb of DNA.65 The variant centromeric satellite 
DNAs are found in varying abundances on specific chromosomes. 59 These satellite 
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classes of repetitive sequence represent regions of the genome that may be 
intractable for the construction of overlapping clone maps but are accessible to 
physical mapping by pulsed field gel techniques. 

Another discrete class of repetitive DNA sequence has been identified at the 
telomeres of all vertebrate chromosomes. 6o. 66 The properties of this telomeric 
repetitive DNA have permitted the cloning of human telomeres in specially 
designed yeast artificial chromosome vectors (containing a yeast centromere, an 
autonomously replicating sequence, a yeast-selectable marker, a cloning site, and 
a trypanosome telomere, and also a bacterial origin of replication and bacterial­
selectable marker), designated half-YACs because they have only one telomere 
and therefore require ligation with a human fragment containing a telomeric 
repeat in order to be propagated stably in the yeast host. 67 The identification and 
cloning of human telomeres represent a major milestone in mapping the human 
genome. This achievement provides landmarks for the physical ends of the 24 
types of human chromosomes as well as cloned fragments from which polymor­
phic telomeric DNA sequences can be isolated to cap the genetic map.68 

For the construction of physical maps of interstitial regions of chromosomes, 
alternative random mapping strategies that yield sets of overlapping cloned frag­
ments can be implemented. Additional directed steps are required to link together 
and "anchor" or localize the cloned contigs to the genetic and cytogenetic maps. 
In addition to these contigs and information about their locations, it is desirable 
to use a strategy, or combination of strategies, that will produce information 
about the global organization of various classes of repetitive sequences in the 
human chromosome-information that can be used to exploit the properties of a 
chromosome for modifying or streamlining future mapping strategies and technol­
ogies. 

s.s. Construction of a Physical Map of Human Chromosome 16 

In our laboratory new approaches to genomic physical mapping have been devel­
oped and implemented to construct a physical map of an entire human chromo­
some. Chromosome 16 was selected as a target chromosome for physical mapping 
for multiple reasons: (1) the presence of several genetic disease loci, including 
the locus for polycystic kidney disease and a centric inversion of the chromosome 
involving specific breakpoints on short and long arms frequently observed in 
acute myelomonocytic leukemia (maps of human chromosome 16 are summarized 
by Reeders and Hildebrand69); (2) the availability of a large number (> 250) of 
regionally mapped anonymous DNA fragments, many of which are polymorphic 
genetic linkage markers; and (3) the availability of panels of somatic cell hybrids 
for regionally assigning the locations of contigs. 25 

Our approach to constructing a physical map of human chromosome 16 encom­
passes several phases that have been implemented in parallel. The first phase is 
focused on construction of both (1) long-range restriction maps of the centromeric 
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satellite repetitive sequence regions and (2) overlapping cosmid contig maps of 
the interstitial regions of the chromosome. The second phase will extend and link 
up the cosmid contigs with additional cosmid or YAC (or other large-fragment 
insert) clones using combinations of random and directed methods with the goal 
of achieving 2-Mb contiguous cloned DNA for the entire interstitial, euchromatic 
regions of chromosome 16 (i.e., the regions between telomeres and the centro­
meric heterochromatin). The final phase of mapping will require (1) closure of 
the remaining gaps by directed approaches such as macrorestriction mapping, 
targeted Y AC cloning of pulsed-field gel fragments, or directed screening of 
YAC or other large-fragment libraries and (2) integration of the overlapping clone 
maps with the cytogenetic and genetic maps. The first and second phases are 
heavily dependent on the construction of high-quality cosmid and Y AC recombi­
nant libraries and associated technologies for efficient handling of large numbers 
of samples for DNA preparation, restriction enzyme digestion, gel electrophore­
sis, and data acquisition, analysis, and management. The requirements for data 
analysis and management place demands on the development and implementation 
of both algorithms for computational analysis and data base management tools 
for handling the large amounts of data from other levels of mapping (Figure 8. 1). 
The computational and data management tools developed for early phases of 
physical mapping are extensible to the final phase involving the integration of 
various types of mapping data. 

In the first phase of the construction of a physical map of chromosome 16, the 
assembly of a "bottom-up" cosmid contig map is based on insights into genomic 
organization. 56 Our strategy has been developed to use specific classes of repetitive 
sequences in a fingerprinting scheme to increase the efficiency of identifying 
overlapping cosmid clones, thereby accelerating the progress in assembly of sets 
of contigs spanning I OO-to-200-kb regions. 51,56 Another advantage of this strategy 
is that it can be implemented in most standard molecular biology laboratories and 
does not require expensive instrumentation, The conceptual and experimental 
details of this strategy are illustrated in the next four figures, 

An essential resource for initiating the cosmid contig mapping was a high­
quality chromosome-specific cos mid library, A chromosome 16-specific cos mid 
library was constructed as part of the National Laboratory Gene Library Project. 46 

Another fundamental component was the source of chromosomes for fluores­
cence-activated chromosome sorting, a mouse-human hybrid cell line designated 
CY 18 containing a single copy of human chromosome 16,25 DNA isolated from 
the flow-sorted chromosomes was used to construct a cosmid library in the vector 
cCOS-l. 53 A 67-fold represented library was produced and a lO-fold coverage 
(26,000 recombinants) of the primary recombinants was arrayed in 96-well micro­
titer dishes, as illustrated in Figure 8.4, Similar arrays have been produced for 
several libraries representing other human chromosomes. Initial formatting of 
primary recombinants in arrays, or grids, is an essential step in maintaining an 
archival reference resource, since each clone has an identity given by the microti­
ter plate number and the position of the clone in the array. Information relating 
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Figure 8.4. Schematic illustration of various features of mammalian chromosome organi­
zation. 

to each clone is maintained in entries into a relational data base management 
system designated the Laboratory Notebook data base. This data resource is noted 
as the "reference materials data base for probes and contigs" in Figure 8.5. 

The first step in the mapping effort involves the assessment of the quality of 
the cos mid library in terms of its purity and the representation of single-copy 
sequences in the library. With respect to the purity of the library, the major 
concern is with the presence of recombinants containing mouse genomic DNA, 
since the chromosomes 16 were sorted from a monochromosome # 16 mouse­
human hybrid. This feature underscores the value of sorting specific human 
chromosomes from monochromosome hybrids in that the only human DNA 
containing recombinants are from the target chromosome; all other recombinants 
contain nonhuman (rodent) DNA. It is straightforward to screen for mouse 
recombinants using total genomic mouse as a probe on replicas of the microtiter 
arrays of cosmid colonies that have been transferred to membrane filters. In the 
library described here the frequency of nonhuman recombinants was <8%. 
Multiple single-copy probes for loci known to occur on human chromosome 16 
were used to screen subsets of the arrayed library, and all loci were found to be 
present at their expected frequencies. 51 

The advantages provided by the initial archival formatting of primary recombi­
nant libraries in microtiter arrays are generally applicable whether the libraries 
are in cosmid, phage, YAC, or some other vector (Figure 8.5). This format 
permits rapid copying of arrays to additional microtiter dishes, as well as the 
replication of multiple primary arrays to a single membrane filter using laboratory 
automation to produce high-density arrays. 46.52 The production and maintenance 
of microtiter and filter arrays provide excellent methods for tracking individual 
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Figure 8.5 . Illustration of a general approach for managing materials (recombinant 
clones in various vectors) and information for physical mapping project. The two-dimen­
sional arrays of dots represent individual clones stored cryogenically on microtiter dishes 
or as DNA on filter membranes. 

clones used in mUltiple mapping applications at several collaborating laboratories 
so that the various levels of mapping data (Figure 8. I) can be integrated rapidly. 
The utility of the cos mid arrays is demonstrated in our chromosome 16 project. 

As was noted previously, the quality assurance step is essential in evaluating 
a recombinant library for any large-scale mapping application. In our physical 
mapping strategy the next step is to identify centromeric satellite DNA-containing 
clones in arrays of 7,500 of the original 26,000 recombinants. The identification 
of these clones allows them to be excluded from further analysis, since it would 
be difficult, if not impossible, to construct unambiguous cosmid contig maps for 
regions of tandemly repeated DNA. Independent studies have identified large 
blocks of both alpha satellite DNA at the centromeric constriction and a variant 
of satellite II DNA adjacent to the centromere on the long arm. 59 Pulsed-field gel 
electrophoresis measurements have shown that these blocks of satellite DNA 
encompass at least 5 Mb of DNA in the centromeric and pericentric regions of 
chromosome 16. 70 As was discussed previously, the construction of long-range 
restriction maps is a useful approach for collecting physical mapping information 
for regions that are unclonable as well as for regions in which cos mid contig 
maps may not be needed (or desired) for proceeding to the DNA sequence. 

After satellite DNA-containing clones are identified in the arrays, the next 
steps use the interspersed repetitive sequences, that is, the (OT)n repeats are used 
to select clones for fingerprinting from the arrays. These repeats appear to be 
uniformly distributed along the euchromatic arms of human chromosomes. The 
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Figure 8.6. Schematic representation of cosmid clone fingerprint data acquisition and 
analysis using the repetitive DNA sequence fingerprinting strategy.5! 

(OT)n repeats are also used as probes to generate restriction fragment fingerprints 
that produce both restriction fragment size profiles and information on the pres­
ence or absence of these (OT)n repetitive sequences (as well asAlu and Ll repeats) 
on individual fragments. 5 ! The essential features of this fingerprinting strategy 
are illustrated in Figures 8.6, 8.7, and 8.8. 

In the general case, the restriction fragment fingerprinting scheme developed 
in our laboratory uses both restriction fragment length and the presence or absence 
of specific repetitive sequence classes (e.g., OT, Alu, and L1 repeats) identified by 
hybridization with labeled repetitive sequence probes. The additional information 
provided by the combined fragment length and hybridization status significantly 
reduces the number of shared fragments between two clones required to declare 
that the clones overlap with high probability. 5! 

In the specific case as implemented in our laboratory, the initial set of clones 
selected for fingerprinting are identified as having (OT). repeats by screening the 
7 ,SOO-clone subset of the initial 26,000-clone array. The rationale for preselecting 
the (OT)n positive clones for fingerprinting is 2-fold: (1) preselection increases 
progress in identifying overlapping pairs of cosmids that share at least one 
(OT)n-containing fragment; and (2) more important, the information provided by 
superimposing the hybridization status onto each restriction fragment allows 
assignment of overlapping cosmids with high probability even if two cosmids 
share only one (OT)n positive fragment and overlap by <20% [i.e., the hybridiza­
tion status is defined as the presence of a (OT)n repeat or some combination of 
the more abundant Alu and L1 repeats identified by a mixed probe designated 
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Figure 8.7. Analysis of repetitive sequence fingerprinting data to identify clones con­
taining a shared (GT) repeat detected by the overlap detection algorithm. 

Cot 1 containing the most abundant total genomic DNA sequences isolated by 
kinetic fractionation to a Cot value of 1].51.56 The preselection of (GT)n repeats 
and subsequent application of the repetitive sequence fingerprinting approach 
achieve significantly accelerated progress in contig assembly in the early phase 
of the mapping project. In fact the progress in contig growth is substantially 
greater (4-fold) than expected by any purely random bottom-up fingerprinting 
strategy.49, 51 

The basic steps in the fingerprinting process are outlined in Figure 8.6. DNA 
is isolated from individual cosmid clones and three separate aliquots of each 
DNA isolate are digested with the restriction enzymes EcoRI, HindIII, and a 
combination of Eco + Hind. The restriction digests are analyzed by standard 
agarose gel electrophoresis. Following electrophoresis the gel is stained with the 
fluorescent dye, ethidium bromide, and an image of the DNA fragments is 
recorded on positive or negative film. DNA is transferred to membrane filters by 
conventional Southern blotting techniques (see Chapter 7, this volume). Filters 
are hybridized with radioisotropically labeled probes to detect (1) (GT)II repeats 
and (2) Cot 1 repeats (i.e., primarily Alu and Ll repeats). Autoradiographic 
(ARG) images of the hybridized Southern blots are acquired on X-ray film. Filters 
are treated to remove the radiolabeled repeat probes and are reprobed with probes 
for the cosmid vector so that the end fragments containing both genomic DNA 
and vector DNA can be identified. 

The negative from the fluorescence photograph (Figure 8.6) is captured using 
an image-processing workstation, and the image is processed to generate files of 
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Figure 8.8. Schematic illustration of the use of multiple approaches for linking up short 
cosmid contigs into contigs that span I to 2 Mb regions and are ordered and oriented along 
the chromosome (more detail is provided in Figure 8.9). 

fragment sizes for each lane of the gel based on the sizes of known markers in 
reference lanes . These image files also contain information on the optical densities 
of the fragments, which can be used in editing the image to identify doublets or 
triplets, that is, fragments of similar size that comigrate in the gel. 

Most of the information management for the physical mapping project takes 
place on a network of Sun workstations. The server on this network, a Sun 41 
280, supports a Laboratory Notebook data base, implemented as a relational data 
base using the Sybase Relational Database Management System (RDBMS). 
Because Sybase supports a client-server architecture, both the data in the Labora­
tory Notebook and the Sybase user interface are available on every workstation 
on the network (in fact, subject to security constraints, on every workstation 
worldwide connected to the Internet). 

The report from the image-processing workstation, containing restriction frag­
ment sizes and other information from the fluorescence photograph, is transferred 
to a Sun workstation, and parsed, and the information is placed in the data base 
as soon as it is generated. Raster images of the autoradiographs are made on a 
desktop scanner and stored on the Sun network as well. 

The next operational step requires the comparison of the ethidium bromide 
(EtBr) image with ARG images to acquire and record the hybridization status of 
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each restriction fragment. For a few clones and images this operation can be 
handled manually by overlaying photographic prints of the EtBr image with the 
ARG films. For the large number of clones involved in high-resolution physical 
mapping, handling the films on a light box and recording the data by hand is too 
time-consuming and error-prone. Thus, we developed a program called SCORE 
to compare the images and record the hybridization scores. 47 SCORE first consults 
the data base and retrieves the fragment sizes for all lanes of a particular gel. 
Using these, it constructs a cartoon of the EtBr image in green, on a color monitor. 
Next it retrieves a named ARG image and shows it, in grayscale, roughly aligned 
with the EtBr image. The user stretches the ARG image to align it with the EtBr 
image using the workstation mouse. Next, the user points to each fragment (again 
using the mouse), is given a menu of possible scores, and records the hybridization 
score. When the user finishes, SCORE records all the hybridization scores in the 
Laboratory Notebook. 

Analysis of the data for clone-fragment size and hybridization status to deter­
mine pairwise likelihoods for overlap is performed by Bayesian statistical methods 
developed at Los Alamos. 71 The basic elements ofthis approach and the algorithm 
have been presented. 51 An illustration of the data flow path for the repeat finger­
printing strategy is shown in Figure 8.7. The output of this program is a list of 
pairs of overlapping clones. This list is subsequently sorted to compile a list of 
contigs.72 A schematic representation of an overlapping pair with a shared (GT)" 
fragment indicated is shown in Figure 8.7. 

The likelihood of overlap derived from clone fingerprint data is, for every possi­
ble pair of clones, stored in the Laboratory Notebook data base. It is important to 
note that low likelihoods provide information just as important as that from high 
ones. In addition to the likelihoods from fingerprint data, a much smaller body of 
overlap data derived from other sources (e. g., grid hybridization) is also stored in 
the same table of the data base. A genetic algorithm has been developed73 to find 
contig maps that fit all of the pairwise overlap data as well as possible. 

The rate of progress of the cos mid contig assembly using the repeat fingerprint­
ing strategy exceeds, by at least a factor of four, any of the other bottom-up 
fingerprinting schemes. 51 Currently, after fingerprinting 3,145 (GT)" positive 
cosmids, the statistical analysis assigned these to 460 contigs with an average 
contig size of 106 kb. Thus, approximately 47.8 Mb (or 54%) of the euchromatic 
arms of human chromosome 16 is assigned to contigs. The longest contig spans 
240 kb. Pulsed-field gel electrophoresis has been used to confirm that the cosmid 
contig maps are consistent and colinear with the genomic DNA from the mono­
chromosome 16 hybrid, CY 18, from which chromosomes were sorted for con­
struction of the cosmid library. In all cases examined, including the 240-kb 
contig, the macrorestriction data confirm the colinearity of the cos mid contig 
maps with the genomic DNA.51 

Integration of known genes and anonymous DNA markers, including polymor­
phic genetic linkage markers, into the cos mid contig maps is accomplished by 
hybridizing probes for these loci to the primary cosmid arrays or reformatted 
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subsets of the contigs that have been assembled. In analyzing the results of these 
measurements, the Laboratory Notebook again plays a pivotal role in integrating 
the cosmid contig physical maps with the known loci, for example, a-globin 
(HBA), metallothionein (MT), and polycystic kidney disease (PKD 1).69 

To assign individual contigs to the cytogenetic map, several approaches are 
being used including (1) the regional mapping panels of somatic cell hybrids 
containing specific subregions of chromosome 16/5 and (2) in situ hybridization 
of single cosmids from contigs to human metaphase chromosomes. 74 

In interrelating different levels of maps (Figure 8.1), it is essential to link the 
cos mid contig maps to the genetic map. This step is fundamental to placing the 
physical maps in order along the chromosome and locating the cloned physical 
maps relative to disease loci, or loci of other phenotypic importance (e.g., 
chromosome translocation breakpoints). In this application, the repeat finger­
printing strategy provides the resources and information for integrating the physi­
cal cosmid contig maps with the genetic linkage map using the highly polymorphic 
(GT),. repeats. 75 Detailed contig mapping information can be used to select 
cosmids having GT repeats at the ends of the largest contigs for use in genetic 
linkage analysis. The value of this approach to integrating genetic and physical 
maps is that new tools [i.e., sequence tagged sites (STSs), discussed in some 
detail presently, for contig linkup and map closure can be produced as part of the 
GT polymorphism analysis. 76 

The approach to detection of GT polymorphisms requires DNA sequence 
information flanking both sides of the GT repeat. This information is needed to 
produce unique, short, synthetic DNA sequence primers for the polymerase 
chain reaction (peR) to amplify the region containing the GT repeat. (The peR 
technology as applied to linkage analysis is described in chapter 7 of this volume.) 
In detecting GT polymorphisms, the peR product from DNA samples from 
random individuals, multigenerational families, or disease families is analyzed 
on a high-resolution polyacrylamide gel to determine length variation associated 
with a single locus in specific GT repeats. This information can then be used to 
determine linkage of the polymorphism relative to other closely linked markers. 75 

A schematic representation of a low-resolution physical map is shown in Figure 
8.8 to illustrate the results of cosmid contig mapping, ordering of contigs by 
genetic linkage, in situ hybridization, or radiation hybrid mapping coupled with 
directed approaches to link up contigs. A more detailed illustration of the second 
phase of physical mapping, the extension of short contigs and linking up of 
contigs separated by both small and large gaps, is shown in Figure 8.9. Figure 
8.9 also illustrates the power of STS markers as a "common language" for 
interrelating maps produced by different technical approaches. 

Figure 8.9 summarizes the essential aspects of the second phase in constructing 
a complete physical map of cloned, contiguous DNA for the euchromatic arms 
of chromosome 16. For extension of existing contigs and closure of small gaps 
between cos mid cortigs, additional fingerprinting of GT positive clones, as well 
as GT negative clones, is expected to yield significant progress. For larger 
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Figure 8.9. Multiple approaches for contig extension and map closure. The value of 
sequence tagged sites (STS) is again represented here as stippled boxes. 

gaps, perhaps including regions not represented in the cos mid library, it will be 
necessary to incorporate Y AC clones into our mapping approach. Y AC clones 
that span large gaps could be identified by pooled screening techniques17 using 
the PCR method with primers produced from sequence information obtained from 
the ends of the longest cosmid contigs. Depending on the location of a singie­
copy sequence (that could be used as an STS) relative to the GT repeat(s), it may 
be possible to acquire in one sequencing analysis sufficient DNA sequence 
information for both an STS and a polymorphic marker for use in merging 
physical and genetic linkage maps. These STS markers can also serve in PCR 
approaches to closing large gaps using radiation hybrids,77 although this approach 
does not provide cloned DNA that can be used for further analysis. 

The third phase of the physical mapping effort involves anchoring the cloned 
physical map with respect to the cytogenetic and genetic linkage maps. While 
this phase is being incorporated in parallel with the earlier phases of cosmid 
contig mapping, the combinatorics involved in integrating and representing these 
multiple levels of maps as the number of data elements increases will require 
additional advances in the areas of data management and analysis. 

8.9. The Rapid Evolution of Physical Mapping Technology and 
Considerations for the Construction of Physical Maps of Other 
Human Chromosomes and Other Genomes 

The invention of large-fragment cloning using Y ACs and the recent developments 
in both polymerase chain reaction technology and applications have provided 
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new tools that have revolutionized conceptual approaches to physical mapping 
and the integration of maps at different levels of resolution. The construction of 
well-represented total human genomic Y AC libraries36 and the application of 
pooled PCR screening using PCR primer pairs37 for specific genomic regions 
have led to rapid methods for isolating large regions of the human genome 
adjacent to or containing a disease gene or other genes or features of interest. 76 

Further developments in the area of large-fragment cloning and the multiplexing 
of PCR screening procedures promise to yield new strategies for constructing 
long-range physical maps of cloned DNA representing megabase stretches of 
the genome. Although large-fragment cloning vehicles have the advantage of 
providing rapid access to large regions of the genome in one step, there remains 
the problem of going from a large-fragment clone to the DNA sequence of specific 
subregions within the large-fragment clone. Subcloning YAC clones into vectors 
from which DNA sequencing can proceed is a significant task, since only a small 
percent of a YAC clone is human DNA insert. Efficient methods for obtaining 
DNA sequence from YAC clones will be needed. As the area of large-scale 
genomic physical mapping matures, several important features are beginning to 
emerge as characteristic of successful physical mapping strategies. These features 
include modularity, parallelism, portability, connectivity, and distributivity. 

Modularity is represented by the availability of materials that subdivide the 
genome into entities or modules of various sizes ranging from a single chromo­
some to a chromosome subregion to a 500-kb Y AC clone. Modules may be 
available as somatic cell hybrids, chromosome-specific libraries, or total genomic 
Y AC libraries. Parallelism can be achieved by multiple laboratories working 
on distinct but interrelated aspects of a mapping problem simultaneously-for 
example, the cytogenetic map, the genetic linkage map, the macrorestriction 
map, the cloned contig map, or the DNA sequence. Portability can be achieved 
through the availability of DNA sequence information as STS markers, which 
can be communicated electronically between laboratories for use in the selection 
of specific Y AC clones. The desired Y AC clones can be transferred to the 
requesting laboratory. Connectivity is attained rapidly over long ranges by identi­
fying overlapping Y AC clones by some type of multiplexing strategy or by 
directed walking from markers (again, a high density of genetic linkage markers 
or STS markers plays an important role). The distributivity of both materials and 
information is essential to merging the various types of data and the multiple 
levels of maps. 

A number of factors should be considered before an investigator (or laboratory) 
embarks on a global physical mapping effort of an entire genome or even a single 
chromosome of a complex organism. These include the size of the target genome 
or chromosome and the desired rate of progress required to obtain the DNA 
sequence of the region of interest. Quantitative models and simulations of various 
mapping strategies applied to specific genomes will make it possible to compare 
predicted mapping progress with actual experience from laboratories that have 
undertaken large-scale mapping and sequencing projects. Such comparisons will 
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be useful in deciding how to modify mapping (or sequencing) efforts to make 
them more efficient or when to shift from one mapping strategy to another (e.g., 
from a random, bottom-up approach to directed schemes to achieve closure). 

8.10. Integration of Physical Maps with Other Kinds of Maps 

Multiple paths for constructing physical maps of complex genomes will continue to 
employ a variety of ingenious molecular genetics tools and technological advances, 
many of which remain to be invented. In addition, communications and computing 
will be key components in bringing the mapping information together, analyzing 
and managing the information, and disseminating the information to users. Para­
digms for information management in areas of DNA sequence,79 in human gene 
mapping ,80 and in electronic data publishing, 81 have been developed and their value 
demonstrated. As the magnitude of physical mapping data and DNA sequence infor­
mation increases, there will be an even greater need for high-speed communications 
and large-scale, flexible data base management systems. 82 

8.n. Obtaining the DNA Sequence: The Ultimate Physical Map 

With the initiation of multiple large-scale mapping projects on several human 
chromosomes and the accumulation of cloned DNA representing large regions 
(~ 1-2 Mb) of the human genome, rapid methods for acquiring DNA sequence 
from these regions will be needed. Numerous approaches to this problem have 
been presented in several previous reviews. 83-84 

In the initial phases of discussion of the approaches to sequencing the human 
genome, there was a tendency to view the'project primarily as an engineering 
challenge to improve DNA sequencing speeds and decrease costs several orders 
of magnitude so that sequencing the 3 billion base pairs within the next 15 
years could be accomplished by random, or shotgun, sequencing of short cloned 
segments, which would be stitched together to form the final sequence. 20. 38 As 
was discussed in the beginning of this chapter, cloned physical maps for individual 
human chromosomes coupled with high-resolution genetic linkage maps provide 
essential tools for rapidly accessing a region containing a target disease gene or, 
perhaps, a gene involved in disease predisposition. With high-resolution physical 
maps available, it is possible to implement directed DNA sequencing strategies in 
the target region. With current automated sequencing technology, approximately 
10,000 bases of "raw" (i.e., unedited and in contiguous stretches of not more 
than 800 bases) can be produced by a single sequenator in one day. Much 
more raw sequence is required to produce finished (i.e., contiguous, overlapping 
sequence) for large regions. Multiple subcloning or direct sequencing approaches 
can be taken to obtain the DNA sequence of a 40-kb cos mid insert. In the most 
optimal situation a cosmid insert could be sequenced in a few weeks. Therefore, 
with high-resolution physical maps consisting of overlapping cosmid clones, 
acquisition of the DNA sequence for regions encompassing several hundred 
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Figure 8.10. Representation of the use of physical maps in developing multidimensional 
maps of genome organization. Various techniques can be applied to utilize physical 
mapping material and information to map the organization of large genomic regions in 
interphase nuclei and as mitotic chromosomes. These applications can be extended to 
reveal changes in the genome organization associated with cellular differentiation states 
or with aberrant disease states (e.g., neoplasia). 

kilobases in searching for a gene should be feasible in a period of months, 
especially if several sequenators were utilized in parallel. 

In addition to the value of physical maps in providing rapid access to a 
target gene, these maps provide the resources to explore features of chromosome 
structure and dynamics in novel ways. Instead of viewing a chromosome as a 
monolithic structure, detailed physical maps can be coupled with new technolo­
gies for visualizing the organization of the genome in nuclei and in chromosomes. 
This will allow the definition of previously inaccessible features of chromosome 
organization, such as the topographical organization of a chromosome in an 
interphase nucleus and the hierarchies of organization and packaging of metaphase 
chromosomes (Figure 8.10). It will be possible to understand specific relation­
ships between the distribution of the various classes of repetitive sequences and 
chromosome architecture and dynamics. 

8.12. Interpreting the DNA Sequence and Potential Applications in the 
Diagnosis, Prevention, and Treatment of Human Genetic Disease 

As mapping projects proceed, high-resolution physical maps of the human ge­
nome will be correlated with the genetic linkage map. Targeted sequencing of 
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specific regions of the genome will lead to the identification of the gene(s) whose 
altered structure or function are the cause of a genetic disorder or predisposition 
to disease. 1. 8, 19 Numerous specific genes or multigene families identified by 
genomic mapping and sequencing will be important in disease diagnosis and the 
design of novel therapeutic agents. Among these will be genes encoding peptide 
hormones, cell surface receptors, and genes that function in modulating cell 
growth and division. Defects in these classes of genes are associated with diseases 
such as cystic fibrosis, asthma, schizophrenia, myasthenia gravis, and various 
cancers.85 

High-resolution genetic and physical maps will rapidly narrow the search for 
the disease gene to a region of perhaps I Mb. Using the high-resolution physical 
map coupled with directed and automated DNA sequencing approaches, it is 
conceivable that the DNA sequence for a region of this size could be completed 
in less than a year. The task remains to identify the gene(s) and regulatory regions 
within this sequenced region. Once the target gene associated with the disease 
phenotype is identified, rapid sequencing technologies or other DNA diagnostic 
techniques86 can be used to compare this gene in DNA from normal and affected 
individuals. Identification of consistent differences in the genes between normal 
and affected individuals can be used to define the specific mutation or mutational 
spectra characteristic of the disease. Definition of the molecular nature of the 
mutation might be used directly with computational techniques to determine 
whether the mutation is likely to affect a specific structural or functional domain 
of the gene product (enzyme or structural protein). Knowledge of the defect 
at the molecular structure and function levels can provide the framework for 
understanding the molecular pathogenesis and indicate paths toward treatment or 
early diagnosis coupled with preventative therapy. In some cases of inherited 
enzyme deficiencies and hemoglobinopathies, the possibilities for using somatic 
gene transfer therapies are under intense investigation. Although we have not 
addressed in this chapter the importance of constructing physical maps of other 
complex species, notably the mouse, it will be essential to identify mouse genes 
having homology with their human "disease" gene counterparts so that the mouse 
can be exploited as an experimental system to study the molecular pathogenesis 
of, and potential therapies for, a specific disease or deficiency. 

It will remain a challenge for future pharmaceutical scientists, molecular biolo­
gists, geneticists, computational scientists, and genetic engineers working inde­
pendently and in multidisciplinary teams to invent new approaches to designing, 
developing, testing, and applying therapeutic agents and strategies based on a 
molecular understanding of defective structural proteins (e.g., cell surface recep­
tors) or enzymes involved in human pathogenesis. 
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Note Added in Proo!, During the preparation of this volume, significant advances 
have been made in the technologies and resources for assembling physical maps 
of complex genomes. 87- 89 Genomic libraries, notably for the human genome, 
have been constructed in yeast artificial chromosome (Y AC) vectors carrying 
genomic inserts ranging in size from a few hundred kb to greater than 1 megabase. 
The increasing availability of these libraries coupled with the generation of an 
increasing number of STS markers, many of which are highly polymorphic and 
closely spaced genetic markers,90 has made it possible to construct contig maps 
of overlapping Y AC clones spanning the entire euchromatic region of the human 
Y chromosome91 and genomic regions up to 8 Mb for the human X chromosome. 88 

While these low-resolution cloned physical maps are valuable tools in the subse­
quent search for disease genes, substantial effort is still required to identify genes 
in even one member of a Y AC contig since subcloning into cosmids followed by 
direct sequencing, or further subcloning into specially designed sequencing vec­
tors and then sequencing, is necessary to identify disease-causing genes and the 
specific mutations characteristic of the disease. Hence, the high-resolution cos mid 
maps being constructed for extended genomic regions (such as described in this 
chapter) will be very useful in the disease gene searches and in understanding 
chromosome structure at high resolution, as well. 51 Furthermore, consistent prob­
lems with chimeric clones reported for the currently available total genomic Y AC 
libraries88 suggest that problems may be encountered in identifying a disease gene 
in an inaccurate map. The higher-resolution cosmid contig maps derived from 
cos mid libraries constructed directly from either total genomic DNA or flow­
sorted chromosomes would avoid errors associated with potential problems in the 
use of Y AC contig maps. 51 

New approaches to cloning a disease gene, once its approximate location is 
known, have also been developed. These approaches are now collectively desig­
nated "positional cloning. ,,92 Previously, these approaches were called reverse 
genetics. Another change in nomenclature has been applied to the cloning of a 
disease gene when the gene product (protein or enzyme) is known. This process, 
previously designated forward genetics, is now called "functional cloning.,,92 

Dramatic developments in DNA sequencing technology have shown the feasi­
bility of hybridization based approaches for obtaining DNA sequence information 
and for comparing DNA sequences. 93 .94 

Finally, the recently founded Genome Data Base provides informational re­
sources for acquiring, managing, and disseminating the enormous amounts of 
new genomic mapping data for the scientific community. 95 
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Clinical Use of Monoclonal Antibodies 

John M. Brown 

9.1. Introduction 

The in vivo use of monoclonal antibodies (MAbs) has been under evaluation now 
for over 10 years. The approaches have fallen into two major categories: diagnos­
tic imaging and therapy. Although the early studies focused primarily on cancer, 
the field has branched out to include most major forms of human disease. The 
early optimism that the clinical arena would be quickly conquered has been 
tempered by reality. Although some MAbs have demonstrated clear clinical utility 
and are now commercial products or in advanced stages of development, many 
others are still undergoing preclinical and early clinical development and evalua­
tion. The problems have been numerous, including difficulties with antibody 
characteristics, the need for new technologies to conjugate other molecules to 
MAbs, and the biochemical and physiological complexities of the diseases being 
tackled. Major advances have now been made in many of these areas, and it is 
likely that the next decade will witness the fulfillment of much of the early 
promise concerning the clinical use of MAbs. 

The following is a review of the current status of the parenteral use of MAbs 
to diagnose and treat human disease. An attempt has been made to draw some 
general principles from the large body of research data that has been generated 
to date. First is presented a discussion of the commercial production of pharmaceu­
tical-grade MAbs and the associated issues of quality control and regulatory 
concerns. Next is presented a review of clinical uses, starting with diagnostic 
imaging and then proceeding to therapeutic applications. Several MAbs that are 
in advanced stages of development at Centocor are discussed in greater detail to 
illustrate some of the issues involved. Last is a discussion of the problem of the 
host antibody response to administered MAbs, which has significant implications 
for the use of repeated doses. 
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9.2. Commercial Manufacture 

9.2 .1. MAb Production 

9.2.1.1. Ascites 

Various aspects of MAb manufacture have been recently reviewed. I, 2 MAbs are 
generally produced by one of two methods: ascites production in mice or in vitro 
fermentation. Ascites production involves injecting hybridoma cells into the 
peritoneal cavity of histocompatible mice. The mice are pretreated by i. p. injec­
tion of Pristane to irritate the peritoneal cavity and establish a conditioned environ­
ment that can support the growth of ascitic tumors. The fluid produced can contain 
a high concentration of secreted MAb, 3 to 15 mg/ml, and 3 to 5 ml or more can 
be harvested per mouse. Many pharmaceutical-grade MAbs have been produced 
using this technique, especially those MAbs developed in small amounts for 
initial clinical trials. The first MAb approved by the FDA for therapeutic use, 
OKT3, is produced by ascites. Ascites production has several drawbacks, how­
ever. It is costly and not entirely reliable, product is contaminated with low 
levels of normal mouse immunoglobulin as well as other mouse proteins, and 
adventitious agents from the mice, such as viruses, may be introduced. Human 
MAbs are very difficult and expensive to produce as ascites in mice. The human 
hybridomas may require special immunodeficient mice, and the antibody yield 
in ascites is often lower than with murine hybridomas. 

9.2.1.2. Fermentation 

Because of the problems with ascites-produced MAbs, mammalian cell culture 
fermentation has become the accepted method for large-scale production of 
clinical MAbs. An outline of a fermentation-based manufacturing process is 
presented in Table 9.1. Fermentation of hybridoma cells has the advantages that 
there is no contamination with normal mouse immunoglobulin; the process can 

Table 9.1. Outline of Potential Steps in a Fermentation-Based Manufacturing 
Process 

1. Preparation of cell banks 
a. Master cell bank (MCB) 
b. Manufacturer's working cell bank 

(MWCB) 

2. Fermentation 
a. Preculture of MWCB 
b. Fermentation 
c. Harvest of culture medium 
d. Clarification and concentration 

3. Downstream processing 
a. Initial purification 
b. Digestion to fragments (pepsin, papain) 
c. Further purification 
d. Conjugation (radioisotope chelator, toxin, drug) 
e. Final purification 

4. Pharmaceutical manufacturing 
a. Formulation 
b. Vialing 
c. Lyophilization 
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be cost-effective, especially as serum requirements in the culture medium are 
reduced; it is reliable; it can be directly scaled up from small pilot bioreactors to 
very large production-scale; and the problem of contamination by adventitious 
agents is greatly reduced. Production levels, although significantly lower than in 
ascites, can be relatively high, 0.1 to 0.5 mg/ml. Human MAbs generally produce 
at lower levels. Because the fermentation medium is supplemented with serum 
or protein-based growth factors as well as other constituents such as antibiotics, 
crude product will be contaminated with these agents and methods must be 
devised for their removal. 

Bioreactors (fermentors) fall into three major categories: stirred-tank and airlift 
systems, hollow fiber systems, and other matrix-based systems such as collagen 
beads, alginate beads, and ceramic cartridges. The stirred-tank and airlift systems 
are most suitable for commercial production because they can be readily scaled 
up to very large sizes (> 1000 1). Regardless of the system employed, the 
harvested culture broth containing the MAb product will require the removal of 
contaminating cells and cell debris. This clarification step can be accomplished 
by centrifugation or filtration. The product is then usually concentrated (typically 
10- to 20-fold) by ultrafiltration to reduce volume prior to subsequent downstream 
processing. 

9.2.2. Processing 

The subsequent purification of MAbs from ascites or fermentation production, as 
well as any further processing, is usually referred to as downstream processing. 
The goal of the purification is to remove contaminants from the production 
process, such as other proteins, nucleic acids, endotoxin, and adventitious agents, 
and any other process additives that are introduced during subsequent downstream 
processing, such as enzymes for digestion and reagents for producing conjugates. 
The process devised must reproducibly remove these contaminants to very low 
levels as demanded for pharmaceutical products, while maintaining the immuno­
reactivity of the MAb. 

9.2.2.1. Chromatography 

Various chromatographic techniques are the main components of a purification 
process. The initial purification of a MAb is often performed by affinity chromato­
graphy, by which a high degree of purification can be obtained in a single step. 
For most IgG MAbs, this step utilizes protein A-agarose. Subsequent downstream 
processing procedures for further polishing of the product may involve ion ex­
change, gel filtration, and hydrophobic interaction chromatography. Both a ca­
tion-exchange column and an anion exchange column may be used in the same 
process. Anion exchange is often used as a method to remove endotoxin and DNA 
contamination. Gel filtration chromatography is often used as a final polishing 
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step to remove both high- and low-molecular-weight contaminants, including 
unwanted forms of the MAb such as aggregates and small fragments. 

9.2.2.2. Fragmentation 

As will be discussed in subsequent sections of this chapter, fragments of IgG 
MAbs such as F(ab')2, Fab, and Fab', produced by enzymatic digestion, are often 
used for the final clinical product. 

9.2.2.3. Conjugation 

The final form of the MAb, whether intact or as a fragment, may be conjugated 
with a variety of agents, as is discussed in the following sections. These agents 
may be chelates, which allow the product to form a stable bond with radioisotopes, 
and cytotoxic agents such as toxins and chemotherapy drugs. The conjugation 
chemistry must be relatively easy to perform under large-scale manufacturing 
conditions and must not damage the binding activity of the MAb, and by-products 
of the reaction must be removed by subsequent purification steps. 

9.2.2.4. Other Processing Techniques 

Controlled precipitation, such as with certain salts and other agents, may be used 
both to purify and to concentrate the product. Ultrafiltration can also be utilized 
to concentrate MAbs, and dialysis via ultrafiltration (diafiltration) is used to 
remove low-molecular-weight contaminants and to exchange product into differ­
ent buffers. Special treatments may be added to the process to remove or inactivate 
adventitious agents such as viruses. These treatments may involve extremes of 
temperature or pH, inactivating agents, or ultrafiltration. Sterilization by filtra­
tion, generally with 0.2 JLm filters, is normally performed at the end of all 
processing steps. 

9.2.3. Formulation 

The terminal stage of processing is termed pharmaceutical manufacturing. It 
involves formulation and the subsequent steps of vial filling, stoppering, and 
lyophilization (if performed). The formulation of proteins to ensure stability and 
activity has been recently reviewed. 3 The formulation process itself may simply 
consist of concentrating the product by ultrafiltration, buffer exchange into the 
final formulation matrix by diafiltration or gel filtration, and then dilution to the 
required protein concentration. More complex formulations, such as those for 
radiolabeled products, may require additional steps for the blending of specialized 
ingredients, and may need special precautions such as anaerobic conditions to 
preserve the sulfhydryls of Fab' products. 

Prior to filling, the product is passed through a final sterile filter. The filling 
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itself can use standard automated pharmaceutical filling equipment but may 
require specialized conditions such as filling under an inert gas to preserve Fab' 
sulfhydryls. The effects of the container and stopper on the product also need to 
be considered. Lyophilization, although used infrequently for MAb products at 
the present time, is a viable option, especially when shelf-life stability of liquid 
formulations is a problem. 

9.2.4. Quality Control 

Quality control of the product is designed to assess its purity, potency, safety, 
stability, and consistency of manufacture. Because MAbs are produced from 
living cells in animals or by in vitro fermentation, there is special concern for 
residual impurities from these sources, as well as contamination with adventitious 
agents. Extensive testing must be performed at every stage in the manufacturing 
process to determine that known impurities are removed and that potential adventi­
tious agents will be inactivated or removed. Testing begins at the cell bank stage 
and focuses on cell line stability, identity, and the presence of adventitious agents 
such as viruses and myocoplasma. Testing during downstream processing focuses 
on the removal of impurities derived from the cell line and fermentation medium, 
with particular attention on the ability to remove or inactivate adventitious viruses 
and reduce levels of DNA released from hybridoma cells during the production 
process. Testing of the final product focuses on the concerns of sterility, safety, 
apyrogenicity, and biochemical or immunological characterization of the MAb 
for identity, purity, and potency. 

The U.S. Food and Drug Administration has issued a number of guidelines 
with respect to the manufacturer of MAb products. Of particular interest are the 
guidelines for the characterization of cell lines4 and MAb products. 5 As was 
previously mentioned, there is special concern for virus and DNA contamination 
in the final product. Viruses and viral DNA are potential vectors for human 
disease. Cellular DNA, because it is derived from a hybridoma cell with a 
malignant phenotype, may have potential for integration into normal host DNA 
with subsequent cell transformation. The FDA has suggested a limit of 10 pg of 
DNA per dose,s and the World Health Organization has concluded that 100 pg 
of DNA or less per dose poses a negligible risk. 6 

9.3. Clinical Use 

9.3 .1. General Concepts 

A number of recent compendia have covered the major aspects of both diagnostic 
imaging and therapeutic applications. 7- 11 Before dealing with specific clinical 
uses, it would be helpful to discuss some concepts that apply in general to MAb 
localization (Table 9.2). Many of these immunologic and pharmacologic concepts 
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Table 9.2. Critical Factorsfor MAbs Used in Vivo 

1. Antibody-related 2. Target-related 
a. Affinity a. Vascularity 
b. Specificity b. Distribution of antigens 
c. Class and subclass c. Antigenic heterogeneity 
d. Murine vs. human d. Antigenic modulation 
e. Intact vs. fragments e. Circulating antigen 
f. Dose 
g. Route of administration 
h. Immunogenicity 

have been recently reviewed. 12-14 For effective localization, the MAb should have 
high affinity for the target antigen. There should be minimal cross-reactivity with 
nontarget tissues, although the specificity need not be absolute. The class and 
subclass of the immunoglobulin are important factors, in that they will affect both 
the biodistribution and blood clearance of the MAb, as well as the interaction 
with immune mechanisms of the host. Blood clearance and catabolism are gener­
ally faster with heterologous murine immunoglobulins than with homologous 
human MAbs. 

The lower the molecular weight of the antibody, the faster the blood clearance. 
Intact murine IgG has a blood half-life of approximately 30 hours and is catabo­
lized in liver and spleen, as well as other sites in the body. F(ab')2 and Fab/ 
Fab' have half-lives of approximately 20 hours and 2 hours, respectively, and 
accumulate in the kidneys. Because of their smaller molecular size, fragments 
are better able to diffuse out of capillaries and into target tissues. However, for 
interaction with immune effector functions of the host, intact immunoglobulin 
with the Fc portion present is required. Antibody dose also has an effect on blood 
clearance and biodistribution. Higher doses, generally at 10 mg or above, appear 
to saturate nonspecific sites in the liver and other organs. As a consequence, more 
antibody remains in the blood and clearance is slower. Routes of injection other 
than intravenous have also been shown to alter biodistribution. Intralymphatic 
and intraperitoneal administration tend to concentrate and prolong the dose at 
these sites and lead to lower systemic levels. The immunogenicity of MAb 
products will be discussed later in this chapter. 

Characteristics of the target tissue are also important in MAb localization. The 
tissue should be well vascularized or directly exposed to the blood system. This 
is often a problem with solid tumors, which may be poorly vascularized. The 
antigens in the target tissue should be densely and uniformly expressed, and 
accessible to antibody binding. Viable cells must express target antigen on the 
cell surface, whereas MAbs that localize dead cells may depend on reactivity 
with intracellular antigens. Tumor cells often demonstrate antigenic heterogene­
ity. That is, antigen expression will vary from cell to cell within a tumor as well 
as between different tumors. In some instances, antigenic modulation has also 
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Table 9.3. Diagnostic Imaging Applications 

I. Cardiovascular disease 3. Cancer 
a. Myocardial infarction a. Solid tumors (anti-tumor-associated antigens) 
b. Deep-vein thrombosis b. Locating and sizing 
c. Atherosclerosis c. Detection of occult tumors 

2. Sites of bacterial infection d. Determining suitability for MAb therapy 
e. Monitoring response to therapy 

been demonstrated, whereby the process of antibody binding to cell-surface 
antigen causes the complex to be shed or internalized, rendering the cell devoid 
of expressed antigen. Cross-reactive target antigen may also be found in the 
circulation, often as a consequence of tumor cell shedding. This circulating 
antigen is able to complex the injected MAb and block it from binding to the 
target site. 

9.3.2. Diagnostic Imaging 

9.3.2.l. General Concepts 

A number of recent compendia have addressed the topic of diagnostic imaging 
with radiolabeled MAbs. 9. 10. 15 The technique, also referred to as immunoscintig­
raphy, employs the use of a planar gamma camera to detect the two-dimensional 
distribution in the body of gamma-emitting radioisotopes conjugated to MAbs. 
Recently, cameras utilizing single photon emission computed tomography 
(SPECT) have been used to give more sensitive, three-dimensional evaluations. 
Diagnostic imaging has been applied to cardiovascular disease, infectious disease, 
and cancer (Table 9.3). In addition to the general critical factors listed in Table 
9.2, some other issues are also important in imaging applications l6 (Table 9.4). 
The choice of radioisotope is a central issue. 17 The isotope must have a gamma 
emission energy suitable for patient safety and current gamma camera technology. 
The half-life must be long enough to allow time for MAb localization, but short 
enough not to pose a safety issue. The labeling chemistry must be practical and 
yield a stable linkage. The isotope should be relatively inexpensive and readily 
available. 

Table 9.5 lists the isotopes most commonly used in imaging applications. The 

Table 9.4. Additional Critical Factors Specific to Imaging MAbs 

I. Radioisotope 2. Pharmacokinetics 3. Target 
a. Energy a. Blood clearance a. Size 
b. Half-life b. Uptake in normal b. Attenuation 

c. Labeling chemistry tissues c. Target-to-nontarget ratio 

d. Stability of linkage c. Dosimetry 
e. Availability and cost 
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Table 9.5. Radioisotopes Used in Imaging 

Isotope Half-life 

13 hours 
60 days 
8 days 
2.8 days 

6 hours 

Gamma Emmission (keY) 

159 
35 

364 
173 
247 
140 

iodine isotopes suffer as a group from linkage instability owing to dehalogenation 
in vivo. 1311 has a gamma energy that is too high for optimal gamma camera use, 
as well as an associated beta particle emission that can lead to unfavorable 
radiation dosimetry. The low energy of 1251 has made it suitable only for a 
specialized technique involving detection with a hand-held probe during surgical 
operations. 18 1231 has near-ideal half-life and energy properties, but is very expen­
sive and not readily available. 1111n, which uses chelation chemistry for MAb 
labeling, has been successfully used in many imaging applications. It suffers 
from being relatively expensive and having a tendency to localize in the liver, 
although the latter problem has been decreased with some recent improvements 
in chelation chemistry. 99mTc is ideal in most aspects. Along with good half-life 
and energy properties. 99mTc is inexpensive and readily available from a generator 
source common in clinical nuclear medicine facilities. Its major drawback, diffi­
cult labeling chemistry, has recently been overcome at Centocor with the develop­
ment of several rapid and convenient methods for stable 99mTc attachment. 19.20 

Pharmacokinetic aspects are also critical to imaging applications. The labeled 
antibody must clear from the blood sufficiently that target uptake is not obscured. 
The choice of isotope half-life is an important factor. If the imaging MAb has a 
relatively slow blood clearance, because it is an intact IgG or a large dose is used, 
an isotope with a long half-life should be employed. 99mTc and 1231 are essentially 
restricted to use with rapidly clearing MAbs, such as fragments. Uptake in normal 
tissues is also a concern, because it might directly obscure target uptake and can 
produce false-positive images that reduce the clinical efficacy of the technique. 
Localization in normal tissues also dictates which isotopes and how much activity 
can be used, so that the radiation dose to critical organs remains within safe 
levels. 99mTc conjugation chemistry has been developed at Centocor, utilizing a 
cleavable ester-linker, which may enhance renal clearance and thus reduce the 
radiation dose to kidneys associated with Fab' fragments. 21 

Characteristics of the target also play an important role in imaging. The target 
must be of sufficient size to be imaged by current technology, generally 0.5 to 
1.0 cm in diameter or greater. Overlaying tissue and distance from the gamma 
camera detector will cause attenuation of the signal. Overlaying bone is especially 
a problem. The uptake of antibody at the target site must be significantly greater 
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than the surrounding nontarget tissue to provide a usable image. It is not necessary 
that the MAb be absolutely specific for the target, as long as the cross-reactive 
antigens on nontarget tissues are expressed at a sufficiently low level. 

9.3.2.2. Cardiovascular Disease 

Myocardial Infarction. Centocor has been involved in developing a MAb for 
imaging myocardial necrosis associated with acute myocardial infarction. 22. 23 

Myoscint™ is the first MAb-based imaging agent to receive approval from the 
Committee for Proprietary Medicinal Products of the European Economic Com­
munity. It is now on the market in several European countries. The product 
consists of a kit containing 0.5 mg of antimyosin Fab fragment conjugated with 
the chelator DTPA (diethylenetriaminepentaacetic acid). The liquid formulated 
Fab-DTPA is labeled by mixture with approximately 2 mCi of IllIn chloride. 
After incubation for about 10 minutes, the II lIn-labeled MAb is ready without 
further processing for iv injection. Imaging is performed after 24 to 48 hours 
using either a planar gamma camera or SPECT. 

The antimyosin MAb is specific for human cardiac myosin and binds to 
intracellular myosin exposed as a consequence of myocardial necrosis. Figure 
9.1 demonstrates the localization of IIIIn-labeled antimyosin Fab in a typical 
patient with an anterolateral myocardial infarction. To date, over 600 patients 
have been studied. No adverse reactions have occurred. The product has shown 
a high degree of sensitivity for detecting infarction and specificity for excluding 
a recent ischemic event in patients admitted with chest pain syndrome. Indium 
antimyosin is able to detect the location and extent of necrotic heart tissue and 
should be useful in the diagnosis of heart attack and in the early risk stratification 
of patients demonstrated to have myocardial damage. 

Deep-Vein Thrombosis. Deep-vein thrombosis (DVT) is a disease that would 
appear to have several aspects that make it ideal for imaging applications. Fore­
most is the fact that the target clot lies within the blood system, having direct 
access to iv administered MAb. Secondly, DVT is located primarily in the lower 
extremities and thus well away from nonspecific uptake in the blood pool and 
organs of the central body. The use of MAbs in DVT imaging has been recently 
reviewed. 24. 25 The approaches have been divided into the use of labeled MAbs 
directed against platelets, which are components of actively developing thrombi, 
and against fibrin. Although the clinical experience with antiplatelet MAbs has 
been limited, the technique appears useful during the acute phase of thrombogen­
esis but may not be effective with clots older than 24 to 48 hours. Heparin therapy 
also appears to decrease clot uptake of platelet-specific MAbs. 

Centocor has been involved in developing DVT -imaging MAbs directed against 
the fibrin component of thrombi. 24. 25 Several MAbs are being evaluated that 
are specific for fibrin and that do not cross-react with the precursor molecule, 



236 / J . M. Brown 

Figure 9.1. Anterior, 40°, and 70° left anterior oblique images from a patient with an 
acute myocardial infarction. The images were obtained 24 and 48 hours after injection of 
III In antimyosin. The infarct in the 24 hour anterior view is indicated by an arrow. Uptake 
in liver, kidneys, and bone marrow can also be seen. 

fibrinogen. Studies have evaluated an Iliin-labeled Fab-DTPA that showed a 
sensitivity of 86 to 100% in detecting thrombi in the extremities of patients. 
Specificity for identifying clot-negative regions was also excellent. The scans 
could be evaluated as early as four hours after injection, and concurrent heparin 
therapy had little effect on diagnostic accuracy. 

More recently, a MAb with similar fibrin specificity has been evaluated as 
a 99mTc_Fab' fragment. The 99mTc conjugation chemistry involves site-specific 

labeling of sulfhydryl groups in the hinge region of the Fab', thus not affecting 
binding activity at the opposite end of the molecule. 19 The product has been 
developed as a single-vial lyophilized kit that is labeled by reconstitution with 
pertechnetate from a 99mTc generator. 2 After 30 minutes of incubation at room 
temperature, labeling is complete and the product is ready for injection without 
further purification. Initial trials in DVT patients administered 0.5 mg of Fab' la­
beled with 15 to 20 mCi of99mTc have demonstrated a high sensitivity and specificity 
for detecting clots in the regions of pelvis. thigh. knee. and calf. 25 Scanning could 
be performed at 4 to 6 hours and may also be diagnostic as early as 30 to 60 minutes 
after injection. Imaging was not affected by concurrent heparin therapy. Recent 
in vitro studies have indicated that the concurrent use of other anticoagulant and 
thrombolytic agents (warfarin, tissue plasminogen activator. streptokinase. and 
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urokinase) also will not directly interfere with clot imaging. Thus, the 99mTc-Iabeled 
anti fibrin product has many characteristics, including ease of labeling and use in 
the clinic, that make it ideal as an imaging agent. 

Atherosclerosis. Atherosclerotic plaque, a cause of occlusive disease in coronary 
and peripheral arteries, is being studied as a target for imaging MAbs. Several 
antibodies, among which is a MAb directed against activated platelets found in 
ruptured plaque, 26 are currently being evaluated at Centocor. Such plaque-imaging 
MAbs may be useful in screening for patients at risk of developing myocardial 
infarction, and in identifying patients who may go on to reocclude after an 
angioplasty procedure. 

9.3.2.3. Infectious Disease 

Recently, research efforts have been directed at MAb imaging of sites of infection. 
Antibodies directed against specific bacterial antigens have proven successful in 
an experimental model to localize abscesses.27 MAbs directed against granulo­
cytes, inflammatory leukocytes that accumulate at sites of bacterial infection, 
have shown high sensitivity and specificity for detecting localized infections in 
clinical trials. 28 Nonspecific IgG, by virtue of its Fc portion, has been shown in 
clinical trials to successfully localize sites of infection owing to reactivity with 
Fc receptor-bearing inflammatory cells. 27 

9.3.2.4. Cancer 

A number of studies over the last decade have evaluated the clinical use of MAbs 
for scintigraphic detection of cancer. 8-11. 15 The investigations have covered all 
major types of solid tumors, including melanoma,29 colorectal carcinoma,3o ovar­
ian carcinoma,31. 32 breast carcinoma,32 sarcoma/3 and lung carcinoma. 34 The 
antibodies have been directed against a wide array of tumor markers (Table 9.6). 
Centocor has been involved in clinical trials of a number of antibodies for imaging 
cancers such as ovarian, breast, and colorectal carcinoma. 

Tumor-imaging studies have shown that MAbs are able to successfully detect 
tumors as small as 1 cm in diameter, and previously unknown lesions are often 
discovered. Although some clinical trials have demonstrated diagnostic sensitivity 
and specificity in excess of 80%, few products have yet been approved for 

Table 9.6. Tumor Markers Used in MAb Imaging 

Carcinoembryonic antigen 
(X-Fetoprotein 
Human chorionic gonadotropin 
Human milk fat globule 
Prostatic acid phosphatase 
Ferritin 

Transferrin receptor 
Epidermal growth factor receptor 
Oncogene products 
Tumor-associated cell surface antigens 
Gangliosides 
Necrosis-associated intracellular antigens 
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commercial use. Most of the critical factors outlined in Tables 9.2 and 9.4 have 
been of special importance in the development of tumor-imaging applications. 
Selecting MAbs with proper affinity and specificity has been difficult. Virtually 
none of the antigens used as targets for imaging are truly tumor specific; they are 
expressed at certain levels in at least some normal tissues. This lack of specificity 
has caused problems with uptake in normal tissues and organs. Additionally, 
most tumor types demonstrate antigenic heterogeneity such that cells within a 
tumor as well as different tumors of the same histologic type do not all express 
the same antigens. Most tumors are not well vascularized and thus are not readily 
accessible to antibody binding. Much of a given tumor mass may be necrotic and 
not expressing antigen. The presence of circulating antigen, often associated with 
tumors, has been found to inhibit localization in some cases but not in others. 30 

Many of the earlier studies were not optimal in terms of MAb size and 
radiolabel. It now appears that antibody fragments, particularly Fab and Fab' will 
give the best tumor-to-background ratios. Smaller fragments will penetrate the 
target site better, and at the same time will clear from blood and normal tissues 
more readily. The application of fast-clearing fragments allows the use of short­
lived 99mTc, a radiolabel with nearly ideal scintigraphic characteristics whose 
conjugation chemistry has recently been optimized. The size of the MAb dose is 
still being evaluated. While many studies have demonstrated successful imaging 
with doses of 0.1 to 1.0 mg, other studies have found improved localization with 
doses in excess of 10 mg. 14 

As many of the issues pertaining to tumor imaging are being resolved, it is 
clear that commercial applications will come to fruition in the near future. 
lmmunoscintigraphy will be able to locate tumors and define their size and, by 
virtue of the MAb specificity, yield additional information not available from 
conventional diagnostic modalities. Many studies have already shown that occult 
tumors not detectable by other techniques have been discovered by MAb imaging. 
Imaging after tumor therapy can be used to monitor therapeutic responses, detect 
recurrences, and guide subsequent clinical decisions. As will be described below, 
MAbs may be increasingly used as therapeutic agents. An initial scintigraphic eval­
uation with the same MAb may help to determine its suitability for therapy. More 
specialized applications, such as intraperitoneal administration to image ovarian 
tumors32 and intralymphatic injection to detect tumorous lymph nodes/5 may be­
come increasingly useful. The use of mixtures of MAbs (termed "cocktails") di­
rected against different antigens has been applied with some success in colorectal 
carcinoma30 and may address the central problem of antigenic heterogeneity. 

9.3 .3. Therapy 

9.3.3.1. General Concepts 

The therapeutic applications of MAbs have been addressed in a r.umber of recent 
compendia. 7-11 The disease states currently being evaluated are listed in Table 
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Table 9.7. Therapeutic Applications 

I. Transplantation 3. Cardiovascular disease (thromboembolic) 
a. Organ 4. Autoimmune disease 
b. Bone marrow 

5. Cancer 
2. Infectious disease (bacterial, viral) 

9.7. While the majority of efforts have been directed against cancer, many 
other conditions are under study. Before addressing the specific diseases, a brief 
discussion of the general concepts involved in MAb therapy is in order. Although 
the critical factors listed in Table 9.2 still apply, Table 9.8 lists the general 
categories of therapeutic mechanisms and the additional critical factors that apply 
in these specific cases. 

MAbs Alone. Under certain conditions, MAbs have therapeutic activity when 
used without the attachment of cytotoxic agents. 36.37 Binding to an antigen may 
neutralize its biologic effects or may block the activity of a growth factor receptor. 
Intact MAbs bearing the Fc portion are capable of recruiting the immune effector 
functions of the host. Circulating antigens and antigen-bearing cells can be 
opsonized and phagocytosed by cells of the reticuloendothelial system. Comple­
ment-dependent cytotoxicity and antibody-dependent cytotoxicity involving host 
cytotoxic lymphocytes and monocytes may also be operative in the destruction 
of target cells. The species source of the MAb and its immunoglobulin class and 
subclass are critical for successful interaction with host immune functions. The 
use of intact MAbs also has the advantage of slower clearance from the blood, 
thus allowing more time for penetration and binding to target tissues. A major 
benefit of using MAbs alone is that there should be no toxicity for nontarget 
tissues, even those in which the MAbs might accumulate nonspecifically. 

Radioisotope Immunoconjugates. These MAb conjugates are designed to deliver 
cytotoxic doses of radioactivity to target cells. 13.36.37 Most of the critical factors 

Table 9.8. Additional Critical Factors Specific to Therapeutic MAbs 

I. Use of MAbs alone 
a. Mechanisms 

i. Neutralization of antigen 
ii. Opsonization and 

phagocytosis 
iii. Complement-dependent 

cytotoxicity 
iv. Antibody-dependent 

cytotoxicity 
b. Generally requires intact 

immunoglobulin 

2. Radioisotope conjugates 
a. Choice of isotope 
b. Type of radioactive 

emission 
c. Antibody 

internalization 
d. Dosimetry in target 

vs. nontarget tissues 

3. Toxin and drug 
conjugates 
a. Choice of agent 
b. Conjugation chemistry 
c. Antibody 

internalization 
d. Toxicity 
e. Immunogenicity of 

toxin 
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Table 9.9. Some Potential Radioisotopes for Therapy 

Isotope 

1251 
1"1 
186Re 
188Re 
'JOy 

'''At 

Half-life 

60 days 
8 days 
3.5 days 
17 hours 
2.5 days 
7 hours 

Emission 

Auger election 
f3 (0.6 MeV) 
f3 (l.1 MeV) 
f3 (2.1 MeV) 
f3 (2.3 MeV) 
ex (5.9, 7.5 MeV) 

for imaging MAbs (Table 9.4) also apply to radiotherapy. The choice of isotope 
and energy of emission is critical. Table 9.9 lists some of the isotopes currently 
being evaluated. Most studies have used f3 emitters. These medium-energy parti­
cles are able to penetrate multiple cell diameters in thickness. MAbs carrying 
these isotopes are able to kill the cells they are bound to as well as nearby 
bystander cells. This is useful when antigenic heterogeneity of tumor cells is an 
issue but may be a problem for damage to surrounding nontarget cells. 

High-energy ex emitters, although more dangerous and difficult to work with, 
are also being evaluated. ex particles have a path length of about one cell diameter, 
but each emission has a high likelihood of killing the cell in its path. When bound 
to a target cell surface, the particles should kill that and immediately adjacent 
cells but spare more distant nontarget cells. Low-energy Auger electrons emitted 
by 1251, with an extremely short path length, are also being studied. 38 This 
approach requires that the MAb conjugate be internalized and the 1251 enter the 
nucleus. Once there, the Auger electrons emitted have a high probability of 
damaging DNA and killing the cell. Adjacent cells not binding the MAb will be 
unharmed, and nonspecific localization of the isotope in nontarget tissues should 
not lead to internalization, thus sparing them from damage. 

The chemistry of conjugation is a critical factor, and therapeutic isotopes are 
usually selected based on similarity in attachment chemistry to imaging isotopes. 
Astatine chemistry is similar to iodine, yttrium is similar to indium, and rhenium 
is similar to technetium. Another critical factor is the relative radiation dose 
delivered to target and nontarget tissues. With the medium- and high-energy 
isotopes, damage to normal tissues due to nonspecific localization of MAb conju­
gates is a limiting factor for the maximum dose that can be administered to a 
patient. Imaging studies have indicated that, at best, only about 0.01 % of the 
injected dose accumulates in a gram of target tissue. The remainder of the dose, 
therefore, must be kept from harming normal tissues. For this reason, MAb 
fragments, which clear more rapidly from blood and normal tissues, may be the 
form of choice for radioimmunotherapy applications. 

Toxin and Drug Immunoconjugates. MAbs are also being evaluated for the 
delivery of potent toxins and drugs to target cells while reducing toxicity to 
nontarget tissues. 36, 37, 39, 40 The toxins have included ricin, abrin, pokeweed 
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antiviral protein, gelonin, diphtherin toxin, and Pseudomonas endotoxin. Chemo­
therapy drugs have included doxorubicin, daunorubicin, methotrexate, melpha­
lan, chlorambucil, vinca alkaloids, and mitomycin-Co A critical factor is the 
conjugation chemistry. After binding of the MAb to the cell surface, the toxin or 
drug must be internalized and made available for damaging the cell. Some, but 
not all, antigens will internalize after antibody is bound, carrying the conjugate 
inside the cell. Often, the conjugation chemistry involves a labile bond that is 
cleaved intracellularly, releasing free toxin or drug. The bond, however, must 
remain relatively stable in blood. MAb conjugates spare toxicity to normal tissues 
because less of the dose reaches these sites than if free drug were administered, 
thus improving the therapeutic index. Additionally, nonspecific localization in 
normal tissues may not involve antigen-antibody interactions. Therefore the 
conjugates will not be as readily internalized and normal-tissue toxicity will be 
lessened. A potential problem with toxins is that they are relatively large, foreign 
proteins and can induce a strong immune response in the host. 

9.3.3.2. Transplantation 

Organ Transplantation. Several MAbs against T cell antigens have been evalu­
ated for the treatment of solid organ transplant rejection. The most successful of 
these is OKT3, which was the first MAb to be licensed for human use. 4 ! The 
murine intact IgG antibody, directed against the CD3 antigen on T lymphocytes, 
is used unconjugated to effectively reverse acute rejection episodes with renal, 
hepatic, cardiac, and combined kidney-pancreas transplants. MAb binding blocks 
T cell function, in part because of opsonization and the removal of T cells by the 
reticuloendothelial system. OKT3 may also be useful prophylactically in the 
immediate posttransplantation period. Acute side effects such as fever and chills 
are common and probably a consequence of the T cell damage. 

Bone Marrow Transplantation. MAbs are being evaluated for the treatment of 
graft-versus-host disease in bone marrow transplantation. OKT3 has shown prom­
ise in this regard. 4 ! A ricin toxin immunoconjugate directed against the CD5 
antigen of T lymphocytes has demonstrated in vivo effectiveness in both treating 
and preventing graft-versus-host disease with histoincompatible marrow 
grafts. 36, 42 Side effects associated with the toxin were well tolerated or absent. 

9.3.3.3. Infectious Disease 

Several MAbs against endotoxin have been evaluated as aids in antibiotic therapy 
of bacteremia and sepsis. 43 . 44 Centocor has developed a human IgM MAb, HA­
lA, directed against the lipid A component of endotoxin.44 The MAb has been 
shown to reduce the lethal effects of gram-negative bacteria in animal models. 
HA-IA was the first human MAb to be tested in the clinic. Safety and initial 
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efficacy trials have now been completed. In a double-blind, placebo-controlled 
study of 543 patients, a single 100 mg iv dose produced a statistically significant 
decrease in mortality in patients with gram-negative bacteremia and sepsis, and 
in patients whose gram-negative bacteremia had progressed to septic shock. The 
MAb was well tolerated in the patients. Although the exact mechanism is un­
known, HA-IA is hypothesized to block the toxic effects of circulating endotoxin, 
which includes induction and release of the mediators of shock and tissue damage. 
Because of the high mortality associated with gram-negative sepsis, HA-IA 
should be an important new agent in the treatment of patients with this disease. 

Viral infections are also being targeted for MAb therapy. Antibodies against 
cytomegalovirus are in early clinical trials. 45 

9.3.3.4. Cardiovascular Disease 

Centocor has been evaluating a murine MAb, 7E3, specific for the glycoprotein 
lIb/Ilia fibrinogen receptor of platelets. 46 The F(ab')2 and Fab fragments alone, 
by binding to the receptor, are potent inhibitors of in vitro platelet aggregation 
and in vivo platelet thrombus formation in animal studies. Clinical studies with 
single doses of F(ab')2 up to 0.2 mg/kg have been effective in profoundly 
inhibiting platelet aggregation measured in vitro and significantly prolonging 
bleeding time. Hemorrhagic toxicity has not been noted. Clinical trials are cur­
rently underway to determine the potential role of 7E3 in thrombolytic therapy 
of coronary artery disease. 

9.3.3.5. Autoimmune Disease 

MAbs directed against B- and T-lymphocyte antigens are currently being evalu­
ated for therapy of autoimmune diseases such as rheumatoid arthritis and multiple 
sclerosis.47 • 48 Initial clinical trials have demonstrated significant therapeutic ef­
fects. In some patients with rheumatoid arthritis, improvement in clinical symp­
toms has persisted for at least five months after a single 7-day course with an 
intact, unconjugated MAb. 48 

9.3.3.6. Cancer 

The use of MAbs in cancer therapy has been recently reviewed. 37 Although a 
multitude of studies have been performed, involving nearly every type of cancer, 
lasting therapeutic effects have been rare. The problems have centered on anti­
genic heterogeneity, the lack of cytotoxicity of MAbs used alone and as conju­
gates, the chemistry of conjugation, the proper dosage forms and regimens, and 
the immune response to mouse antibodies. Some of the more promising studies 
will be discussed below. The problem of immunogenicity will be addressed in 
the following section. 
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MAbs Used Alone. Antitumor effects have been demonstrated in B-celllymphoma 
with antiidiotype MAbs and in T cell lymphoma. Complete responses have 
been rare. Antiganglioside MAbs have shown some effectiveness in melanoma, 
osteosarcoma, and neuroblastoma. Centocor has participated in the development 
and evaluation of MAb 17-IA against a gastrointestinal carcinoma-associated 
antigen. 49 Antitumor effects have been noted in patients with colorectal and 
pancreatic carcinoma. 

Radioisotope Conjugates. 13II-Iabeled MAbs have demonstrated therapeutic activ­
ity with hepatomas, Hodgkin's disease, and Band T cell lymphomas. Intraperito­
neal administration of 131I_MAbs in ovarian carcinoma has also been effective. 
Because of the retention of radioactivity in the blood pool and normal tissues, 
bone marrow toxicity has been dose limiting with most intravenously administered 
MAbs. Other isotopes such as 90y are currently being evaluated. 

Toxin Conjugates. Modest antitumor effects have been demonstrated with ricin 
immunoconjugates in melanoma and chronic lymphocytic leukemia. The clinical 
responses have been hampered by immune responses to both the murine MAb and 
the toxin, and by ricin-mediated normal tissue toxicity (capillary leak syndrome). 

Drug Conjugates. The few clinical studies reported to date, involving methotrex­
ate and doxorubicin immunoconjugates, have not clearly demonstrated efficacy. 
Further research is needed to identify optimal drugs and conjugation chemistries 
such that the immunoreactivity of the MAb is not damaged and drug is delivered 
in active form to the tumor cell interior, while sparing normal tissues. 

9.3 .4. I mmuno genicity 

The side effects associated with MAb injections have not been a major 
problem. 37 . 5o The most often reported side effects are fever and chills, some of 
which may be a consequence of MAb reactivity with target cells. Immune 
complexes with circulating antigen may lead to elevations in liver transaminase 
levels. Mild allergic reactions have occurred in about 10% of patients receiving 
mouse MAbs. However, less than I % of these patients developed anaphylactic 
shock mediated by IgE antibodies. Steroids and epinephrine treatment have 
allowed repeated MAb administration in anaphylactic patients. 

Despite the relatively low levels of allergic reactions and anaphylaxis, many 
studies have documented the development of human anti mouse antibodies 
(HAMA) of the IgG and IgM classes. This topic has been recently reviewed. 50 51 
HAMA may arise in 50% or more of patients treated. It can be detected as early 
as two weeks after first injection and may gradually decline or remain elevated 
for six months to a year. Repeated MAb injections cause a more rapid response 
and will induce higher HAMA levels. The major problem of HAM A is that it 



244 / J. M. Brown 

will complex with administered MAb and prevent it from reaching the target site. 
Thus, the effectiveness of continuous MAb administration over prolonged periods 
of time, or the use of repeated doses, may be compromised. As was already 
discussed, biological toxins have also been shown to provoke a potent immune 
response that can neutralize subsequent treatments. 

Early in the course of HAMA development, the majority of the response is 
directed against the immunoglobulin constant regions, primarily the Fc portion. 
Some of the response is also antiidiotypic, directed against unique determinants 
of the variable region. Repeated administration may increase the proportion of 
the antiidiotypic response. Such antibodies can functionally mimic the original 
target antigen and serve as a means of immunization in therapeutic applications. 
Studies have also shown that antiidiotypic antibodies against the original antiidi­
otypic antibodies can occur. 52 Such a mechanism has been postulated to explain 
the delayed clinical responses often observed in cancer patients treated with 
murine MAbs alone. 52 

A number of possibilities exist for minimizing the impact of HAMA.50 Anti­
body fragments, lacking an Fc portion and clearing rapidly from the body, may 
be less immunogenic. Lower doses and nonrepeated doses may also have a similar 
effect on minimizing HAMA. An analysis of over 600 patients imaged with a 
single dose of 0.5 mg of murine antimyosin Fab-DTPA could detect no HAMA 
responses. 53 It may be possible to overcome preexisting HAMA by injecting a 
larger dose. Preexisting HAMA has also been removed by plasmapheresis prior 
to reinjection. 54 The use of an immunosuppressive drug such as cyclosporin-A 
has been effective in some cases in blunting the HAMA response. Mouse-human 
chimeric antibodies, containing murine variable regions and human constant 
regions, have been less immunogenic than their murine counterparts. 55 However, 
responses to the murine portion still occur. Lastly, fully human MAbs may be 
nonimmunogenic, as has been shown for HA-IA,44 although there is still a 
potential for antiidiotypic responses to occur. 

9.4. Summary 

Large-scale preparation of monoclonal antibodies (MAbs) for clinical use begins 
with their production from animal ascites or from in vitro fermentation of the 
hybridoma cells. The MAbs are then processed and purified by various biochemi­
cal techniques. The resultant product must meet accepted standards for pharma­
ceutical products, with particular emphasis on the removal of potential contamina­
tion with viruses and DNA. MAbs have been used in diagnostic imaging 
applications after conjugation with gamma-emitting radioisotopes. Successful 
imaging has been performed in cardiovascular diseases such as myocardial in­
farction and deep-vein thrombosis, and in cancer. Therapeutic applications have 
involved the use of MAbs alone and conjugated with particulate-emitting radioiso-
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topes, biological toxins, and chemotherapy drugs. Therapeutic uses have involved 
organ and bone marrow transplantation, septic shock, thromboembolic disease, 
autoimmune disease, and cancer. A major obstacle to the clinical use of MAbs 
is the generation of human antimouse antibodies. A number of approaches to 
minimize this problem are being evaluated, including the use of humanized 
chimeric antibodies and fully human MAbs. The technical gains and knowledge 
acquired over the last decade of MAb use should lead to many improvements in 
clinical applications in the near future. 
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Anti -AIDS Drug Development 

Prem Mohan 

10.1. List of Abbreviations 

The following is a list of abbreviations that appear in this chapter. 

AIDS: acquired immunodeficiency syndrome 

Ara-A: arabinosyladenine 

ARC: AIDS-related complex 

AZT: 3' -azido-2' ,3' -dideoxythymidine 

C-Ara-A: carbocyclic arabinosyladenine 

CPF: N-carbomethoxycarbonyl-propyl-phenylalanyl benzyl ester 

DDA: 2' ,3' -dideoxyadenosine 

DDC: 2' ,3' -dideoxycytidine 

DDI: 2' ,3' -dideoxyinosine 

D4T: 2' ,3' -dideoxy-2' ,3'-didehydrothymidine 

DNA: deoxyribonucleic acid 

DNJ: deoxynojirimycin 

env: envelope 

gag: group-specific antigen 

gp: glycoprotein 

HEPT: 1-[(2-hydroxyethoxy)methy ]-6-(phenylthio )thymine 

HIV: human immunodeficiency virus 

HTLV: human T-lymphotropic virus 

MAb: monoclonal antibody 

nef: negative regulatory factor (uncertain) 
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PAVAS: sulfated copolymer of acrylic acid and vinyl alcohol 

PMEA: 9-(2-phosphonylmethoxyethyl)adenine 

PMEDAP: 9-(2-phosphonylmethoxyethyl)-2,6-diaminopurine 

pol: polymerase 

PSS: poly(4-styrenesulfonc acid) 

PV AS: sulfated polymer of vinyl alcohol 

PVS: poly(vinylsulfonic acid) 

rev: differential regulator 

RNA: ribonucleic acid 

RT: reverse transcriptase 

TIBO: tetrahydroimidazo[4,5, I-jk][ I ,4]-benzodiazepin-2(lH)-one and 
-thione 

tat: transactivator 

vif: virion infectivity factor 

vpr: weak transcriptional activator 

vpu: required for efficient virion budding 

10.2. Introduction 

Acquired immunodeficiency syndrome (AIDS) is a fatal retroviral disease that is 
caused by the human immunodeficiency virus (HIV).1-3 AIDS still continues to 
be resistant to all forms of curative therapy. After it was established that AIDS 
was caused by an RNA virus, many research groups rushed to find agents that 
would inhibit in vitro multiplication of the virus. One approach that was followed 
was the random screening of a wide variety of nucleoside candidates, since this 
class of derivatives had shown antiviral activity against other human viruses. A 
second approach was targeted at an enzyme that was known to be present in RNA 
viruses, namely reverse transcriptase (RT). Since many animal retroviral diseases 
were known, and agents that inhibited these animal RTs were available, these 
agents were tested against the RT of HIV-l. A third approach was the random 
screening of already available chemical substances. Indeed, a combination of 
these approaches did provide the initial drug leads in the early years of the 
epidemic. 

10.3. Genes and Life Cycle of the AIDS Virus 

The genomes of many animal retroviruses have been shown to contain the gag. 
pol. and env genes. 4 The fact that HIV -I contains at least six additional genes 
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provides unprecedented complexity to the HIV -1 genome. These genes are vif, 
nej, rev, vpu, vpr, and tat. 5 In addition, while the function of these new genes 
begins to become completely understood, their presence probably explains why 
the virus evades immune surveillance and curative therapy. 

The life cycle of HIV-l begins with its attachment to the target cell. The 
receptor for this attachment on HIV -1 is the viral envelope protein gp 120, and 
the corresponding receptor on the target cell is the CD4 receptor. Therefore, any 
cell that has the CD4 receptor is a target for the virus, and this is true for 
cells of the macrophage lineage. The macrophage serves as a reservoir for 
multiplication and harboring of the AIDS virus and is less susceptible to the 
cytopathic effects of the virus. On the other hand, the T helper-inducer cell is 
destroyed, leading to a gradual immunodeficiency and the onset of AIDS.6 

The affinity of the viral gp 120 and the host cell CD4 receptor has been 
considered an important interaction for entry into the T4 helper-inducer cell. 
However, it is also known that non-CD4-containing cells can also be infected,7 

which suggests that other receptors may also be involved. After viral attachment 
and fusion, the virion uncoats and empties the genomic RNA and the RT into the 
cytoplasm of the target cell. At this stage, RT serves three functions. Using the 
RNA as a template, it catalyzes an RNA-dependent DNA synthesis to produce a 
single strand of DNA. Using the ribonuclease H section of RT, the enzyme 
systematically degrades the genomic RNA. Finally, using the newly synthesized 
DNA as a template, RT catalyzes a DNA-dependent DNA synthesis of a comple­
mentary DNA strand. The DNA double helix, also called proviral DNA, is now 
ready to enter the nucleus of the host cell. After translocation into the nucleus, 
the proviral DNA is integrated into the host genome by the viral enzyme integrase. 

At this stage the blueprint for production of more virions is available. However, 
most commonly the virus may remain latent for a period of time until it is 
activated by host factors or gene products of other viruses, some of which 
are cytomegalovirus, Epstein-Barr virus, HTLV -I, and herpes simplex virus. 8 

Expression of the viral genes leads to the production of viral genomic RNA and 
messenger RNA, followed by protein synthesis, assembly, and viral budding. 

10.4. Targets for Drug Design 

Anti-AIDS drug design may be pursued on two specific lines: (1) the design of 
new specific inhibitors and (2) the development of known inhibitors. The design 
of new specific inhibitors can be pursued after a detailed study of the virus life 
cycle, which reveals that many sites may be envisioned as potential targets for 
drug action. Generally, the most popular targets are enzymes, and this approach 
is potentially promising only if the enzyme is specific for the virus. This approach 
is strengthened if the relevant enzyme has been functionally characterized and its 
structural parameters confirmed by X-ray analysis. If all these data are available, 
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the medicinal chemist is well positioned to design inhibitors. However, it must 
be realized that until these data become available, it is still possible to conduct 
a study involving the design of inhibitors. This is only possible after the discovery 
of a lead compound. A pertinent example is the discovery of many potent 
inhibitors of HlY -1 RT that were designed without the X-ray crystallographic 
data of the enzyme. Up until now, in terms of HIY -1, three enzymes have been 
targeted. They are RT, protease, and glucosidase. On the other hand, new specific 
inhibitors may be designed to inhibit viral processes like binding, giant cell 
(syncytia) formation, gene expression, or any characteristic function of the virus. 

The development of known inhibitors is an area that is commonly pursued 
extensively because the initial lead compound is seldom structurally optimized 
for biological activity. These modifications are undertaken to prolong half-life, 
decrease toxicity, increase specificity, and optimize distribution or a parameter 
that would enhance activity. Another more challenging approach is to perform 
structural manipulations on a derivative that is inactive. Obviously, this is not a 
popular approach but can and should be pursued only after the scientist has 
thoroughly understood the structural parameters that govern the biological activity 
at the directed target. 

10.5. Potential Anti-AIDS Agents 

10.5 .J. Nucleosides 

After the retroviral cause of AIDS was discovered, many nucleoside derivatives 
were tested for their activity against HIY. The first nucleoside that was used 
against patients with AIDS was 3'-azido-2' ,3'-dideoxythymidine (AZT) (1). AZT 
was first synthesized as an antitumor agent in 1964 with failing biological results. 9 

Ten years later it was shown that AZT had an antiretroviral effect against Friend 
leukemia virus. 10 Another decade later AZT demonstrated in vitro inhibition of 
the cytopathogenic effect of the AIDS virus. II This was later followed by the 
administration of AZT to patients with AIDS.12 Other nucleosides, such as 2' ,3'­
dideoxycytidine (DDC) (2), 2' ,3' -dideoxyadenosine (DDA) (3), 2' ,3'-dideoxy­
inosine (DDI) (4), and 2' ,3'-dideoxy-2' ,3' -didehydrothymidine (D4T) (5), have 
been in clinical trials, and the FDA approval of one or more of these agents seems 
imminent. So far, only AZT, DDC, and DDI are federally licensed for wide­
scale use in patients with AIDS and ARC. 

The mechanism of action of these nucleoside agents involves the sequential in 
vivo phosphorylation of the 5'-hydroxyl group to the active species, the triphos­
phate derivative. The triphosphate inhibits the retroviral RT and also acts as a 
chain terminator. 13 The performance of these nucleoside agents in the clinic has 
revealed various forms of toxicity. These are bone marrow suppression and a 
severe anemia (AZT), peripheral neuropathy (DDC, DDI, and D4T), and pancre­
atitis (DDl).14 These side effects may be dose limiting and may preclude the long-
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term use of these nucleosides in many patients. In addition, AZT -resistant HlY­
I mutants have been reported. 15 

The shortcomings associated with the foregoing nucleosides have led to many 
structure activity relationship studies in this area. 14 One problem with purine 
nucleosides (e.g., DDA and DDI) was their short half-life owing to acid lability. 
This property was circumvented by preparing 2' -ftuoro analogues, which were 
as active as the parent analogues but exhibited increased toxicity. 16 

10.5.2. Acyclic and Carbocyclic Nucleoside Analogues 

The concept of preparing acyclic analogues as antiviral agents was strengthened 
after the success of a guanosine analogue, acyclovir, as a treatment for herpes. I? 

Reports have appeared on allene derivatives of adenine and cytosine,18 and 
phosphomethoxyalkyl derivatives of adenine, namely 9-(2-phosphonylmethoxy­
ethyl)adenine (PMEA) (6) and 9-(2-phosphonylmethoxyethyl)-2,6-diaminopur­
ine (PMEDAP) (7). PMEA and PMEDAP are more potent than AZT in certain 
animal models 19, 20 and have the advantage of also having antiviral activity 
against other viruses such as Epstein-Barr, cytomegalovirus, and herpes simplex, 
Interestingly, after a single dose of these agents, in vivo antiviral activity can be 
demonstrated for several days.21 

Carbocyclic derivatives have the sugar heterocyclic oxygen [-0-] replaced by 
a methylene group [-CH2-]' This modification for arabinosyladenine (Ara-A) led 
to the discovery of carbocyclic arabinosyladenine (C-Ara-A, cyclaridine) with 
activity against genital herpes in a guinea pig model. 22 One problem with Ara-A 
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was its rapid deamination to the hypoxanthine derivative, which is markedly less 
active than the parent compound. 23 Cyclaridine is resistant to the deamination 
reaction by adenosine deaminase. 24 A variety of carbocyclic analogues having a 
double bond between the 2'- and 3' -position have also been examined but did 
not show promising activity. 25 However, the carbocyclic 2' ,3' -dideoxy-2' ,3'­
didehydronucleoside derivative of guanosine (carbovir [8]) was shown to have in 
vitro anti-HIV -1 activity. 26 

10.5 .3. Protease Inhibitors 

The determination of the X-ray crystal structure of the HIV aspartyl protease27 - 29 

stimulated the design and synthesis of a wide variety of protease inhibitors. The 
viral protease processes the gag and pol proteins into components that are needed 
for maturation of the virus particles. Inhibition of the viral protease results in 
noninfectious viral particles. Further, since the function of the protease is a 
postintegration event, the quest for protease inhibitors has remained an attractive 
approach. 

A vast majority of inhibitors have been designed by synthesizing compounds 
that are modeled around a selected scissile bond. In the inhibitors, this bond is 
replaced by a nonhydrolyzable isostere having tetrahedral geometry in the transi­
tion state. This concept has produced several inhibitors. 3032 One challenge that 
faced the design of protease inhibitors was the need for selective activity against 
the viral protease over the human aspartic proteases, renin, pepsin, gastricsin, 
cathepsin D, and cathepsin E. Indeed, this has been achieved with inhibitor 9. 33 

Another approach to protease inhibitors has capitalized on the C2 symmetry of 
the protease active site. Consequently, symmetrical inhibitors have been de­
signed, synthesized, and evaluated. One of these agents, derivative 10, has 
revealed potent activity. 34 The 2.8 A crystal structure of the inhibitor-enzyme 
complex demonstrated that the inhibitor was bound to the enzyme in a highly 
symmetric fashion. 35 Since many of the potent inhibitors are largely peptide 
in character, the problems associated with peptide drugs (e.g., metabolism, 
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distribution, and bioavailability) will have to be overcome to aid the development 
of these agents. 

10.5.4. Antisense Oligonucleotides 

The antisense concepe6 has been popular because, theoretically, it has the poten­
tial to block gene expression. This may be achieved by designing a complementary 
(antisense) oligonucleotide strand that is targeted to a specific portion of the 
genome or messenger RNA. After hybridization, these agents block expression 
of the genome or the messenger RNA. 

An initial concern in the use of these derivatives was the rapid in vivo degrada­
tion of these agents by nucleases. This problem was approached by substituting 
the negatively charged oxygen on the phosphodiester linkages with methyl, sulfur, 
or amine groups, to produce methylphosphonates (11), phosphorothioates (12), 
or phosphoamidate (13) derivatives. Using these approaches, several agents have 
been synthesized and shown to possess anti-HIV -1 activity. 37-39 Since cellular 
uptake can be envisioned as a problem for these agents, linkage with poly-L-
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lysine40 or cholesteryl41 has been suggested to aid the uptake process. Oligonucleo­
tides have also been targeted to the rev gene. 42 The added advantage of antisense 
oligonucleotides is that they inhibit syncytia formation, RT, and HIV -I replication 
in chronically infected cells. 43 

10.5.5. Glucosidase Inhibitors 

a-Glucosidases 1 and II are responsible for trimming the glycosylated envelope 
protein gp 120. The action of these enzymes, which involves the sequential 
removal of one and two glucose units, respectively, is necessary to facilitate 
maturation and maintain the infectivity of the virion particle. The fact that these 
events occur after the proviral integration stage made the glucosidase enzymes 
interesting targets for inhibition. 

A natural product and a derivative, castanospermine (14) and N-butyldeoxyno­
jirimycin (N-butyl-DNJ) (15), are inhibitors of these enzymes. 44 Structurally, 
these compounds are aminosugar derivatives that have a chiral disposition related 
to glucose. 45 Many other similar derivatives have also been evaluated for anti­
HlV -l activity. 46.47 
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10.5.6. Soluble CD4 Derivatives 

The realization that the CD4-gp 120 interaction was important for the pathogenic 
process led to the realization that administering the CD4 receptor in a soluble 
form may be a useful form of intervention. Many research groups have published 
the results of studies in this area. 48- 52 

One concern with using soluble CD4 was its in vivo half-life of approximately 
45 minutes. 53 This was remedied by linking the soluble CD4 derivative to an 
immunoglobulin to make immunoadhesins. 54 An immunoadhesin has been shown 
to be able to cross the placenta of a primate. 55 It is advantageous that HIY-l 
infection of macrophages is also prevented by soluble CD4 derivatives. 56 It has 
also been demonstrated that HIY-2 is less susceptible to soluble CD4 than HIY-
1.57, 58 It is important that the in vitro activity of soluble CD4 be able to be 
duplicated with clinical strains of the AIDS virus. One study has shown that 
neutralization of HIY -1 clinical isolates requires 200 to 2,700 times more soluble 
CD4 than is needed for inhibiting laboratory strains of HIY -1. 59 Unfortunately, 
the performance of soluble CD4 in the clinic has not been encouraging. 60 Finally, 
the wide-scale utility of this mode of therapy remains questionable, since the 
AIDS virus can also infect CD4-negative cells. 7 

10.5.7. Anionic Compounds 

The first drug used in AIDS patients, suramin (16),61 belonged to the anionic 
class of potential anti-HIY -1 agents. However, suramin did not show any clinical 
or immunological improvement in patients and was not further pursued. 62 How­
ever, interest in suramin as a biologically active compound has not waned. It has 
been shown to have a half-life of 44 to 54 days with little or no degradation in 
vivo. 63 Activity against protein kinase C has been reported,64 and there is interest 
in investigating suramin as an anticancer agent. 65 

The discovery of the in vitro anti-HIY -1 activity of suramin66 focused serious 
attention on the sulfonic acid group. Anti-HIY -1 activity was also demonstrated 
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in sulfonic acid dyes containing the naphthalene,67 anthraquinone,68 and triphenyl­
methane69 nuclei. Two representatives of the naphthalene dyes are Direct yellow 
50 (17) and Evans blue (18). Other anti-HIV-I sulfonic acid derivatives belong 
to the stilbene70 and natural produce I 72 classes. Suramin analogues more potent 
and less toxic than suramin have also been synthesized and evaluated for anti­
HIV -I activity. 73 

Being cognizant of the carcinogenic potential of certain azo sulfonic acid dyes, 
we have prepared and evaluated a series of naphthalenesulfonic acid spacer 
derivatives utilizing a variety of HIV -I and HIV -2 assays.74-76 Compound 19 
emerged as the most potent compound in these studies. 76 Activity was not limited 
to the bis series of compounds. Potent activity was demonstrated in a small 
naphthalenedisulfonic acid derivative (20) against a clinical isolate of HIV _1.77 
Using molecular modeling parameters for a flexible bis naphthalenesulfonic acid 
derivative (21) and suramin (16), we have shown that both these agents can 
mimic the helical turn of B-DNA. 78 

Various sulfated polysaccharides, such as dextran sulfate (22), are potent 

N=N~N=NWOH NH2 S03Na 
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inhibitors of HIV _1.79 Oral clinical evaluation of dextran sulfate revealed no anti­
HIV -1 activity. 80 This may have been predicted owing to the polar nature of this 
derivative and its inability to cross cellular membranes. While ongoing studies 
will evaluate the potential of parenterally administering dextran sulfate, another 
problem remains to be addressed. Owing to the polysaccharide structure of 
dextran sulfate, this derivative will be susceptible to in vivo glycosidic bond 
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cleavage. Indeed, this has been demonstrated in an animal model. Further, it was 
shown that dextran sulfate is degraded into smaller molecular weight fragments 
that are known to be inactive. 81 

In one study it has been shown that the polysaccharide structure is not required 
for activity in these polysulfated compounds. Two compounds having a hydrocar­
bon backbone are the sulfated copolymer of acrylic acid and vinyl alcohol (PA­
VAS [23]) and the sulfated polymer of vinyl alcohol (PV AS [24]). Both PA V AS 
and PYAS are potent inhibitors of syncytia formation. 82 Although these com­
pounds have the potential to be more stable than dextran sulfate in vivo, they 
may still be prone to desulfation reactions catalyzed by sulfatase enzymes. 

In order to address this issue we chose to evaluate several novel polymers 
containing the sulfonic acid group. The sulfonic acid group is unreactive to 
metabolizing enzymes and is excreted largely unchanged with negligible desulfo­
nation. 83. 84 Indeed, we have shown that these sulfonic acid polymers demonstrated 
potent and selective in vitro anti-HIV-I activity. The most active agent in this 

x 
23 

x 
24 
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family is an aliphatic polymer that demonstrates an in vitro therapeutic index of 
> I ,750. However, in the HIV-l RT assay, poly(4-styrenesulfonic acid) (PSS) 
exhibited a potency that was 230 times greater than suramin, a known potent 
inhibitor of RT. Another aromatic polymer, poly(vinylsulfonic acid) (PVS) (25) 
was 161 times more active than suramin and is an attractive candidate, since it has 
a molecular weight of 2,000. These polymers are inhibitors of viral adsorption. 85 

Recently we have conducted a series of experiments to determine the nature 
of viral-binding inhibition exhibited by the sulfonic acid polymers. These studies 
revealed that while the polymers inhibited binding of anti-gp 120 MAb (directed 
to the V3 fusion region), only PSS and PVS (25) interfered with the binding 
of OKT4A/Leu3a MAb to the CD4 receptor. 86 Based on all of the preceding 
observations, these sulfonic acid derivatives are a promising class of new anti­
HIV-l agents. The activity of these agents may be questioned on the basis of 
their polar nature and their unlikely ability to enter cells. It first needs to be 
determined whether the anti-RT activity or the inhibition of viral adsorption is 
the required activity. Depending on the activity to be targeted, suitable prodrugs 
or analogues may be prepared. It should also be noted that inhibitors of viral 
adsorption have the potential to be used as chemoprophylactic agents against 
AIDS. 

10.5.8. Nonnucleoside Inhibitors of Reverse Transcriptase 

The retroviral RT has remained an attractive target for therapeutic intervention. 
With the known drawbacks of the nucleoside RT inhibitors, many laboratories 
have searched for nonnucleoside RT inhibitors. These studies have unveiled 
potent anti-HIV -1 activity in many derivatives exhibited at nanomolar concentra­
tions. One class of novel derivatives are the tetrahydroimidazo[4,5,I-jk][1,4]­
benzodiazepin-2(lH)-one and -thione (TIBO) derivatives. These compounds 
were discovered after a search of 600 different classes of compounds. It is 
interesting that the TIBO derivatives inhibit the replication of HIV -I but not of 
HIV-2, or any other DNA or RNA viruses. One compound in this series, R82150 
(26), is almost as potent as AZT (1) and has a therapeutic index that is five times 
higher than AZT (1).87 Several 1-[ (2-hydroxyethoxy)methy ]-6-(phenylthio )thym­
ine (HEPT) derivatives have been synthesized and evaluated against HIV. 88. 89 
The HEPT derivatives have selective activity against HIV -1 replication, but no 
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activity against HIV -2 or any other retroviruses. One derivative of this class of 
compounds, 27, has demonstrated an in vitro therapeutic index of over 100,000.90 

These derivatives act by inhibiting RT.91 Recently, two pyridinone derivatives, 
L-697 ,639 (28) and L-697,661 (29), have also shown RT inhibition and are being 
actively pursued for further development. 92 A dipyridodiazepinone derivative, 
BI-RG-587 (30),93 is also undergoing evaluation; it has been shown that it shares 
the same RT binding site with a TIBO derivative. 94 It has also been demonstrated 
that derivatives from two structurally diverse classes, TIBO and HEPT, bind to 
the same site on HIV -I RT. 95 

10.5.9. Miscellaneous Compounds 

There are many derivatives that have exhibited anti-HIV -I activity. For many of 
these agents, the activity needs to be confirmed. This section will highlight the 
activity of a few derivatives that have been shown, or are suggested, to act 
by mechanisms other than those discussed in the previous sections. Oxathiin 
carboxanilide (31), an agent originally synthesized as a fungicide, has been found 
to act at an early stage of HIV -I reproduction. 96 N-Carbomethoxycarbonyl­
propyl-phenylalanyl benzyl esters (CPFs) such as 32 bind with the envelope 
protein gp 120 and inhibit binding of the virus to the target cell. 97 Since the gag 
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precursor protein and its p 17 product are myristoylated before the virus particles 
can be assembled are released from the cell, it has been suggested that inhibition 
of the myristoylation process can be a good target for obtaining anti-HIV activ­
ity.98 12-Methoxydodecanoic acid (33), a heteroatom analogue of myristic acid, 
has shown activity against HIV _1.99 Since protein kinase C induces phosphoryla­
tion of the CD4 receptor during the pathogenic process,IOO inhibitors of protein 
kinase C may be valuable as potential anti-HIV -I agents. The antiretroviral 
activity of hypericin and pseudohypericinlOl has been linked to their ability to 
inhibit protein kinase C. In this context, since suramin (16) is also known to 
inhibit protein kinase C,64 the design of analogues targeted toward this end may 
prove worthy of study. 
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10.6. Future Prospects 

The AIDS virus is the most studied, yet most complex, pathogenic virus that has 
challenged drug research. Since its discovery, a wide array of chemical derivatives 
have been shown to inhibit the AIDS virus in culture. Further, these agents belong 
to different chemical classes and have exhibited activity at different sites in the 
viral life cycle. Since only a few of these agents have reached the stage of clinical 
trials, a comprehensive evaluation of the beneficial effects of these inhibition 
sites is not possible. 

Only the nucleoside RT inhibitors have been studied in a large-scale clinical 
setting and it seems that they will not be useful as singular anti-AIDS agents. 
However, the potential of anti-HIV nucleosides may be enhanced if used in 
combination with other agents that have a different mechanism of action. On the 
other hand, since RT inhibition involves a preintegration event, the nucleoside 
derivatives may be useful in asymptomatic patients. Indeed, these investigations 
are being actively pursued. However, RT may still be a viable target, and what 
is needed is a class of agents that demonstrates a different mode of binding to the 
enzyme. In this regard, the non nucleoside RT inhibitors are promising agents, 
and their clinical evaluation is anxiously awaited. 

Glucosidase inhibitors are challenged by the fact that the glucosidase enzymes 
are not specific for the virus life cycle. The design of peptide or peptide-like 
drugs (for example, protease inhibitors) would be faced with the need to convert 
them to small-molecule nonpeptide mimics that maintain the peptide property for 
biological activity but are different enough to resist degradation. For the soluble 
CD4 molecule mimics to be most practical, it would require the design of small 
molecules that interact with the attachment or fusion site(s), or both. In both the 
aforementioned cases, the discovery of agents that belong to a totally different 
structural class but that have the functions of the peptide prototype would revolu­
tionize this area of research. Anionic compounds will have to be designed to be 
more selective, as well as to be able to reach the required target site. These goals 
can be achieved by undertaking rigorous and rational structural modification 
studies. 

In the ongoing search for new anti-HIV agents, the researcher should not forget 
to continue to investigate new sources for potential derivatives. Many laboratories 
are conducting the random or semirandom screening of a vast number of synthetic 
derivatives. This strategy led to the discovery of many anti-HIV -1 agents. Worthy 
of note are the highly potent and selective TIBO derivatives. 87 While this approach 
is still necessary for any disease, it is also necessary to investigate sources that 
can furnish new and novel chemical structures. In this regard, natural products 
are a large reservoir of as yet still untapped chemicals with a well-established 
track record of diverse and potent biological activities. 102 

In the study of drug design strategies to halt viral replication, the scientist has 
to constantly evaluate the potential of new targets so that suitable inhibitors 
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may be prepared. This need becomes more relevant when agents with known 
mechanisms of action fail to cure a disease in the clinic. The evolving molecular 
biology of the AIDS virus has presented us with new and novel putative targets. 
The regulatory genes, tat and rev, are still attractive targets for the medicinal 
chemist. The recent determination of the X-ray crystal structure of the ribo­
nuclease H domain of RTlO3 will definitely provide the impetus to design and 
synthesize inhibitors. Other viable targets are the function of the integrase en­
zyme. It remains to be determined whether these targets, other new targets, or 
new modes to inhibit previously known sites in the HIV -1 life cycle, will have 
the unprecedented ability to finally cure AIDS. 
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Oral Adenoviruses as the Carriers for Human 
Immunodeficiency Virus or Hepatitis B Virus 
Surface Antigen Genes 

Michael D. Lubeck, Satoshi Mizutani, Alan R. Davis, 
and Paul P. Hung 

11.1. Introduction 

The development of virus vaccines based on live recombinant adenoviruses has 
received increasing attention in the recent past because live virus-vectored vac­
cines possess significant advantages for immunization against viral diseases rela­
tive to inactivated or subunit vaccines. A major strength of the adenovirus vector 
approach is immunization by oral administration of vaccine. An adenovirus 
recombinant vaccine is administered as an enteric-coated tablet, which ensures 
safe passage of virus to the intestines where asymptomatic replication occurs. 
Foreign viral proteins are thus expressed in the context of an infection of the gut. 
We believe that presentation of viral antigens in this manner is likely to evoke 
substantial humoral immunity, including secretory responses, as well as signifi­
cant cell-mediated immunity. In addition, adenoviruses represent an attractive 
viral vector system for vaccine development because they exhibit several charac­
teristics that allow for high expression of foreign viral genes. In this chapter 
several features of the adenovirus vector system as applied to its use for vaccina­
tion purposes will be reviewed, with an emphasis on the use of adenoviruses as 
vaccine vectors for diseases caused by hepatitis B virus (HBV) and human 
immunodeficiency virus (HIV). 

11.2. Adenoviruses 

Adenoviruses are nonenveloped double-stranded DNA viruses (for a general 
review of adenoviruses, see reference I). The adenovirus genome consists of 
approximately 36,000 base pairs, which encodes for approximately 50 viral 
genes. The capsid, which contains 252 capsomeres, shows icosahedral symmetry 
and is 60 to 90 nm in diameter. Antigenic diversity among human adenoviruses 
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is extensive. Forty-two distinct serotypes have been recognized2 and five new 
candidate types have been recently described. 3 Classification in subgenera is 
based on oncogenicity in newborn rodents. Members of subgenus A exhibit high 
oncogenicity, subgenus B members generally show slight oncogenicity, and 
viruses of other subgenera (C, D, E, and F) are nononcogenic. Viruses under 
development as vectors for vaccines include Ad4 (group E), Ad5 (group C), and 
a nononcogenic strain of Ad7 (group B). 

Adenoviruses are endemic throughout the world. Most children have been 
exposed to several adenovirus serotypes by the age of 6. Adenoviruses have been 
associated most frequently with upper and lower respiratory tract infections 
(pharyngitis, bronchitis, croup, pneumonia) but also cause gastrointestinal, ocu­
lar, and genitourinary tract infections. Adenovirus infections caused by serotype 
1,2,5, and 6 generally occur in an endemic form, whereas adenovirus serotypes 
3, 4, 7, 8, 14, and 21 more frequently occur in epidemics. Serotypes 40 and 41 
cause acute enteric infections, and Ad8 is the primary cause of epidemic kerato­
conjunctivitis. 

1l.3. Adenovirus Vaccines 

Epidemics of acute respiratory disease (ARD) in military populations have been 
frequently caused by adenovirus types 4, 7, and 21. A live, orally administered 
vaccine for Ad4 was developed in the 1960s to control the substantial morbidity 
in the military caused by this illness. 4. 5 Vaccination is accomplished by the 
delivery of wild-type (unattenuated) Ad4 in the form of an enteric-coated tablet 
that establishes a selective infection of the intestinal tract. The intestinal infection 
is asymptomatic and induces a type-specific immunological response that protects 
against subsequent ARD caused by Ad4. A live oral Ad7 vaccine was later 
developed for use in the military to protect against ARD caused by this adenovirus 
serotype. 4, 5 These vaccines have been administered to tens of millions of military 
personnel over the past three decades and have established an enviable record of 
safety and efficacy. No adverse reactions have been reported following the use 
of the vaccine, and vaccination affords protection against ARD in greater than 
95% of vaccine recipients. Following the vaccination of military personnel, 
transmissibility of Ad4 and Ad7 viruses among recruits was not observed, al­
though transmission to spouses was documented. 6 In general, following vaccina­
tion, virus is excreted in stools of vaccinees for from 4 to 13 days. A majority 
of vaccinees experience a 4-fold increase in type-specific neutralizing serum 
antibodies. Although vaccination of high-risk nonmilitary personnel has been 
suggested (e. g. , institutionalized adults or children), general use of these vaccines 
in civilian populations is not warranted owing to the low incidence of acute 
disease in this population. 
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Figure J 1.1. Simplified diagram of Ad2 transcript map. Each map unit is approximately 
360 base pairs. MLP, major late promoter, TPL, tripartite leader. In general, early regions 
El through E4 are transcribed from initial infectious DNA and late regions L1 through L5 
are expressed from amplified viral DNA. 

11.4. Adenovirus Genomic Organization 

The genomic organizations of the three human adenoviruses being used for vector 
development (Ad4, AdS, and Ad7) are basically similar to that of Ad2, which is 
presented in Figure 11.1. Two phases of gene expression, early and late, 
have been identified, which are separated temporally at about eight hours post­
infection. Early (E) regions I through 4 are driven by at least seven promoters. 
Also active in the early phase is the late (L) region Ll, which is regulated by the 
major late promoter (MLP). The EI region has been intensively studied (for a 
review see reference 7) and has been found to serve as a major transcriptional 
regulator (EIA) that trans activates transcription of both cellular and viral genes 
and represses transcription of other regions. The E2 region encodes proteins 
involved in virus replication (e.g., DNA polymerase and DNA binding proteins), 
whereas the E4 region exerts control over viral assembly, host protein synthesis 
shutoff, viral DNA replication, and late mRNA synthesis. 

The E3 region encodes proteins that influence the interaction of the immune 
system with virus-infected cells. This region is nonessential for virus replication 
in vitro, as viruses containing large deletions in this region have been shown to 
be replication competent in cell culture. Moreover, this region has been shown 
to be nonessential for the replication of virus in vivo. Deletion mutants as well 
as viruses containing substituted E3 regions replicate in the lungs of certain rodent 
speciesB or in the gut of chimpanzees9 (discussed in detail below). Deletion of 
this region allows the introduction of larger foreign gene inserts and thus may be 
an important aspect of strategies for recombinant vaccine construction. 

Nevertheless, the functions of the E3 genes are not completely understood and 
deletion of this region may result in undesirable consequences. One E3-encoded 
protein, gp19K, associates with Class I MHC antigens in the endoplasmic reticu­
lum, where it blocks glycosylation and cell surface expression of these mole­
cules. 1O Because cytotoxic T lymphocytes (CTL) require Class I MHC expression 
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as a restriction element to mediate recognition of virally infected cells, the block 
in Class I MHC expression results in functional (cytolytic) impairment of CTL. 
It has been speculated that this protein, which is conserved among the B, C, D, 
E, and F subgenera, serves a critical function in protecting virus-infected cells 
from immune destruction by Class I MHC-restricted effector cells. II A 14,700 
MW protein, also encoded by E3, has also been demonstrated to exert protective 
effects against host antiviral mechanisms. Gooding et al. demonstrated that the 
14.7K protein blocks cytolysis of Ad-infected cells by tumor necrosis factor 
(TNF). 12 A role for the E3 region in the pathogenesis of adenovirus disease has been 
described by Ginsberg et al. 13 In this study, Ad21 Ad5 recombinant adenoviruses 
containing E3 region deletions were observed to exhibit enhanced virulence and 
pathogenecity in cotton rats relative to wild-type virus. A complete correlation 
was reported between mutants with increased pathogenic effects and mutants with 
ablated gp 19K function. On the other hand, oral administration to chimpanzees 
of an adenohepatitis B vaccine that contained a large E3 deletion, including 
deletion of the gene encoding gp 19K, did not result in observable clinical disease. 9 

Late adenovirus genes, which encode proteins required for virion assembly, 
are driven by the powerful Ad MLP. A single message extending from 17 to 
greater than 98 map units is processed to form five late mRNA families. All late 
messages from these families carry a tripartite leader at their 5' terminus, which 
serves as an initiation site for ribosome binding. Virus assembly occurs in the 
cell nucleus. In highly permissive infections, burst sizes of up to 5,000 plaque­
forming units (PFU) per cell are produced by 48 hours. 

U.S. Strategies for the Construction of Adenovirus-Vectored Vaccines 

Adenovirus-vectored vaccines have some advantages (mentioned previously) but 
also have several constraints to be overcome. The adenovirus genome codes for 
viral proteins in both DNA strands. As was mentioned previously, the genome 
is arranged into four early and one late transcriptional units. Each transcription 
unit codes for several proteins that are expressed via complex splicing and 
polyadenylation events. Transcription and posttranscriptional processing are 
tightly controlled in adenovirus replication. Therefore, there are not many sites 
in the genome for insertion of either foreign gene(s) or an independent transcrip­
tion unit (expression cassette) without interfering with other virus functions. 

The packaging limitations for the viral genome during virus assembly restrict 
the size of foreign DNA that can be inserted. In cell culture, different cell 
types can accommodate varying amounts of excessive DNA (Le., overpack aged 
recombinants exhibit greater genetic stability in A549 cells relative to WI-38 
cells). As was mentioned earlier, E3 proteins are not essential for virus replication. 
However, at least four of these proteins are thought to help the growth of 
adenoviruses in humans. The overall effect of these E3-coded proteins on the 
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virus growth in humans must be dependent on an individual's genetic background 
and immunological history. The influence of the E3 region is likely to be most 
apparent in adult populations, who have had extensive previous experience with 
adenoviruses. Another constraint involves the selection of the appropriate adeno­
virus serotypes for use as vaccine vectors. The ideal vectors will be highly 
attenuated (causing no disease) with a low prevalence among the general popula­
tion. In any event, recombinant adenovirus-vectored vaccines must likely grow 
well and express large quantities of viral antigens to effectively immunize vaccine 
recipients. 

11.5.I. £3 deletion and Insertion of Foreign Genes 

Deletion of the nonessential E3 region allows for the accommodation of foreign 
genes. The maximum size of the Ad deletion is variable, depending on the Ad 
serotype. Roughly 3 kbp can be removed from the E3 region. Foreign genes can 
then be expressed by either inserting a gene between E3 promoter elements and 
its polyadenylation signal or by inserting a foreign gene elsewhere in the genome 
as an independent transcription unit (expression cassette) using adenovirus major 
late promoter (MLP) elements. 

The former approach was successfully applied to the construction of adenovirus 
recombinant with hepatitis B virus surface antigen gene,8. 9 HIY envelope gene, 14 
and respiratory syncytial virus (RSY) F gene. 15 In all cases, the E3 promoter at 
the insertion site was used for gene expression. Therefore, the expression of 
inserted gene(s) is limited to only the early time of the virus replication cycle 
unless either the gene is inserted within the late native leader sequence (i.e., y 
leader of AdS) or a splice acceptor of one of the late genes is placed in front of 
the inserted gene. The DNA sequence downstream of the inserted gene should 
be carefully engineered to avoid an unexpected splicing event, which could result 
in the loss of the inserted sequence. 

The latter approach was also successfully tried by several investigators. 16-20 A 
new expression cassette consists of a major late promoter (MLP), a cDNA copy 
of tripartite leader (TPL), a gene, and a poly(A) signal. Late expression has a 
definite advantage for high-level expression of gene products because the inserted 
gene is amplified by 104 _ to I05-fold. Mansour et al. found that the intervening 
sequence (lYS) between the first and the second leader enhanced transcription 
from the MLP. 21 The insertion of a part of the IYS significantly increased the 
expression level of hepatitis B surface antigen. 20 

The insertion site and orientation of the expression cassette in a recombinant 
virus genome have a significant impact on virus growth. Therefore, the insertion 
site should be carefully selected by analyzing the DNA sequence in the area 
surrounding a possible site. The site between E4 and the right-end inverted 
terminal repeat (ITR) was chosen for insertion of the expression cassette. 16.20 
However, it is interesting that small changes of the microenvironment for E4 
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Figure 11.2. Structure of the minichromosomes formed during replication of Ad7 recom­
binant with the expression cassette. BamHI restriction site maps of Ad7 recombinant and 
its minichromosomes, indicating which regions of the parental genome are retained in the 
minichromosomes. The black boxes represent the duplicate copies of the MLP; the open 
box represents the remainder of the genetic expression cassette containing the HBsAg 
gene. 

promoter upstream elements significantly affect the virus growth (B. Mason, B. 
Bhat, unpublished observation). Insertion of an expression cassette at the terminal 
ends may be the best approach unless the expression cassette has a nearly complete 
transcription termination structure. This is because transcription beyond the end 
of the cassette may create antisense RNA, which may then interfere with normal 
viral messages of the opposite strand. This may explain the failure of a recent 
attempt to construct a recombinant adenovirus with an expression cassette inserted 
in the E3 region with a leftward orientation (J. Morin, unpublished observation). 
HBsAg was expressed well from an expression cassette inserted with the 
rightward orientation at the right-hand terminal end between the E4 promoter 
upstream elements and the ITR.20 

As was mentioned, the expression cassette contains the same MLP and TPL 
sequences as the viral MLP and TPL. This recombinant virus structure creates 
the possibility of intermolecular homologous recombination of viral DNAs during 
virus replication. The resulting short segment of DNA, minichromosome ITR­
MLP-TPL-gene-poly(A)-ITR (Figure 11.2), has been detected in cells infected 
with a recombinant of the foregoing structure; moreover, detectable amounts of 
the minichromosome were assembled into the virion structure (B. Mason, 1. 
Morin, unpublished observation). As the Ela and Elb regions of adenovirus are 
included in the minichromosome DNA, which is encapsidated and which can 
thus be delivered into cells, it is important to eliminate this event. Insertion of 
an expression cassette with a reverse orientation eliminates minichromosome 
formation. 

However, when an expression cassette was inserted in one recombinant in the 
left-ward orientation, virus growth was significantly impaired, possibly because 
transcription termination was not complete. Therefore, it may be that a better 
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insertion site for an expression cassette will be at the left-terminal end between 
the left ITR and Ela promoter elements, with insertion engineered in the leftward 
orientation. This type of recombinant has not yet been tested. 

11.5.2. Consideration of E3 Proteins Included in 
Adenovirus-Vectored Vaccines 

As was discussed before, the importance of E3-coded proteins in the context of 
adenovirus-vectored vaccines is not known. In the event that recombinant virus 
growth is impaired in the host owing to lost E3 functions, it would clearly be 
better to include the relevant genes. This situation would then require the deletion 
of some other part of the genome to make additional space for the insertion of 
foreign genes. Recently, it was shown that ORF6 in the E4 region is the only 
ORF in that region that is required for Ad5 replication. 22 If ORFI through ORF4 
can be deleted without an effect on virus growth, it is possible to make space for 
an additional 1.4 kbp. Restoration of a part of the E3 region and deletion of a 
portion of the E4 region could be another approach to the construction of a helper 
independent adenovirus-vectored vaccine. This approach is currently being tested. 
Other approaches may be possible when the functions of additional viral-coded 
proteins are elucidated. 

With these considerations and experimental results, several adenovirus type 7 
and type 4 recombinants with the hepatitis B surface antigen gene (HBsAg), HIV 
envelope gene, respiratory syncytial virus F and G genes, and parainfluenza 3 
virus HN and F genes have been constructed. In vitro expression of the foreign 
viral genes has been demonstrated for the recombinants. Animal experiments 
with some of these recombinant viruses are discussed in the next section. 

11.6. Animal Models for Adenovirus-Vectored Vaccines 

Human adenoviruses exhibit a highly restricted host range and, in general, repli­
cate poorly in nonhuman species. Over the past few decades, models for adenovi­
rus disease have been extensively sought. Although models for acute clinical 
disease have not been reported, experimental animals that show asymptomatic 
infections have been identified. The cotton rat model was developed by Pacini et 
al.,23 who demonstrated that following intranasal instillation of virus in this rodent 
species, replication occurred in nasal mucosa and lungs. However, this model is 
permissive for only certain adenovirus serotypes. The highest levels of replication 
were observed with adenovirus types 1, 2, 5, and 6. However, cotton rats were 
not permissive for adenovirus types 3, 4, or 7, the latter two of which represent 
our primary candidate vectors. The hamster was later shown to support replication 
of Ad5 in the respiratory tract. R Initial reports of asymptomatic infection of 
experimental animals by primarily group C adenoviruses have been described,24. 25 

but these models have not been further studied. With regard to animal models 
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Table 11.1. Seroresponses of Dogs Following Immunization with Adeno-Hepatitis B 
Vaccines 

Primary Immununization: 
Ad7-HBsAg 

Animal 
Anti-Ad7' Anti-HBs" 

Number o wk 4 wk o wk 

536 <10 160 0 
539 <10 >640 0 
545 <10 20 0 

'Reciprocal neutralization titers. 

"Anti-HBs responses expressed in mIU. 

4 wk 

90 
20 
34 

Booster-Immunization: 
Ad4-HBsAg 

Anti-Ad4 Anti-HBs 

o wk 4 wk o wk 4 wk 

0 >1024 190 23.000 
2 >1024 52 18.000 
8 >1024 18 505 

for the testing of Ad4- and Ad7-vectored vaccines, Sinha et al. reported that dogs 
experienced silent infections by these adenovirus serotypes as well as by Ad2 
and Ad3. 26 We have confirmed that Ad4 and Ad7 establish respiratory infections 
in dogs and induce seroconversion to their respective adenovirus serotype. As 
this is the only animal in which we can reproducibly induce an immune response 
to these Ad serotypes, we have made extensive use of this model for the evaluation 
of Ad4- and Ad7-vectored vaccines (see Section 11.7). 

The chimpanzee has recently been shown to sustain enteric infection by Ad4 
and Ad7 viruses9 and thus represents a useful model for oral-enteric immunization 
by Ad4- and Ad7-vectored vaccines. The feasibility of oral-enteric immunization 
against foreign virus proteins expressed by adenovirus vectors has been recently 
demonstrated using recombinant adeno-hepatitis B vaccines. 

11.7. Evaluation of Adeno-Hepatitis B Vaccines in Dogs 

Adeno-hepatitis B vaccines containing the HBsAg gene inserted in the E3 region 
were evaluated in dogs. In one experiment, 6- to 12-month-old beagles were 
vaccinated by intratracheal inoculation with an Ad7 hepatitis B recombinant 
vaccine at doses of greater than 106 PFU. Table 11.1 shows that following this 
primary immunization, animals seroconverted to both Ad7 and HBsAg. At four 
weeks postvaccination, anti-HBs serum antibody titers ranged from 20 to 90 
mIU. (A response of 10 mIU in humans following vaccination with conventional 
subunit vaccines is considered to be protective.) Eighteen weeks after the primary 
immunization the dogs received a booster immunization with an Ad4-HBsAg 
vaccine. This virus was of similar construction to the Ad7-HBsAg recombinant 
and contained the HBsAg gene in the E3 region. One month following the booster 
immunizations, the dogs had seroconverted to Ad4 and showed very significant 
booster responses to HBsAg. These data illustrate the potential of the adenovirus 
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Table 11.2. Immunization of Chimpanzees with Adeno-hepatitis B Recombinant 
Viruses: Seroresponses to Adenovirus and Vaccine Take 

Primary Immunization: Ad7-HBsAg 

Chimpanzee Dose Gut 
Anti-Ad7" 

Number (PFU) Replication" o wk 4 wk 

1373 3 x 107 6 wks 
1374 1.5 x 107 6 wks 
1375 2 x 10" 6 wks 

'Recombinant virus detected in stools. 

"Reciprocal anti-Ad neutralization titers. 

'Eleven weeks postprimary immunization. 

<4 256 
<4 64 
<4 256 

Booster Immunization: Ad4-HBsAd' 

Dose Gut Anti-Ad4 

(PFU) Replication" o wk 4 wk 

8 x 109 2 wks <4 128 
8 x 109 5 wks <4 128 
8 x 109 2 wks <4 128 

system to induce substantial humoral immune responses to foreign viral gene 
products. 

n.s. Evaluation of Adeno-Hepatitis B Vaccine in Chimpanzees 

Chimpanzees were recently identified as a model for oral-enteric immunization 
with Ad4- and Ad7-vectored vaccines. 9 Because this model is key in establishing 
the feasibility of the adenovirus vector approach and in testing future recombinant 
Ad vaccines, this study will be presented detail. Two colonies of chimpanzees 
were initially screened for preexisting antibody titers to adenovirus types 4 and 
7. A sampling of 10 chimpanzees housed at Buckshire (Perkasie, Pa.) indicated 
that all of the animals had significant preexisting neutralizing antibody titers to 
Ad4 and that 9 of the 10 animals had significant antibody titers to Ad7. On the 
other hand, 1 of31 chimpanzees housed at Serna (Rockville, Md.) had preexisting 
antibody titers to Ad7, and 23% (7 of 31) were seronegative for Ad4. It was thus 
apparent that chimpanzees are either infected by agents that cross-react with 
these human adenoviruses or are infected in captivity with human adenovirus. 
Differences in seroprevalence rates between the two chimpanzee colonies were 
attributed to differences in conditions under which the chimpanzees were main­
tained. Chimpanzees at Buckshire were housed together and intermingled freely, 
whereas chimpanzees at Serna were housed in individual isolators. Thus, the 
testing of recombinant vaccines requires careful pre screening of chimpanzees, a 
considerable problem considering the limited availability of chimpanzees and 
high seroprevalence rates to Ad4. 

In this study, one chimpanzee (1375) received the vaccine strain of Ad7 
followed by an immunization with an Ad4-hepatitis B vaccine, and two chimpan­
zees (1373 and 1374) received sequential oral immunizations with recombinant 
Ad7- and Ad4-hepatitis B vaccines (Table 11.2). Ad7 vaccine was administered 
at a dose of J09 pfu in an enteric-coated gelatin capsule (the vaccine dosage used 
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Table 11.3. Immunization of Chimpanzees with Adeno-Hepatitis B Recombinant 
Viruses: Anti-HBs Serology and HBV Challenge 

Anti-HBs 

Chimpanzee Primary Booster HBV 
Number Immun. Immun. Challenge" 

1373 + + 
1374 + + + 
1375 + + 
1376 n/a n/a + 
(control) 

Elevated 
Liver 

ALT in 
Serum 

+ 
+ 

HBSAg 
Antigenemia 

(onset/duration) 

+12 wks 
-/-

+/11 wks 
+/10 wks 

Anti-HBc 
Response 

+ 
+ 
+++ 
+++ 

"1035 50% chimpanzee infectivity doses administered intravenously 2 months after booster immuni­
zation. 

for immunization of military recruits is approximately 106 PFU). This chimpanzee 
subsequently shed infectious Ad7 in feces over a period of six weeks. An anti­
Ad antibody seroresponse was first evident at about 2 weeks postinoculation and 
remained at high titer over the next several months. At 11 weeks postimmuniza­
tion, this animal was inoculated with an Ad4-hepatitis B virus recombinant. In 
the face of a strong anti-Ad7 antibody response, the Ad4 recombinant replicated 
in the gut for at least 2 to 3 weeks (as determined by recovery of infectious virus 
in feces) and induced a strong anti-Ad4 neutralizing antibody response (Table 
11.2). This finding demonstrated that Ad4 recombinant virus can be used as a 
booster vehicle following primary immunization with an Ad7-vectored vaccine. 
This animal did not develop a detectable seroresponse to HBsAg (anti-HBs). 

Two chimpanzees received a primary dose of an Ad7-HBsAg recombinant 
virus (Wy-Ad7HZ6-1) followed by an Ad4-HBsAg recombinant virus booster. 
The Wy-Ad7HZ6-1 vaccine was administered orally at approximately 107 PFU. 
Infectious recombinant virus was subsequently shed in feces for a 6- to 7-week 
period and induced a strong anti-Ad7 type-specific neutralizing serum antibody 
response that was first detectable at 2 weeks postinoculation (Table 11.2). One 
ofthe two chimpanzees also developed a modest but significant anti-HBs antibody 
response that peaked at 5 weeks postinoculation at 9 mIU (Table 11.3). This 
response rapidly waned to undetectable levels by 10 weeks postimmunization. 
Following the Ad4 recombinant booster immunization at 11 weeks postprimary 
immunization, both animals rapidly developed anti-HBs seroresponses first de­
tected at 2 weeks postbooster immunization. The peak secondary responses 
ranged from about 10 to 20 mIU and were both largely of the IgG isotype. These 
immunizations were followed by HBV challenge with 1035 50% chimpanzee 
infectious units 2 months later. Following HBV challenge, one of the two chim­
panzees experienced a brief period of HBsAg antigenemia (1-2 weeks) and both 
animals had detectable antibody responses to HBcAg, indicating that both animals 
experienced HBV infections. Neither animal developed acute liver disease as 
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measured by elevated serum levels of liver transaminases. Thus, immunization 
with Ad-HBsAg recombinants did not protect the animals from HBV infection 
but did protect one animal from the development of acute hepatitis while the 
second chimpanzee experienced modified disease. This study provided informa­
tion in three critical areas. First, it established the chimpanzee as a permissive 
model for oral-enteric immunization with Ad4- and Ad7-vectored vaccines. Sec­
ond, it demonstrated that recombinant adenoviruses can induce significant serores­
ponses to foreign viral genes following enteric replication of viruses. And third, 
it established that heterotypic recombinant adenoviruses can be utilized through 
oral administrations to induce booster immune responses. 

11.9. Evaluation of Adeno-HIV Vaccines 

Dewar et a!. constructed an Ad5 vector containing the HlV -1 envelope glycopro­
tein (gp 160) gene inserted in the Ad5 E3 region, under control of the E3 
promoter. 14 Infection of human cells with this virus resulted in the expression of 
the HIV-l envelope precursor, gp 160, which was subsequently processed to 
envelope glycoproteins gp 120 and gp 41. Syncytia formation of infected MOLT-
4 cells demonstrated retention of biological function of the envelope molecule. 
Cotton rats were inoculated intranasally with 108 PFU of this recombinant. 
Seroresponses were evaluated by Western blot analysis and enzyme-linked immu­
nosorbent assay. Antibodies reactive with envelope proteins were first detected 
at the third week postinoculation and the response peaked at 50 days postimmuni­
zation. 

11.10. In Vivo Evaluation of Other Recombinant Adenovirus Vaccines 

An Ad5-herpes simplex virus (HSV) recombinant virus was constructed by 
insertion into the E3 region of the coding sequence for glycoprotein B (gB), a 
major component of the HSV envelope that plays a role in the entry of virus into 
cells. 27 Infection of murine and human cells by this virus, termed AdgB2, resulted 
in high-level expression of gB. Mice, which are abortively infected with Ad5, 
were immunized with AdgB2 by the intraperitoneal route, and gB-reactive anti­
bodies that exhibited neutralizing activity in vitro were induced. The animals 
were protected from later HSV lethal challenge. 

In an interesting report by Prevec et a!., 28 an Ad5-based vesicular stomatis 
virus (VSV) recombinant was tested in several animal species to evaluate this Ad 
as a vector for veterinary vaccines. AdG 12, which contains the VSV glycoprotein 
gene, was used to infect animal cell lines that were permissive, semipermissive, 
or nonpermissive for Ad5 replication. Bovine and canine cells were permissive 
and nonpermissive, respectively, for AdG 12 replication. The inoculation of cows, 
dogs, and piglets by the subcutaneous or oral routes resulted in significant anti-
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VSV neutralizing antibody responses. Although mouse cells were confirmed to 
be nonpermissive for AdS replication, mice inoculated intraperitoneally with this 
virus produced high titers of neutralizing antibodies and were protected from 
subsequent lethal VSV challenge. 

n.n. Conclusions 

Strategies for the construction of genetically stable adenovirus recombinants have 
been developed. Insertion of foreign viral genes in the adenovirus E3 region or 
expression cassettes in the right-hand terminus of the adenovirus genome between 
the E4 region and ITR has yielded recombinant viruses that express high levels 
of foreign viral proteins in vitro. Sequential oral administration of recombinant 
Ad7- and Ad4-hepatitis B vaccines to two chimpanzees resulted in detectable 
serum antibody responses to HBsAg. Upon HBV challenge, one chimpanzee was 
protected from acute HB V-induced disease and the other chimpanzee experienced 
modified disease. Recombinant viruses that produce several-fold more HBsAg 
have been constructed and will be tested for immunogenicity in the chimpanzee 
model in the near future. Recombinant vaccines containing genes from other 
viruses, such as HIV, herpes simplex virus, and vesicular stomatitis virus, have 
been constructed. These viruses express significant amounts of foreign viral 
proteins in vitro. 

In spite of these early successes, several important concerns regarding the 
adenovirus vector approach for vaccination persist. What is the influence on 
vaccine take of preexisting immunity to adenoviruses? Can preexisting immunity 
to a particular adenovirus vector be overcome using higher doses of vaccine? 
Alternatively, can preexisting immunity be overcome through the engineering of 
relatively rare serotypically distinct adenoviruses? Also unknown at this time is 
the influence of E3 deletions on recombinant vaccine replication in individuals 
with previous exposure to adenoviruses. Are certain genes within the E3 region 
required to assist the virus to evade immune elimination? Also unknown is 
whether the gut is an optimal site for inducing strong humoral and cellular immune 
responses for specific antigens. If these concerns can be successfully addressed, 
recombinant adenovirus vaccines may prove to be a useful approach for immuni­
zation against viral disease. 

n.12. Summary 

Live oral vaccines based on adenovirus types 4 and 7 are currently in use in 
military populations for the prevention of acute respiratory disease. These vac­
cines have been shown to be extraordinarily safe and efficacious when employed 
in this setting. Viral vaccines based on live adenovirus vectors are currently 
under development. Strategies have been developed to insert foreign viral genes, 
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including the human immunodeficiency virus (HIV) envelope (env) and hepatitis 
B virus (HBV) surface antigen (HBsAg) genes, at various locations in the adenovi­
rus genome. Recombinant vaccines have been developed that express high levels 
of HIV env protein or HBsAg in cell culture. Human adenoviruses exhibit a 
highly restricted host range and replicate poorly in experimental animals, making 
preclinical testing of adenovirus-vectored vaccine difficult. Nevertheless, animal 
models have been identified and developed for immunogenicity testing of recom­
binant adenovirus vaccines. Recombinant adeno-hepatitis B vaccines have been 
shown to be highly immunogenic in dogs following lower respiratory tract infec­
tions. In the chimpanzee model, Ad7- and Ad4-vectored HBsAg vaccines induced 
immune protection from acute hepatitis following oral-enteric immunizations. 
This study indicates that recombinant adenoviruses undergo sufficient enteric 
replication in this host to induce significant immune responses to the foreign viral 
gene products and confirms the utility of adenovirus vectors as a general approach 
to immunization. 
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The Use of Nonclassical Techniques in the 
Production of Secondary Metabolites by Plant 
Tissue Cultures 
B. O'Keefe and C. Wm. W. Beecher 

12.1. Production of Endogenous Compounds 

Plant tissue culture is considered to be an economically viable means for produc­
ing secondary metabolites with a commercial value of over $1,000 per kilo. The 
major category of such compounds is the pharmaceuticals, where such a com­
pound may constitute the pharmaceutically active agent or a formulation (flavor­
ing or coloring) agent. Although the isolation of these metabolites from cultivated 
or collected plant material is often the method of choice, there are many cases in 
which cultivation of the plant is difficult (e.g., Chondodendron tomentosum), or 
acquisition of the desired metabolites would endanger the species (e.g., Taxus 
brevifolia). In all such cases tissue culture represents a viable alternative for the 
production of compounds that are not synthetically accessible. For these reasons, 
much effort has been devoted to developing plant cell lines to produce such 
compounds. Ideally plant cell culture systems would be amenable to large-scale 
fermentation and produce high yields within short periods. In fact, after some 15 
years worth of effort there are a number of patents that have been issued describing 
plant tissue culture systems that yield various compounds); in general, however, 
such systems have proven less successful than had been hoped. The major reason 
for this disappointment seems to be that while it is reasonably easy to generate 
plant tissue cell lines, a great majority of these cell lines do not produce the 
sought-after secondary metabolites of their parent plants. To circumvent these 
problems a number of nonclassical plant tissue techniques have been explored 
that hold great promise. These nonclassical plant tissue culture techniques include 
(1) the development of specific production media, (2) the use of biotic or abiotic 
elicitors, and (3) the direct manipulation of the plant genome, often termed 
transformation, by the various pathogenic soil bacteria in the genus Agrobacter­
ium. Since the production of plant drugs by classical tissue culture techniques 
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have been reviewed previously, 2. 3 we will turn our attention to the use of these 
nonclassical techniques as metabolite production systems in plant tissue biotech­
nology. 

The development of specialized media is an extension of standard fermentation 
technology, whereby an organism is cultivated first on a medium designed to 
support maximum growth rate and then transferred to another medium that 
induces the appropriate secondary metabolism. These specialized media are often 
derivatives of standard media (typically, Murashige and Skooge4 or Gamborg B-
55 in which sugar or phosphate levels have been modified, although a number of 
other strategies have been employed. As an example, the use of Murashige 
and Skooge media in which all phytohormones have been omitted can enhance 
secondary metabolite production 6-fold in Catharanthus roseus suspension cells. (, 
Other modifications that have been used are the reduction of nitrogen to increase 
the production of capsaicin (used in topical cream for shingles)7 and enhanced 
production of rosmarinic acid in media in which both nitrogen and phosphate 
concentrations have been reduced. x Dual-media systems have traditionally been 
used in the production of antibiotics by large-scale fermentation of microor­
ganisms. 

The second strategy, the use of elicitors (scheme 12.1), is peculiar to plant 
tissue culture fermentations. The elicitation process has been frequently used and 
reviewed in the Iiterature9- 11. 12. U yet knowledge of the processes involved remains 
rudimentary. While the elicitation process has been reported to occur upon 
contact with a number of specific chemical entities, ranging from metal ions 14 to 
herbicides,15 the vast majority of reported elicitations use either a proteinaceous 
or polysaccharide preparation derived from a yeast or fungus. Compounds that 
have been used to elicit secondary metabolite production range from crude cell­
wall preparations of Penicillium spp. 1(', Verticillium dahlia, and Fusarium monili­
forme l4 to specific compounds such as bacitracin, colistin, and polymyxin B.17 
In most cases it is assumed that the elicitation response represents a disease 
resistance mechanism that plants have developed. Recently Apostol et al. have 
reported intense bursts of hydrogen peroxide that are generated within minutes 
of the introduction of an elicitor. 18 

In the final strategy (i.e., transformation) a small piece of DNA (T-DNA), 
derived from an extrachromosomal circle of DNA (termed a Ti- or Ri-plasmid) 
within the Agrobacterium cell, is transferred and integrated into the plant cell 
genome l9 (Figure 12.1). Following integration, metabolic and morpholgical 
changes occur that in some cases enhance the production of medicinally important 
compounds. Two species of Agrobacterium are of particular importance in plant 
cell tissue culture: A. tumefaciens, which causes the formation of undifferentiated 
tumors ("crown gall"), and A. rhizogenes, which induces the formation of fast­
growing nongeotropic, highly branched root tissue ("hairy roots"; see Figure 
12.2). Plant cells transformed by Agrobacterium spp. are often characterized by 
the production of unique amino acids called opines and the ability to grow on 
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Scheme 12 .1. Antibiotic elicitation agents. 

media lacking growth hormones. Both of these transformation characteristics are 
the result of the Agrobacterium plasmid's ability to incorporate itself and its 
genome into the host plant's genome. Specifically, the inserted plasmid carries 
the unregulated genes required for the production of normal growth hormones 
and, of course, the genes for the biosynthetic enzymes required for the opine 
production. 

The host range of Agrobacterium spp. varies with each individual strain but is 
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Figure 12 .1. Cellular events during transformation. 

generally limited to dicotyledonous plants, which limits the extent of their usage. 
Nonetheless, they may be more broadly useful, since some gymnosperms have 
been successfully transformed; monocotyledonous plants, though generally resis­
tant to infection, may be transformed by methods such as protoplast-to-bacteria 
fusion or electroporation. Agrobacterium transformation is believed to occur by 
a process similar to bacterial conjugation, in which a single strand of DNA (T-
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Figure 12.2. Agrobacterium transformation. I. Leaf excision and sterilization. 2. Discs 
cut from sterilized leaf. 3. lnnoculation with Agrobacterium rhizogenes. 4. Incubation on 
media containing antibiotics. 5. Incubation on media lacking phytohormones. 6. Culture 
on full strength Gambourg 85 media. 7. Culture on half strength Gambourg 85 media. 

strand) is passed over to a mechanically wounded plant cell via binding to a 
specific membrane protein. 20 Manipulations of the Ti-plasmid have created im­
proved systems of Agrobacterium transformation; vectors have been developed 
that allow for the regeneration of intact plants from transformed cells21 and 
the efficient screening of cell lines via the insertion of genes for resistance 
to antibiotics. 22 Furthermore, both restriction endonuclease sites and regions 
homologous to the Escherichia coli plasmid pBR322 have been cloned into the 
T-DNA region of the Ti-plasmid. 23 These advances, and others, have made 
Agrobacterium a powerful tool for the insertion of foreign genes into plants. 

Furthermore, since the inserted DNA is randomly placed, this technique also 
represents a mechanism for inducing "mutations" in the host plant genome. 
Instances have been reported in which the insertion of plasmid DNA altered the 
control that the parent plant was imposing on a specific biosynthetic pathway. 24 

In short, Agrobacterium transformation can lead to the increased production of 
endogenous compounds by a number of different mechanisms: (I) by inducing 
noncontrolled growth by means of native hormones, (2) by insertion of foreign 
genes coding for nonnatural biosynthetic products, or (3) by "mutating" the host 



Techniques in the Production of Secondary Metabolites / 295 

quinidine 

quinine 

Scheme 12.2. Quinoline alkaloids. 

genome. These three strategies are frequently used on similar cell lines and may 
be viewed as historically related. The following discussion will focus on specific 
organisms and detail the successive developments needed to advance the current 
state of the art. In this overview, recent developments in the production of 
economically significant compounds by these technologies will be discussed. The 
discussion will be broken into two parts: in the first we will consider these 
techniques in the production of "native" metabolites, and the second we will 
describe the production of foreign gene products. 

12.1.1. Quinoline Alkaloids 

The production of the quinoline alkaloids, quinidine and quinine (Scheme 12.2), 
is of particular importance owing to their clinical use in treating malaria (quinine) 
and in restoring normal heart rhythms (quinidine). These alkaloids, which account 
for an annual trade of approximately $50 million, are found mostly in the Ruta­
ceae, with commercial sources of quinine and quinidine coming primarily from 
Cinchona plantations in Central America, Africa, the Philippines, India, and 
Indonesia. Various plant tissue culture systems have been investigated with an 
eye toward their production. ~5 ~7 The research group of Rhodes, Hamill, Robins, 
and Payne has perhaps most thoroughly studied the production of these and 
related quinoline alkaloids in cell cultures of C. ledgeriana. In early expel iments 
they noted that although suspension and callus cultures failed to produce signifi­
cant quantities of either quinine or quinidine, differentiated shoot systems demon­
strated full biosynthetic capacity. This was despite the fact that other quinoline 
alkaloids were biosynthesized by callus culture systems at the rate of 20 micro-



296 / B. O' Keefe and C. W. W. Beecher 

grams per gram fresh weight. 28 Furthermore, these same authors reported on 
various attempts to optimize the original growth media by altering the phytohor­
mone balance to enhance the production of quinoline alkaloids. 29 This approach 
met with limited success, resulting in an increase in alkaloid content to a level 
of 140 micrograms per gram fresh weight. The alkaloids cinchonine and cinchoni­
dine, the biosynthetic precursors of quinine and quinidine, were the major alka­
loids produced. 

Trying to overcome these failures, this same group detailed the transformation 
of this species with A. tumefaciens to form hormone-independent, undifferenti­
ated cell suspension cultures ("crown gall" cultures).30 The average quinoline 
alkaloid content of these cells was 5 to 6 times greater than that of the previously 
studied untransformed cell line; however, when one particular tumorous cell line 
was grown in complete darkness it produced up to 50 times the quinoline alkaloid 
content of transformed suspension cultures grown in the light. Unfortunately, 
once again the major quinoline alkaloids produced were cinchonine and cinchon­
idine. 

In a more recent report, hairy root cultures of C. ledgeriana, transformed with 
A. rhizogenes, were found to produce two to three times the alkaloid content of 
the most productive, dark-grown crown-gall cells described in their earlier work, 
with the methoxylated quinolines, quinine and quinidine, making up 50 to 70% 
of the total (as compared with 10% of the total alkaloids in crown gall cultures). 31 
Although this seemingly successful report allows for some hope, it must be 
pointed out that the growth rate of C. ledgeriana hairy root cultures was slow, 
yielding only a 6- to 8-fold increase in fresh weight per month. Although this is 
faster than the growth rates of whole plants, it is quite slow when contrasted with 
typical reports of 30- to 60-fold increases for other hairy root cultures. 32 In 
addition to quinine and quinidine, hairy root cultures of C. ledgeriana displayed 
the capability to form all the major Cinchona alkaloids and also produced a 
spectrum of as yet unidentified indole alkaloids. 

12.J.2. Indole Alkaloids 

Several important theraputic drugs, such as physostigmine, ajmalicine, reserpine, 
vincristine, and vinblastine, are part of the class of compounds known as indole 
alkaloids (Scheme 12.3). These alkaloids can be found in the plant families 
Apocynaceae, Loganiaceae, Rubiaceae, and Fabaceae, among others, and in the 
hallucinogenic fungi Claviceps spp. and Psilocybe spp. Two compounds of 
particular interest, vincristine (YCR) and vinblastine (YLB), are very complex 
dimeric monoterpene indole alkaloids with a commercial value of over $6,000 
per gram. They are used for their antineoplastic activity and are the drugs of 
choice for the treatment of childhood leukemia and Hodgkin's disease. The 
commercial source of these compounds is plant material from the species Catha­
ranthus roseus, in which they are produced in minute quantities (YCR at 20 mg/ 
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1,000 kg of dried plant material and VBL at 1.0 gil ,000 kg of dried plant 
material). Catharanthus roseus is also the source ofthe cardiovascular modulating 
agent ajmalicine and a spectrum of other indole alkaloids. 

Although extensive work has been done to produce these compounds in plant 
tissue cultures, classical cell suspension cultures of C. roseus have thus far failed 
to produce VCR or VBL. 33 Indeed, even the production of vindoline, an important 
monomeric precursor of these drugs, has not yet been unequivocally demonstrated 
in undifferentiated suspension cultures. Only by the induction of differentiated 
shoot cultures, via the addition of the phytohormone benzyl adenine into the 
growth media, has vindoline production been demonstrated in classical cell 
culture. 34 

The use of specific production media, however, has shown that increases in 
ajmalicine and catharanthine (the other monomeric precursor of VBL and VCR) 
can be achieved by transferring cells from growth media into media optimized 
for alkaloid production. 33 In this work, later confirmed by other researchers/5 

alkaloid accumulation (ajmalicine and serpentine) in C. roseus suspension cul­
tures was increased by transferring cells from growth media4 to media with a 
higher sucrose concentration (8% as compared with 3%) and deficient in nitrogen, 
phosphate, and phytohormones. Other successful media alterations have included 
the addition ofbioregulators (e.g., 2-diethylaminoethyl-2,4-dichlorophenylether, 
which increased ajmalicine content by 270 to 570% and catharanthine by 82 to 
146% )36 or differentiation inducers like 5-azacytidine, which caused the formation 
of a new secondary metabolite lirioresinol B mono (3-n glucoside. 37 These agents 
have increased the yield of specific compounds but have not resulted in the 
production of VLB, VCR, or vindoline. 

Using a different approach, Eilert et al. transformed C. roseus cells with A. 
tumefaciens to produce tumorous cell lines that, though able to form ajmalicine 
at 0.060 mg/g fresh weight, also failed to produce VCR or VLB.38 These crown 
gall cultures produced the monomeric unit, catharanthine, but did not synthesize 
vindoline. Yet another group transformed C. roseus cells with A. rhizogenes, 
producing hairy root cultures that showed a 20-fold increase in cell mass over a 
28-day growth period. 39 These cultures synthesized high yields of a wide variety of 
monomeric indole alkaloids including catharanthine, ajmalicine, and vindolinine. 
Radioimmunoassay also showed them to contain very small quantities of vinblas­
tine. The quantities of alkaloids produced in hairy root cultures were similar to 
those of intact roots of the plant. Alkaloid production by transformed cultures 
from other indole alkaloid-producing plant species have shown results similar to 
those mentioned previously in that they produced significant quantities of the 
physiologically active monomeric indole alkaloids but did not synthesize vincris­
tine or vinblastine. 40 The dimeric indole alkaloids represent some of the most 
complicated chemical structures produced by plants, and their production by 
tissue culture methods will continue to be sought. However, the increases in 
production of important indole alkaloids such as ajmalicine, serpentine, and 
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catharanthine by transformation procedures are a definite improvement over 
previous results. 

12.1.3. Tropane Alkaloids 

Tropane alkaloids (Scheme 12.4), which are found in the Solanaceae, Erythroxy­
laceae and Convolvulaceae, include several important pharmaceuticals, most 
notably, scopolamine, hyoscyamine, atropine, and cocaine. Since species from 
the plant family Solanaceae are very responsive to cell culture techniques, plants 
producing these alkaloids have been actively investigated via classical tissue 
culture methods with mixed results. 4141 

Because these species biosynthesize the majority of their biologically active 
alkaloids in their roots, many attempts have been made to increase tropane 
alkaloid production by transformation with A. rhizogenes. For example, Datura 
candida, a woody solanaceous species, transformed with A. rhizogenes was 
induced to form hairy root cultures that showed a 20-fold increase in cell mass 
over a I-month growth period and, upon analysis, had an alkaloid content of 
0.68% of the dry weight. 43 Hyoscyamine and scopolamine were present in a ratio 
comparable to that of the whole plant. These results were similar to earlier reports 
on transformed cultures of D. stramonium in which 0.3% of the dry weight of 
hairy root cultures was hyoscyamine. 44 These D. stramonium cultures, however, 
displayed a 55-fold increase in cell mass over the same growth period, 15 times 
the growth rate of untransformed root cultures from the same plant. laziri et 
aI., also working with D. stramonium, have reported hairy root cultures that 
synthesized scopolamine at the rate of 0.56% by dry weight (%DW).45 

Another solanaceous species, Atropa belladonna (deadly nightshade), trans­
formed with A. rhizogenes produced hairy root cultures that increased in cell 
mass 60-fold over a 28-day growth period and synthesized scopolamine at 0.024% 
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DW and hyoscyamine at 0.371% DW.46 It should be noted that the yield of 
tropane alkaloids by these cultures remained consistent under nonselective culture 
conditions and was equivalent to or higher than the production by l-year-old 
roots from intact plants on a percentage of dry weight basis. These results are in 
general agreement with other studies on Hyoscyamus muticus 32 and Scopalia 
japonica,47 which have also shown increased production of tropane alkaloids in 
hairy root cultures as compared with normal callus or suspension cultures. By 
producing tropane alkaloids at levels similar to that of the intact plant while 
maintaining such rapid growth rates, hairy root cultures of solanaceous species 
demonstrate the potential of A. rhizogenes transformation as a means of increasing 
the production of pharmaceutically relevant compounds in plant tissue cultures. 

12.1.4. Miscellaneous Alkaloids 

In addition to the quinoline, indole, and tropane alkaloids, two other groups of 
alkaloids have been produced by Agrobacterium-transformed plant cell cultures. 
(Scheme 12.5). Quinolizidine alkaloids, a group of compounds including cytisine 
(a toxic hallucinogen) and anagyrine (an arrhythmia agent), are found primarily 
in the Fabaceae. In general, the quinolizidine alkaloid-producing members of the 
Fabaceae have proven resistant to transformation by Agrobacterium. Recently 
however, the production of these alkaloids, normally synthesized in stern and 
leaf tissue, was reported in hairy root cultures of Spartium junceum by Wink and 
Witte at levels comparable to or greater than those found in stern tissue from 
intact plants as measured in micrograms per gram fresh weight.48 

Nicotine, a toxic compound that acts on the central nervous system, is produced 
in several plant species, of which Nicotiana tabacum tobacco is the best known. 
Hairy root cultures of N. rustica, a closely related species, produced nicotine at 
isolatable yields of 0.28 mg per gram fresh weight, equivalent to 80 percent of 
the total alkaloid content. 49 Qualitatively and quantitatively, the alkaloid spectrum 
found in these tissues was identical to that found in intact plants of the same 
species. These cultures, which increased in cell mass 35-fold over a 16-day 
growth period, secreted additional nicotine alkaloids, 10 mg/ml, into the medium 
throughout the growth period. Similar results have been obtained by Parr et al. ,50 

who examined hairy root cultures from a variety of different Nicotiana species, 
and Saito et al. ,51 who were working with A. rhizogenes-transformedN. tabacum 
cells. As may be expected, hairy root tissues produced significant quantities of 
nicotine and secreted them into the media. When the researchers infected N. 
tabacum with a mutant strain of A. tumefaciens, they induced the formation of 
tumerous stern and leaf tissue ("shooty teratomas") that, in contrast, did not 
produce detectable quantities of nicotine alkaloids. When shooty teratomas and 
hairy root cultures were cocultivated in the same vessel, however, the shooty 
teratomas contained a high level of both nicotine and nomicotine (a breakdown 
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Scheme 12.5. Miscellaneous alkaloids. 

product of nicotine), while the concentration in both the hairy root cultures and 
the media decreased. The ability of shooty teratoma cultures to biotransform and 
store alkaloids secreted into media by hairy roots is an interesting new develop­
ment made possible by the use of hormone-independent transformed cells. Fur­
thermore, the potential for de novo synthesis of secondary metabolites, normally 
produced in aerial plant parts, by shooty teratomas is being examined. If these 
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transformed tissues display biosynthetic capacities that mirror normal leaf tissue, 
dramatic advances in the production of important pharmaceuticals could be re­
alized. 

12 .1.5. Nonalkaloidal Substances 

All of the work with Agrobacterium-transformed cell lines so far discussed has 
focused on the production of biologically active alkaloids, but it is important to 
note that several nonalkaloidal secondary metabolites of interest have been pro­
duced in hairy root tissues (Scheme 12.6). In fact, even though the pharmaceutical 
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importance of these compounds is often considered less than that of the alkaloids, 
it is within this group that tissue culture has made its greatest strides toward the 
commercial application of plant cell culture technology. 

The production of polyacetylenes and thiophenes is widespread in the plant 
families Compositae and Umbelliferae. These acetate-derived compounds are 
antibiotic toward fungi, bacteria, and nematodes. Hairy root cultures from the 
genus Tagetes and Bidens were investigated by Flores et al. 52 In results similar 
to those reported for solanaceous species, these hairy root cultures produced the 
same pattern of polyacetylenes and thiophenes synthesized in the roots of intact 
plants. In a later report, this same group examined the effect of challenging hairy 
root cultures with fungal elicitors. 5.1 When transformed cultures from three species 
of Compositae-Bidens sulphureus. B. Pilosus, and Carthamus tinctorius­
were challenged by fungal culture filtrates, they increased their production of 
polyacetylenes up to 20-fold within 24 hours of treatment and maintained their 
biosynthetic capacity at high levels for at least an additional 24 hours. The main 
polyacetylenes produced by this treatment (trideca-l ,3, II-ene-5, 7 ,9-yne for B. 
sulphureus and trideca-2, IO-ene-4,6,8-yne-I-ol for B. pilosus and C. tinctorius) 
all showed antifungal activity. Though the increased production of polyacetylenes 
and thiophenes by hairy root cultures has not been seen in all cases,54 it is clear 
that some cell lines have displayed significant improvements in biosynthetic 
capacity following transformation with A. rhizogenes. 

Another group of biologically active compounds are the glycosides. Steviobio­
side, the precursor to the diterpene glycoside sweetener stevioside, has been 
produced in hairy root cultures of the plant species Stevia rebaudiana. 55 These 
particular cultures responded to production media containing higher concentra­
tions of sucrose by increasing the rate of steviobioside production, a response 
often seen in untransformed cell lines. Although this particular compound is of 
little direct pharmacological interest, it has great commercial interest owing to 
the use of stevioside as a sweetening agent in many parts of Asia. In addition, 
the Ginsengosides, active constituents of the roots of Panax ginseng, were pro­
duced by hairy root cultures in the same ratio as roots from the intact plant but 
in quantities up to 2.4 times higher on a dry weight basis. 56 This production was 
realized after only a three-week growth period in which the hairy root cultures 
grew two to three times faster than untransformed root cultures. Considering that 
the average age of commercially marketed ginseng roots is five to seven years, 
it is not surprising that a large-scale fermentation process of P. ginseng root 
cultures has been reported in Japan using airlift bioreactors. 57 

The best known large-scale fermentation process of plant cell cultures is 
that used for the commercial production of the shikonin pigments. These red 
compounds, used in the manufacture of cosmetics, are found in cell cultures from 
the species Lithospermum erythrorhizon of the Boraginaceae. Enhancement of 
shikonin derivative production from suspension cultures was achieved by the use 
of a two-stage media system developed by Fujita et al. 58 This system, in which 
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lower nitrate and phosphate levels were combined with higher levels of copper 
and sucrose, resulted in 6-fold increases in the yield of shikonin derived from 
dried cell material. Since these production media were unable to provide maximal 
growth rates, a system was developed whereby cells were cultured in media that 
supplied the highest growth rates59 and then transferred to the production media. 
This two-step process resulted in the highest production of shikonin derivatives 
per unit time. 

Hairy root cultures of L. erythrorhizon have also been produced. 60 These 
transformed cultures synthesized shikonin derivatives in quantities similar to, and 
often greater than, those found in root tissue from intact plants, but at levels 
below those produced in suspension cultures using the finely tuned process of 
Fujita et al. 58 

12.2. Transformations Involving Foreign Genes 

Recombinant DNA technology has been successfully used to produce a number of 
pharmaceutically important compounds (e.g., human insulin, tissue plasminogen 
activator, and erythropoietin). To date the majority of this work has depended on 
bacterial hosts (e. g., E. coli) and the production of peptide products. The use of 
plant cells as possible hosts for the insertion of foreign genes is now being 
investigated. The most widely used vehicle ("vector") for the insertion of foreign 
genes into plants is a modified form of the Ti-plasmid from Agrobacterium 
tumejaciens. 61 This plasmid can insert segments of DNA (T-DNA) that average 
9.5 kilobases but can be as large as 50 kilobases. 62 These modified plasmids take 
advantage of the fact that the only sequence requirement for DNA transfer are 
the 25 base pair segments on the right- and left-hand borders of the T-DNA and 
several virulence genes located outside of the T-DNA region. The rest of the T­
DNA can be removed and replaced with no loss of transformation capacity, 
thereby allowing the transmission of DNA from bacterial cell to plant cell without 
the morphological and physiological changes normally associated with Agrobac­
terium transformation. 63 The use of plant cells as hosts for the insertion of foreign 
genes is an intriguing new area in plant culture research with many applications 
toward the production of pharmaceutically relevant compounds. In situations in 
which bacterial or yeast host systems are proven inappropriate, Agrobacterium 
transformation provides another system by which researchers can induce the 
formation of biologically active proteins. 

Many physiologically active proteins normally made in humans are of great 
pharmaceutical utility as therapeutic agents. Unfortunately, these substances are 
often only produced in minute quantities and are very difficult to isolate. Prokary­
otic bacterial cells can be induced to synthesize many of these substances (e. g. , 
insulin) via the insertion of human cDNA (mRNA sequence DNA clones). 
However, in situations in which more advanced eukaryotic processes such as 
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posttranscriptional mRNA splicing and protein glycosylation are required, differ­
ent host cells must be used. Barta et al. were one of the first groups to attempt 
this procedure by fusing the complete gene for human growth hormone (hGH) 
into the T-DNA region of the Ti-plasmid fromA. tumejaciens. 64 This recombinant 
Agrobacterium was then used to transform plant cells from tobacco and sunflower. 
Transcription of the hGH gene was detected in transformed cells by the isolation 
of foreign mRNAs via Northern blot analysis. The hGH protein itself was not 
produced owing to aberrant posttranscriptional modifications of the foreign 
mRNA. This early result demonstrated the need to insert cDNA clones of human 
genes rather than the complete sequence. In a more successful study,65 cDNA 
from a mouse hybridoma that produced a human antibody was inserted into the 
T-DNA region of the Ti-plasmid (y and K chains on different plasmids), and the 
recombinant Agrobacterium strains were then used to transform tobacco leaf 
segments. Transformed cells were then manipulated to regenerate intact tobacco 
plants, which were then screened for recombinants that synthesized either the y or 
K immunoglobin chains from the antibody. After crossbreeding of the transgenic 
plants, F, progeny were produced that made both the y and K immunoglobulin 
chains simultaneously and were able to construct and accumulate fully functional 
antibodies at levels of up to 1.3% of the total leaf protein. 

Working in another direction, Vanderkerckhove et al. transformedArabidopsis 
thaliana and Brassica napus with a modified gene for the 2S albumin seed 
storage protein into which the cDNA for human Leu-enkephalin, a pentapeptide 
displaying opiate activity, was ligated. 66 Following regeneration of the transgenic 
plants, Leu-enkephalin was isolated from the seeds at a level of 200 nmol/g, 
equivalent to 0.1 % of the total seed protein. Furthermore, the isolation of Leu­
enkephalin was easily achieved by the inclusion of sequences for tryptic-digest 
sites on the borders of the Leu-enkephalin gene. The work of these researchers 
has provided results that demonstrate the utility of plant cells as hosts for the 
production of biologically active proteins from animal sources. 

The production of foreign proteins by transgenic plant cells is not limited to 
those of animal or mammalian origin. A wide variety of genes have been intro­
duced into plant cells via Agrobacterium transformation or other direct transfer 
techniques such as microinjection and protoplast fusion;67 the transformed cell is 
then typically used to regenerate a transformed plant, which is the object of most 
of this type of research. Although the majority of these transformed plants are of 
agricultural (e.g., resistance to herbicides) or physiological (e.g., light regulated 
genes) interest and therefore only indirectly related to drug production, they are 
suggestive of future potential. One such example is the insertion of the gene 
for the proteinaceous toxin from Bacillus thuringiensis into tobacco plants via 
Agrobacterium transformation. 68 The Bacillus toxin is lethal to several species of 
lepidopteran larvae (e.g., tobacco hornworm) but is not toxic to other organisms, 
making it a "safe" insecticide. Regenerated transgenic tobacco plants in this 
report showed production of the toxin, in some cases, at levels of over 0.004% 
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of the total leaf protein. These concentrations exceeded those required for 100% 
mortality of the susceptible larvae. 

In another study by Meyer et al. a gene for the enzyme dihydroflavonol-4-
reductase from maize, which reduces dihydrokaempherol to the flavonoid pigment 
pelargonidin, was introduced into petunia cells that were previously unable to 
catalyze this reaction. 69 Transcription of the foreign genes was demonstrated in 
the regenerated transformed petunia plants by mRNA isolation and Northern blot 
analysis. Expression of the active enzyme was demonstrated by the presence of 
pelargonidin, a brick-red pigment, in the previously white flowers of regenerated 
plants. This report suggests that the ability to create side branches from the normal 
biosynthetic pathways by the insertion of unique plant-derived enzymes into 
heterologous plant cell hosts may be one of the simplest yet most effective 
applications of this recombinant DNA technology. Though the compound pro­
duced in this example is not of direct pharmacological interest, this technique 
could be used to produce biosynthetic enzymes necessary for the production of 
important secondary metabolites in the tissue cultures in which similar biosyn­
thetic processes are already easily expressed. 

In summation, there are many reasons to believe that the potential of plant tissue 
cultures to yield commercially significant quantities of secondary metabolites is 
very good. The use of nonclassical technologies, when combined with the classi­
cal tissue culture techniques, will undoubtedly playa role in the future production 
of pharmaceuticals. 
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Applications of Biotechnology in Drug 
Discovery and Evaluation 

Cindy K. Angerhofer and John M. Pezzuto 

13.1. Abbreviations 

The following is a list of abbreviations used in this chapter. 

CAT: chloramphenicol acetyltransferase 

CCK: cholecystokinin 

CPA: cytopathic effects 

DFMO: diftuoromethylornithine 

EDT A: ethylenediaminetetraacetic acid 

EGF: epidermal growth factor 

ELISA: enzyme-linked immunosorbent assay 

HIV: human immunodeficiency virus 

HRE: hormone-responsive element 

L TR: long terminal repeat 

MDRI: the human gene responsible for multiple-drug resistance; MDR: the 
nonhuman counterpart of the MDRI gene (definitions from Gottesman and 
Pastan86) 

ODe: ornithine decarboxylase 

PAGE: polyacrylamide gel electrophoresis 

PDBu: phorbol dibutyrate 

PDGF: platelet-derived growth factor 

PKC: protein kinase C 

RT: reverse transcriptase 

SDS: sodium dodecyl sulfate 
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SFU: syncytium-fonning units 

SSC: standard saline citrate 

TBP-l : TAT-binding protein 1 

TCDD: 2,3,7 ,8-tetrachlorodibenzo-p-dioxin 

TGF: transforming growth factor 

TPA: 12-0-tetradecanoylphorbol-13-acetate 

TPK: tyrosine-specific protein kinase 

XTT: 2 ,3-bis[2-methoxy-4-nitro-5-sulfophenyl]-5-[ (phenylamino )carbo­
nyl]-2H-tetrazolium hydroxide 

13.2. Introduction 

As should be expected, a large portion of this volume has been dedicated to 
products that are presently available through various biotechnological processes 
(e.g., human insulin, tissue plasminogen activator, interferons, and monoclonal 
antibodies). These substances have either demonstrated or theoretical utility in 
the treatment of human disease conditions and clearly will have increasing impact 
on the practice of contemporary pharmacy. From a pragmatic viewpoint, how­
ever, widespread clinical use of these products is generally limited by the necessity 
of parenteral administration. A direct method of circumventing this problem 
involves the development of novel drug-delivery systems (see Chapter 6, this 
volume). An alternative approach involves defining the structural and confonna­
tional characteristics of the active region of large-molecular-weight drugs and 
then producing relatively small molecular weight structural analogues that are 
anticipated to mediate similar biological responses (see Chapter 14, this volume). 

Our efforts in the area of drug discovery have primarily involved the identifica­
tion, isolation, and structure elucidation of secondary metabolites that are constit­
uents of plants and other natural products. For individuals who have not previously 
been exposed to natural-product drug discovery programs, the rationale of such 
an endeavor may not be obvious. As an example, one may ask, Why should a 
plant produce a drug that is useful for the treatment of human cancer? An attempt 
to answer such a question is beyond the scope of this chapter, but it seems 
sufficient to point out that numerous essential drugs used in modem day medical 
practice are natural products. A few well-known examples are provided in Table 
13.1. 

In dealing with plants, given that conservative estimates suggest the existence 
of 250,000 species, a formidable task relates to the selection of starting materials. 
As has been described previously, I phytochemical screening or exploitation of 
chemotaxonomic relationships may be of some practical benefit, but these proce­
dures are not directed toward the discovery of new therapeutically useful sub-
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Table 13 .1. Plant-Derived Drugs of Known Structure Widely Used on a Global Basis 

Drug Name' 

Atropine 
Codeine 
Colchicine 
Digitoxin 
Digoxin 
L-Dopab 

Emetineb 

Ephedrineb 

Vincristine 
Morphine 
Quinidine 
Quinine 
Reserpine 

Chemical Class 

Alkaloid 
Alkaloid 
Alkaloid 
Cardiac glycoside 
Cardiac glycoside 
Amino acid 
Alkaloid 
Alkaloid 
Alkaloid 
Alkaloid 
Alkaloid 
Alkaloid 
Alkaloid 

'These drugs are all listed by the WHO as essential. 

"These drugs can also be produced by chemical synthesis. 

Therapeutic Category 

Anticholinergic 
Antitussive/analgesic 
Antigout 
Cardiotonic 
Cardiotonic 
Parkinson's 
Antiamebic 
Bronchodilator 
Antitumor 
Analgesic 
Antifibrillatory 
Antimalarial 
Antihypertensive 

stances. Of course, serendipity may come into play, and these straightforward 
methods may lead to the discovery of extremely valuable therapeutic agents. For 
most drug discovery programs, however, it is not acceptable to await the occur­
rence of a serendipitous series of events that lead to success. 

The approach generally regarded as most practical for novel drug discovery is 
referred to as bioassay-directed fractionation. In this approach, starting materials 
are selected (e.g., by random collection, information derived from ethnomedical 
systems of medicine, or literature surveillance2), and extracts are prepared that 
are suitable for biological evaluation. The materials are then tested in a bioassay 
system, and substances demonstrating a positive response are considered as active 
leads. After a number of active leads are identified, decisions are made to 
fractionate the most promising materials. Each fraction is monitored for the 
potential to mediate a positive response in the bioassay test system, and this 
process continues until a pure active substance is obtained. The resulting sub­
stance is then subjected to procedures of structure elucidation. Recent examples 
of this approach can be found in the literature. 3- 7 Once an active isolate is 
obtained, more thorough biological evaluation procedures are often performed 
and, based on the accumulated data, the material is considered as a candidate for 
more advanced testing and development. 

A question of paramount importance relates to the bioassay test system. In the 
area of antitumor drug discovery, a large number of in vitro test systems, and the 
issues that need to be considered when attempting to interrelate in vitro test results 
with in vivo efficacy studies, have recently been described. 8 In every case the 
"bottom line" should be whether the agent in question demonstrates therapeutic 
efficacy in humans. Therefore, the most certain method of achieving this goal 
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Table 13.2. Isolation of Biologically Active Substances Using Animal Models for 
Bioassay-Directed Fractionation 

Sample Test Material No. of Animals" Time Required (months) 

Original extract 2 fractions 60 2 
Column I 10 fractions 260 2 
Column 2 10 fractions 260 2 
Column 3 10 fractions 260 2 
Column 4 10 fractions 260 2 
Column 5 10 fractions 260 2 
Isolates 4 110 2 

Totals 1,470 14 

'Assumes five doses, five animals/group, positive and negative controls (no duplicate or confirma­
tion tests). 

would involve using human subjects from the outset to monitor the potential of 
a test substance to mediate a biological response. Under normal circumstances, 
to even suggest such a procedure is ludicrous. 

An alternative test system could be an animal model that is ostensibly represen­
tative of a human disease condition. As summarized in Table 13.2, utilizing this 
approach, a "typical" isolation may require over one year to complete at the 
expense of well over 1,000 laboratory animals. It should also be recognized that 
this generalized example does not take into account potential differences between 
species or due to gender, or differences that may result from various modes of 
administration, dosage scheduling, and so forth. Thus, the numerical summary 
provided in Table 13.2 is probably grossly underestimated, and the use of a 
single animal model certainly does not assure success. Therefore, under normal 
circumstances, ethical considerations as well as fiscal constraints prohibit such 
procedures. 

Factors such as these lead to the use of in vitro bioassay test systems. Traditional 
test systems dating back to the time of Ehrlich involve monitoring overt effects 
with intact organisms such as protozoa and bacteria. Recent efforts continue to 
monitor effects with intact organisms (protozoa, bacteria, mammalian cells, 
fungi, etc.) or the modulation of specific enzymatic reactions or metabolic path­
ways. There is certainly merit in these procedures. 

More recently, advances in molecular biology have led to a greater understand­
ing of the molecular basis of human disease states. As a correlate, in vitro systems 
that monitor a response that is either closely related to or identical with the 
molecular event yielding the disease condition can be devised. Alternatively, 
biotechnology can be used for the production of substances (such as enzymes) 
that can be used to monitor the activity of drug candidates. These systems can 
be employed to rapidly and inexpensively assess the biological potential of a 
large number of test materials, and several representative examples will be 
presented in this chapter. We will also describe some of the rationale involved 



316 / C. K. Angerhofer and J. M. Pezzuto 

in selecting novel biological test systems, as well as a few pragmatic considera­
tions that inevitably need to be taken into account when devising or conducting 
such a research program. 

13.3. Drug-Induced Modulation of Gene Expression 

As will be illustrated by examples in this section, the deleterious effects of 
many pathological processes have been shown to originate at the level of gene 
expression. These advances are due to major technological advances over the 
past decade that have led to simplified methods for the manipulation and analysis 
of nucleic acids. Rather than limiting the investigation of new drugs to factors 
that are simply consequences of a disease state, it is now feasible to examine the 
direct effects of putative new drugs at the level of expression. While it should be 
noted that many clinically useful drugs act at the protein level (i.e., direct 
inhibition of an enzyme), it is still reasonable to assume that an agent capable of 
preventing or reversing a cellular event that occurs in the early stages of the 
disease state may be more efficacious than one that acts at a later stage; thus, 
evaluation of compounds that intervene at the level of gene expression is a logical 
approach for the discovery of new drug entities. 

An early event in gene activation is the transcription of messenger RNA 
(mRNA) from a DNA template. The mRNA expressed in a cell closely reflects the 
activation status of that cell. Methods for isolating cellular RNA and transferring it 
to a solid support have now been firmly established, as have hybridization 
procedures with complementary DNA (cDNA) that enable accurate identification 
and quantitation of specific RNA transcripts. 9. JO For purposes of drug discovery 
and evaluation, a routine assay to estimate the types and quantities of mRNAs 
expressed in cultured cell systems could be of great predictive value in assessing 
the therapeutic effects of potential new drugs. The analysis of mRNA expression 
subsequent to drug treatment has several advantages over the standard techniques 
of quantitating protein concentrations and enzyme activities, such as the fol­
lowing: 

• Assays of enzymatic activity are highly dependent on incubation condi­
tions (e.g., cofactors, pH, temperature), which can lead to variability in 
results. 

• As was alluded to previously, since certain disease states presumably 
originate at the level of gene expression, evaluation of changes in tran­
scription and translation of specific mRNAs are more direct measures of 
specific effectiveness when compared with assays of enzyme activities 
and protein concentrations (with the caveat that agents that interact only 
with the ultimate gene product or protein may go undetected). 
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• Unlike activity-based assays that must be developed and performed sepa­
rately for each enzyme, a mRNA hybridization assay is more universally 
applicable, since its specificity changes solely on the basis of the cDNA 
probe that is employed. Cytosolic RNA can be prepared from cells that 
are treated with a given test substance and stored frozen for subsequent 
hybridization studies with different cDNA probes (an untreated control 
would be required in parallel). Therefore, one preparation or technique 
is sufficient for analysis with a wide range of cDNA probes, and this 
would greatly streamline the process of screening new compounds for 
different and possibly unrelated biological activities. 

13 .3 .1. Applications of Hybridization Procedures in Drug 
Discovery Programs 

13.3.1.1. RNA Isolation Methods and Cell Preparation for Hybridization 

From a pragmatic viewpoint, one of the factors an investigator needs to be 
concerned with is the quantity of cells required to yield a sufficient quantity of 
mRNA for subsequent analysis. Another important consideration is the technical 
difficulty associated with the preparation. One of the earlier methods of total cell 
RNA isolation reported for hybridization protocols was that of Ross. II This 
method entails a phenol-chloroform extraction of RNA followed by CsCI gradient 
centrifugation. The technique has the advantage of giving a relatively pure RNA 
fraction, but it requires a large quantity of cells (i.e., tissue scale) and vanadate 
as an RNase inhibitor. 

A less complicated method of preparing cellular RNA for hybridization in­
volves guanidine-HCI precipitation of RNA as described by Chirgwin et al. 12 and 
later modified by Cheley and Anderson. 13 Guanidine-HCI (7.6 M in 0.1 M 
potassium acetate buffer, pH 5.0) is added to cells, and the suspension is homoge­
nized, transferred to small sterile tubes, and treated with ethanol at -20°C for 
12 hours. The tubes are then centrifuged and the supernatant (containing DNA 
and protein) is removed and discarded. The RNA pellet is dissolved in formalde­
hyde and standard saline citrate and applied to nitrocellulose for hybridization. 
This method has been adapted for small multiple samples and is conservative of 
sample owing to the relatively few manipulations that are required. DNA and 
protein are removed from the sample during the course of the procedure, as is 
tRNA, since it is soluble in guanidine-HCl. This reagent also serves as an RNase 
inhibitor. 

An alternative procedure is that recently reported by Pearse and Wu for the 
simultaneous preparation of RNA and DNA from a suspension of as few as 5 x 
105 cells. 14 Briefly, Nonidet P-40 (NP-40) detergent is used to lyse the plasma 
membrane (without affecting the nuclear membrane), and the lysate is subjected 
to a low-speed centrifugation. Total cytoplasmic RNA can then be prepared from 
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the supernatant, and DNA can be prepared from the nuclear pellet. These materials 
can be further processed and subjected to various procedures of electrophoresis 
and restriction enzyme digestions, or simply used for hybridization procedures. 14 

Although this procedure is straightforward and economical, the cytosol itself 
is all that is required for the analysis of RNA using hybridization procedures. 15 

Therefore, similar to the method described previously, cells can be treated with 
NP-40 and centrifuged. The supernatant fraction, containing cytoplasmic mRNA, 
is denatured with formaldehyde in standard saline citrate buffer and directly 
applied to nitrocellulose filters for hybridization. The sensitivity of dot blot 
hybridization procedures achieved with this cytoplasmic lysate is about the same 
as that achieved with pure RNA, and the procedure can be performed with as 
few as 5 x 104 cells. 

13.3.1.2. Immobilization of RNA Preparations on a Solid Support 

Samples prepared as described previously can be serially diluted with 10-15 x 
standard saline citrate (SSC:0.15 M NaCI, 15 mM Na citrate, pH 7.0) buffer in 
a microtiter plate or applied directly to a sheet of nitrocellulose that has been 
prewet with 10-15x SSC (approximately 1-10 ILg per dot). The high salt 
concentration is required for RNA to bind to the nitrocellulose membrane. The 
use of a commercially available filtration apparatus ensures rapid, uniform appli­
cation of the samples in a reproducible pattern. If this type of apparatus is not 
available, samples can be applied directly to a prewet membrane placed on dry 
blotting filter paper. 

To immobilize the RNA the sample-loaded membrane is baked in a vacuum 
oven at 80°C until dry (20-60 minutes). The dried membrane must then be 
equilibrated with hybridization buffer (at 42°C for at least 20 minutes) before 
addition of the specific probe. This "prehybridization" step ensures that the 
components of the hybridization buffer (bovine serum albumin, SDS, and low­
molecular-weight DNA fragments) will block any active sites on the membrane 
so that nonspecific binding by the probe will be minimized. 

13.3.1.3. Hybridization and Detection 

One common procedure of detection involves the use of a 32P-Iabeled cDNA 
probe. The probe is denatured and added to fresh hybridization buffer at a 
concentration of 0.1-50 x 106 cpmlml, depending on the relative abundance of 
the sequence being analyzed. Hybridization should be carried out at 42°C for 12 
to 18 hours. After hybridization the membrane is thoroughly washed [e.g., twice 
in 2x SSc/O.l % SDS, 10 minutes at room temperature; twice in 0.1 x SSC/ 
0.1 % SDS, 10 minutes at room temperature, followed by 1 hour at a higher 
temperature (approximately 15°C below the Tm of the hybrid)]. Prehybridization 
and hybridization conditions should be optimized by adjusting temperature, ionic 
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Figure 13 .1. Schematic representation of the immobilization of target nucleic acid to 
nitrocellulose followed by hybridization with a biotinylated probe, binding of streptavidin 
conjugated with alkaline phosphatase, and colorimetric visualization. 

strength, and the concentration of SDS and blocking agents to achieve the desired 
stringency of hybridization. Hybridized species are then detected by autoradiogra­
phy. The washed, damp nitrocellulose membrane is wrapped in plastic and placed 
in a film cassette at -70°C for 1 to 3 days, or until desired exposure is achieved. 
At this point, the membrane can be dried and stored, or treated with hot water to 
remove the first probe and rehybridized using another probe. 

An alternative method of detection involves visualization using a streptavidin­
biotin conjugate. 16 The probe is labeled via nick-translation, but using a biotin­
derivatized deoxynucleotide triphosphate in place of a radiolabeled dNTP. These 
systems exploit the extraordinarily high binding affinity of the water-soluble 
vitamin, biotin, for the proteins avidin or streptavidin (a Streptomyces-derived 
biotin-binding protein with less nonspecific binding to nucleic acids).17 After 
hybridization of the biotinylated probe to cellular mRNA, streptavidin coupled 
to an enzyme such as alkaline phosphatase is incubated with the blots. Each of 
the four identical subunits of streptavidin can bind biotin with extremely high 
affinity (about 10 15 M- I), and the conjugates are visualized by supplying a 
substrate for the enzyme that yields a colored product. A diagram of this reaction 
scheme is illustrated in Figure 13.1. There are significant advantages associated 
with this method of detection (e.g., no need to work with 32p), but the quantity 
of probe required for similar sensitivity is greater than that required when using 
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Figure 13.2. Conversion of ornithine to putrescine catalyzed by ornithine decarboxylase. 

32p, and it is not possible to reevaluate the same preparation with secondary 
probes. 

13.3.2. Quantitative Analysis oj Ornithine Decarboxylase mRNA by RNA or 
DNA Hybridization: An Example 

As an example of the potential usefulness of hybridization procedures, some 
studies conducted with ornithine decarboxylase (ODC) will be described. ODe 
catalyzes the reaction shown in Figure 13.2. 

This is the first step in the synthesis of polyamines, and these products (such 
as spermidine and spermine) are known to be required for the proliferation of 
mammalian cells. Moreover, tumor cells characteristically have elevated levels 
of ODe and polyamines, as do cells stimulated by growth factors, hormones, 
and certain drugs. 18-21 One intensively studied compound known to elevate ODe 
activity is the tumor promoter TPA (12-0-tetradecanoylphorbol-13-acetate). As 
shown in Figure 13.3, experiments performed with cultured mouse epidermal 
308 cells illustrate that one of the earliest cellular effects mediated by TPA is the 
induction of a rapid, transient increase in ODe activity. In addition to enzyme 
activity, protein and mRNA levels are elevated by treatment with TPA. 22- 24 The 
increase in ODe mRNA is attributed to enhanced transcription rather than the 
stabilization of existing mRNA.25 

Since the reaction catalyzed by ODe requires pyridoxal phosphate as a cofac­
tor, any compound that interacts with pyridoxal phosphate is potentially capable 
of inhibiting the reaction. Obviously, this type of inhibition would not be specific 
for ODe activity. One important example of a specific ODe inhibitor is difluor­
omethylornithine (DFMO). DFMO has been found to prevent tumor promotion 
and progression in a number of in vitro test systems and with some animal tumor 
xenografts. 29.30 DFMO has also been used in the treatment of parasitic diseases by 
inhibiting protozoal replication (e.g., Trypanosoma brucei brucei, Plasmodium 
Jalciparum. and Pneumocystis carinii). In addition. the inhibition of ODe by 
DFMO blocks retrovirus-induced transformation of murine erythroid precursors. 31 

Therefore, compounds that inhibit the ODe metabolic pathway may be of thera­
peutic value. 

One system that may be applicable for the discovery of such drugs has recently 
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Figure 13.3. Mouse epidermal 308 cells26. 27 were treated with PDBu or TPA (200 nM) 
to study the effect on ornithine decarboxylase activity. 28 Cells were plated in 24-well tissue 
culture plates and treated for the indicated time. Ornithine decarboxylase activity was 
measured in cell Iysates (produced by two cycles of freeze-thawing) by providing L-[ 1-
14C]ornithine as a substrate in buffered medium replete with cofactors, and subsequently 
monitoring the evolution of 14C02. The 14C02 product of the enzymatic reaction was 
trapped on filter paper discs previously treated with I N NaOH and fitted tightly over each 
well of the tissue culture plate. Filter paper disks were then counted by liquid scintillation, 
and ODC activity was expressed as nmol CO2/hour/mg protein. This assay is suitable 
for assessing the potential of test substances to inhibit phorbol ester-induced ornithine 
decarboxylase activity. 

been described by Verma. 32 Primary cultures of newborn mouse epidermal cells 
were used to study the effect of retinoic acid on TPA-induced ODe mRNA. In 
brief, cells were treated with TPA, or TPA plus retinoic acid, in the presence of 
[3H]uridine. Therefore, all mRNA transcribed during the incubation period was 
radiolabeled. After incubation, the RNA was isolated and hybridized to a specific 
cDNA probe, pOD48 (unlabeled), which had been immobilized on a nitrocellu­
lose filter. 33 ODe mRNA was then detected and quantitated by autoradiography. 
In this particular report, the assay permitted quantitation of retinoic acid-mediated 
inhibition of TPA-induced synthesis of ODe mRNA. However, the method is 
sufficiently general to be used for the identification of other agents that can inhibit 
TPA-induced ODe expression, although it would be more practical to use a 
continuous cell line such as T24 human epitheliae4 or mouse epidermal 30826 

cells. 
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Another possible method for detecting compounds that suppress ODC mRNA 
expression is standard dot-blot hybridization as described previously. Cell lines 
used for the assay could be plated with a very low serum concentration (so 
that basal ODC mRNA expression would be negligible) and treated with test 
compounds or TPA. Cytoplasmic extracts could be immobilized on nitrocellulose 
filters and probed with a 32p_ or biotin-labeled ODC cDNA, and visualized as 
described previously. 

Gilmour and O'Brien have examined the TPA-induced accumulation of ODe 
mRNA in normal or transformed hamster fibroblasts. 35 Interestingly, by including 
cycloheximide in the incubation medium to block protein synthesis, a difference 
was found between the normal and transformed cells. ODC mRNA expression 
in the normal fibroblasts was dependent on protein synthesis, whereas the trans­
formed cells continued to accumulate ODe mRNA irrespective of the presence 
of cycloheximide. This implies that the transformed cells have escaped the 
regulatory controls of the normal cells, although such results must be interpreted 
with caution, since other factors such as divergent pathways of gene regulation 
may affect the observations. IS. 36 Nonetheless, this differential regulation of nor­
mal and transformed cells could be exploited as a routine drug evaluation proce­
dure. In essence, a test material could be evaluated for its potential to inhibit the 
expression of ODe mRNA in the presence and absence of cycloheximide. It may 
be speculated that an agent capable of inhibiting the expression of TPA-induced 
ODC mRNA in the presence of cycloheximide would be more selective against 
tumor cells, relative to normal cells. This could be a way of selecting compounds 
that would reverse tumor progression by restoring endogenous cellular control; 
agents functioning by this type of mechanism would be more selective for aberrant 
proliferation and demonstrate less nonspecific toxicity. 

13.3.3. Nuclear Runoff Assays 

As has been and will be noted elsewhere in this chapter, specificity is an extremely 
important aspect of drug action. In the case of transcription, it is not likely that 
any agent that does not specifically modulate expression (positively or negatively) 
will be of any interest. To determine whether an agent can regulate the transcrip­
tion of a specific gene, a nuclear runoff assay can be employed. 37 This technique 
enables the level of transcription to be determined by allowing nascent mRNA 
transcripts (of one or more genes) to be elongated (or "run off') in the presence 
of radio labeled nucleotides. The relative quantity of preinitiated transcripts associ­
ated with a particular gene at the time of nuclear DNA isolation is then estimated 
by hybridization of labeled mRNAs and cDNAs of interest, which have been 
bound to a support membrane using a Northern blotting protocol. Transcriptional 
regulation by phorbol esters, growth factors, and hormones have been investigated 
using this technology. 20.34. 38 The basic procedure is as follows: 



Application of Biotechnology in Drug Discovery and Evaluation / 323 

• Treat quiescent cells with the specific factors or compounds that are to 
be tested. 

Isolate nuclei from the cells at various time points after the addition of 
the test substance, and suspend the nuclei in a "runoff' buffer containing 
[a- 32PjUTP and an RNase inhibitor. 

Incubate the mixture for 15 to 30 minutes at a controlled temperature 
(30°-37°C). 

• Terminate the reaction by the addition of RNase-free DNase I and E. coli 
tRNA; precipitate the RNA with ethanol. 

• Extract the precipitate C2P-labeled mRNA) with phenol and CHCl3 (see 
previous discussion). 

• Hybridize equivalent amounts of 32P-labeled mRNA with various plasmid 
DNAs. (Plasmid DNAs complementary to mRNAs of interest can gener­
ally be obtained through individual investigators or commercial organiza­
tions. The material is linearized by restriction endonuclease digestion, 
denatured with 0.2 M NaOH, and spotted onto nitrocellulose.) 

• Detect the presence of hybridized species (or the inhibition of transcrip­
tion) by autoradiography (see previous discussion). 

13.4. Oncogenes as Targets in Drug Therapy 

The products of oncogene expression are generally thought to be causally associ­
ated with human cancers. 39. 40 For example, the product of oncogene expression 
is capable of inducing cell transformation in one or more cell lines, and a 
significant percentage of human tumors possess the abnormal transforming gene 
product of a cellular oncogene. Several specific examples of cellular oncogenes, 
their encoded protein products, and associated tumors follow: 

• src: a tyrosine-specific protein kinase; gastrointestinal tumors41 

erbB: a cytoplasmic tyrosine-specific protein kinase domain of the EGF 
receptor; breast tumors42 

• ras: a GTP-binding regulatory protein; mUltiple carcinomas43 . 44 

• abl: a tyrosine-specific protein kinase; chronic myelocytic leukemia45 

• myc: nuclear DNA-binding protein; neuroblastoma, Burkitt's lymph­
oma46 

• neu: a receptor-like, tyrosine-specific protein kinase; neuroblastoma47 

Owing to correlations between oncogene expression and tumorigenesis, agents 
capable of limiting the expression or activity of oncogene products are of definite 
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interest.48 Such compounds could be identified through one of several possible 
screening strategies, several of which follow. 

13.4.1. Specific Inhibition of Protein Expression (i.e., Translation) in 
Oncogene-Transformed Cultured Cells 

The protein products induced by any cellular gene or oncogene can be quantitated 
by the technique of "Western" blotting. This method entails separating total 
cell proteins by polyacrylamide gel electrophoresis (PAGE),49 transferring the 
separated proteins from the gel transversely to a solid support (such as nitrocellu­
lose) ,50 and identifying the protein(s) by incubating the support with radiolabeled 
or chromogen-labeled specific antibodies. Several oncogene-transformed cell 
lines are currently available, and the effect of potential inhibitors on the expression 
of oncogene product expression can readily be monitored using this procedure. 
Also, since DNA for many of the known oncogenes is commercially available, 
most cell lines of parochial interest can be transformed. However, to detect 
specific antagonists of oncogene protein induction, any changes in the level of 
expression of the oncogene protein product would need to be interpreted in 
terms of any change in nononcogenic proteins. To accomplish this, one or more 
constitutively expressed cellular proteins could be quantitated simultaneously in 
the transformed cells, thus enabling the development of a meaningful ratio of 
protein expression. Alternatively, to control for nonspecific inhibition of transla­
tion, bioassays could be conducted with an oncogenically transformed cell line 
concurrently with nontransformed cells of the same type. 

13.4.2. Inhibition of Oncogene Transcription 

As was described previously, the transcription of genomic DNA can be monitored 
by "Northern" hybridization technology. Therefore, using transformed cell lines, 
inhibitors of oncogene transcripts could be identified. Once again, an mRNA 
with a predictably constant rate of transcription (e.g., pHE-7 mRNA51 ) should 
be used to standardize the assay and to differentiate oncogene-specific antagonists 
from general transcription inhibitors. 51 Another possible method for attempting 
to differentiate nonspecific from specific suppression of transcription involves 
probing nontransformed cell lines (in addition to the transformed cells) with one 
or more cDNAs. 

As examples of these types of experiments, effects on transcription have been 
studied with retinoic acid (with c-myb expression in human neuroblastoma cells)52 
and neplanocin A (with c-myc expression in human promyelocytic leukemia 
cells).53 

13.4.3. Inhibition of the Activity Mediated by Oncogene Protein Products 

This approach to screening for oncogene antagonists is based on the premise that 
the transforming abilities of oncogenic proteins are dependent on their functions, 
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and that inhibition of function leads to the inhibition of oncogenic activity. What 
follows are two of many possible strategies for examining the inhibition of 
oncogene protein function. 

13.4.3.1. Antagonism of the Interaction of the Oncogene Proteins with 
Cellular Receptors 

A general description of these assays will be described in Section 13.7, Receptor 
Binding Assays. 

13.4.3.2. Mechanism-Based Inhibition of Oncogene Action 

One example of this approach is to search for inhibitors of tyrosine-specific 
protein kinase (TPK) activity. Since a major family of oncogenes codes for 
tyrosine-specific kinases,54. 55 compounds that specifically suppress the activity 
of these kinases are potentially important drugs. If a particular protein kinase is 
available in purified form, the enzyme can be incubated with a known phosphate 
acceptor (substrate) in the presence of [y_32p]ATP to measure its baseline activity. 
An agent included in the incubation medium may be a TPK antagonist if it 
decreases the incorporation of 32P04 into the substrate. Substrate phosphorylation 
can readily be quantitated by a number of procedures, including polyacrylamide 
gel electrophoresis (PAGE) followed by autoradiographic detection. 56 This tech­
nique has recently been employed to detect the inhibition of TPK activity by a 
series of flavonoid compounds. 57 

Given the central role of protein kinases in cell metabolism, it is likely that the 
therapeutic utility of any agents that function by TPK inhibition would be gov­
erned by the degree of their specificity. A protocol for the identification of specific 
protein substrates of TPKs has been outlined by Hunter. 39 This method makes use 
of two-dimensional polyacrylamide gel electrophoresis with an autoradiographic 
detection system. Oncogene-transformed cells in culture are incubated with [y-
32p]ATP, allowing the substrates for all cellular kinases to become labeled with 
32P0 4. Subjecting cells to electrophoresis by isoelectric point (in a urea-denatured 
polyacrylamide tube gel) followed by a second separation of these proteins 
through a sodium dodecyl sulfate PAGE slab gel yields a profile of total cellular 
protein;58 each individual protein species is mapped to a unique two-dimensional 
location on the gel. While autoradiography at this point reveals all phosphopro­
teins produced during the radiolabeling period, an additional incubation of the 
final gel in alkali prior to autoradiography preferentially cleaves 32P04 from the 
phosphoserine residues. This step greatly reduces the number of phosphoprotein 
species on the autoradiograph; most of the remaining radio labeled species are 
phosphorylated at tyrosine sites. By comparing analogous gels, with and without 
alkali treatment, specificity can be determined. This system seems appropriate 
for use as a screen for inhibitors of tyrosine-specific protein kinases, particularly 
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since fast miniscale polyacrylamide gel electrophoresis equipment is now widely 
available. 

13 .4.4. Reversion of Oncogene-Transformed Cells to a 
Nontransformed Phenotype 

Oncogenic ally transformed cells exhibit a characteristic phenotype that is distinct 
from their nontransformed counterparts.41 . 44. 59 Unconstrained by some of the 
regulatory controls of normal cells, transformed cells tend to proliferate more 
rapidly and the characteristic of contact inhibition may be lost (i.e., the cells 
continue to divide even when they are in direct physical contact with neighboring 
cells, resulting in an irregular monolayer punctuated with foci of stacked-up 
cells). Sometimes these cells lose their anchorage dependence altogether and 
begin to grow in suspension. Conscientious observation may allow some of 
these qualities to be exploited for a qualitative or semiquantitative assessment of 
oncogene expression. Some possibilities follow: 

• Accelerated growth rates can be assessed by increased incorporation 
of eH]thymidine, eH]uridine, or [3H]leucine into trichloroacetic acid­
precipitable macromolecules (DNA, RNA, and protein, 
respectively).60·61 Alternatively, cell proliferation Can be followed by 
measuring increases in total cell protein concentration. 61 

• The ability of transformed cells to form colonies in semisolid agar is well 
described and easily detectable. 60· 62 

• Morphological changes that accompany cell transformation can be moni­
tored. 

13.4.5. Use of Transgenic Animal Models 

The introduction of selected DNA into fertilized mammalian ova (typically 
mouse) prior to cell division, and subsequent reimplantation of the transfected 
cells in utero, has led to the development of "transgenic" animals. 63 These animals 
can serve as dynamic models in which to study the expression of foreign genes 
or the altered expression of native genes. Neonatal mice possessing a transgene 
can be selected by gross phenotypic characteristics or by the direct identification 
of specific DNA or mRNA, respectively, on Southern or Northern blots, using 
a preparation derived from a small section of tail tissue. 64 Oncogenes such as H­
ras65 and c_myc46 have been employed as transgenes, and tumor manifestation is 
observed in the transgenic animals. The commercial marketing of a patented, 
myc-transfected mouse by I. E. Du Pont66 is notable and illustrates the importance 
of this technology in prospective studies of oncogene function. A reasonable 
bioassay to detect agents with the ability to suppress disease-associated gene 
expression could involve the administration of putative oncogene antagonists to 
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transgenic animals, as well as to their nontransgenic counterparts, followed 
by analysis of phenotypic and genotypic effects. With judicious selection and 
administration of suspected oncogene antagonists, this type of assay could serve 
as a late-phase screen for specific inhibitors of oncogene expression that showed 
promise in other (less rigorous) bioassays.8 

13.4.6. Positive Control Substances for Studies with Oncogenes 

As a general policy, any experimental procedure that is conducted with a sub­
stance of unknown activity requires the simultaneous evaluation of a "positive 
control" substance. This convention assures that the assay was properly conducted 
and is capable of demonstrating the desired effect. However, if no drug is known 
that demonstrates the type of response for which the investigator is searching, 
the procedure becomes ambiguous. Fortunately, in absolute terms, this is rarely 
the case. For example, in studying the expression of ODC mRNA, retinoic acid 
would be a suitable assay control. In the case of oncogene expression, the answer 
is not as straightforward. One possibility involves the use of antisense mRNA 
transcripts that are complementary to the oncogene message. In some of the 
assays described previously, specific antisense mRNAs could antagonize the 
expression of specific proteins observed in Western blots, or inhibit the activity 
of oncogenic proteins that are monitored. 67-69 

13.5. Analysis of Expression Utilizing Luciferase or Chloramphenicol 
Acetyltransferase (CAT) Sequences as Reporter Genes 

Inducible regulation of gene promoter sequences can be exquisitely investigated 
through the use of "reporter" genes such as those that code for chloramphenicol 
acetyltransferase (CAT) or luciferase. Expression vectors have been constructed 
possessing the 5 '-regulatory region of the gene to be studied in a position that is 
upstream of the coding sequences for CAT or luciferase. 7o. 71 The expression of 
the reporter gene is thus under the regulation of the specific promoter sequence 
of interest, and since these enzymes are not endogenous to mammalian cells, 
their biological activities directly correlate with induction of the promoters that 
precede them. The activity of CAT is measured by resistance to chloramphenicol, 
whereas the activity of luciferase is measured by the reactions shown in Figure 
13.4. 

Three examples will be given that show how this technology applies in the 
area of drug discovery. 

13.5.1. Inducible Regulation of the Human-c-erbB2Ineu Promoter 

One example is the inducible regulation of the human c-erbB2lneu promoter. To 
study the regulation of this particular promotor, a 1,500-base pair fragment 
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Figure 13.4. Reactions that permit the detection of luciferase activity. 

derived from the gene was inserted immediately 5' to the ATG initiator codon of 
an expression vector, along with the coding region of the luciferase gene. HeLa 
cells transfected with this expression vector were then treated with various sub­
stances to evaluate their potential for activating the c-erhB2lneu promoter. 72 As 
judged by luciferase activity, epidermal growth factor (EGF) activated gene 
transcription, as did TPA, dibutyryl cyclic AMP, and retinoic acid. Since overex­
pression of p 185, the protein product of this gene, has been associated with cell 
transformation and tumorigenesis,73 inhibition ofp185 would be one mechanism 
by which an antitumor agent could function. This system could be used as a 
monitor for such an effect. Interestingly, the inducers of the c-erbB2lneu promoter 
listed previously were found to have synergistic effects on gene transcription, 
that is, the highest level of luciferase activity was observed when transfected cells 
were exposed simultaneously to all four compounds. These results are significant, 
since they imply that multiple mechanisms are involved in the process of inducing 
the expression of this gene product. Inhibitors of this activation would likely be 
of value in defining these various mechanisms. 

13.5.2. Ligand-Receptor Interactions and Modulation of Hormone 
Responsive Elements 

Once the receptors for steroid or thyroid hormones are occupied by their respective 
ligands, it is well known that they transduce signals by interacting with DNA and 
altering the transcription of specific genes. 74. 75 The sequence of DNA to which 
the receptor binds is known as a hormone responsive element (HRE), and this 
has been thoroughly investigated. 76-79 Advantage can be taken of this information 
to study the potential of test substances to interact with DNA at unique promoter 
regions, compete with ligand-receptor complexes for binding to a HRE, or 
antagonize ligand binding to receptor. Test substances found to be active in 
these processes would be expected to profoundly affect cellular metabolism. The 
technology involving the use of reporter genes is applicable to the discovery of 
such substances. 
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One straightforward system involves ligand-receptor interactions that can be 
monitored by the use of reporter genes. For example, a system could be devised 
wherein the expression of the luciferase gene could be under the control of a HRE 
that is activated by the estrogen-estrogen receptor complex. Therefore, luciferase 
activity would be elevated by treatment with estrogen, and the potential of test 
substances to inhibit the expression of estrogen-induced luciferase could be used 
as an assay for antiestrogenic activity. Using this type of methodology, it was 
demonstrated that the protein product of the v-erbA oncogene can bind to the 
thyroid HRE (in the absence of thyroid hormone) and thereby inhibit the normal 
hormone-activated transcription of DNA. 80 Since expression of the v-erbA onco­
gene product is associated with the development of erythroleukemia, this illus­
trates the influence that modifying the expression of a limited number of genes 
may have on the incidence of disease. 

13.5.3. Regulation of tat Gene Expression 

Specific control of tat gene expression will be given as a final example of this 
approach. The product of the human immunodeficiency virus (HIV) tat gene is 
a protein, designated Tat, that regulates expression ofthe remaining HIV genome. 
Tat interacts with viral RNA in a specific region of the long terminal repeat 
(L TRt and causes transactivation of the gene by an unknown mechanism. 
Clearly, any factor that is able to interfere with this Tat-LTR interaction might 
be deleterious to the survival of the virus, so it is reasonable to investigate agents 
capable of mediating such an effect as potential antiviral agents. 

Based on the premise that endogenous proteins capable of interacting with Tat 
would alter Tat-mediated gene transactivation, Nelbock et al. screened the pro­
teins expressed from a Agtll fusion cDNA library. 82 These proteins were adsorbed 
to nitrocellulose and probed with biotinylated Tat; those proteins capable of 
binding Tat were identified by introducing a streptavidin-alkaline phosphatase 
conjugate followed by a chromogenic substrate (see Figure 13.1). Ten Tat­
hybridizing proteins were detected in a screen of 2 x 106 phages, and the first of 
these proteins to be further characterized was designated Tat-binding protein-I 
(TBP-I). Chinese hamster ovary cells were transfected with the following expres­
sion vectors: (I) plasmid pSV -TBP-I, which expressed TBP-I (under the control 
of the SV40 promoter); (2) plasmid pU3R-III, which expressed CAT (under the 
control of the HIV -I LTR region); and (3) plasmid pSV -tat, which expressed the 
HIV-l tat gene (under the control of the SV40 promoter). As should be antici­
pated, maximum CAT activity was obtained when (2) and (3) were cotransfected. 
This simply indicates transactivation of the HIV promoter by Tat. When (1) was 
cotransfected in addition to (2) and (3), a significant decrease in CAT activity 
was observed, and this decrease was dependent on the amount of plasmid (I) 
used to treat the cells. This result implies that the expression of a protein, TBP-
1, which specifically interacts with Tat, can suppress Tat-mediated transactivation 
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Table 13.3. Relative Cytotoxic Potential of Several Agents Determined with KB 
(Normal) or KB-VI (Drug-Resistant) Cells in Culturea 

EDso (p,giml) 

Agent Tested KB KB-VI 

Bruceantin 0.00007 0.62 
Colchicine 0.0033 0.67 
Homoharringtonine 0.00073 0.23 
Taxol 0.00041 2.26 
Vinblastine 0.0066 1.89 
Vincristine 0.0064 9.61 

aFor a description of the procedure. see Swanson and Pezzuto. 61 

of the HIY promoter. It may therefore be proposed that this procedure is useful 
for identifying proteins (or other agents) that can bind to Tat and modulate its 
regulatory effects on HIY gene expression. This strategy could easily be general­
ized to include other DNA-binding proteins that have regulatory effects on gene 
expression. 

13.6. Multiple Drug Resistance Phenotype as a Therapeutic Target 

Multiple drug resistance has emerged as a dilemma in which the effective treat­
ment of a variety of diseases including human cancer and malaria is seriously 
impaired. 83- 87 Multidrug-resistant cells are characterized by resistance to the 
cytotoxic effects of several drugs that are structurally unrelated except for the 
fact that they are often hydrophobic natural products86. 88 (see Table 13.3). A 
specific glycoprotein has frequently been found to be present on the plasma 
membrane of multidrug-resistant cells,89-92 the "p-glycoprotein." This glycopro­
tein appears to be at least partially responsible for conferring drug-resistance to 
cells in which it is expressed, possibly by acting as an ATP-driven drug "pump" 
that actively prevents the intracellular accumulation of various chemotherapeutic 
agents. 93-96. 

The suggestion that p-glycoprotein confers multidrug resistance is further 
supported by experiments in which drug-sensitive cells transfected with theMDRl 
gene (which codes for p-glycoprotein) demonstrate the response indicative of the 
MDR phenotype. 97-101 It has also been found that genomic97• 102 or chromosomal 103 

DNA from multidrug-resistant cells can be used to confer the MDR phenotype 
to drug-sensitive cell lines. More recently, plasmid vectors containing full-length 
cDNAs of the coding region for human MDRI have been constructed. Veda et 
al. have inserted a 4.4-kilobase fragment of MDRI into the eukaryotic expression 
vector pGYI6, which contains LTRs of the Moloney murine leukemia virus (to 
promote MDRl expression), and a G418-resistance gene (useful for selection 
procedures).loo This expression plasmid, designated pGMDR, was transfected 
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into drug-sensitive NIH 3T3 fibroblasts. Transformants were selected for resis­
tance to G418, and these positives were then selected for colchicine resistance. 
All of the G418 and colchicine-resistant positives were found to contain the 
human MDRJ gene, implying that the transfected gene was responsible for 
conferring colchicine-resistance. Southern blots reveal the overexpression of the 
MDRJ gene in multidrug-resistant transformants; under hybridization conditions 
of high stringency, the MDR1 DNA can be shown to originate from the transfect­
ing cell line, not from amplification of endogenous DNA in the transformant. lo2 

As verified by the use of Western blots, cells having acquired the MDR phenotype 
overexpress p-glycoprotein. 

On the basis of this fundamental information, it seems logical to anticipate that 
inhibition of the expression or activity of p-glycoprotein could prove useful in 
the treatment of certain disease conditions. I04 Several substances have already 
been identified as inhibitors of p-glycoprotein function (e.g., verapamil, trifluo­
perazine, cytochalasin B, quinidine, and chloroquine), 95. 105- 109 but ancillary toxic­
ity has thus far limited clinical utility. 

Several specific strategies that are applicable for the discovery of drugs capable 
of interfering with MDRJ-induced resistance follow. 

13.6.1. Cell Survival Assays 

Standard cytotoxicity assays (e.g., based on dye exclusion or metabolism or cell 
proliferation) can be used to determine the dose of known drugs required to inhibit 
cell growth by 50% (ED5o) in wild-type and multidrug-resistant cells in the 
absence or presence of potential antagonists of p-glycoprotein. For example, 
vinblastine-resistant KB-V I (human epidermoid carcinoma) cells and the drug­
sensitive parent line, KB, might be treated with vinblastine in the presence 
and absence of suspected reversing agents. A straightforward example of this 
procedure has been reported by Bellamy et al. wherein cell viability was assessed 
by metabolic conversion of a tetrazolium dye. llo The data clearly revealed a 
reversion of doxorubicin-resistant myeloma cells to drug sensitivity that was 
related to the dose of verapamil added to the incubation medium. Unambiguous 
results can be obtained when the concentration of test compound (i.e., verapamil) 
that reverses drug resistance is not cytotoxic itself. 

While a tetrazolium dye-based assay may be devised to yield results in a 
relatively short period of time, there may be some advantage to evaluating 
cytotoxicity in the presence of drug and potential MDR-reversing agent using an 
end point that requires cell proliferation. Most commonly, a standardized number 
of cells are inoculated into a series of culture dishes or tubes and treated with 
drugs to which the cells are resistant or potential reversing compounds according 
to the protocol outlined previously. After several days of culture, the cells are 
harvested and cell number or total protein is determined. This type of assay has 
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the advantage of disclosing MDR antagonists that act as nonspecific metabolic 
inhibitors. 

The availability of an expression vector such as pGMDR allows any cell line 
to be transformed to a multidrug-resistant type. In testing procedures using these 
transformed cells, results obtained with the wild-type cells serve as controls to 
differentiate between nonspecific cytotoxicity and selective MDR antagonism. 
An additional possibility, of course, is to generate drug-resistant cell lines by 
chronic treatment with escalating doses of a particular cytotoxic drug, retaining 
the parent cell line for use as a control. 

13.6.2. Direct Determination of Drug Accumulation within MDR Cells 

The most widely used procedure for studying the MDR phenomenon involves 
monitoring the intracellular retention of a drug. The procedure is greatly facilitated 
by the use of radiolabeled drugs, either commercially available or prepared 
through a custom synthesis. The protocol for measuring drug accumulation is 
basic and generally similar throughout the field: multidrug-resistant cells (or the 
corresponding wild-type line) are incubated in a medium containing radiolabeled 
drug, in the presence or absence of a putative MDR-reversing agent. III The 
cells are collected by centrifugation or filtration, and after additional washing 
procedures the isolate is subjected to liquid scintillation counting. This procedure 
reveals the amount of radiolabeled drug retained by the cells, and MDR antago­
nists found to enhance intracellular accumulation of the labeled drug are generally 
evaluated in a time- or dose-dependent manner. 

Rather than measuring radioactivity, determination of fluorescence can be an 
effective method of monitoring the retention of drugs by wild-type and multidrug­
resistant cells. If the primary drug used to select for the resistant cells is itself 
fluorescent (e.g., doxorubicin, adriamycin), it constitutes a logical choice for the 

112 113 If h" h h h I 'd . h assay.' t IS IS not t e case, owever, t e mu tl rug-resIstant p enotype 
can be exploited. Many MDR cells have been observed to exhibit cross-resistance 
to fluorescent compounds such as rhodamine 123, ethidium bromide, and acridine 
orange. 114. 115 These dyes can be conveniently utilized to study drug resistance 
by (1) microscopic observation of intracellular fluorescence, (2) fluorescence­
activated cell sorting (FACS analysis), or (3) extraction of the dye from cells and 
measurement of relative fluorescence directly with a spectrophotofluorometerl16 

or by high-performance liquid chromatography. 110. 112 

13.6.3. Competitive Binding with p-Glycoprotein 

Many drugs that reverse the multidrug-resistant phenotype have been found to 
bind to the p-glycoprotein, and this binding competes with the binding of drugs 
to which the cells are resistant, such as vinblastine. 95 • 117. 118 Therefore, the 
evaluation of test substances to competitively inhibit the specific binding of 
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vinblastine to multidrug-resistant cells (or cell membranes or semipurified p­
glycoprotein) is a method of identifying potential MDR reversing agents. As an 
example, Cornwell et al. described the ability of calcium-channel blockers (which 
suppress the MDR phenotype) to inhibit the binding of an 125I-labeled vinblastine 
photoaffinity analogue to membrane vesicles obtained from a multidrug-resistant 
human KB cell line. 95 Agents known to reverse multiple drug resistance have 
also been demonstrated to inhibit the binding of a photoaffinity label (an azido 
analogue of vinblastine) to the p-glycoprotein. 117 These procedures are therefore 
applicable for the general evaluation of reversing agents (also see Section 13.8, 
Receptor Binding Assays). 

13.6.4. Evaluation of MDR Gene Expression 

Antagonists of multiple drug resistance that inhibit transcription or translation of 
the MDRI gene could also be analyzed. The MDR phenotype has been studied 
by hybridizing total cellular mRNA with oligonucleotide or cDNA probes. 97. 102 
Given the likelihood that transcriptional control plays a major role in distinguish­
ing normal expression from aberrant expression of p-glycoprotein, Northern 
hybridization assays could prove to be powerful tools for the discovery of MDR­
reversing agents. Alternatively, the quantity of p-glycoprotein could be directly 
measured. There are many examples of p-glycoprotein analysis using polyacryl­
amide gel electrophoresis (PAGE)49 and Coomassie blue or silver staining, or 
autoradiography.95. 119-121 However, the electrophoretic mobility of p-glycoprotein 
is variable, 120 and positive identification using this method may be difficult. Two­
dimensional PAGE often affords a significantly greater separation of proteins 
than does a SDS-PAGE slab gel;58 however, there have been reported difficulties 
in adequately resolving p-glycoprotein on 2-D gels, despite several different 
means of attempted visualization. 119. 122 For these reasons, Western blotting is 
one of the more reliable methods of detecting p-glycoprotein. In brief, this 
involves SDS-PAGE followed by electrophoretic transfer of the separated proteins 
to nitrocellulose. The MDR protein is then specifically localized with radiolabeled 
antibodies. 121. 123. 124 Once these analytical procedures have been standardized, 
screening assays for the detection of MDR-reversing agents (that act by influenc­
ing the translation or stability of p-glycoprotein) can be established. 

13.6.5. Additional Factors Influencing the Success of MDR-Reversing Agents 

Unlike aberrant oncogenic proteins, p-glycoprotein has been found to be ex­
pressed on the surface of a large number of "normal" human cell types, albeit at 
a much lower level than is observed in multidrug-resistant cells. 86.125.126 Although 
its function in "non-MDR" cells is still speculative,97 the fact that p-glycoprotein 
is widely conserved and expressed in these tissues suggests that it has some 
fundamental metabolic role and that its transcription and translation are under 
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some degree of normal cellular regulation. The observation that multidrug-resis­
tant cells tend to revert to the nonresistant, wild-type phenotype when not continu­
ally exposed to a drug is further evidence that p-glycoprotein expression is under 
transcriptional control. 127 On the one hand, this suggests that novel endogenous 
or exogenous regulators of p-glycoprotein transcription are potentially important 
therapeutic agents. On the other, it is likely that the "MDR phenotype" of normal 
cells helps to reduce drug-induced toxicity. Therefore, an agent that reverses the 
MDR phenotype may be expected to enhance drug-induced toxicity by blocking 
the mechanism that would otherwise tend to protect normal cells. 

Of additional interest are recent experiments in which various drug-sensitive 
cell lines expressing relatively low basal levels of p-glycoprotein were treated 
with differentiating agents such as sodium butyrate or retinoic acid. 128. 129 These 
agents enhanced the expression of p-glycoprotein as determined by Northern and 
Western blots; however, increased expression did not invariably correlate with 
the appearance of the multidrug-resistance phenotype. For example, while certain 
differentiating agents substantially increased the expression of p-glycoprotein in 
two colon carcinoma cell lines, SW-620 and HCT-15, increased resistance to 
vinblastine (and decreased intracellular accumulation) could only be demonstrated 
with HCT-15 cells. These findings serve as a caution against the assumption that 
p-glycoprotein expression is invariably accompanied by the multidrug-resistant 
phenotype, but also suggest that multiple biochemical avenues are available for 
therapeutic intervention. 

Finally, although p-glycoprotein is certainly an important factor in multidrug 
resistance, it is not likely to be solely responsible for evoking the phenomenon 
in all drug-resistant cells and with all selecting agents. \30 Its expression in cells 
with normal drug sensitivity, coupled with the fact that many other proteins are 
known to be associated with the MDR phenotype, 119.131-134 suggests that protocols 
intended to screen for antagonists of multidrug resistance should incorporate at 
least one general assay for MDR reversal that is not dependent on changes in the 
MDRI gene or its expression. A multifaceted schemel \0 for the discovery of novel 
compounds that reverse multiple drug resistance is likely to have a higher potential 
for predicting clinically important drugs as compared with a one-dimensional 
approach based on a single theory of drug resistance. 

13.7. Methods for the Discovery of Antiviral Compounds 

The search for new antiviral compounds has historically been based on examining 
the relationship between the live virus and its host cell. These assays have used 
a variety of end points to determine the pathological effects of the virus,135 such 
as visual observation of cytopathic effects (CPE)136 and viral plaque 
reduction. 137. 138 One plaque reduction assay that employs a non-substratum­
dependent cell 139 has recently been utilized as a screen for antiviral 
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compounds. 140. 141 Another recent improvement in the plaque reduction assay 
eliminates the agar overlay of the infected cultures by performing the experiments 
in microtiter plates; 142 this technique proved amenable to large-scale screening of 
new compounds for antiviral activity. Assays conducted with intact ("whole") 
virus and viable mammalian cells are obviously important, since they are capable 
of simultaneously monitoring numerous complex interactions between the virus 
and its host cell. The fundamental nature of viral invasion and subsequent manipu­
lation of host cell metabolism for its own replication necessitates the involvement 
of cells at some point in the screening process; these assays can also be manipu­
lated to differentiate cytotoxins from true antiviral agents, and to detect agents 
that may prevent infectivity as well as viral proliferation. 142 

However, a significant drawback of this type of antiviral assay is the require­
ment of using viable, infectious virus particles. Although suitable precautions 
can be implemented, it is logical to minimize the handling of an agent such as 
viable HIV. Some options for antiviral screening protocols have resulted from a 
better understanding of the etiology of AIDS and the elucidation of viral mecha­
nisms in general. Advances in biotechnology have simultaneously provided the 
tools and techniques to permit the implementation of new antiviral screening 
systems. What follows are several specific approaches for the discovery of antivi­
ral agents. 

13.7.1. Inhibition oj Cytopathic Effects Induced by HIV 

As was described previously, the classical approach of evaluating antiviral poten­
tial involves the determination of viral-induced cytopathic effects. This section 
will be used solely to describe some screening procedures that are currently 
used to search for anti-HIV agents. However, the general approach should be 
applicable with other viruses as well. 

13.7.l.l. Cells and Viruses 

Viral stocks can be maintained in cultured cells [e.g., H9 (human T cells) infected 
with HIV-J (RF)]. Cell cultures are diluted each week (e.g., to a concentration 
of I X 105 cells/ml), and at the time of dilution, uninfected cells are added. 
Centrifugation of infected cultures yields supernatant fractions that contain virus 
particles, and these fractions can be stored in liquid nitrogen. The virus stocks 
obtained in this manner can be evaluated by a syncytium assay (described below), 
and the number of infectious particles can be expressed in syncytium-forming 
units (SFU)/ml. Additional strains of HIV-J (e.g., B, CC, MN) and various cell 
lines [e.g., CEM-SS (human acute lymphoblastic leukemia), MT-2 (human T 
cell leukemia cell), and MOL T-3 (human peripheral blood, ALL)] can be used 
for these test procedures. 
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13.7.1.2. Evaluation of the Potential of Test Substances to Inhibit Cytopathic 
Effects Mediated by HIV-l 

For these evaluations, a semiautomated protocol can be used. 143-14S In brief, cells 
are pretreated with polybrene, followed by treatment with cell-free virus for a 
period of 1 hour at 37°C. The ratio of infectivity (i.e., number of infectious virus 
particles/number oftarget cells, based on syncytium analysis) varies with different 
cell types (e.g., O.OOS for MT-2 cells, O.OS for CEM-SS cells). Cells are then 
distributed to microtiter wells (0.1 mllwell, containing S X 103 cells) to which 
various concentrations of test substances (0.1 mllwell) have previously been 
added. The plates are then permitted to incubate at 37°C in a humidified incubator 
containing S% CO2 in air for a period of 7 days. At this time, O.OS ml of a 
solution contammg 2,3-bis[2-methoxy-4-nitro-S-sulfophenyl]-S-[(phenyla­
mino)carbonyl]-2H-tetrazolium hydroxide (XTT) and N-methylphenazonium 
methosulfate is added. 146 Following an additional incubation period of 4 hours, 
the plates are covered with adhesive plate sealers and absorbance is determined 
at 4S0 nm. Results are plotted as a function of drug concentration, and these 
plots are used to determine the concentration of drug required to decrease XTT 
formazan production to a level of SO% of that of untreated, uninfected control 
cells (ECso)' 

In addition to the tests described previously, incubations are performed in 
which cells are treated with various concentrations of the test substances but not 
the virus. With the exception of treatment with the virus, all procedures are the 
same as previously. Plots are then constructed as a function of drug concentration, 
and the concentration of drug required to inhibit cell growth (XTT formazan 
production) by SO% is determined (ICso)' 

For each of these studies, a positive control substance (e.g., AZT) is evaluated 
at the same time as the test substances. The information that is generally of 
greatest importance is the ratio of the ECso and ICso values (the in vitro "therapeutic 
index"). 

13.7.1. 3. Evaluation of the Potential of Test Substances to Inhibit Syncytia 
Formation That Is Mediated by HIV-l 

MOLT-3 cells (S X lOs cells/ml) are added to various concentrations of test 
compound, and the mixture is treated with a suspension containing HIV-l (2.S­
S X 108 virus particles). After an incubation period of 96 hours, the cells are 
triturated to produce an even suspension, and the number of syncytia are deter­
mined by counting. Each determination is performed in duplicate, and several 
fields are counted to assess the number of syncytia. 147. 148 Cell survival as a 
function of drug concentration is also assessed. 
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13.7.l.4. Evaluation of Test Substances to Inhibit p24 Core 
Antigen Production 

This procedure may be used to further assess the activity demonstrated by promis­
ing leads. Cells are first incubated with test substance (e.g., 30--45 minutes) and 
then treated with medium containing HIV of known titer (e.g., 1 hour). The 
cells are then washed, incubated (3-4 days), and centrifuged. Aliquots of the 
supernatant fractions are then treated with a 5% Triton X-100 solution at ambient 
temperature (30 minutes). The quantity of HIV p24 antigen can then be deter­
mined using a commercially available ELISA kit. This briefly entails dispensing 
aliquots of standards and test solutions into 96-well plates (coated with purified 
heat-treated human antibody to HIV) and incubating overnight (ambient tempera­
ture). The solutions contained in each of the wells are then removed and the plates 
are washed (six times). Aliquots of HIV detector antibody (murine monoclonal 
antibodies to HIV p24 antigen that have been coupled to biotin) are then added 
to each of the wells, and the plate is incubated (2 hours, 37°C). The wells 
are then aspirated, washed (six times), and treated with streptavidin-peroxidase 
reagent (15 minutes, 37°C). The wells are again aspirated, washed (six times), 
and treated with substrate solution (tetramethylbenzidine). After 30 minutes, the 
reaction is stopped by the addition of sulfuric acid, and absorbance is determined 
at 450 nm using a microwell plate reader. Finally, the concentration of HIV p24 
antigen in the samples is determined by comparison with the standards (tested at 
five concentrations ranging from 0.025 to 0.4 ng/ml). 

13.7.2. Inhibition of Retroviral Reverse Transcriptase Activity 

Reverse transcriptase (RT) catalyzes the production of DNA from an RNA 
template. Since this activity is of pivotal importance in the replicative cycle of 
retroviruses, agents demonstrating selective inhibition may eventually become 
part of the armamentarium employed against retrovirus-induced human dis­
eases. 149-151 Reverse transcriptase can be obtained from various retroviruses in 
pure form. Of particular importance, however, is the availability of recombinant 
RT from HIV -I; this material has enabled large-scale screening for inhibitors. 152 
The preparation will be described in some detail, since the procedures are gener­
ally applicable for the provision of a variety of viral (and other) proteins. In 
nature, mature RT protein is produced by the proteolytic cleavage of a larger 
gag-pol polyprotein. Therefore, to produce a recombinant RT, the appropriate 
coding region must be modified to contain the signals that are necessary for the 
initiation and termination of transcription. This construct was prepared and ligated 
into the pUC plasmid pUCI2N. The recombinant plasmid was then introduced 
into E. coli strain DH5,153 and the transformed bacteria were used for the expres­
sion of large quantities of an active HIV -I reverse transcriptase, having a molecu­
lar weight of 66,000.154.155 
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Figure 13.5. Concentration-dependent inhibition of HIV -I reverse transcriptase by treat­
ment with fagaronine (e), suramin (.), or columbamine (.). The assays were performed 
as described by Tan et al. 152 

The catalytic activity of HIV -1 reverse transcriptase is determined by measuring 
the rate of transcription. 152 Transcription can be monitored under a variety of 
experimental conditions, but a common procedure involves incubating the en­
zyme in buffer containing a template ribonucleic acid (poly adenine [poly(A)]), a 
complementary oligonucleotide primer (oligodeoxythymidine), nucleotide [thy­
midine triphosphate (TTP)], and radiolabeled nucleotide (e.g., [3H]TTP). This 
mixture is incubated at 37°C for a specified time before terminating the reaction 
by the addition of EDT A. Aliquots of the reaction mixture are spotted onto anion 
exchange filter paper, and these are dried and washed. The dried filters are then 
subjected to liquid scintillation counting to estimate the amount of [3H]TIP 
incorporated. This assay can be used to screen for reverse transcriptase inhibitors; 
putative antagonists included in the reaction buffer should demonstrate a dose­
dependent decrease in the incorporation of [3H]TIP (see Figure 13.5). 

13.7.3. Inhibition of Binding of Viral Coat Proteins to Target Cell Receptors 

Enveloped viruses display surface glycoproteins that have high affinity for the 
plasma membrane proteins of their host cells. This "docking" of virus to cell 
appears to be essential for subsequent intracellular invasion; thus, antagonizing 
this interaction would seem to be an attractive antiviral strategy. For example, 
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the CD4 receptor molecule of human helper T cells is known to be a site to which 
the HIV-I envelope protein gp120 binds, and soluble forms of the CD4 receptor 
molecule have been shown to reduce binding of HIV-I gpl20 to cellular CD4.156 
Another example of this approach was reported by Sperber and Hayden; 157 mono­
clonal antibodies directed toward the cellular rhinovirus receptor were highly 
effective in blocking subsequent infection. 

Bioassays to screen for inhibitors of viral binding to target cells can be designed 
using non infective , purified viral envelope proteins, and cellular proteins, in 
either purified form or as a component of whole cell membranes. For example, 
whole cells, expressing the viral receptor molecule, can be seeded directly into 
microtiter plates and then treated with the viral component capable of binding to 
the receptor, in the presence or absence of a potential inhibitor. One method of 
determining the extent to which the two molecules interact involves the subse­
quent addition of a biotinylated antibody capable of reacting with the purified 
viral component. Assuming that the viral component is bound to the cell (not 
displaced by an inhibitor), this antibody would also remain bound to the complex. 
By the use of an avidin-conjugated dye or a chromogenic substrate procedure, 
the biotinylated antibody could easily be measured with a microtiter-adapted 
spectrophotometer. Since the resulting optical density is proportional to specific 
binding, an agent inhibiting the specific interaction of the viral component with 
the cell receptor would be expected to yield a corresponding decrease. 

If both the viral and cellular proteins are pure, a similar procedure could be 
employed by selectively immobilizing one (either) of the components. One exam­
ple of an immobilization procedure is the addition of a selected component to a 
red blood cell monolayer that had previously been treated with an antibody 
capable of binding to and retaining that component. 

13.7.4. Inhibition of Viral Proteinases 

All retroviruses consist of three major genes, gag, pol, and env; gag codes for 
structural proteins of the nucleocapsid, pol gives rise to replicative enzymes, and 
env encodes glycoproteins of the viral envelope. These virally encoded proteins 
are frequently translated as part of a large polypeptide precursor that requires 
proteolytic processing to yield mature protein species. 158 In addition to nucleases 
and reverse transcriptase, the gag-pol gene also codes for the protease(s) that 
is (are) responsible for this controlled, limited processing. To define specific 
proteolytic cleavage sites, the amino acid sequences of proteolytic fragments 
(generated from larger precursors) are directly determined. 159. 160 All the retroviral 
proteinases characterized thus far appear to be aspartic acid proteases. On the 
basis of this information, it is possible to establish bioassay screens for antagonists 
of viral proteases. Typically, a polypeptide substrate is prepared that contains a 
known cleavage site (nearly always Asp-Thr-Gly), and the quantity of a specific 
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cleavage fragment (possibly radiolabeled), with respect to the concentration of a 
potential protease inhibitor, is monitored by HPLC or FPLC. 

13.7.5. Inhibition of Other Virally Encoded Proteins 

In addition to structural proteins and enzymes, viruses are known to code for 
proteins that are involved in the regulation of replication. Specific inhibition of 
the expression of these viral products is an obvious method of attempting to 
achieve antiviral activity. As was described in greater detail previously (Section 
13.4), the tat gene of HIV-l codes for a regulatory protein (Tat) that exerts 
positive control over the transcription of other viral genes, and one specific 
strategy is to discover agents that can interact with and inhibit Tat-mediated 
transactivation. A related strategy would be to identify a specific inhibitor of tat 
expression; such an agent would also be predicted to antagonize viral prolifera­
tion. As a screening procedure, Northern and Western blotting techniques could 
be employed to detect decreases in the transcription or translation of the viral 
genome, respectively, in the presence of putative antiviral agents. To control 
for compounds that are nonspecific inhibitors, the expression of one or more 
constitutive genes in the host genome could be simultaneously monitored (see 
Section 13.2). 

13.8. Receptor Binding Assays 

There are myriad molecules that mediate a biological response via interaction 
with a cellular receptor. A few interactions of this type have already been 
described in this chapter (e.g., steroid hormone binding to receptor, substances 
capable of binding to Tat or CD4, and vinblastine binding to p-glycoprotein), as 
have methods to take advantage of these interactions in drug discovery programs. 
However, there is virtually an unlimited number of possible ligand-receptor 
interactions that could be utilized in this capacity. Some examples of biologically 
relevant molecules that interact with receptors include prostaglandins, ion channel 
blockers, second messengers, and cholinergics. Additional examples that may 
directly relate to therapeutic intervention include estrogen-responsive breast can­
cers,161 pain modulation via opiate receptors,162 the regulation of fertility, 163 and 
the interaction of interleukin-2 (IL-2) with its receptor. Considering the latter, 
adult human T-Ieukemia cells constitutively express IL-2 receptors on their sur­
face, and this apparently signals a constant state of activation. l64 Conversely, 
decreased interleukin-2 has been reported in various primary and acquired immu­
nodeficiency diseases, 165 and as a result of treatment with certain immunosuppres­
sive drugs (such as dexamethasone and cyclosporin A).I64 The importance of 
ligand-receptor interactions is therefore obvious, and it is certainly of interest to 
discover new agents that can interact with specific receptors. 

Most assays in this area are performed on the basis of competitive binding that 
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is dose dependent. Displacement of a radiolabeled ligand from a receptor by 
treatment with a test substance is considered a positive response. 166. 167 However, 
it is important to bear in mind that even specific displacement of a bound 
radioligand by a given compound indicates only that the compound competes for 
the same receptor site; it does not indicate whether the competitor is an agonist 
or an antagonist of the receptor. Therefore, assays that measure the consequences 
of receptor binding must also be performed to adequately assess the biological 
effects of displacing the natural ligand. 

Two examples of this approach will be given, one with small molecular 
compounds (phorbol esters and staurosporine) and one with a proteinaceous 
substance (epidermal growth factor). 

13.8.1. Antagonism of Phorbol Ester or Staurosporine Binding with Protein 
Kinase C 

As was described previously, the expression of ornithine decarboxylase appears 
to be related to tumor promotion. The activity of protein kinase C (PKC) also 
correlates with this activity. 168-170 Since PKC has been shown to be a receptor that 
is activated by tumor-promoting phorbol esters, 171,172 substances that antagonize 
protein kinase C activity may logically be considered as putative antitumor 
compounds. 173 A useful assay to detect molecules that compete with known 
ligands of PKC for binding has been described. 174, 175 Partially purified PKC is 
incubated with CH]phorbol dibutyrate [PDBu; which binds to the diacylglycerol 
(activating) site] or CH]staurosporine [which binds to the phosphorylating (cata­
lytic) site], in the absence or presence of unlabeled test substance. After an 
incubation period the mixtures are filtered through glass fiber discs and washed 
with several volumes of buffer to remove unbound ligand, The binding of PDBu or 
staurosporine is then determined by subtracting nonspecific binding (radioactivity 
remaining on filters when excess unlabeled PDBu or staurosporine is used) from 
total binding. 

By including test compounds during the incubation period, competitive antago­
nists of protein kinase C can be detected, as indicated by a decrease in the specific 
binding of known radioactive ligands (see Figure 13.6). This assay has been used 
to evaluate the activity of a diverse group of substances from plants and other 
natural products. 176 In our screening program a small but significant subset of 
compounds were found to inhibit the specific binding of PDBu or staurosporine 
to protein kinase C, and many of these positives also suppressed TPA-induced 
ornithine decarboxylase activity when tested with cultured mouse 308 cells (Mar 
and Pezzuto, unpublished observations). 

13.8.2. Antagonism of Growth Factor Receptors 

A large number of molecules are known that modulate cell growth and metabolism 
via specific receptor-mediated interactions. 177 For example, platelet-derived 
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Figure 13 .6. Concentration-dependent inhibition of PDBu or staurosporine binding to 
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growth factor (PDGF) is an endogenous mitogenic peptide that is transiently 
activated during normal cell proliferation. l78 PDGF has also been found to be 
constitutively secreted by human glioblastoma cells,179 thus contributing to the 
process of tumor growth. In addition, the expression product of the simian 
sarcoma virus oncogene, sis, has been shown to be a PDGF-like molecule, 180 and 
PDGF can up-regulate the expression of the protooncogenes, c-fos and c-myc. 181 

Clearly, it would be of interest to identify antagonists of PDGF. 
Other examples of biological response modifiers with the potential of stimulat­

ing tumor growth are the peptide hormone, gastrin, and its relative, cholecystoki­
nin (CCK). 182 Gastrin is normally a regulatory peptide of the gastrointestinal tract, 
but several malignant tumors are also known to secrete the substance. 183 In 
addition, gastrin has been reported to stimulate the proliferation of human colon 
cancer and stomach cancer cells. 43 . 184 However, gastrin-induced tumor stimula­
tion is suppressed by the gastrointestinal-inhibitory peptide, somatostatin, as well 
as by proglumide, a substance reported to antagonize gastrin-gastrin receptor 
. . 185 186 Th fi d' hi' f I mteractlOns.· ese n mgs suggest t at nove antagollists 0 regu atory 
peptide receptors may prove to be useful for the treatment of cancers and other 
diseases. 

As a general observation, aberrant expression of growth factors by cells that 
simultaneously express the corresponding receptors can lead to autocrine regula­
tion of tumor proliferation, ultimately relaxing the normal regulatory constraints 
on cell growth. 187.188 Since these ligand-receptor interactions play such a central 
role in normal and aberrant metabolic regulation, bioassays to detect antagonism 
of specific binding at a given receptor could be instrumental in studying the 
etiology of disease and in designing effective therapeutic agents. Molecules that 
act at the epidermal growth factor receptor have been intensively studied, and 
this will be presented as an example of the relevant technology. Transforming 
growth factor a (TGF-a) is one endogenous polypeptide that stimulates the 
growth of a variety of mammalian cell lines .189 It is structurally similar to epider­
mal growth factor (EGF) and competes for the same receptor; the EGF receptor 
apparently mediates the mitogenic effects of both these growth factors. 190 While 
EGF is expressed in several normal adult human tissues, 191 TGF-a has only been 
reported normally during fetal development and in human adult keratinocytes. l92 

As implied by the name, TGF-a is capable of inducing the growth of nontrans­
formed cells in semisolid agar. 62 Furthermore, the substance is secreted by many 
cultured human tumor cells 193 and tumors. 194 A truncated EGF/TGF-a receptor has 
actually been identified as the product of the erbB oncogene, 195 and a significant 
proportion of estrogen receptor-negative human breast cancers (generally indicat­
ing a poor prognosis) have been shown to overexpress EGF receptor protein. 161 
All of these factors underscore the therapeutic potential of antagonists for these 
growth factors. 

A typical protocol has been described by Rieman et al. 196 Briefly, membrane 
vesicles are prepared from cultured cells and incubated with 125I_Iabeled EGF for 
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30 minutes at 37°C. The vesicles are then rapidly filtered through glass fiber discs 
and washed with isotonic saline. The radioactivity on the discs represents total 
ligand binding. Nonspecific binding is determined by performing the incubations 
in the presence of a lOa-fold excess of unlabeled EGF, and this is subtracted 
from total binding to yield a value for specific binding. A test compound included 
in the incubation medium with I 25I-Iabeled EGF is considered a specific competitor 
if it decreases the amount of radioactivity on the filter in direct proportion to the 
dose of the compound used. 

13.9. Cytochrome P-450: Emerging Technology with Potential 
Therapeutic Utility 

We have thus far endeavored to correlate all of the enzyme reactions, theories, 
and biotechnology described in this chapter with some type of human disease 
state; we have also attempted to illustrate how these various domains may be 
integrated into drug discovery programs. In this section we will describe recent 
studies employing contemporary methods of biotechnology that have been per­
formed with a predominant enzyme system involved in drug metabolism, the 
cytochrome P-450 mixed-function oxidase (P-450) system. The P-450 system is 
actually a "superfamily" of isozymes that has been extensively studied and 
characterized in terms of individual substrate specificities, amino acid sequences, 
and inducibility. 197, 198 The availability of cDNA probes for various isozymes has 
enabled subfamilies to be identified on the basis of DNA sequence homology; 
the probes have also proven useful in the assignment of gene loci and for in vivo 
studies examining expression. 

Of particular relevance, certain human genetic polymorphisms of P-450 iso­
zymes have been reported that correlate with the occurrence of cancers. 197-200 
Since it is well known that drug metabolism catalyzed by this system may lead 
to metabolic activation (e.g., from a procarcinogen to an active carcinogen) rather 
than metabolic detoxification, it is reasonable that certain phenotypes may be 
associated with a higher incidence of tumorigenesis. It is apparent that complete 
inhibition of these enzymes would prevent the metabolic activation of carcino­
gens, and such a task could probably be accomplished on the basis of current 
knowledge. However, this certainly would not be an acceptable method of at­
tempting to prevent chemically induced cancers. For example, many different 
forms of P-450 enzymes have been described that are constitutively expressed 
and catalyze biosynthetic and catabolic reactions of steroids and biogenic amines. 
Some of these constitutive P-450 isozymes, the catalytic activity of which obvi­
ously cannot be blocked with impunity, are also responsible for metabolizing a 
variety of xenobiotic compounds. 197,201, 202 

Since general inhibition clearly is not reasonable, selective inhibition of P-
450-catalyzed metabolism is a strategy that may be considered. Typically, liver 
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microsomal preparations have been used for such studies,203. 204 and whole cell 
systems would also be applicable. 205.206 As one example of this approach, human 
liver microsomes were utilized to study the potential of test substances to inhibit 
the hydroxylation of (+ )-bufuralol. 207 This reaction was studied based on the 
notion that inefficient catalysis of this hydroxylation reaction correlated with a 
low incidence of several cancers. 208 While this may ultimately be a valid approach, 
and agents capable of inhibiting this reaction may eventually be found to be 
useful, it must be borne in mind that some P-450 isozymes have overlapping 
substrate specificities; 197.202.209 furthermore, a given chemical has the potential to 
induce more than one P-450 family. These factors complicate the task of defining 
the in vivo consequences of modifying reactions catalyzed by individual iso­
zymes. 198 Therefore, in terms of human health, the actual ramifications of such 
metabolic perturbations cannot be reliably predicted. Nonetheless, this is an 
extremely important and rapidly expanding field of research. As will be described 
below, a greater basic understanding of genetic control mechanisms is beginning 
to emerge, and at least some speculation as to health relevance is possible. 

One major consequence of the metabolic activation of procarcinogenic sub­
strates is the formation of covalent adducts with cellular DNA. Therefore, modu­
lation of the quantity or quality of DNA adducts by a test substance may imply 
chemopreventive potential. It is possible to screen for compounds demonstrating 
this inhibitory activity by treating cultured hamster embryo cells with benzo[ a ]pyr­
ene in the presence or absence of the test compound. 2\0 The profile ofbenzo[a]pyr­
ene metabolites formed in the cells (with and without the test substance) indicates 
the overall effect of the substance on the activity of the cytochromes P-450 for 
which benzo[a]pyrene is a substrate. The test substance is then evaluated in cell 
culture for its ability to modify the formation of CHlbenzo[alpyrene metabolite 
adducts with cellular DNA.211. 212 When a plant isothiocyanate (glucolimnanthin) 
was studied in this system, it was found to enhance the amount of water-soluble 
(detoxified) metabolites formed. However, this substance also caused an increase 
in the activation of benzo(a)pyrene to ultimate carcinogenic metabolites as evi­
denced by a significant elevation of benzo[a]pyrene-DNA adducts. This illus­
trates some of the complicating factors associated with interpreting the data 
obtained with this system; on the basis of binding, these data indicate that 
glucolimnanthin cannot be considered a putative chemopreventive compound. 
Other cruciferous isothiocyanates appear more promising. 213 

Rather than attempting to directly alter catalysis, an alternative approach would 
be to modulate the expression of P-450. Certain P-450 isozymes are proposed to 
correlate more directly with the incidence of cancer, particularly the 3-methylchol­
anthrene-inducible enzymes (e.g., P-450c and P-450d of the rat, and P I -450 and 
P3-450 of the mouse; also referred to as cytochromes P_448).214. 215 Compared 
with other P-450 isozymes, a larger percentage of P-448 metabolism leads to 
substrate activation rather than detoxification, and this has been cited as direct 
evidence implicating P-448 in chemical carcinogenesis. 214 In support of this 
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suggestion, genetic evidence has been obtained with laboratory animals indicating 
that selective inhibition of PI-450 or P3-450 expression may impart resistance to 
chemically induced carcinogenesis. 198, 216 Also, in various strains of inbred mice, 
the inducibility of various forms of cytochrome P-450 has been correlated with 
susceptibility. 201 Given the mounting evidence that implies that changes in the 
expression of at least several P-450 isozymes can influence susceptibility to 
cancer, it would seem prudent to identify novel compounds that are capable of 
modulating the expression or activity of selected cytochromes P-450 for potential 
use as cancer chemopreventive agents. 

Regulation of the expression of 3-methylcholanthrene-inducible P-448 iso­
zymes has been extensively studied. Hybridization of total cellular mRNA to 
specific cDNA probes for P-450 isozymes, as well as nuclear runoff assays, has 
been used to demonstrate the transcriptional activation of mouse P I -450 and P3-

450 genes subsequent to treatment of animals with 3-methylcholanthrene. 203 , 209 

The induction is mediated via a cytosolic Ah receptor; the ligand (e.g., 3-
methylcholanthrene) binds to the Ah receptor and the complex is translocated to 
the nucleus, where it interacts with DNA (at the Ah gene locus) and induces P-
450 expression. 197,216-218 High inducibility of cytochrome P-448 expression, as 
mediated through the Ah receptor, appears to predispose certain subjects to 
bronchogenic carcinoma. Thus, it should be of some value to identify inhibitors 
of this specific induction, and advantage can be taken of the Ah receptor. One 
substance known to bind to the receptor is 2,3,7 ,8-tetrachlorobidenzo-p-dioxin 
(TCDD), and this has been used in receptor binding assays for the characterization 
of inhibitors. For example, certain substrates for P-448 are able to displace 
eH]TCDD from the Ah receptor, whereas certain substrates for other forms of 
P-450 do not specifically displace the ligand. 219,220 It is also of interest that certain 
molecules have been shown to compete very effectively with [3H]TCDD for the 
Ah receptor without producing a biological response. 221 This tends to support the 
notion of finding competitive antagonists of the Ah receptor that are capable of 
preventing the undesired metabolic activation without leading to other complica­
tions. However, the provision of a substance that modifies only one specific 
isozyme will not be trivial. Also, while the available data regarding P-448 as an 
activating enzyme are certainly convincing, Paolini et al. point out that other 
isozymes of P-450 constitute the majority of the superfamily, 222 and many of 
these forms can also catalyze carcinogen activation. It is therefore dangerous to 
ignore the role that non-3-methylcholanthrene-inducible P-450 enzymes might 
play in the metabolism of procarcinogens under the assumption that only the P-
448 isozymes are important. 

The possibility of selectively controlling the expression of P-450 isozymes at 
the level of gene transcription has also been explored. Various regulatory se­
quences of the P I -450 gene that are located 5' to the enzyme-coding region 
were inserted into plasmid expression vectors that contained the chloramphenicol 
acetyltransferase (CAT) reporter gene. 218,223 These plasmids were used to transfect 
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mouse hepatoma cells, and CAT activity was then monitored after treatment with 
known inducers of the P j -450 gene such as TCDD and cycloheximide. This type 
of assay could be used to investigate the potential of test substances to induce or 
inhibit the expression of PA50. In the cited studies, however, nucleotides were 
successively deleted from the 5' region used to regulate CAT expression, and 
this permitted the identification of specific nucleotide sequences involved in gene 
induction. Thus, a P j -450 promoter site was found to be located just 5' of the 
initiation codon, a negative regulatory region was identified between nucleotides 
-823 and -389223 or -990 and _650,224 and a positive regulatory region was 
found between nucleotides -1642 and -823223 or -1535 and -1265. 224 Now 
that these regulatory sequences have been characterized, they can be used to 
assay for specific binding proteins. For example, if DNA retards the progress of 
a protein through a non denaturing gel, this suggests the formation of a specific 
protein-DNA complex. 80 Alternatively, "Southwestern" blots (binding of cellular 
proteins to specific DNA immobilized on nitrocellulose) can be used to identify 
proteins with a potential role in regulating gene transcription. 225 

13.10. Concluding Remarks 

Drug discovery is a very challenging field of research. As biologists dealing with 
natural products, we are often presented with a substance that appears very similar 
to tar or some other type of waste material, and it is necessary to perform some 
type of assay procedure to determine if it is wise to invest substantial resources 
in isolation and corresponding follow-up work. In the majority of cases, if the 
decision is made to proceed, the agent being monitored can be purified and 
structurally characterized, even though it is generally present in the original 
extract at extraordinarily low concentrations (e.g., 0.001 %, w/w). Given this 
level of sophistication, the burden of achievement often falls firmly on the 
shoulders of the bioassay. It is clear that if we were fortunate enough to obtain 
an extract containing a constituent as exciting as a useful remedy for the treatment 
of cancer or AIDS, the substance would simply be filed away with hundreds of 
other similar looking materials if the bioassay did not "speak out" and inform us 
of the presence of the active material. 

As is illustrated by the examples given in this chapter, new avenues of drug 
discovery have recently opened owing to the advent of biotechnology. Whenever 
an investigator decides to enter into a new frontier of science, however, there are 
certain paradoxical situations that may ultimately need to be confronted. For 
example, let's assume that we recognize that no effective drug is available for a 
certain type of disease state and, on the basis of a solid scientific theory, we 
devise a new assay and search for a new chemical entity that mediates a positive 
response. This seems quite reasonable, but to what extent should we pursue this 
line of investigation without detecting a positive response? Would it be appro-
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priate to analyze 1,000 compounds with completely negative results? Or perhaps 
10,000 to I million compounds? In a sense, this is similar to searching for 
the Holy Grail, and intellectual foresight plays a key role in such matters. 
Unfortunately, the accuracy of such foresight can only be judged retrospectively, 
and there is often strong opposition to using limited financial resources for a 
risky, albeit innovative, approach. 

It is of major advantage, however, that many recently developed bioassay 
systems are amenable to automation or semiautomation, and that test materials 
can thereby be assessed at impressive rates. Although screening capacity certainly 
varies owing to the complexity of the assay system, it is becoming increasingly 
common to evaluate 20,000 to 50,000 samples per year, and evaluation proce­
dures capable of handling samples in the range of I million per year are under 
discussion. Of additional importance is the fact that only minute quantities of test 
materials are generally required to perform an evaluation. The minimum required 
quantity often is defined by the lower limit of accurate detection, since the precise 
mass of the substance being tested must be known. Once data can be accumulated 
with a large number of samples, assuming the test system is actually valid, the 
question tends to shift from Will an active substance be discovered in the test 
system? to What concentration of test substance should be considered as active? 
The issues of dose-response relationships and possible correlations with in vivo 
results have been discussed previously. 8 For in vitro test systems, once a large 
quantity of data has been accumulated, it is generally possible to retrospectively 
define a criterion of activity that places I to 5% of the test materials into the 
category of active, and follow-on studies can be performed with these leads. 

Based on the mechanistic validity of contemporary bioassay systems and 
practical considerations such as those discussed previously, it is relatively certain 
that compounds will be uncovered during the next few years that will demonstrate 
novel structural features and biologic potential. It is possible that some of these 
substances will be found to mediate responses of therapeutic importance. Obvi­
ously, however, short-term in vitro assays are not invariably predictive of activity 
that may ultimately be observed with in vivo systems. Nonetheless, irrespective 
of therapeutic efficacy, these substances will serve as probes that will enable us 
to explore the molecular nature of various biological processes. The results of 
such studies should yield a clearer understanding of the molecular basis of various 
biological response mechanisms, which in tum may lead to the development of 
rational therapeutic strategies. 

Typically, the response intensity observed with a short-term bioassay system 
correlates most accurately with an ultimately desirable in vivo response when 
dealing with structural analogues of a known active agent. The reasons for this 
are multiple and complex, relating to the myriad of physiological and biochemical 
pathways and interactions represented by in vivo systems. The possibility of 
devising a battery of bioassay test systems sufficiently representative of a mamma­
lian species is impracticable. Conceivably, however, computer data bases could 
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be created that comprise the entire anabolic and catabolic potential of a mamma­
lian species, and queries could be made regarding the therapeutic effect of any 
given chemical compound without even needing to perform a single experiment. 
While it is interesting to muse over such possibilities, in the foreseeable future 
we will undoubtedly need to remain concerned with mammalian drug metabolism, 
disposition, pharmacokinetics, therapeutic indices, dose-limiting toxicity, meta­
bolic detoxification and activation, and a host of other factors. For such reasons 
it is likely that laboratory animals will continue to play an important role in 
drug development programs. By making careful selections, however, the use of 
laboratory animals can be reduced to a minimum. 

One important method of attempting to limit the development of a false positive 
lead is to construct a battery of bioassay test systems that are mutually supportive. 
As an example, in our program of attempting to discover agents capable of 
preventing cancer in humans, an initial evaluation is performed in the following 
test systems: (1) mammary organ culture to monitor reduced formation of carcino­
gen-induced nodulelike alveolar lesions,226 (2) mouse epidermal cells to monitor 
inhibition of phorbol-ester-induced ornithine decarboxylase activity (this chap­
ter), and (3) in vitro assays to monitor inhibition of binding of radiolabeled 
phorbol ester or staurosporine to partially purified protein kinase C (this chapter). 
Materials demonstrating activity in all three test systems are assigned highest 
priority, but the simplified receptor binding assay is used to direct fractionation. 
Resulting substances are thereby selected (predicted) to demonstrate the desirable 
activity in more biologically complicated (therapeutically relevant) test systems 
and are confirmed as active during the next level of testing. 

Therefore, this approach of using batteries of bioassays tends to reduce the 
number of false positive leads. The other possibility, that of false negatives, is 
very important and must also be taken into account. It is likely that our concept 
of various disease states will rapidly evolve over the next few years; our concept 
of the most valid method of bioassay for drug discovery will likely evolve as 
well. As a result, assays indicative of a broader range of biological processes will 
probably be developed in the relatively near future, and it is also probable that 
new assays with greater predictive power will be devised. Thus, substances tested 
and found to be inactive with presently available bioassay systems will really 
need to be considered in the same category as untested materials once new 
evaluation procedures are available. Given the possibility of (re)evaluating large 
numbers of samples in a short period of time, this does not present a particularly 
cumbersome problem. It does become particularly important, however, to prop­
erly archive samples in a manner wherein chemical stability is assured. 

Finally, returning to the discovery of drugs from plants, we are rapidly ap­
proaching a unique period in history wherein the entire flora of the earth could 
be monitored for potential to mediate a specific biological response in a period 
ofless than one year, assuming the test materials were actually available. Unfortu­
nately, it appears that deforestation and various other ecological disturbances will 
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render numerous species extinct before they can be biologically evaluated and 
archived. 
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Peptide Turn Mimetics 

Michael E. Johnson and Michael Kahn 

14.1. Introduction 

Despite the central position that peptides and proteins occupy in the regulation 
of virtually all biological processes, understanding their structure-function rela­
tionship at the molecular level remains in its infancy. Extensive efforts to modify 
peptides and proteins have been devoted to examining this interplay, and to 
developing therapeutic agents based on modified peptides and proteins. '-3 Pep­
tides and proteins have a number of disadvantages as therapeutic agents, including 
rapid metabolic degradation, lack of specificity, and difficulty in administration. 
The design of low-molecular-weight peptide and protein mimetics should have 
application as synthetic catalysts, pharmaceutical agents, and novel immunogens 
for the generation of antibodies. 

Evidence obtained from comparison of the endogenous opioid peptides and the 
opiate analgesics suggests that the pharmacophoric interactions responsible for 
the biological activity of these peptides occurs between the peptide side chains 
and their target receptors. This information, coupled with the lessons of the 
modified peptide analogues, such as carba-, retro-, and depsipeptides,4 suggests 
that the peptide backbone itself may not be essential, and that its role is to orient 
critical residues for interaction with complementary groups within the receptor. 
Based on this assessment, the next logical step is the design of new molecular 
frameworks to assume the role of the peptide backbone, thus providing unique 
tools for studying the relationship between structure and bioactivity. 

14.2. Turns as Recognition Sites 

Turns are common elements of secondary structure characterized by their reorien­
tation of the peptide backbone. 5 The surface localization of turns in proteins, and 
the predominance of potentially reactive functional groups in their side chains, 
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have led to the suggestion that turns function as recognition sites that trigger 
complex immunologic, metabolic, genomic, and endocrinologic regulatory mech­
anisms. Additionally, turns have been implicated as nucleation sites of protein 
fOlding,6 and as markers for the co- and posttranslational events of phosphoryla­
tion,7 glycosylation,8 enzymatic processing,9 and degradation. 10 

The surface localization of turns in proteins and the predominance of residues 
containing potentially reactive functional groups in their side chains (e.g., Asn, 
Ser, Arg, Asp, Lys, and Glu) have led to the hypothesis that f3-turns play critical 
roles in a wide array of molecular recognition events. The role of turns has been 
unambiguously established in several peptide hormone systems. Although the 
importance of turns in antigenic recognition, phosphorylation, glycosylation, 
hydroxylation, and proteolytic processing remains to be established, the fre­
quency with which turns coincide with these recognition processes suggests that 
conformational recognition plays a significant role. Evidence for the importance 
of turns in biological recognition is as follows. 

14.2.1. Naturally Occurring Peptides with Turn-Containing Bioactive 
Conformations 

Somatostatin is a tetradecapeptide with a cyclic structure formed by a cystine 
bridge between Cys residues 3 and 14 within the sequence, Ala-Gly-Cys-Lys­
Asn-Phe-Phe-Trp-Lys-Thr -Phe-Thr -Ser -Cys. The cyclic nature of this potent nat­
ural peptide effector made it a promising target for correlating conformation and 
activity. Based on the assumption that the proposed bioactive conformation 
contained a f3-turn at Phe7_Trp8_Lys9_Thrlo, Veber et al. designed an extremely 
active cyclic hexapeptide analogue that contains a type II' f3-turn at the D­
Trp-Lys segment. II Thus, somatostatin provides an extremely well established 
example of a bioactive conformation that contains a f3-turn (1). The results 
from somatostatin and analogues, including a retroenantiomeric analogue,12 also 
illustrate the necessity of particular side-chain orientations for activity and demon­
strate the relative unimportance of backbone conformation. 

Examples of critical tum conformations involved in the recognition ofbioactive 
peptides by their receptors have also been documented in the case of a-melano­
cyte-stimulating hormone,13 bradykinin,14 luteinizing hormone-releasing hor­
mone,15 and enkephalin. 16 

14.2.2. Immunological Recognition of Antigenic Sites 

The mechanism by which the open surface of proteins generate highly specific 
antigenic responses when transferred to another species is a fascinating and 
critical question of modem biochemistry. One viewpoint is that certain parts of 
proteins are inherently antigenic and that this property is intrinsic to the nature 
of the protein molecule and independent of the host to be immunized. Alterna-
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tively, the concept that virtually any accessible part of a protein is potentially an 
antigenic site, and that the choice of sites that elicit an immune response in a 
particular case depends largely on the bias of the immune system of a specific 
host, has been put forward. Whichever hypothesis one accepts, the antigenic 
determinants represent the accessible patches on the surface of a native protein 
that interact with antibody binding sites. The continuous epitopes comprise five 
to eight residues, and their uniform size in vastly different proteins highlights the 
uniform size of the complementary antibody binding sites. Although turns are 
often coincident with antigenic sites in proteins, it is difficult to determine whether 
this coincidence is due to specific recognition of turns, or to the frequency of turns 
among other surface features monitored by the immune system. For example, in 
sperm whale myoglobin all five continuous sites and two discontinuous sites 
coincide with turns. 17 The use of hybrid mimetics to inhibit antibodies against 
native proteins should shed new light on these questions. Moreover, the stabilized 
conformational epitopes of hybrid mimetics should allow for the generation of 
specific high-avidity anti peptide antibodies and should circumvent the problem 
of peptide hyperflexibility.18 

14.2.3. Immunological Recognition of Viruses 

There is increasing evidence that immune recognition of viruses focuses, in part, 
on immunogenic surface regions frequently coincident with turns. Analysis of 
the amino acid sequences predicts conformations with a preponderance of f3-
structure alternating with surface exposed f3-turns for hepatitis-B surface antigen 



Peptide Turn Mimetics / 369 

polypeptide (P25),19 Rauscher murine leukemia virus polypeptide (plO),20 adeno­
virus "spike" protein/I and herpes simplex virus type I glycoprotein D. 22 Interest­
ingly, some of these turns are sites of posttranslational modification. Dreesman 
et al. chose a hydrophilic surface region (I 17-137) ofhepatitis-B virus containing 
three predicted turns (l18-121, 129-132, and 134-137) and synthesized a corres­
ponding peptide with a disulfide bond between residues 124 and 137. 19 After 
immunization in mice, cross-reactive antibodies specific for hepatitis-B surface 
antigen developed. Thus, the frequent occurrence in turns with or without prolyl 
residues, and the propensity of these turns for surface distribution demonstrate 
their importance as immunogenic sites. 

14.2.4. Posttranslational Modifications 

14.2.4.1. Folding 

Many protein folding mechanisms have been proposed. Some of these have 
implicated turns as nucleating sites that are formed early in the folding process 
and direct further folding events. 23 Alternatively, they have been depicted as 
essentially passive structures that arise in consequence of formative interactions 
in other parts of the chain.24 These two extremes may not represent truly distinct 
alternatives. 

Helices and f3-sheets tend to run back and forth across protein molecules linked 
by intervening turns. Chain segments in a folding protein, which are destined to be 
helical, will exist in multiple conformational states, in which the linear sequence is 
known to be an important determinant ofthis equilibrium. However, it is probable 
that segments distant in sequence but near in space will shift this equilibrium. 
Regardless of the ultimate conformation adopted by folding segments, the inter­
connections between them will necessarily be turns. For this reason, turns may 
be less sensitive to the conformational constraints of spatial neighbors, and their 
positions better predicted from local sequence alone. 

14.2.4.2. Phosphorylation 

Protein kinase-dependent phosphorylation of proteins is one of the mechanisms 
leading to posttranslational protein modification. Intracellular protein kinases are 
known to transfer a phosphate from ATP to specific seryl, threonyl, and tyrosyl 
residues. Small et al. demonstrated that 24 of 30 seryl and threonyl phosphoryla­
tion sites in 14 proteins are coincident with predicted tum conformations. 7 Cochet 
and co-workers, using the empirical prediction method of Chou and Fasman, 
analyzed the available amino acid sequences in protein substrates for protein 
tyrosine kinases for their secondary structural features. 25 They found, in general, 
that the preferred conformation at this site was a f3-turn with tyrosine in the i+ 2 
position. Recently, Tinker et al. 26 synthesized three tyrosine containing peptides: 
Ala-Pro-Tyr-Gly-NHCHJ , Leu-Pro-Tyr-Ala-NHCH}, and Pro-Gly-Ala-Tyr-NH2 , 
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of which the first two peptides, but not the third, would be expected (and were 
shown by IR and CD) to adopt a f3-turn with the tyrosine in the i+2 position. 
Peptides 1 and 2 (but not 3), were substrates (Vmax = 232,98 mmollhour/mg and 
Km = 1.76, 0.19 mM) for Moloney leukemia virus tyrosine kinase. This prefer­
ence for a f3-turn indicated that this conformation may serve as the recognition 
site for tyrosine phosphorylation. 

14.2.4.3. Glycosylation 

Two modes of glycosyllinkages exist in proteins: (1) N-glycosides linked to an 
asparagine residue of the protein, and (2) O-glycosides linked to a serine, threo­
nine, hydroxylysine, or hydroxyproline residue. It has been suggested that glyco­
syltransferases recognize tum regions in either case. Glycoproteins containing 
carbohydrate linked N-glycosidically to an Asn residue invariably possess the 
sequence Asn-Xxx-[Thr-Ser]. Aubert et al. realized that asparagine, serine, and 
threonine occur commonly in turns, and by Chou-Fasman analysis demonstrated 
that 19 of 28 Asn glycosylation sites occur within tum regions in 14 glycoproteins 
analyzed. 27 Bause and Legler further extended this by examining the effectiveness 
of peptides with a proline in the i+ 1 position (thus favoring a tum) to act as 
substrates. 8 

However, the conformation of N-glycosylation sites is not invariably a tum. 
Wilson et al. (28) demonstrated by X-ray analysis of the Asn-linked oligosaccha­
ride sites in influenza hemagglutinin, that for the six sites analyzed, two were 
coincident with a-helices, two with f3-sheet regions, and two within turns. 28 The 
Asn residues in influenza hemagglutinin sites were located at the i+2 position in 
contrast to the i+ 1 position found in the Fc portion of IgG. In summary, the 
evidence that tum conformational recognition is sometimes required is suggestive 
but still inconclusive. The situation with O-glycosylation is similar, in that turns 
have been implicated based on secondary structure prediction, but experimental 
evidence is scant. 27. 28 

14.2.5. Recognition of Proteolytic Processing Sites 

Activation of precursor molecules by proteolytic processing, although superfi­
cially appearing to be a waste of energy and biosynthetic capacity, is a ubiquitous 
mechanism in both lower and higher organisms. It appears to be essential in both 
the replication of picornaviruses29 and the activation of either plasma proteins or 
zymogens. 30 In the case of secretory proteins, conversion of the biosynthetic 
precursor into the biologically active formes) requires several posttranslational 
modifications, including proteolytic cleavage by presumed "selective" proteases. 
The mechanisms involved in controlling this processing are proving complex to 
unravel. The problem is complicated by the observation that proteolytic pro­
cessing may be tissue specific/I although certain common features have 
emerged. 32 
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Leader (signal) sequences have some common structural features. All have a 
hydrophobic core region ranging in length from 9 to 20 amino acids. A hydrophilic 
region containing one or two basic residues precedes the hydrophobic core, and 
the core region is often terminated by a proline or glycine residue. The cleavage 
site is on the C-terminal side of the hydrophobic core. Inouye and Halegoua 
proposed that turns promoted by glycyl or prolyl residues are essential for the 
proper processing of the signal peptide;33 however, little direct evidence is 
available. 

Examination of the amino acid sequences of peptide prohormones, as derived 
from the corresponding cDNA clones, has shown that the sites of cleavage of 
prohormones are characteristically marked by a pair (or quadruplet, occasionally 
singlet or triplet) of basic residues (Lys or Arg). Removal of these basic residues 
generates the free peptide and involves the consecutive action of two separate 
enzymes. The enzymes responsible for these processing steps are hypothesized 
to be a group of trypsin-like enzymes and a carboxypeptidase B-like enzyme. 
The origin of the selectivity of the relevant endoproteases does not appear to 
coincide with any "consensus" primary sequence, thus implicating a common 
secondary structure motif. Several types of cleavages occur (i.e., before, after, 
or within the pair of basic amino acids, thus implicating a common secondary 
structure motif). Several experiments using peptide analogues34 or denaturing 
conditions35 have implicated a role for a secondary structural motif, as well as 
the basic amino acid grouping, in recognition by endoproteases. Rholam and co­
workers analyzed the amino acid sequences situated around the putative proteo­
lytic cleavage sites in 20 different biosynthetic precursors of peptide hormones. 9 

Chou-Fasman secondary structure analysis indicated that processing sequences 
that are cleaved in vivo are in all cases located within regions with high {3-turn 
formation probability or else immediately adjacent to these structures. The f3-
tum-forming region at the cleavage locus is flanked on both sides by amino acid 
sequences with a high probability for forming highly ordered structures (i.e., f3-
sheet or a-helix). These features are not found around dibasic pairs that are not 
cleaved in vivo. Based on this analysis, it was hypothesized that f3-turns including 
(or flanking) basic amino acid doublets that are flanked by highly ordered second­
ary structure units (f3-sheet or a-helix) may constitute a minimal recognition 
motif for endoproteases. 

14.3. Peptide Mimetic and Hybrid Mimetic Approach 

14.3 .1. Rationale 

Understanding the relationship between the conformation and the activity of 
bioactive peptides and proteins is one of the critical goals of contemporary 
biochemistry. Peptides are highly flexible and can often adopt multiple low­
energy conformations, thus presenting different arrays of pharmacophoric resi-
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dues. Structural restrictions can reduce the difficulty of the investigation of 
this marriage of structure and function, yielding valuable information about 
the conformational requirements of peptide-peptide interaction. Additionally, 
peptides have limitations for biological investigations, in that the ease of proteo­
lytic degradation and the lack of specificity often encountered can cloud and 
obscure the effect to be monitored. 

The logical foundation for the design of peptide mimetics rests upon studies of 
peptide analogues, analysis of conformational properties of peptides and modified 
peptides, and on analogies to the relationship between opiate peptides and opiate 
analgesics. A wide range of modified peptide analogues have been studied. The 
major conclusion to be drawn from these modifications is that the peptide back­
bone can be extensively altered, provided that the conformation adopted by the 
side chains of the analogue approximates that in the native peptide. 36 Additionally, 
examples of irreversibly cyclized analogues suggest that equilibration to flexible 
open forms of cyclic peptides is not an essential step in binding to target re­
ceptors. 37 

14.3.2. Peptide-f3-Turn Mimetic Design 

Recent reviews suggest that research into the design and synthesis of peptide 
tum mimetics has barely scratched the surface. I-3 The potential to examine 
hypothesized tum recognition elements in proteolytic processing, posttransla­
tional enzymatic modification and degradation, folding, and antigenic recognition 
through the use of mimetic hybrids should produce extensive opportunities to 
examine structure-function relationships, and should allow for the design of new 
molecular entities that possess increased biological activity, greatly enhanced 
stability, and potential therapeutic efficacy. 

From the schematic structure of a peptide f3-tum (1) it can be seen that in 
forming the tum, the peptide backbone forms a pseudocyclic lO-membered ring 
structure, with the configuration depending on the <p and '" peptide backbone 
torsional angles. As was noted previously, the principal function of the backbone 
appears to be to position the side chain functional groups, RI to R4 as required 
for biological activity. Thus, the substitution of a ring structure that has similar 
configuration, and that can be functionalized at the appropriate locations, should 
provide a peptide f3-tum mimetic with potential advantages of enhanced stability, 
specificity, and reduced antigenicity. An early approach to the design of a nonpep­
tide f3-tum mimetic was that of Friedinger et a1.; they reported the design of a 
lactam-based replacement for the Gly6_Leu7 residues in LHRH (2a) to produce a 
potent agonist with approximately nine times the in vitro biological activity of 
the native LHRH peptide. 38 A similar approach was used to design an analogue 
of substance P (2b).39 The analogue was not particularly effective in binding to 
the substance-P receptor but was observed to be a strong eledoisin agonist. Since 
eledoisin and substance P are both tachykinins, this result suggested the existence 
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of multiple tachykinin receptors. Methionine enkephalinamide analogues were 
also constructed (2c and 2d), with the lactam replacing the Gly2-Gll residues,40 
but were found to have low activity, suggesting that type II or II' 1~4 f3-
turns are probably not significant in the bioactive conformation of methionine 
enkephalin. The same lactam was used to design a gastrin analogue in which the 
Tyr12 and Gly13 residues were replaced with 2c or 2d and which had potent agonist 
activity.41 

This lactam template was also used by Valle et al. to design a potent agonist 
(104 times higher activity) of the bioactive peptide, Pro-Leu-Gly-NH2, with 2d 
replacing the Leu2-Gly3 residues.42 Conformational comparison of two isomers, 
only one of which had activity, suggested that the active conformation could 
contain a type II, but not a type II' f3-turn. 

Bicyc1ic f3-turn templates, of the form 3, have also been used to construct 
potent gramicidin-S analogues43 and a moderately active LHRH agonist. 44 An­
other bicyc1ic structure (4) was designed to replace residues Gly2-Gll-Phe4-Leu5 

of leucine enkephalin; the resulting analogue was reported to have approximately 
one-third the analgesic activity of morphine. 45 

The jaspamide mimetic (5) based on a 9-member monocyc1ic ring, was de­
signed to mimic a f3-turn found in the jaspamide crystal structure and contains 
the two functional groups-the phenol and 2-bromoindole-believed to be impor­
tant in jaspamide; preliminary biological results are encouraging.46• 47 An 11-
member bicyc1ic ring structure has also been used as a template for the design of 
thrombin inhibitors based on a f3-turn believed to be present in the fibrinopeptide 
A bound to thrombin. 48 First generation substrate mimetics have Km and kcat values 
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in the range of those for the native substrate, indicating that the mimetic-based 
species closely mimics the bound conformation of the endogenous substrate.48 

An HIV protease inhibitor with an ICso ~ 10-8 M has been developed from an 
analogous ll-member monocyclic ring system (6).49 Very recent work has also 
shown that a ~-tum mimetic of the ~-tum region, Gln40 - Thr4s of the complemen­
tarity-determining 2 region of the CD4 protein exhibits significant activity as an 
inhibitor of the human immunodeficiency virus gp 120 protein binding to CD4. so 

In summary, the tum conformation is an important conformational element in 
peptide and protein structure. It also plays a key role in the biological activity of 
several peptides and proteins of therapeutic importance. The design of peptide 
tum mimetics, while still very much a developing area, holds promise of providing 
a number of important new therapeutic agents within the next few years. 
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Biotechnology Products: An Overview 

Diana Brixner 

15.1. Introduction 

In essence, biotechnology defines the collection of industrial processes that in­
volves the use of biological systems.! Compared with traditional pharmaceutical 
drug development, the history of biotechnology is relatively short. A chronologi­
cal review was recently reported by the Ernst & Young High Technology Group.2 
Currently there are approximately 1,100 biotechnology companies nationwide 
(public, private, and subsidiary) employing an estimated 60,000 people.! The 
total U. S. drug market generates $50 billion annually in product sales, and the 
U. S. biotechnology market is predicted to generate over $1 billion in 1991 in the 
area of therapeutics and diagnostics alone . .1 Also, the sales growth rate for the 
biotechnology industry is estimated to continue at approximately 25% per year 
through the next decade, while the drug industry on the whole will maintain an 
average growth rate of 3%. This rate of growth in biotechnology product sales 
would result in an $11 billion industry by the year 2000. These predictions arise 
from the tremendous increased growth in biotechnology research. Over the past 
4 years the number of biotechnology medicines in development has grown by 
63%.4 The United States holds three-fourths to four-fifths of the biotech world, 
compared with one-third of the total drug market, demonstrating a strong domi­
nance in the biotechnology area by the United States . .1 Clearly, that biotechnology 
has made a significant contribution to health care over the last decade and promises 
to continue this trend into the future. Health care professionals need to be prepared 
to handle the impact of a technology with such an extensive potential for growth. 

15.2. The Process of Approval for Biotechnology Drugs 

In the context of pharmacy practice, biotechnology especially focuses on the 
application of recombinant DNA and monoclonal antibody technology toward 
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pharmaceutical products. Through the use of biotechnology a new class of thera­
peutic agents, generally referred to as biological response modifiers (BRMs), has 
been designed. Since monoclonal antibodies are now available that can be directed 
against a variety of specific targets, an entirely new dimension of clinical practice 
can be realized. For example, these antibodies are used extensively for in vitro 
diagnostic kits, the most commonly recognized being pregnancl and ovulation 
tests. 6 Current research is directed toward the expanded use of monoclonal 
antibodies for in vivo imaging7 and therapy, 8 and recombinant DNA technology 
is being used to produce various different proteins, critical in the treatment of 
disease, on a large enough scale for clinical use. 

Once a potential product has been developed at the research and development 
level, the next step is extensive animal testing. These studies are intended to show 
efficacy of the product in animals. Toxicity studies are also done to determine a 
LD50 (lethal dose for 50% of the population investigated). If the results in these 
tests are satisfactory, and the product is believed to be beneficial to humans, one 
submits an investigational new drug (IND) application to the Food and Drug 
Administration (FDA). This document contains the results of animal studies. The 
IND becomes effective if the FDA does not disapprove the application in 30 
days. 

At this point, human clinical trials can begin. There are four phases of clinical 
trials. In Phase I trials the primary concern is to determine a safe dose. The 
maximum tolerable dose (MTD) is established by gradually increasing the dose 
in increments defined by the protocol, until unacceptable side effects are obtained. 
The MTD is then set at one dose level below that point. Phase I studies are 
generally done on healthy normal subjects. However, many of the biotechnology 
drugs are for the treatment of debilitating diseases, which leads to a combination 
of Phase I and Phase II trials. In Phase II trials efficacy studies are begun. Patients 
are generally recruited from institutions within the local area. The patients are 
studied to determine the efficacy and pharmacokinetics of the drug. Side effects 
of the drug are also documented. In Phase III trials the study becomes much more 
extensive. These trials are often referred to as multicenter clinical trials because 
clinics and hospitals from all over the country become involved. Parameters 
indicating efficacy, safety, pharmacokinetics, and side effects are all monitored 
and documented. This process takes around 3 years. Once the Phase III trials are 
complete all the information is gathered and submitted to the FDA as a new drug 
application (NDA), also referred to as a product license application (PLA). The 
review process generally takes around 2 to 3 years. Phase IV clinical trials are 
ongoing after product approval. Two primary types of Phase IV clinical trials are 
those that compare different drugs for a particular treatment and those that 
investigate expanded indications for an already approved drug. 

Of all the companies involved in biotech research, 58 have brought 132 
products into human clinical trials and beyond. 4 The change in the number of 
companies and products over the last several years is shown in Table 15.1. The 
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Table 15.1. Biotechnology Companies and Products in Development over the Last 
Few Years 

October Annual Annual Annual 
July 1988 1988 1989 1990 1991 

Companies 48 54 45 51 58 
Products in development 81 97 80 104 132 
Marketed products 9 10 11 13 16 

large increase of 52 products between 1989 and 1991 is indicative of a rapidly 
expanding industry. Monoclonal antibodies are the largest category of biotech no 1-
ogy drugs in development (58 products), although only one has reached the 
marketplace. Vaccines are the second largest category (18 products) followed by 
the interferons (16 products). Cancer or cancer-related conditions are the main 
target of over half of the biotech products in development. 1 

Currently, there are 17 products on the market resulting from biotechnology. 
Figure 15.1 shows the number of products per year that have been approved by 
the FDA since 1982. Table 15.2 lists the approved products in order of their 
approval and Table 15.3 lists products currently under review at the FDA. 

15.3. A Review of Biotechnology Products on the Market 

15.3.1. Insulin 

The first recombinant DNA product to gain FDA approval was human insulin 
(Humulin, Eli Lilly) for the treatment of insulin-dependent diabetes. This oc-
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Figure 15.1. Approved biotechnology medicines by year. 
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Table 15.2. Approved Biotechnology Drugs and Vaccines Tested by Approval Date 

Product Name Company Approval Date 

Humulin Eli Lilly October 1982 
(human insulin) 

Protropin Genentech October 1985 
(somatrem) 

Digibind Burroughs Wellcome April 1986 
(digoxin immune Fab) 

Orthoclone OKTJ Ortho Biotech June 1986 
(muromonab CD3) 

Intron A Schering-Plough June 1986 
(interferon-a-2b) 

Roferon-A Hoffmann-La Roche June 1986 
(interferon-a-2a) 

Recombivax HB Merck July 1986 
(hepatitis-B vaccine) 

Humatrope Eli Lilly March 1987 
(somatropin) 

Activase Genentech November 1987 
(alteplase) 

HibTiter Praxis Biologics December 1988 
(haemophilus-B conjugate vaccine) 

Epogen Amgen June 1989 
(epoietin-a) 

Engerix-B SmithKline Beecham September 1989 
(hepatitis-B vaccine) 

Alferon N Interferon Sciences October 1989 
(interferon-a-n3) 

Actimmune Genentech December 1990 
(interferon-y-1 b) 

Neupogen Amgen February 1991 
(filgrastim) 

Procrit Ortho Biotech February 1991 
(epoietin-a) 

Leukine Immunex March 1991 
(sargramostim) 

Prokine Hoechst-Roussel March 1991 
(sargramostim) 

Pro1eukin Cetus June 1992 
(aldesleukin) 

Information, in part, from G. J. Mossinghoff. Biotechnology Medicines, Pharmaceutical Manufac­
turer's Assn., 1991 Annual Survey. 
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Table 15.3. Biotechnology Drugs in Development 

Product Name 

GMCSF 

Marogen Sterile Powder 
(epoietin-f:l) 

KoGENate 
(factor VIII) 

Mono-IX 
(factor IX) 

Norditropin 
(somatropin) 

Saizen 
(somatropin) 

BioTropin 

Alferon Gel 
(interferon-a-2b) 

Betaseron 
(interferon-f:l) 

Centoxin 
(HA-IA MAb) 

E5 
(MAb) 

XomaZyme-CD5 Plus 
(MAb) 

Orthozyme CDS 
(muromonab CDS­
RTA) 

DNase (rh DNase) 

Company 

Sandoz 
Schering-Plough 
Genetics Institute 
(licensor) 

Genetics Institute 
Chugai-Upjohn 

Cutter Biological 

Rhone Poulenc 
Rorer 

Novo Nordisk 

Serono Laboratories 

Genentech 

Busch Biotech 

Berlex Laboratories 

Centocor 

Pfizer 
Xoma 

Xoma 

Ortho Biotech 

Genentech 

U.S. Developmental Status 

Application submitted 

Application submitted 

Application submitted 

Application submitted 

Application submitted 

Application submitted 

Application submitted 

Application submitted 

Phase III 

Application submitted 

Application submitted 

Application submitted 

Application submitted 

Phase III 

curred in 1982. The production of insulin has been by two different methods, 
both utilizing recombinant DNA technology. 

Insulin is produced in the body by the enzymatic degradation of proinsulin. 
This leaves behind the A and B chain of insulin connected by disulfide bridges 
(Figure 15.2). Before 1986 human insulin was prepared by the production of the 
genetically engineered A and B chains in separate fermentations. These individual 
pieces were then isolated, purified, and chemically joined together. Since 1986 
recombinant DNA technology has been used to produce proinsulin. The connect­
ing peptide is then enzymatically cleaved from the human proinsulin to provide 
human insulin. Multicenter clinical trials have shown no pharmacokinetic or 
clinical differences between Humulin made by the two manufacturing processes. 9 
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Figure 15.2. The structure of proinsulin. Insulin (solid black) is created by removal of 
the C-peptide, which leaves the A- and B-chains of insulin connected by disulfide bonds. 

15.3.2. Growth Hormone 

In 1985 the treatment of growth hormone deficiency in children was greatly 
improved by the use of recombinant DNA technology. For over two decades 
prior the only source of the hormone was the pituitary glands of human cadavers. 
Genentech developed an analogue of human growth hormone called somatrem 
(Protropin) and produced it on a large scale via recombinant DNA technology. 
This compound differs from the natural product, somatropin, by the presence of 
an extra methionine at the end of the molecule. The drug was granted approval 
by the FDA in 1985 for use in growth hormone deficiency. In 1987 Eli Lilly 
received approval for the genetically engineered somatropin (Humatrope) with 
the identical amino acid sequence as growth hormone of pituitary origin.!O The 
effects of recombinant human growth hormone on body composition and metabo­
lism in adults with growth hormone deficiency have recently been reported. II 
Mean lean body mass increased by 5.5 kg and fat mass decreased by 5.7 kg in 
the group treated with growth hormone. No significant changes were noted in the 
control group. 

Currently, three other versions of somatropin are under review for approval 
by the FDA. These include Norditropin by Novo Nordisk, Saizen by Sereno 
Laboratories, and BioTropin by BioTechnology General. Norditropin and Bio­
Tropin will also be used to treat growth hormone deficiency in children, and 
Saizen will be indicated for the long-term treatment of growth failure due to 
inadequate secretion of normal endogenous growth hormone. Genentech has 
submitted an application to the FDA for the use of Protropin in chronic renal 
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failure. Phase III clinical trials are in progress for the use of Protropin in Turner's 
syndrome, a condition characterized by retarded growth and sexual development. 

15.3.3. Antibodies and Monoclonal Antibodies 

The first antibody-derived product to receive approval by the FDA was digoxin 
immune Fab (Digibind) by Burroughs Wellcome Corp. (Research Triangle Park, 
N.C.) in April 1986. The product is indicated for the treatment of digitalis 
toxicity. Digibind employs a unique application of biotechnology toward an 
antibody-based product. An appropriate antigen is created by conjugating the 
digoxin molecule to human serum albumin. This conjugate is then injected into 
sheep to produce digoxin-specific antibodies. The antiserum of the sheep that 
responded with high titers of antibody, with high affinity and specificity for 
digoxin, was collected. 12 These antibodies are digested using the enzyme papain, 
to produce digoxin-specific Fab fragments. The Fab fragments are purified by 
affinity chromatography. 13 More recently the hybridoma technology has been 
used to produce monoclonal murine antibodies. 14 Spleen cells from mice immu­
nized with digoxin coupled to serum albumin were fused with a myeloma cell 
line to yield high-affinity monoclonal antibodies to digoxin. However, in a clinical 
setting it is often more desirable to use a less specific antidigoxin antibody. A 
greater cross-reactivity allows for interaction with digitoxin as well as digoxin. 15 

After injection into a digitalis toxic patient these Fab fragments bind to digoxin 
and prevent binding at the site of action. The Fab fragment-digoxin complex 
then accumulates in the blood and is excreted by the kidneys. In a multicenter 
clinical trial 21 out of 26 patients with life-threatening toxicity saw a rapid reversal 
of cardiac rhythm disturbances and hyperkalemia, and a full recovery ensued. 
There were no adverse effects from the treatment. 12 

Although this drug has received orphan status owing to the relatively low 
incidence of digitalis toxicity, it is evident that this technology could be applied 
to various types of drug overdoses and has applicability in suicide rescue. 

The first therapeutic application of monoclonal antibody technology was in the 
development of the immunosuppressant drug muromonab-CD3 (OKT3, Ortho 
Biotech, Nutley, N.J.). This molecule is used in the treatment of renal transplant 
rejection. OKT3 is a murine antibody that is directed to a 20,000 molecular 
weight glycoprotein on the surface of human T cells that is essential for T cell 
function. T cells playa major role in acute renal transplant rejection. The 20,000 
MW molecule is called CD3 for the cell differentiation cluster 3. 16 This factor 
has been shown, in vitro, to be associated with the antigen recognition structure 
of T cells and is essential for signal transduction. Although OKT3 blocks all 
known T cell functions, B cells are still available to assist in fighting infections. 

In a multicenter clinical trial OKT3 was compared with the conventional high­
dose steroid therapy for treatment in acute rejection of cadaveric renal transplants 
in 123 patients. 17 Sixty-three patients who received OKT3 also had a concomitant 
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lowering of the dosage of other immunosuppressant drugs. OKT3 reversed 94% 
of the rejections, whereas steroid therapy demonstrated a 7S% reversal. Host 
antibodies to the murine monoclonal antibody were noted shortly after OKT3 
treatment was stopped. This event needs to be considered when contemplating 
the use of OKT3 for subsequent episodes of rejection. 

Because of the large success in the use of this agent for kidney transplants an 
application is currently under review at the FDA for the use of OKT3 in heart 
and liver transplants. 

In addition to the application for the expanded use of OKT3, four other PLAs 
have been submitted to the FDA for monoclonal antibody-based products. Two 
were submitted by Xoma Corp. (Berkeley, Calif.). Xomazyme-CDS Plus is 
indicated for the treatment of graft-versus-host disease in bone marrow trans­
plants. This disease can arise when a patient requiring a transplant receives bone 
marrow from a healthy donor and the patient initiates an immune response. 18 
Xomazyme-CDS is a monoclonal antibody (MAb) directed against the CDS (cell 
differentiation cluster S) antigen of T cells involved in this response. Ortho 
Biotech has submitted an application for Orthozyme CDS, also for the treatment 
of graft-versus-host disease. The other MAb agents that have been submitted to 
the FDA are for the treatment of septic shock. Pfizer and Xoma have submitted 
an application for a monoclonal antibody (ES) directed against the endotoxins 
released in septicemia. Centocor (Malvern, Pa.) has also submitted an application 
for their product, Centoxin (HA-IA MAb). Centoxin is a human monoclonal 
IgM antibody that has been shown to reduce the lethal effects of gram-negative 
bacteremia (GNB) and sepis. In Phase III clinical trials mortality was reduced 
(S7%) in patients with GNB and shock compared with the placebo group (33%). 
These beneficial effects were present as early as seven days after treatment. All 
patients treated tolerated HA-IA well, and there were no detectable human 
antibodies generated in response to HA-IA.19 This result is certainly a reflection 
of the usefulness of a human monoclonal antibody. 

Although monoclonal antibodies are the leading category of biotechnology 
medicines in development, only one such product has been approved to date 
(OKT3). The preparation of Digibind used clinically is accurately referred to as 
a polyclonal antibody. However, with FDA approval currently anticipated for 
four monoclonal antibody products and many other monoclonal-based agents in 
clinical trials, these products will have a tremendous influence on medicine over 
the next decade. 

15.3.4. Lymphokines 

Along with the introduction of OKT3 in June 1986, interferon-a was introduced 
into the marketplace by two major drug companies. The interferons are the first 
in the class of cytokines and lymphokines to receive FDA approval. In general, 
these substances are naturally occurring proteins that serve as messengers between 
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cells to help coordinate an immune response against a foreign substance. Since 
one of the problems underlying cancer growth is a breakdown of communication 
between cells, these cytokines may help to establish a better immune response 
against a tumor cell. The development of recombinant DNA technology has 
allowed for the production of individual cytokines in a highly pure form and in 
large quantity. 

The interferons can be further broken down into three basic types: a, {3, and 
'Y. They are distinguished by their antigenic specificity, source, and molecular 
content. 20 Within the a class there are known to be at least 16 different subtypes, 
each differing slightly in amino acid sequence. 2 ! The two primary types are a-2a 
and a-2b. These two interferons differ by only a single amino acid at the twenty­
fourth position; the amino acid is lysine and arginine in a-2a and -2b, respectively. 

The first indication to gain approval was for the treatment of hairy cell leukemia 
(HCL). Interferon-a-2a (Roferon-A) is manufactured by Hoffmann-LaRoche, 
and interferon-a-2b (Intron A) by Schering-Plough. 

The results of a multi institutional study of 193 patients with hairy cell leukemia 
receiving interferon-a-2b were reported in 1988. 22 This study observed an 80% 
response rate, with the response rate being a combination of complete responses, 
pathological partial responses, and hematological partial responses. The range of 
all patients was 69 to 92% response. The 91 responding patients were divided 
into two groups, one group of 45 assigned to observation alone and one group of 
46 to receive six additional months of interferon therapy. After 6 months, 6 
relapses occurred in patients receiving continued therapy and 14 occurred in 
patients undergoing only observation. Although the results are encouraging, 
clinical trials comparing interferons with conventional HCL therapy need to be 
evaluated. A randomized trial comparing interferon and Pentostatin (2'-deoxyco­
formycin) is currently underway. 

Intron A and Alferon N (interferon-a-n3) were approved for use in the treatment 
of genital warts in June 1988 and October 1989, respectively. Roferon A and 
Intron A were granted approval for the treatment of AIDS-related Kaposi's 
sarcoma in November 1988. Schering-Plough is seeking to further extend the use 
of Intron-A and has recently received approval for use in the treatment of chronic 
hepatitis B, and non-A and non-B hepatitis. An application has been submitted 
for the use of Intron A in superficial bladder cancer and basal cell carcinoma. 

In 1990 the first y-interferon was approved by the FDA. Interferon-y-l b 
(Actimmune) is manufactured by Genentech and is indicated for reducing the 
frequency and severity of infections associated with chronic granulomatous dis­
ease. In a controlled trial, gamma interferon was shown to reduce the frequency 
of serious infections in patients with this disease. Of 63 patients assigned to 
interferon, 14 had serious infections, as compared with 30 of the 65 patients with 
chronic granulomatous disease assigned to placebo. 23 This product is currently in 
Phase III clinical trials for use in small cell lung cancer and atopic dermatitis. 

The interferons are only one type of lymphokine being developed via biotech-
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nology. Like the monoclonal antibodies, there are a large numbers of lymphokine­
related products in development. When all lymphokines in development are 
added together-interleukins (13 products), interferons (16 products), and colo­
ny-stimulating factors (8 products)-the total is 37, second only to monoclonal 
antibodies for the number of products of a particular class in development. 

Several colony-stimulating factors, developed by various companies, are begin­
ning to reach the marketplace. The two major types include granulocyte-mono­
cyte colony-stimulating factor (GM-CSF) and granulocyte colony-stimulating 
factor (G-CSF). Although both GM-CSF and G-CSF will be used in related 
clinical settings, there are some biological differences. G-CSF specifically stimu­
lates neutrophil granulocytes, whereas GM-CSF stimulates all granulocytes. 
Also, GM-CSF is a potent activator of monocytes and macrophages as well. This 
includes the induction of other cytokines, which is why some side effects are 
seen with GM-CSF that are not seen with G-CSF. Whereas GM-CSF is a potent 
inhibitor of neutrophil granulocyte migration, G-CSF enhances neutrophil migra­
tion.24 These differences lead to a distinct clinical profile for each drug. Studies 
have shown GM-CSF to have a significant effect on chemotherapy-induced 
myelosuppression. 25. 26 One group consisted of 19 patients with either breast 
cancer or melanoma treated with high-dose chemotherapy and autologous bone 
marrow support. Leukocyte counts obtained 14 days after transplantation were 
3,120 ± 1,744 in those given 32ILg/kg of body weight per day. Control groups 
had levels of 863 ± 645 per microliter. 26 G-CSF has shown a specific effect on 
patients with neutropenia-associated morbidity due to chemotherapy for transi­
tional cell carcinoma of the urothelium. 27 Treatment with G-CSF before chemo­
therapy resulted in a dose-dependent increase in the absolute neutrophil count. 

In a recent trial, G-CSF was used to reduce chemotherapy-related neutropenia 
in patients with small cell lung cancer. The results indicated a significantly lower 
incidence of fever for G-CSF-treated patients (4,090 vs. 7,790 placebo). In 
addition, the average duration of suboptimal neutrophil count was 6 days for the 
placebo group as opposed to 1 day for the G-CSF group. Finally, the amount of 
adjunctive therapy and length of hospitalization due to infections was reduced by 
approximately 50%.28 

Two applications have been approved by the FDA for GM-CSF (sargramos­
tim). The approved indication is to accelerate myeloid recovery in patients under­
going autologous bone marrow transplants. Immunex (Seattle, W A) will be 
marketing the drug under the name Leukine and Hoechst-Roussel (Somerville, 
N.J.) will market the product as Prokine. Both Hoechst-Roussel and Immunex 
have submitted an application for indication in the treatment of neutropenia 
secondary to chemotherapy. Sandoz (East Hanover, N.J.) and Schering-Plough 
have submitted a PLA together for the use of GM-CSF as an adjuvant to AIDS 
therapy, in allogenic and bone marrow transplants, and to treat low blood cell 
counts. 

An application for approval of G-CSF (filgrastim) has been submitted by 
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Amgen for several indications. These include neutropenia resulting from AIDS, 
leukemia, and aplastic anemia. The FDA has already approved this product 
(Neupogen) for use in chemotherapy induced neutropenia. 

The most recently approved biotechnology medicine is interleukin-2 (IL-2). 
This lymphokine binds to a specific, high-affinity cell surface receptor expressed 
on activated T cells. This interaction leads to a variety of effects including the 
induction of other cytokines such as tumor necrosis factor and interferon-y. 29 The 
solid tumors most studied with IL-2 treatment are renal cell carcinoma and 
malignant melanoma. A 1988 report of a Phase II clinical trial demonstrated the 
efficacy of IL-2 in conjunction with an infusion of lymphokine-activated killer 
cells (LAK) against metastatic renal cancer. 30 The product name is Proleukin 
(aldesleukin) and is manufactured by Cetus Corporation (Emeryville, Calif.) for 
use in renal cell carcinoma only. Proleukin is currently indicated. Clinical trials 
are investigating use in other cancers as well. 

15.3.5. Vaccines 

In the summer of 1986 the hepatitis-B vaccine Recombivax HB (Merck, Rahway, 
N.J.) received FDA approval. This was the introductory product for the use of 
recombinant DNA technology in vaccine development. 

Biotechnology has offered new strategies for engineering vaccines. Mono­
clonal antibodies have been a powerful tool in defining the specific nature of the 
antigenic portion of an infectious agent. Crystallization of the surface components 
that make up the antigenic determinant has assisted in the structural elucidation 
of these proteins. Once the portion of the molecule responsible for an immune 
response is identified, the appropriate genes can be cloned and the protein ex­
pressed. Many viral genes have been cloned and expressed in various types of 
cells. Although amounts of expressed protein have been high, the level of immu­
nity has generally been quite low. An exception to this has been the surface 
antigen of the hepatitis-B virus (HBsAg).31 

Before 1986 hepatitis-B vaccine was derived from the human plasma of 
screened, healthy, chronic HBsAg carriers. The particles were obtained by plas­
maphoresis. Merck developed and sold this product as Heptavax-B. In 1986 a 
different version was obtained via recombinant DNA technology. The product is 
prepared using genetically engineered cells of the yeast strain Saccharomyces 
cerevisiae. These cells contain the gene for the hepatitis-B surface antigen 
(HBsAg). The desired protein is expressed, extracted from the cells, purified, 
and then adsorbed onto aluminum hydroxide. 32 Even though yeast-derived and 
plasma-derived HBsAg differ slightly in terms of physical and chemical proper­
ties, in terms of quality, the antibodies produced in response to the vaccines are 
indistinguishable. 33 

Merck had an exclusive market on recombinant hepatitis-B vaccine in the u.S. 
until September 1989, when SmithKline Beecham received FDA approval to 
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market its recombinant version of the vaccine, Engerix-B. The primary difference 
between the two appears to be in dosing regimens. 34 Engerix-B follows the dosing 
regimen of plasma-derived Heptavax by Merck. Recombivax HB dosing is half 
that of Heptavax in adults and one-quarter the dose in children. In most cases the 
dose seems to provide adequate antibody titers. 

There are no other hepatitis-B vaccine products under review by the FDA. 
Amgen has recently entered Phase III clinical trials for a hepatitis-B vaccine. 
Other vaccines that are beginning to enter early clinical trials target AIDS (Im­
mune Response Corporation) and malaria (SmithKline Beecham). 

In December 1988 another vaccine was granted approval for marketing by the 
FDA. This was a haemophilus influenza type B vaccine (Hibtiter) by Praxis 
Biologicals (Rochester, N. Y.). The original version of the vaccine was prepared 
from the polyribosyl ribitol phosphate (PRP) capsular polysaccharide from the 
influenza bacteria. However, this vaccine had limited immunogenicity in children 
under 2 years of age. 35 The immunogenicity was improved through the application 
of the carrier-hapten immunologic principle. A carrier is a molecule that renders 
a hapten linked to it able to stimulate antibody production. 36 The carrier most 
widely studied, and part of the Hibtiter vaccine, is diphtheria toxoid protein. 
Unlike the PRP vaccine, this vaccine induces high levels of antibody production 
against haemophilus B. Two recently reported studies both showed significantly 
improved responses to the haemophilus B conjugate over the haemophilus B PRP 
vaccine alone. 37.38 The later study was reported by investigators at the FDA who 
monitored the occurrence of influenza in two populations, each receiving either 
conjugated or nonconjugated vaccine. The disease occurrence rate was 83% (106 
out of 127) for those receiving Hib vaccine alone and 41 % (7 out of 17) for those 
receiving the conjugate. 38 This approach to improving the antibody titer will 
possibly be of great use in the future development of vaccines. 

15.3.6. Thrombolytics and Factor Vlll 

Biotechnology entered the thrombolytic market in November 1987 with the 
introduction of recombinant tissue plasminogen activator (Activase, Genentech). 
The primary indication is for use in the treatment of mycardial infarction. This 
drug was slated to be the first billion-dollar product of biotechnology. However, 
a combination of clinical trial results failed to produce a dramatic increase in the 
cost-benefit ratio for tissue plasminogen activator (TPA) when compared with 
other thrombolytics. This has left investors waiting for sales expectations to be 
met. Likewise, the medical community is also awaiting clinical trial results that 
effectively compare the thrombolytics. 

All available thrombolytics act through the conversion of plasminogen to 
plasmin, the enzyme that degrades a fibrin clot (Figure 15.3). However, fibrin 
located throughout the systemic circulation can also be degraded. When this 
occurs a "lytic state" develops that may lead to excessive bleeding. Attempts to 
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Plasminogen ___ P_la_s_m_i_n_og.;;;..e_n __ -I.~ Plasmin 
(profibrinolysin) activation (fibrinolysin) 

Fibrin clot -------t.~ Soluble fibrin fragments 
(fibrin degradation products) 

Figure 15.3. The mechanism of action of all thrombolytic agents is to break down the 
fibrin clot into soluble fibrin degradation products. 

avoid the lytic state have centered around producing a clot-specific agent that will 
not generate plasmin activity outside the fibrin clot. 39 

A number of tissues secrete proteases that enzymatically activate plasminogen. 
The gene coding for tissue plasminogen activator has been cloned into vectors 
and expressed to produce recombinant TPA. This drug was initially thought to 
have two advantages: lack of antigenicity and clot specificity. Although clot 
specificity was noted in vitro, with purified components, this effect has not been 
nearly as evident in humans. 39 An explanation may be that a clot-specific agent 
will also dissolve hemostatic plugs, another contributor to bleeding complications. 

Various clinical trials have compared TPA to other specific thrombolytics. The 
thrombolysis in myocardial infarction trial (TIMI) compared intravenous TPA 
with intravenous streptokinase (SK).40 Unlike TPA, SK does not directly cleave 
plasminogen to produce plasmin. Instead, SK forms a 1: 1 complex with plasmino­
gen, which then converts free plasminogen to plasmin. 39 SK is derived from 
cultures of f3-hemolytic streptococci, resulting in its low cost when compared 
with the recombinant-derived TPA. 

Trial results demonstrated an overall advantage in reperfusion for TP A when 
treatment was begun at an average delay of 4.8 hours after chest pain. However, 
if therapy was begun during the first 4 hours, this difference was not statistically 
significant. Because the difference in efficacy is not evident during the crucial 
time interval for salvaging myocardium and saving lives,41 the overall clinical 
advantage of TPA is yet to be determined. 

A recent study, comparing TPA to streptokinase, involved the treatment of 
12,381 heart-attack victims. 42 The report is referred to as the GISSI II study 
(Gruppo Italinao per 10 Studio della Streptochinasi nelI'Infarcto Miocardico). 
The patients on study all received either streptokinase or TPA, with or without 
heparin. Heparin was administered 12 hours after the thrombolytic. Mortality 
rates for either TPA or SK alone were 8.7 and 9.2%, and in combination with 
heparin rates were 9.2 and 7.9%. These results do not show a dramatic difference 
between the two products. The dosing of heparin was different from standard 
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U.S. protocol. In the United States heparin is administered along with the throm­
bolytic. This further decreases the applicability of the data for use in therapeutic 
decisions in the United States. 

Another thrombolytic that has recently been introduced to the market is anisoy­
lated plasminogen streptokinase activator complex, or APSAC (Eminase, 
SmithKline Beecham). This drug provides a time-released supply of thrombolytic 
activity by complex dissociation, allowing for administration via bolus injections 
over 5 minutes. TPA and SK require infusions from 1 to 6 hours. A study group 
has determined a mortality reduction from APSAC alone similar to that of either 
SK or TPA in combination with aspirin.43 All three agents were directly compared 
in the Isis-3 study (International Study ofInfarct Survival, Part 3). Results indicate 
that all three agents are equally effective in mortality reduction.44 Again, the use 
of heparin in Isis-3 varied from standard U.S. practice. Results from a recent 
trial indicate that Eminase may offer a solution to the heparin controversy. The 
Duke University Clinical Cardiology Studies Group (DUCCS-l) gave two patient 
groups Eminase with or without heparin. Results demonstrated similar morbidity 
and mortality with a significantly lower incidence of bleeding in patients on 
Eminase alone.45 

TPA is currently the only thrombolytic produced via recombinant DNA technol­
ogy. This offers unique opportunities for drug delivery. The enclosure of cells 
containing the gene for TPA production, within a bioengineered membrane, 
would allow for a continuous internal infusion of the drug. Biofeedback stimulated 
by the TPA buildup in the blood stream could regulate the release of drug. 

TPA has also received approval by the FDA for indication in the treatment of 
pulmonary embolism. Genetics Institute currently has its version ofTPA undergo­
ing Phase III clinical trials. 

Another recombinant clotting protein that is being developed for use in bleeding 
disorders is Factor VIII. Hemophiliacs suffer internal bleeding because of a Factor 
VIII deficiency. Treatment requires infusions of the protein derived from human 
blood. In the early 1980s these transfusions could be contaminated with the human 
immunodeficiency virus (HIV). After 1984 manufacturers devised methods to 
kill the viral component. However, pharmaceutical products derived from human 
plasma were still highly impure « 1% Factor VIII).46 

The production of recombinant-derived Factor VIII allows a product that can 
truly be HIV free and of much greater purity. DNA clones encoding the amino 
acid sequence for human Factor VIII where isolated and used to produce the 
protein in cultured mammalian cells. The protein is purified by passing the 
fermentation over an affinity column containing the von Willebrand protein. This 
molecule complexes with Factor VIII as the cofactor circulates in plasma.46 The 
recombinant clotting protein corrects the clotting time of plasma from hemophili­
acs and has many similar biochemical and immunological characteristics to the 
serum-derived Factor VIII. 

Currently, an application is under review by the FDA for the use of Factor VIII 
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(KoGenate; Cutter Biological, Berkeley, Calif.) in the treatment of hemophilia. 
Rhone-Poulenc Rorer (Fort Washington, Pa.) has submitted an application for 
Factor IX produced using recombinant DNA technology. This product will also 
be used in the treatment of hemophilia. 

15.3.7. Erythropoietins 

The biotechnology product that truly has the potential to be biotech's first billion­
dollar drug is recombinant-derived erythropoietin (Epogen; Amgen, Thousand 
Oaks, Calif.). Whereas sales of TPA are only expected to increase from $200 
million to $300 million over the next 5 years, Epogen sales are projected to 
increase to $1.5 to $2.0 billion during the same amount oftime.47 Erythropoietin 
was granted FDA approval in 1989 for the indication of anemic kidney dialysis 
patients. 

Erythropoietin is a glycoprotein hormone that is normally produced in the 
kidneys and is responsible for the regulation of red blood cell production, specifi­
cally. This hormone has been found to have specific receptor sites on erythroid 
progenitor cells in the bone marrow. Erythropoietin production in the kidneys is 
stimulated by renal hypoxia, a direct result of anemia. However, in the patient 
with chronic renal failure, blood flow to the kidney is continuously decreased, 
resulting in an incomplete erythropoietic response to anemia and a persistent 
hypoxic state. This deficiency of erythropoietin is thought to be the primary cause 
of anemia associated with chronic renal failure. 48 

Before the era of recombinant DNA technology, erythropoietin was available 
only from sheep plasma or human urine, where it was present in very small 
amounts. In 1983 the gene coding for the hormone was determined. This gene 
was then incorporated into the host chromosomes of Chinese hamster ovary cells 
and allowed to replicate and subsequently express erythropoietin on a production 
scale.49 In 1986 human clinical trials were initiated using Epogen in the treatment 
of anemia due to end-stage renal disease. Phase I and II trials involved 35 patients 
in the United States and United Kingdom.50,51 All responded with an increase in 
red blood cell production, lack of transfusion requirements, normalization of 
hemoglobin and hematocrit, and improvement in general well-being. These re­
sults warranted a Phase III multicenter clinical trial involving 333 patients. 52 The 
positive results were further corroborated. Issues related to patient management 
that were identified in Phase I and II trials were further substantiated in the Phase 
III trial. Some of the more important issues include blood pressure management, 
iron-deficiency monitoring, and awareness of potential thrombotic events. The 
conclusion of the trial was that Epogen is an effective, safe, and well tolerated 
drug highly recommended in the treatment of anemic patients with end-stage 
renal disease. The decreased need for transfusions was well borne out in this trial. 
Using the group of patients (333) as a representation of all end-stage renal disease 
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patients, the savings in blood nationally would be projected at 500,000 units a 
year. 52 This would help to avoid the inherent risks of blood transfusions. 

Although Epogen is approved for the indication of chronic renal failure-induced 
anemia, the potential exists for treating other types of anemia as well. A particular 
area of interest is the use of Epogen in AIDS patients being treated with azidothy­
midine (Zidovudine, AZT). In a recent report of a study done on 63 patients (29 
receiving Epogen, 34 receiving placebo), reductions in the number of transfusions 
required became evident for the treatment group in the second and third months 
of the trial. 53 This can have a significant impact on the treatment of bone marrow 
suppression and anemia resulting from the treatment of AIDS with zidovudine. 
In 1990, Epogen received FDA approval for use in Zidovudine-induced anemia 
in AIDS patients. Ortho Biotech recently received approval by the FDA to market 
their version of erythropoietin (Procrit). This product has indications for the 
treatment of anemia associated with chronic renal failure, AIDS, or zidovudine 
therapy. 

Genetics Institute has submitted a product license application for its version of 
erythropoietin-,8 (Marogen) for anemia secondary to kidney disease. 

15.3.8. Tumor Necrosis Factors and DNase 

Another class of agents involving biotechnology are the tumor necrosis factors. 
These substances can serve as intercellular messengers to trigger an immune 
response against tumor cells. This leads to the destruction of blood vessels that 
supply the tumor and deprive the mass of nutrition. I Products based on this 
technology are still in the early stages of development. Biogen, and Genentech 
have compounds in Phase I and II clinical trials. All are directed toward cancer 
treatment. 

A final product, which has moved rapidly through the drug development 
process, is recombinant human DNase. This enzyme has utility in the treatment of 
cystic fibrosis, a lung disease characterized by highly viscous, purulent secretions. 
Large amounts of DNA contribute to this condition, and bovine pancreatic DNase 
I has been shown to reduce the viscosity of these secretions. Genentech has used 
recombinant DNA technology to produce human DNase. 54 The clinical utility of 
this product has been demonstrated by the University of Washington Clinical 
Research Center. Patients receiving rhDNase via inhalation had improved lung 
function when compared to patients receiving placebo.55 Genentech has recently 
submitted an application to the FDA for the use of DNase in cystic fibrosis. 

15.4. The Pharmacist and Biotechnology 

Clearly, the drugs described previously demonstrate the effect of biotechnology 
on the future of pharmacy practice. With a new class of therapeutic agents comes 
a tremendous need for the education of health care professionals and patients. It 
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is clear that the pharmacist will play an integral role in this process. For example, 
as reported by Schweigert et al. , a group of 60 pharmacists recommended changes 
in drug therapy in 62% of the cases, and 80% of the recommendations were 
implemented. 56 

Another important consideration in the use of biotechnology products is cost. 
Research and development costs are high, and this expense is reflected in the 
price of the product. The high cost of these products therefore creates a challenge 
for the pharmacist involved in formulary management. 57 Health benefits produced 
by these agents need to be weighed against costs. Many of these products 
offer new care or a marked improvement over traditional agents when used in 
appropriate clinical settings. One also needs to consider the economic impact of 
a shortened hospital stay, often a direct result of biotechnology therapy. 58 The 
clinical application of biotechnology products will provide fertile ground for 
clinical outcomes research and for the use of pharmacoeconomic principles. The 
pharmacist is the ideal person to coordinate such research. In addition, results 
will support a necessary increase in the pharmacy budget to affect a decrease 
in various other hospital budgets. Pharmaceutical companies that manufacture 
biotechnology products will need to form an alliance with pharmacists involved 
in administration at hospitals and managed care organizations to demonstrate 
the positive economic impact of their product to an institution. Without this 
partnership, many biotechnology products will not receive formulary approval. 

The role of the pharmacist will also involve patient education on biotechnology 
products. According to a recent Gallup Poll survey, 59 the public considers the 
pharmacist knowledgeable and an important source of information. Seventy-nine 
percent of the respondents consider pharmacists to be very knowledgeable about 
medicines. This is similar to the percentage of respondents ranking medical 
doctors in this category (83%). Therefore, as prescriptions for biotechnology 
products increase in the future, it is clear that patients and other health profession­
als will rely on pharmacists for an explanation of how to use these products as 
well as a description of their mode of action. 
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The Pharmacist Practitioner's Role in 
Biotechnology: Clinical Application of 
Biotechnology Products 

Janet P. Engle, Donna M. Kraus, Louise S. Parent, 
and Mary Dean-Holland 

16.1. Introduction 

The profession of pharmacy has undergone many changes. Practice emphasis has 
shifted from a product focus to one that encompasses total patient care, regardless 
of the practice setting. Changes in the drug product have necessitated increased 
pharmacy participation in patient care. Biotechnology will dictate drug therapy 
in the future; therefore, it is critical for pharmacists to become familiar with these 
products as well as their impact on patient care. For instance, biotechnology 
products that are designed for use in the home require intense counseling and 
monitoring for maximal benefit. 

Currently, there are more than 80 biotechnology products and vaccines being 
studied for human use in the United States. I The profession of pharmacy must 
meet the challenge that this technology presents for increased service to the 
public. Continued professional success will be determined by pharmacists' com­
mitment to continuing their education and adapting to the new environment 
required to dispense and monitor drug therapy produced by biotechnology. Phar­
macists must take the initiative to assume the authority for biotechnology drug 
usage. If pharmacists are not assertive in this role, other health care providers 
may claim control over these new drug products, as has already occurred in the 
area of radiopharmaceuticals. 

This chapter is divided into two sections. The first discusses potential roles for 
the pharmacist in the clinical use of biotechnology agents. The second discusses 
several broad categories of drugs derived from biotechnology with the intent of 
familiarizing pharmacists with these agents and giving further examples of the 
role practitioners can play in their use. 

16.2. The Pharmacist's Role in Biotechnology 

Pharmacists can potentially be involved in all aspects of the biotechnology drug 
use process including product distribution, patient and physician education, clini-
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cal monitoring, administration, research, and social and ethical policy-making 
decisions. 

16.2.J. Distribution 

The vast majority of these products will not be marketed as oral preparations. 
Most of the currently produced biotechnology products are proteins and would 
be destroyed if administered orally. Hence, traditional nonoral routes of adminis­
tration (im, sq, iv) as well as newer routes of administration such as nasal 
insufflation will be used. 

Given the unique qualities of these products, storage requirements will likely 
be specialized. Larger refrigeration areas and separate storage sections may be 
required. Reconstitution of these products will require aseptic technique and 
special diluents. Owing to high overhead costs (products and special handling), 
not all pharmacies may be able to afford to carry these products. 

16.2 .2. Education 

Today's health care system is characterized by early discharge from the hospital, 
with patients receiving treatment at home. Given the unique and complex proper­
ties of biotechnology drugs and products, these patients (or their care givers) 
must receive in-depth information of dilution, reconstitution, administration, 
storage, and a host of additional information including adverse effects and toxici­
ties. Pharmacists are ideally suited to provide this information, particularly if the 
information is given in the patient's home, or in specialized administration clinics 
designed specifically for the patient receiving biotechnology drugs. Owing to the 
high cost of these agents, other health professionals involved in a patient's care 
also need information concerning delivery and monitoring techniques. 

Although the pharmacist is often considered the drug information specialist, 
current pharmacy curricula, postgraduate training, and continuing education may 
be inadequate to serve the needs of the pharmacist involved in biotechnology 
drugs. The profession should seek to resolve the issues of curriculum changes, 
certification, required continuing education in biotechnology drugs, or, perhaps, 
relicensure, before these issues are resolved for us by consumer or governmental 
agencies. If the future of pharmacy is to include high-tech drugs and drug 
products, the pharmacists of today must prepare to face that future or be willing 
to see others have a more active role in high-tech health care. 

With the advent of biotechnology drugs, it is likely that pharmacy practice acts 
will be updated to include regulations specific to these agents. Boards of pharmacy 
may choose to require continuing education in biotechnology for licensure re­
newal. Certification in the area of biotechnology may also become a reality, as 
it has in the area of nuclear pharmacy. The pharmacy board exam will also 
be updated to incorporate questions that test the practitioner's knowledge of 
biotechnology drugs. 
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16.2.3. Clinical Monitoring 

The pharmacist must become involved with the dosing, kinetics, and therapeutic 
drug monitoring that will be necessary to adequately utilize these new agents. 
A potential role for pharmacists will be found in ambulatory clinics, where 
administration and long-term monitoring of these drugs will take place. This is 
already a reality in the cases of growth hormone and epoeitin-a. 

Depending on the specific biotechnology agent, home monitoring systems will 
need to be developed. The pharmacist may have a significant impact in this area. 
This is especially true in the case where biotechnology agents are utilized for 
home diagnostics such as pregnancy tests. The pharmacist is in the ideal position 
to counsel the patient on the appropriate use of these agents. 

16.2 .4. Administration 

Owing to the high cost of biotechnology drugs, the pharmacist must become 
involved in the administrative aspects of the drug use process. The practitioner 
must develop a formulary system that is capable of handling requests for these 
agents. A structure should be in place that ensures that formulary requests for these 
agents are adequately reviewed in terms of the scientific literature, comparison to 
currently available agents, indications, and cost. For each agent that is added to 
a formulary, drug use evaluation criteria should be established. It will be incum­
bent on the pharmacist to ensure that rational, safe, cost-effective therapy is 
provided to all patients. 

Third-party reimbursement will be another important issue that must be faced 
by practitioners who utilize biotechnology drugs. Reimbursement for nondistribu­
tive services associated with the use of these agents, such as counseling and 
monitoring, should be considered by third-party payors. This would also include 
reimbursement for the pharmacist's decision not to dispense a biotechnology 
agent owing to lack of indication or availability of a less expensive alternative 
therapy. Drug utilization evaluation studies will also be critical in justifying the 
use of a biotechnology agent. 

Another aspect of reimbursement will be payment for using a product for a 
non-FDA approved indication. As biotechnology products become more available 
and are used for a greater variety of disease states, third-party payors may 
withhold payments for uses that are not FDA approved. 

Waste disposal may also become an issue, depending on the type of products 
developed. Patients will need counseling on how to dispose of these products if 
they are used in the ambulatory or home environment. Pharmacists and other 
health care providers will need education in this area as well. 

16.2.5. Research 

Owing to the nature and short plasma half-life of most biotechnology products, 
many will need to be conjugated with other substances (e.g., SOD-PEG) or 
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made into unique dosage fonnulations (liposomal encapsulation) to decrease the 
product's clearance or to increase the product's effectiveness. The development 
of new biotechnology products utilizing these unique delivery systems requires 
the specialized training and viewpoint of a phannacist. Unfortunately, today's 
graduate students are, more often than not, nonphannacists. The lack of ph anna­
cy-trained scientists has already affected phannacognosy, the science of drug 
identification and development from natural sources. Schools and colleges of 
phannacy must evaluate their basic science and phannaceutics curricula in tenns 
of attracting qualified graduate students with interests in biotechnological drug 
development. Ideally, these researchers can work more closely with clinical 
researchers when drugs are in the human-testing phase. The phannacist as a 
clinical researcher has a definite role not only in detennining dosing regimens and 
side effects but in defining incompatibilities with other parenterally administered 
drugs, interactions between biotechnology products and more traditional drugs 
in oral dosage fonns, and the impact that biotechnology drugs have on major 
organ systems. The interferons, for example, inhibit the cytochrome PA50 en­
zyme system, increasing the therapeutic concentrations of some drugs at standard 
doses. 2 The clinical research pharmacist should also be involved with cost-benefit 
studies and drug utilization reviews, particularly since the biotechnology drugs 
are expensive and may have diverse indications. 

16.2.6. Ethics 

As with other new technologies, biotechnology drugs are, and will continue to 
be, a topic for ethical debate. Owing to the prohibitive cost of many of these 
agents, lower socioeconomic classes may have limited access to these drugs. 
There may be a temptation to use the drugs for inappropriate indications. Quality 
of life issues are also cogent, given the high cost and questionable benefit of these 
agents in certain situations. Perhaps the health care system needs to provide a 
mechanism whereby ethical issues surrounding these agents are addressed. As 
part of the health care team, phannacists must become cognizant of these impor­
tant matters and become involved in resolving the social and ethical issues 
surrounding biotechnology drugs. 

16.3. The Products: A Clinical Focus 

16.3 .1. Superoxide Dismutase (SOD) 

Superoxide dis mutase is an intracellular enzyme that acts as a free radical scaven­
ger by catalyzing the dismutation of superoxide anions to hydrogen peroxide and 
oxygen. Superoxide radicals are highly reactive substances that interact with 
cellular components to cause cell injury and death. Superoxide radicals, along 
with other activated oxygen species such as hydroxyl radicals and hydrogen 
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peroxide, are considered important in the pathophysiology of oxygen toxicity, 
inflammation, radiation sickness, and cellular injury due to reperfusion following 
ischemic or hypoxic events. 3 Because cellular damage secondary to oxygen free 
radicals may occur from a variety of etiologies and in a wide range of tissues, 
the theoretical uses of superoxide dismutase are quite diverse. Currently, human 
recombinant SOD is being investigated for the treatment of reperfusion injury in 
acute myocardial infarction and renal transplantation, inflammatory diseases such 
as arthritis and colitis, and oxygen toxicity in premature neonates. Preliminary 
results in patients undergoing thrombolysis for acute myocardial infarction sug­
gest that human recombinant SOD may decrease reperfusion arrhythmias. 4 Fur­
ther studies are needed, however, to determine the beneficial effects, if any, on 
left ventricular function and long-term patient survival. 

Intraarticular injections of bovine superoxide dismutase (orgotein) have been 
reported to be beneficial for osteoarthritis and periarticular inflammatory pro­
cesses such as epicondylitis (tennis elbow) and other sports injuries. Bovine 
superoxide dismutase has also been used for the treatment of rheumatoid arthritis, 
radiation injury, and Crohn's disease. 5 In an effort to prolong the short serum 
half-life (0.5 hour) and to enhance tissue uptake, bovine SOD has been conjugated 
to polyethylene glycol, dextran, and albumin. 3 A polyethylene glycol-conjugated 
form of superoxide dismutase (PEG-SOD) is currently being investigated. Al­
though a low incidence of allergic reactions has been reported with the bovine 
preparation (less than I % of patients treated), anaphylactic reactions have oc­
curred. 5 Allergic reactions should be minimal with human superoxide dismutase. 

Beneficial effects of superoxide dis mutase for particular types of cellular injury 
will depend on the extent of the role that free oxygen radicals play in the 
pathophysiology of that specific disease or injury. Possible future clinical uses of 
human superoxide dismutase, alone or in combination with other free radical 
scavengers, include adult respiratory distress syndrome, septicemia, prevention 
of cardiotoxicity and myelosuppression from chemotherapy, radiation protection, 
topical use for treatment of skin ulcers and thermal bums, and possibly the 
prevention of postischemic renal and CNS reperfusion injury. 

16.3.2. Tumor Necrosis Factor (TNF) 

Tumor necrosis factor, also known as cachectin, is a cytokine secreted predomi­
nantly by activated macrophages in response to cellular damage or invasion by 
bacteria or endotoxin. The physiological effects of TNF are multifold and com­
plex. Tumor necrosis factor plays an important role in inflammation, immune 
modulation, tissue remodeling, and the regulation of tumor cell growth. The 
biological effects ofTNF are listed in Table 16.1. Tumor necrosis factor's indirect 
tumor necrosis effects are most likely mediated by action on the tumor vascular 
endothelium. Tumor necrosis factor also suppresses lipoprotein lipase and with 
prolonged exposure may cause cachexia. In excessive amounts TNF mediates the 
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Table 16.1. Biological Effects of TNF 

Increases phagocytic activity of neutrophils 
Promotes adherence of activated granulocytes to vascular endothelium 
Increases procoagulant activity 
Induces interleukin-l synthesis 
Possesses direct action on growth and differentiation of T and B cells 
Stimulates fibroblasts 
Involved in normal cell angiogenesis 
Possesses direct and indirect cytotoxic effects on tumor cells 

physiological derangements seen in septic shock. 6 The antitumor activity of TNF 
was first observed in the late nineteenth century when necrosis of tumors was 
noted in cancer patients with streptococcal infections. After decades of research, 
TNF was discovered and isolated, but it was not until 1984 that it was sequenced 
and cloned. 

Tumor necrosis factor is currently in Phase I and Phase II trials for treatment 
of solid tumors. Owing to its short plasma half-life (10 to 20 minutes) and cell 
cycle-dependent effects, various dosing schedules and lengths of continuous 
infusions have been studied. The predominant side effects seen with TNF may 
vary with different dosing schedules. Fever, chills, rigor, headache, and fatigue 
are usually observed during short-term infusions, but hypotension is the dose­
limiting effect seen with single-dose and 24-hour infusions. Thrombocytopenia 
and increases in bilirubin were the main dose-limiting toxicities seen with 5-day 
infusions. 7 Additional side effects of TNF are listed in Table 16.2. Although 
cachexia has been induced with TNF in animals, weight loss and cachexia have 
not as yet been observed in human trials. This may become an important side 
effect if prolonged treatment protocols are utilized. 

Since TNF mediates the pathophysiologic effects of septic shock and cachexia, 
its role as an antitumor agent may be somewhat limited.6.8 During clinical trials, 
TNF-induced hypotension required treatment with aggressive fluid resuscitation 
and dopamine. Nonsteroidal antiinflammatory agents and meperidine were 
needed for the treatment of fever and rigors. 9. 10 Owing to its toxic side effects, 

Table 16.2. Adverse Effects ofTNF 

CNS 

Cardiovascular 

Gastrointestinal 

Hematologic 

Other 

Adverse Effects 

Fever, chills, rigor, headache, fatigue 

Hypotension, hypertension, peripheral cyanosis 

Nausea, vomiting, diarrhea, increases in liver enzymes, increases in 
bilirubin. lipolysis, hypertriglyceridemia 

Leukopenia, leukocytosis, eosinophilia, monocytosis, 
thrombocytopenia 

Back pain, erythema, dyspnea, cachexia 
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TNF's future use as a single agent in the clinical setting is uncertain. In addition, 
consistent antitumor effects have not been noted with the use of TNF alone. II. 12 
Synergy of TNF with interferon has been noted, however, and clinical trials are 
underway investigating combination therapy of TNF with interferon as well as 
interleukin-2, chemotherapeutic agents, monoclonal antibodies, and radiation. 6 

In addition to combination therapy, recombinant TNF-like cytokines are also 
being investigated. Alteration of the N-terminal amino acid sequence of TNF 
may lead to TNF-like cytokines that may have greater anticancer effects but less 
systemic toxicity.13 Induction of endogenous TNF in combination with lower 
doses of exogenously administered TNF may possibly decrease the frequency 
of severity of systemic toxicities. 13 Retroviral insertion of the TNF gene into 
melanoma-derived tumor-infiltrating lymphocytes may allow for higher concen­
trations of TNF in the local melanoma tumor region with possibly fewer systemic 
side effects. 14 

Monoclonal antibodies to TNF are also being studied for prevention and 
treatment of septic shock and cachexia and may have a greater therapeutic 
potential than TNF itself. In addition, owing to the increase in serum TNF 
concentrations that is seen in AIDS patients, TNF monoclonal antibodies may 
possibly playa role in combination regimens for the treatment of AIDS. 15 

16.3.3. Growth Hormone 

Nonrecombinant human growth hormone obtained from cadaver pituitaries was 
removed from the market in mid-1985 owing to the associated development of 
Creutzfeldt-lakob disease, a debilitating neurological slow-virus disease. The 
advent of recombinant DNA technology allowed the continued availability of 
growth hormone. Two recombinant growth hormone products are currently mar­
keted in the United States, somatropin (Humatrope, by Lilly) and somatrem 
(Protropin, by Genentech). Both have amino acid sequencing identical to human 
growth hormone of pituitary origin; however, somatrem contains an additional 
methionine group. The metabolic effects of somatropin and somatrem are equal 
to pituitary human growth hormone and the two products are bioequivalent with 
respect to area under the plasma concentration time curve. 16 (For additional 
information regarding new growth hormone products under FDA review and the 
use of growth hormone in adults, the reader is referred to Chapter 15, this 
volume.) 

Human growth hormone affects the growth and metabolism of multiple body 
systems (see Table 16.3) and is currently indicated as replacement therapy in 
children with growth failure secondary to growth hormone deficiency. Both 
currently available products are contraindicated in patients with closed epiphyses 
or active tumors. The two products are available as lyophilized powder for 
injection, which must be reconstituted before use. Somatrem's diluent contains 
benzyl alcohol and should therefore be avoided in newborns and in patients with 
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Table 16.3. Biological Effects of Growth Hormone 

Stimulates linear, skeletal, skeletal muscle, and internal organ growth 
Increases protein synthesis 
Decreases body fat stores 
Possesses initial insulin-like but long-term diabetogenic effects 
Promotes sodium, potassium, and phosphorous retention 
Helps maintain positive calcium balance 

hypersensitivity to benzyl alcohol. Somatropin's diluent contains m-cresol and 
glycerin and must also be avoided in patients who are hypersensitive to these 
components. Both products may be reconstituted with sterile water for injection 
(SWI) to avoid the use of the supplied diluent. 17 

The optimal dose of human growth hormone for the treatment of growth 
hormone deficiency is yet to be identified. Weekly doses of somatropin, for 
example, have ranged from 0.5 to 0.7 IV/kg administered in divided doses three 
to seven times per week with resultant mean height velocities ranging from 5.8 
to 13.9 cm/year. 18-20 Increases in height velocities are typically greater for younger 
children and support the practice of early treatment in growth hormone-deficient 
patients. Doses of human growth hormone should be individualized, and currently 
both products are recommended to be administered three times per week. Several 
studies, however, suggest that greater height velocity and bone density are ob­
served with the same weekly dose administered in divided doses six to seven 
times per week rather than two to three times per week. 18. 21. 22 Further studies are 
required to determine if the final height attained is greater with a daily regimen 
versus a three-times-per-week administration schedule. In addition, optimal dos­
ing regimens to achieve appropriate pubertal growth spurts for both sexes need 
to be identified. 23 

Adverse effects of human growth hormone are infrequent and minor; however, 
several case reports of symptomatic hypoglycemia and leukemia in children 
during prolonged use have been reported. The risk of leukemia has been estimated 
to be I in 2,400 with a lO-year course of growth hormone therapy. 24 Antibodies 
to growth hormone develop in approximately 30 to 40% of patients receiving 
somatrem and in 2% of patients receiving somatropin. Antibodies usually do not 
decrease the growth response, but failure to respond to somatrem secondary to 
antibody formation has been reported. 17 

Research efforts using human growth hormone for nondeficiency states were 
previously limited owing to the limited supply of growth hormone from cadavers. 
Now that a virtually unlimited supply of human growth hormone is available via 
recombinant DNA technology, human growth hormone is being studied for 
other indications such as chronic renal failure, Turner's syndrome, and extreme 
catabolic states (e. g., burns). Other areas of potential research include metabolic 
bone disease, obesity, hyperlipidemia, von Willebrand's disease, and aging. 25 In 
addition, the availability of human growth hormone and its possible unwarranted 
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use in children with short statue who do not meet the classic diagnostic criteria 
for growth hormone deficiency will present both clinical and ethical dilemmas 
for the clinician. 26 

Because the use of growth hormone requires intramuscular or subcutaneous 
administration and prolonged courses of therapy, pharmacy practitioners can 
greatly affect the care of these patients. Opportunities for parent and patient 
education regarding the product, instruction in proper techniques for dosage 
preparation and administration, and long-term patient monitoring for this product 
are abundant. 

16.3.4. Colony-Stimulating Factors 

Colony-stimulating factors (CSFs) are a group of acidic, low-molecular-weight 
glycoproteins that are vital in the transformation of hematopoietic stem cells into 
peripheral blood cells (i.e., neutrophils and monocytes; see Chapter 15, this 
volume, for further information). Early in 1991 two CSFs received FDA approval. 
Filgrastim (Nupogen), a granulocyte colony-stimulating factor (G-CSF) was ap­
proved for decreasing the risk of post-cancer-chemotherapy neutropenia and 
infection; and sargramostim (Leukine, Prokine), a granulocyte-macrophage colo­
ny-stimulating factor (GM-CSF), was approved for enhancement of myeloid 
recovery after autologous bone marrow transplant in Hodgkin's and non-Hodg­
kin's lymphomas and acute lymphoblastic leukemia. GM-CSF has also been 
studied in the management of chemotherapy-related neutropenia, for the ameliora­
tion of zidovudine (AZT) related hematologic deficiencies in HIV -positive and 
AIDS patients, and as an enhancer of the cytotoxic effects of chemotherapeutic 
agents such as Ara-C in the management of myelodysplastic syndromes. 27-29 

Both agents have been generally well tolerated in clinical trials. The most 
common side effect of G-CSF is mild to moderate bone pain, which can usually 
be managed with oral analgesics. 30 Fever and bone pain have also been reported 
with GM_CSF. 31 Additional adverse reactions include myalgias, flushing, and 
phlebitis. These CSFs may transiently increase alkaline phosphatase levels as 
well as decrease cholesterol levels . One of the major concerns about CSFs is that 
they may stimulate the growth of malignant cells as well as normal cells or may 
induce malignancies due to the chronic stimulation of stem cells. 29. 32 In one 
study, progression to acute leukemia was noted in 3 of 18 patients receiving G­
CSF. It is still unclear if this is an effect of the CSF or a natural progression of 
the underlying disease. 29 Patients should be counseled about this possibility and 
monitored closely after treatment with CSFs. Additionally, CSFs have been 
reported to enhance the replication of HIV , which may have negative implications 
for their use as adjuncts in HIV -positive subjects. 33 It must also be realized that 
as CSFs minimize the hematologic side effects of chemotherapeutic agents, 
allowing larger doses to be used, previously unknown side effects of the chemo­
therapeutic agents may become apparent. 
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Table 16.4. Administration of GM -CSF 

I. Unreconstituted vials should be stored under refrigeration (2°-8OC). Do not freeze 

2. Use I ml SWI (without preservatives) to reconstitute the powder. Inject the sterile water into 
the vial directed toward the sides and swirl gently to prevent foaming. Do not shake 

3. The resulting isotonic solution should be clear and colorless. This is a single dose vial; do not 
reenter or reuse; dispose of any unused portion properly 

4. Dilution of the solution should be done with 0.9% SCI. If the administered concentration of 
sargramostim (GM-CSF) is < LO p,g/ml, albumin must be added to the sodium chloride 
solution before the addition of the GM-CSF to prevent its binding to the delivery system. A 
concentration of 0.1 % human albumin should be used (1 mg albumin/l ml of normal saline = 

0.1% albumin) 

5. The reconstituted and diluted solution should be stored at 2°_8°C. Do not freeze. The GM­
CSF solution must be used within 6 hours after reconstitution, preferably as soon as possible, 
since it does not contain any bacterial preservatives. Discard any unused solution no longer 
than 6 hours after reconstitution. 

6. Data on compatability and the stability of GM-CSF in the presence of other agents are 
unavailable. Do not add any medications other than albumin (at the concentration 
recommended above) to the 0.9% saline solution containing the GM-CSF. 

Adapted from Colony Stimulating Factors. 1991. Facts and Comparisons May:84i-85. 

G-CSF is given sc or iv at an initial dose of 5 p,g/kg/day, starting no sooner 
than 24 hours after the conclusion of chemotherapy and continuing until the 
absolute neutrophil count (ANC) is ~ 1O,000/mm3• G-CSF dosage may be 
increased in 5 p,g/kg/day increments for subsequent chemotherapy cycles, de­
pending on the patient's response. 3' Since many patients receive chemotherapy 
in the clinic setting, G-CSF will also be given on an outpatient basis, in the clinic 
or at home. 

GM-CSF is also given iv, but unlike G-CSF, the product must first be reconsti­
tuted (see Table 16.4). For post-bone marrow transplant use, the recommended 
dose of GM-CSF is 250 p,g/m2lday for 21 days or until the ANC ~ 20,0001 
mm3 • 34 In this situation, GM-CSF will be used on an inpatient basis, but as other 
uses become more common, some patients will receive GM-CSF treatment as 
outpatients, either in the clinic or at home. Pharmacists can play an important 
role in patient education regarding self-administration and in patient monitoring 
and dosage adjustment. 

The estimated price tag for one chemotherapeutic cycle of G-CSF is $1,800 to 
$2,800, and that for one 21-day course of GM -CSF post -bone marrow transplanta­
tion is $4,200. 31 In this age of cost containment, these drugs will need to prove 
their worth before being routinely used. Since they do not appear to decrease 
overall mortality, cost justification will most likely be based on decreased morbid­
ity and decreased use of other health care resources. Studies have documented 
shorter hospital stays and decreased use of antibiotics in patients treated with 
CSFs, which may offset some of the drug costs. 35 However, few cost justification 
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studies have been done, and the bottom line is still unclear. Phannacists should 
take an active part in determining the appropriate therapeutic role for these agents 
by becoming involved in quality assurance and drug utilization review programs 
within their institutions. 

16.3.5. Peptides 

Peptides are chains of amino acids that differ from proteins in that they are shorter 
in length. Because of their lower molecular weight, they travel around the body 
more readily than proteins. If a specific area of a protein is identified as having 
biological activity, that individual segment of amino acids can be synthesized by 
biotechnological methods and made available for use. Human insulin is an exam­
ple of such a peptide available in the United States. Many other peptides are 
currently under investigation for disease states ranging from the common cold to 
congestive heart failure. 

16.3.5.1. Human Insulin 

Human insulin produced by biotechnological methods differs from the pork and 
beef insulins in that the peptide chain is identical to that secreted by humans 
instead of being different at one or two sites, respectively. "Synthetic" human 
insulin can be produced in three ways: full chemical synthesis, enzymatic conver­
sion of pork insulin, or recombinant DNA technology. Full chemical synthesis 
is currently too expensive for routine use in the diabetic patient, but the human 
insulin produced via the two other methods is widely available36 (see Chapter 15, 
this volume). 

Human insulin is slightly less immunogenic than purified pork insulin and is 
the insulin of choice for patients who will be on intermittent insulin therapy, 
such as gestational diabetics. Others also recommend it for treatment of newly 
diagnosed insulin-dependent diabetics. 37 Since the cost of human insulin is only 
slightly higher than that of the purified pork insulins, changing to human insulin 
is also appropriate in patients who manifest difficulties with purified pork in sui ins . 
A decrease in antibody titers has been reported in patients switched from animal­
derived insulins to human insulin.37 However, allergic reactions to human insulin 
have been noted in patients without a history of previous insulin allergies. 36 

Diabetics who have been receiving nonhuman insulin and are switched over to 
human insulin may notice a small change in their glycemic control, but unless 
significant insulin resistance was present insulin requirements are generally un­
changed. 38 It has been reported that human insulin is absorbed more quickly from 
subcutaneous sites and is slightly shorter acting than the corresponding animal­
derived insulins; patients may notice a more rapid drop in blood glucose coupled 
with a loss of glycemic control toward the end of the dosing interval. 39.40 Occa­
sionally, patients may need to increase the frequency of insulin dosing to compen­
sate for this change. 37 
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Since human insulin became widely available there have been a number of 
reported cases describing episodes of "hypoglycemic unawareness" in patients 
switched from animal-derived insulins to human insulin. In these reports, newly 
switched patients suffered hypoglycemia without developing the usual warning 
symptoms that usually accompany low blood glucose.41-43 As unrecognized hypo­
glycemia may have severe consequences, this raised much concern over the 
widespread use of human insulin. Two studies that have addressed this issue have 
found small but significant differences in patient perception of, and physical 
response to, hypoglycemia induced by animal-derived versus human insulin. 44,45 
In the majority of patients the clinical significance of this will be minimal; 
however, patients and their families should be informed about this potential 
problem when a patient is changed to human insulin, Human insulin may also be 
beneficial for patients who are experiencing lipoatrophy as a result of using 
animal-source insulin; in some cases injection of human insulin into the lipoatro­
phied area (at a 45° angle) may lead to improvement or resolution of the atrophy. 
Human insulin does not confer much advantage over the highly purified pork 
insulins in retarding the development of lipohypertrophy, since this appears to be 
secondary to the lipogenic effect of insulin itself rather than the source of insulin. 37 

In conclusion, human insulin is an advance in the management of diabetes, 
albeit a small one for most patients. 

16.3.5.2. Atrial Natriuretic Factor 

Atrial natriuretic factor (ANF) is a 28-amino acid peptide that is released from 
the cardia atria on atrial distension. It causes natriuresis and diuresis with a much 
less pronounced affect on kaliuresis. Calcium, phosphorus, and magnesium losses 
may also be increased. 46,47 Additionally, ANF causes a vasodilatory effect without 
triggering a rebound tachycardia or activation of the renin-angiotensin system.47 

In essential hypertension and congestive heart failure, levels of endogenous ANF 
have been found to be elevated. This has led to trials of intravenously administered 
ANF to examine the benefits of exogenous ANF in these disease states. Results 
have been promising; however, ANF has a half-life of approximately 3 minutes 
and must be administered intravenously. These limitations would restrict this 
agent's use to the inpatient or acute care setting. To widen ANF's therapeutic 
potential in the management of hypertension and CHF, attempts are being made 
to increase endogenous ANF levels through inhibition of its metabolism. Ap­
proaches include the development of ANF analogues that can preferentially bind 
to, and block the site of, ANF metabolism or compounds that inhibit the enzymes 
that degrade ANF.47 An orally available ANF analogue that is resistant to enzyme 
breakdown would be ideal. 

16.3.5.3. Peptide T 

Peptide T is an octapeptide (Ala-Ser-Thr-Thr-Thr-Asn-Tyr-Thr) that appears to 
be very similar to a segment of the envelope glycoprotein (gp 120) of the human 
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immunodeficiency virus (HIV). 48 In vitro studies have indicated that peptide T 
can block binding of the viral envelope to the CD4 receptor. 49 In several small 
studies, AIDS patients who intravenously and intranasally administered peptide 
T for 4 weeks demonstrated hematologic and clinical improvement with minimal 
toxicities. 49 , 50 Additionally, there are several case reports of improvement in 
patients with psoriasis receiving peptide T. 51 

The availability of an intranasal formulation should significantly improve the 
ease of administration of this agent, allowing patients to administer their medica­
tion at home. However, intranasal doses need to be 5-fold the intravenous dose 
to achieve similar plasma levels. 50 

16.3.6. Vaccines 

Biotechnology has many possible applications in the area of active immunization. 
A wide variety of disease states are the targets for the new vaccine development, 
including safer polio and pertussis vaccines and vaccines against cholera, influ­
enza A, malignant melanoma, Epstein-Barr virus, and even a vaccine against 
pregnancy (see Chapter 15, this volume, for more information). Several biogenet­
ically engineered vaccines are already FDA approved (hepatitis B, hemophilus 
influenzae type B), and vaccines against the AIDS virus (HIV) are currently 
undergoing intense research. 

16.3.6.1. Hepatitis-B Vaccine 

Recombivax HB, the first recombinantly engineered vaccine to receive FDA 
approval, provides several advantages over the previously available plasma­
derived product (Heptavax). Production of Recombivax HB by yeast cells pro­
vides an unlimited source of vaccine, in comparison with the plasma-derived 
vaccine, Heptavax, which was dependent on the harvesting of antigen from the 
plasma of chronic hepatitis-B carriers. Also, concerns about transmission of other 
disease states, such as AIDS, that arose with the plasma-derived vaccine were 
eliminated with the recombinant product because it contains no human-derived 
elements. 52 

As a result of studies indicating that the recombinant vaccines (Recombivax 
HB and Engerix B) result in similar immunologic responses and have similar 
adverse-effect profiles, the recombinant vaccines have become the products of 
choice except in patients with significant yeast allergies. 52 (The plasma-derived 
vaccine is no longer produced in the United States.) The recommended dose for 
Recombivax HB is 10 JLg/dose, and that for Engerix B is 20 JLg/dose. A dosage 
of 40 JLg is recommended for dialysis patients because they are generally poor 
responders to usual doses. Recombivax is available in a high-potency formulation 
(40 JLg/ml) for these patients. Recombivax HB contains formalin and should not 
be used in patients who are formalin sensitive; the Engerix B product should be 
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used instead. Dosing should be im, avoiding the gluteal muscle area, which has 
been associated with a decreased immune response to this vaccine. 53 Although 
sc dosing can be used in patients at significant risk for bleeding, this route of 
administration may be associated with a poor immune response. The standard 
dosing regimen for both recombinant vaccines is the same: 0, 1, and 6 months. 
If rapid onset immunity is desired for patients at high risk, data indicate that a 
four-dose regimen (0, 1, 2, and 12 months) may produce more rapid immunity. 
However, the administration of a fourth dose would significantly increase the 
cost of the series. 52. 54 Booster doses are not routinely recommended for healthy 
adults or children at this time, since the duration of protection is unknown. For 
patient groups with a history of poor response to the hepatitis-B vaccine, such as 
immunocompromised patients and patients on dialysis, monitoring of serum titers 
and administration of boosters as necessary based on titer results is warranted. 52 

Cost, one of the major obstacles to widespread compliance with hepatitis-B 
vaccination recommendations, was not overcome by development of the new 
vaccines. Both of the recombinant vaccines are approximately the same price 
as the previously recommended plasma-derivecl product. 52 Studies looking at 
intradermal administration of 1 to 2 t-tg of the hepatitis-B vaccine have shown 
that an adequate immune response develops in a significant portion of the subjects 
studied. The use of a lower intradermal dose would significantly decrease the 
cost of vaccination and has been shown to be well accepted by patients. 55. 56 
However, the duration of protection from intradermal vaccination is not ade­
quately delineated, and this route of administration has been associated with an 
increased incidence of local and systemic reactions. Additional research is needed 
before intradermal vaccination with hepatitis B can be recommended for routine 
use. 

16.3.6.2. Hemophilus Inft.uenzae Type B Vaccine 

In 1985 the FDA approved a vaccine against hemophilus inft.uenza type B (HIB), 
the number one cause of bacterial meningitis in children in the United States. It 
was indicated for use in children 24 months of age or older; in younger patients 
it produced limited immunogenicity.57 However, it is estimated that 66 to 75% 
of all systemic HIB infections are seen in children less than 18 months of age 
with a peak incidence between 6 and 7 months of age. 58 Subsequently, the 
development of protein conjugate vaccines against HIB have led to enhanced 
immunogenicity in the 2- to 15-month-old age group59.60 (see Chapter 15, this 
volume). Additionally, these new vaccines appear to produce an improved im­
mune response in patient groups with a history of poor antibody production with 
the older polysaccharide vaccine. 60. 61 

There are three protein conjugate HIB vaccines approved by the FDA and an 
additional agent is in testing (see Table 16.5). Only two (Pedvax HlB and 
HibTiter) are currently approved for use in children between 2 and 15 months of 
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Table 16.5. Haemophilus 1njluenzae Type B Protein Conjugate Vaccines 

Vaccine Name FDA Licensed, 
(Abbreviation) Trade Name Carrier Protein Manufacturer Age for Use 

PRP-D ProHibit Diphtheria toxoid Connaught Yes, ~ 15 months 

HbOC HibTiter Nontoxic diphtheria Praxis Yes, ~ 2 months 
toxin variant CRM'97 (distributed by 

Lederle) 

PRP-OMP Pedvax HIB Outer membrane protein Merck, Sharp & Yes, ~ 2 months 
complex of Neisseria Dohme 
meningitidis 

PRP-T Tetanus toxoid Merieux (to be No 
distributed by 
Connaught) 

Adapted from Committee on Infectious Diseases. 1991. Haemophilus inftuenzae type B. Report 
of the Committee on Infectious Diseases, 22nd ed. Elk Grove Village, Ill.: American Academy of 
Pediatrics. 1991. 

age. Primary dosing schedules for these two vaccines are not the same (see Table 
16.6) and their interchangeability is unknown. Three injections are necessary 
when HibTiter is used, but the Pedvax HIB series only requires two injections. 
Given these differences, if the source of a previous vaccination is unclear, a 2-
to 6-month-old infant should receive a primary series of three injections of protein 
conjugate vaccine (all doses given after 2 months of age can be counted toward 
this total). For previously unvaccinated infants 7 to 11 months of age, or infants 
12 to 14 months of age, two doses 2 months apart or one dose, respectively, of 
either Pedvax HIB or HibTiter may be given. A booster at 15 months of age (at 

Table 16.6. Vaccination Schedules for Haemophilus 1njluenzae Type B Protein 
Conjugate Vaccines 

Age at First Dose HbOC 
(months) (HibTiter) 

2-6 months 3 doses' 
7-11 months 2 doses' 
12-14 months I dose 
Booster for above I dose at 15 monthsc 

primary series 
15-59 months I dose 

'All doss should be given at least 2 months apart. 

"NR, not recommended. 

PRP-OMP 
(Pedvax HIB) 

2 doses' 
2 doses' 
I dose 
I dose at 15 monthsC 

I dose 

cBooster doses should be given at least 2 months after last dose. 

PRP-D 
(ProHibit) 

NRb 

NR 
NR 
NR 

I dose 

Adapted from Committee on Infectious Diseases. 1991. Haemophilus Inftuenzae Type B. Report 
of the Committee on Infectious Diseases, 22nd ed. Elk Grove Village, Ill.: American Academy of 
Pediatrics and Hemophilus B Conjugate Vaccines. 1991. Facts and Comparisons April:459g-459i. 
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least 2 months after the last dose) is necessary for both Pedvax HIB and HibTiter. 
For unvaccinated children 15 months of age or older, one injection with any 
of the three available protein conjugate vaccines appears to provide adequate 
protection.62. 63 

Adverse effects of the protein conjugate HIB vaccines are generally not severe. 
Local adverse effects, including erythema and swelling, and fever have been 
reported to occur in approximately 2 percent of children. Systemic side effects 
include irritability, drowsiness, gastrointestinal symptoms, respiratory symp­
toms, and rash. There does not appear to be any increase in the incidence of side 
effects with subsequent doses. 59. 60 

Simultaneous administration of protein conjugate HIB vaccines with other 
childhood immunizations (e.g., MMR, DTP, and OPV) does not appear to 
decrease the immunogenicity of either the HIB vaccine or the other vaccines. 
Adverse reactions may be increased by concurrent administration, but it appears 
to be an additive, rather than a synergistic, effect. 60.64 However, the simultaneous 
administration of HIB with other injectable vaccine combinations should be done 
at different sites. With multiple doses of the protein conjugate HIB vaccines 
needed to achieve adequate protection in addition to the multiple other infant 
immunizations that are required, parents may feel overwhelmed, both medically 
and financially (if their health insurance does not cover well-child care). The 
pharmacist can play an important role in educating parents about the need for 
adequate vaccination and the risks of infection in unprotected children, especially 
those in high-risk situations, including day-care centers and in homes with older 
children in school. 58 

16.3.6.3. Human Immunodeficiency Virus Vaccine 

A vaccine against the human immunodeficiency virus (HIV) is a much needed 
tool in the fight against the spread of AIDS. Two approaches can be taken toward 
vaccine development: a vaccine to prophylactically protect persons from initial 
infection, and the use of a vaccine product as an immunomodulator in HIV­
positive subjects to delay the onset or decrease the severity of disease. There are, 
however, several obstacles to development of an effective vaccine of either type: 
increased risk of adverse reactions including disease transmission with the use 
of attenuated live-virus vaccines, decreased immune response in HIV -infected 
patients, and exacerbation of AIDS or ARC (AIDS-related complex) symptoms 
in HIV -positive patients due to immune system stimulation. 65 A biogenetic ally 
engineered vaccine that utilizes only selected portions of the retrovirus would 
eliminate the risk of disease transmission; however, the last two concerns may 
still pose problems. 

The gene structure of HIV has been elucidated, and various proteins have been 
identified that can stimulate antibody production, including the group-specific 
antigen (gag) gene, the reverse transcriptase or polymerase (pol) gene and the 
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envelope precursor (gp160) gene. The gp160 glycoprotein can be divided into 
two areas, an extracellular protein (gp 120) and a transmembrane protein (gp41). 66 
The envelope protein (gp 120) is the site of virus attachment to the cell receptor 
CD 4 and facilitates fusion of the virus and host cell. 67 Therefore, this glycoprotein 
and its parent glycoprotein (gp160) have been the focus of much of the vaccine 
research regarding the AIDS virus. Phase I studies have been carried out with a 
recombinant gp160 vaccine in both HIV-positive and HIV-seronegative subjects. 
In the HIV-positive group, the vaccine appeared to enhance the natural immune 
response to HIV (as measured by antibody levels and CD4 counts) in more than 
50% of the treated group, with minimal toxicity.68 In the HIV-seronegative 
subjects, antibody production and serum-neutralizing activity were documented 
in 91 and 21% of the vaccinated subjects, respectively.69 These results appear 
very promising. However, one of the basic problems regarding an HIV vaccine 
is lack of knowledge regarding the quantity and quality of the immune response 
needed to prevent HIV infection. Much additional work needs to be done in this 
area. 

16.3.7. Erythropoietin 

Epoietin-a (Epogen, Procrit) is a glycoprotein that has the same amino acid 
sequence and biological activity as erythropoietin. This agent is utilized to treat 
anemia secondary to chronic dialysis, in patients with chronic renal failure who 
are not receiving dialysis, and in AIDS patients who are anemic secondary to 
zidovudine (Retrovir) therapy. Epoietin-a has also been used on an experimental 
basis to reverse anemia in cancer patients receiving chemotherapy. 

Epoietin-a stimulates erythropoiesis in patients with anemia with or without 
regular dialysis. This results in a rise in red blood cell count, hematocrit, and 
hemoglobin, usually within a 6-week period. Clinically, patients receiving this 
drug appear to note improvements in sleep habits, sexual function, and an overall 
increase in quality of life. Generally, this agent is well tolerated, with hyperten­
sion being noted as a common side effect. 

In patients with chronic renal failure, blood pressure should be carefully 
monitored while receiving epoietin-a. Initiation of antihypertensive medication 
and dietary restrictions or modification of current therapy and restrictions may be 
warranted. If the patient's blood pressure is not adequately controlled with these 
interventions, the dose of epoietin-a should be decreased. Patients with uncon­
trolled hypertension should not receive this agent. HIV -infected patients without 
a history of hypertension have not had significant increases in blood pressure. 
However, in HIV-infected patients with uncontrolled hypertension, epoietin-a 
therapy should not be initiated until the hypertension is controlled. 

Iron depletion has also been noted in all patients receiving epoietin-a. This 
occurs as the rising red cell mass associated with an increasing hematocrit depletes 
the body's iron reserves. Transferrin saturation should be maintained at > 20%. 
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Ferritin should also be monitored and should be at least 100 ng/ml for optimal 
results. It has been found that most patients receiving epoietin-a will need iron 
supplementation. 

As with other biotechnology drugs, the availability of epoietin-a offers many 
challenges to the pharmacy practitioner. Health care professionals must be edu­
cated by the pharmacist as to the proper indications, pharmacology, side effects, 
and administration guidelines for the drug. Patients receiving epoietin-a therapy 
require careful monitoring throughout therapy. Pharmacists have an important 
role in that they may be responsible for monitoring the patient's blood pressure, 
transferrin saturation, and ferritin levels and assuring an optimal therapeutic 
outcome from the medication. Institution-specific protocols should be imple­
mented that guide use and the monitoring of patients receiving this costly agent. 
Lastly, patients must be counseled as to the beneficial and harmful effects of the 
drug. Patients must be warned to strictly adhere to their medication, diet, and 
dialysis regimens even if they feel better. Reimbursement for the use of this agent 
by third-party payors must also be explored. 

16.3.8. Monoclonal Antibodies 

Monoclonal antibodies (MAbs) can be defined as antibodies with a single speci­
ficity for a target site on an antigen. 70 These agents can be utilized for diagnostic, 
therapeutic, or monitoring purposes. 

Monoclonal antibodies utilized for diagnostic purposes are available to patients, 
health care professionals, and researchers. Pharmacists must be cognizant of 
products that are marketed directly to the consumer and must be capable of 
counseling and monitoring the patients who utilize these tests. One of the most 
common diagnostic uses for MAbs is in home pregnancy tests (see Table 16.7). 
The MAb in the test is specific for human chorionic gonadotropin (hCG). By the 
seventh day after conception, hCG produced by the placenta is excreted into the 
urine. By using a test that has a MAb specific for hCG, the patient can determine 
if she is pregnant. Pregnancy tests that are based on MAb technology tend to be 
easy to use, require less steps, and can be completed in less than 30 minutes. 
Other home pregnancy tests that utilize hemagglutination technology do not have 
these desirable features. 

Another test available to the patient directly is ovulation prediction kits (see 
Table 16.8). In this test, MAbs are specific for luteinizing hormone (LH). Because 
a LH surge precedes ovulation by 20 to 48 hours and can be detected in the urine 
8 to 12 hours after it occurs, the MAb specific for LH can help predict when 
ovulation is to occur. 

Monoclonal antibody technology is being used to determine CA-125 blood 
levels in patients thought to have ovarian as well as cervical cancer. 71. 72 Centocor 
has marketed this blood test under the trademark CA 125. Blood tests that are 
currently investigational include CA 15-3, CA 19-9, and CA 72-4. These tests 
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Table 16.7. Pregnancy Tests 

Test Time (min) Results Manufacturer Comments 

Advance 30 Stick; blue color + Advance Care First A.M. urine 

Answer Plus 3 Color bead change Carter First A.M. urine; can 
to blue-green + test day after period 

was to begin 

Answer Quick 3 Pink-purple + Carter Can test day after 
and Simple period was to begin; 

does not require 
first A.M. urine 

Clearblue 30 Stick, blue + Whitehall Can test day after 
period was to begin 

Clearblue Easy 3 Stick, blue line + Whitehall Easy to use; can test 
day period is due; 
test stick is held in 
first A.M. urine 
stream 

Fact Plus 5-8 + appears on cube Advance Care Can test on first day 
of missed period; 
any urine 

First Response 5 Pink + Carter Can test on first day 
of missed period; 
any urine 

will aid clinicians in the management of breast, pancreatic, and gastric cancers. 
An assay that detects the presence of P-glycoprotein in identifying tumors with 
intrinsic or acquired resistance to chemotherapeutic drugs is also available for 
investigational use. Other diagnostic uses for MAbs include tests for chlamydia, 
hepatitis, and AIDS. 

There are several imaging products based on MAb technology currently under­
going trials in the United States and Europe. The MAb is combined with a 
radiopaque dye or a radioactive isotope and administered. The combination will 
bind to specific tissues containing the antigenic structure against which the MAb 
is structured. An example is a MAb-based imaging agent that will be used in 
patients who have suffered a heart attack. The product will detect the location 
and extent of necrotic heart tissue. 

Monoclonal antibody technology is also helpful in developing therapeutic 
agents. Muromonab-CD3 (Orthoclone OKT3) is the first MAb to be marketed 
for a therapeutic indication (see Chapter 15, this volume). The drug is indicated 
for the treatment of acute allograft rejection in renal transplant patients. 

Pharmacists should be aware of the potential for adverse effects 30 minutes to 
6 hours after administration of the first dose of muromonab-CD3. These adverse 
effects include fever, chills, dyspnea, and malaise. Therefore, the first dose of 
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Table 16.8. Ovulation Prediction Test Kits 

Test Time (min) Results Manufacturer Comments 

Answer 30 Bead is significantly Carter Test urine same time 
darker green or each day; 6-day kit 
green-blue than 
day before + 

Clearplan Easy 5 Color of line in Whitehall Test urine same time 
large window is each day; 5-day kit 
same or darker 
than line in small 
window + 

First Response 10 Color in well is Carter First A.M. urine; 5-
darker than day kit with 3-day 
reference color + refill 

Q Test 35 Darker blue + Becton Dickson Test urine same time 
each day; 5-day kit 

this medication must be given in an area where the patient can be closely 
monitored and cardiopulmonary resuscitation equipment is available. 

In the 24 hours before initiating muromonab-CD3 therapy, the patient should 
receive a chest X-ray (CXR) to ensure that no fluid is present in the lungs. The 
patient's weight should be monitored, and no more than a 3% weight gain should 
be seen during the 7 days prior to the first injection. The patient's temperature 
should also be taken prior to administration of the first dose. If the temperature 
is greater than 37.SoC (100°F), it should be lowered with antipyretics before 
muromonab-CD3 is administered. The patient's white blood cell (WBC) count 
should also be measured before administration of the first dose and periodically 
thereafter. It is recommended that the patient also receive pretreatment with 1 
mg/kg of methylprednisolone sodium succinate before the first dose as well as 
100 mg of hydrocortisone 30 minutes postinjection. Antihistamines and acetamin­
ophen may also be used concomitantly to decrease the adverse effects of the first 
dose. 

Muromonab-CD3 is currently available in 5 ml ampules containing 5 mg of 
drug. The product should be refrigerated at 2° to Soc. The product should not be 
shaken or frozen. To use, the solution should be drawn through a low protein 
binding 0.22 /Lm filter. The filter is then discarded and a needle attached for the 
iv bolus injection. 

Other MAb therapeutic agents are being studied (see Chapter 15, this volume). 
E5 and HA-IA are MAbs being studied in patients with suspected gram-negative 
sepsis. 73- 75 Both of these agents have been well tolerated, with flushing, hives, 
and other minor allergic reactions being reported in a very small percentage of 
patients receiving these agents. Further studies are needed to define the optimal 
dosing schedule in patients. 
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16.3.9. Antisense Oligodeoxynucleotides 

Recent advances in molecular biology and synthetic chemistry have prompted the 
development of oligodeoxynucleotides as antisense inhibitors of gene expression. 
Gene expression may be negated at the level of messenger RNA (mRNA). 
Antisense nucleic acids are complementary to the sequence of mRNA. Through 
binding of the antisense to mRNA, transcription or translation of the gene can be 
selectively blocked. These agents may be helpful in the treatment of cancer and 
viral diseases. 

Although oligodeoxynucleotides appear to be promising agents, there are sev­
eral problems associated with the development of the oligomers. First, the technol­
ogy is such that only gram quantities of these agents are being produced. Several 
hundred or several thousand grams will be needed for clinical trials. Second, the 
cost of manufacturing the needed quantities is prohibitive. One estimation is that 
a one-day supply of the drug would cost between $7,500 and $37,500. 76 

The concept of an antisense drug is attractive because it offers the opportunity 
to act pharmacologically in an early stage of gene expression. Although issues 
such as production, potency, cellular accessibility, and cost must be addressed 
before these agents are incorporated into the therapeutic armamentarium for 
cancer and AIDS and other viral illnesses, the research done to date on antisense 
modalities is promising. These agents may become a clinical reality in the future. 
Genta, Inc., has filed a new drug application (NDA) for an antisense compound 
that will be used to treat chronic myelogenous leukemia. The drug will be used 
to block protein translation in leukemia cells. 

16.3.10. 1nterleukins 

Interleukins are molecules that induce differentiation, replication, and activation 
of cells. They are produced predominantly by macrophage and T cells in response 
to antigenic or mitogenic stimulation. There are seven known interleukins. Al­
though each may differ in their source and in the cells they target, they share the 
capability of transmitting signals between hematopoietic cells. These agents are 
primarily utilized in cancer immunotherapy. Interleukin-2 (IL-2) is currently 
being reviewed by the FDA for an indication in renal cell carcinoma. Interleukin-
2 stimulates the body's immunologic effector cells to attack tumors rather than 
acting as a direct antitumor agent. Interleukin-2 is also being studied in combina­
tion with zidovudine for use in patients with AIDS, ARC, or HIV. 

16.3 .11. Thrombolytic Agents 

MacFarlane defined thrombosis as "hemostasis at the wrong place". 77 Thrombi 
are combinations of fibrin, aggregated platelets, red blood cells, and leukocytes. 
Their exact makeup depends on how and where they were formed. Thrombus 
formation occurs when the walls and lining of the vasculature are not smooth, 
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when blood flow is abnormal, or when blood coagulability increases. Although 
atheromas, or plaques, are not thrombi, some disease states (e.g., hypertension 
and hypercholesterolemia) tend to increase platelet aggregation, inciting thrombus 
formation at the plaque. Regardless of the cause, platelets and fibrin are deposited 
in an area that does not need the protective properties of a clot. The "protected" 
vessel then becomes occluded, generally resulting in an ischemic event. 78 

Thrombotic disorders are responsible for considerable mortality and morbidity: 
a coronary thrombosis is the precipitating event in an acute myocardial infarction 
(AMI); a deep vein thrombosis (DVT) may result in a life-threatening pulmonary 
embolism; cerebral vascular occlusions or strokes typically result from a thrombo­
embolic process. 79 

Because an AMI is often caused by a coronary thrombosis, therapy is directed 
at dissolving the thrombi as soon as possible; permanent tissue damage and cell 
death will occur if ischemia persists for 30 to 45 minutes. The size of the infarcted 
area will extend with time, but reversal of ischemia minimizes necrotic spreading. 
A myocardial infarction usually affects the left ventricle, resulting in a loss of 
contractility in the necrotic tissue and impaired contractility in the ischemic 
areas immediately surrounding the infarct. In addition to reduced contractility, 
abnormal wall motion, reduced stroke volume and ejection fraction, and elevated 
end-diastolic volumes and left ventricular end-diastolic pressure occurs. This 
sequelae of events results in a common complication of an MI: congestive heart 
failure (CHF).78 

The ideal therapeutic agent for clot lysis and reperfusion, then, should not only 
act quickly but also should improve left ventricular function, reduce mortality, 
have minimal side effects (e.g., bleeding), be nonantigenic, and relatively cost­
effective. The thrombolytic agents streptokinase (SK), urokinase (UK), and 
recombinant tissue plasminogen activator (t-PA, alteplase) are all effective in 
lysing arterial and venous clots and reestablishing perfusion. SK and UK, the 
first generation agents, are not fibrin selective; their use may result in a lytic state 
and excessive bleeding. The development and release of alteplase (Activase, 
Genentech), a second generation thrombolytic agent, promised thrombus selectiv­
ity and therefore less serious bleeding; more effective lysis and reperfusion, 
resulting in greater protection of left ventricular function; and no antigenicity. 
Clot specificity was found in vitro, but not to any appreciable extent in humans 
(see Chapter 15, this volume). Owing to the cost differences between SK and t­
PA ($100 and $2,400, respectively), most of the comparative research is based 
on these two agents. 

Medical researchers have conducted numerous investigations comparing the 
effectiveness oft-PA and SK. A 1989 review of 13 studies found that t-PA does 
achieve early reperfusion (i.e., within 60 minutes) 50% more frequently than 
does streptokinase. However, angiography performed 24 hours after symptom 
onset revealed no difference between these two thrombolytics in achieving reper­
fusion. 80 
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Table 16.9. Comparison of Thrombolytic Agents 

Dose (AMI) 
Selectivity 
Reperfusion (%)' 
Bleeding incidence 
Allergic reactions 
Hypotension 
Approx. cost 

Streptokinase (S K) 

I. 5 million units 
Low 
65 

+ 
++ 
++ 
$100 

'When administered within three hours of symptoms. 

t-PA 

100 mg 
High 
70 
+ 
O(?) 
+ 
$2,400 

Adapted from Applied Therapeutics. 4th ed. , p. 353. Koda-Kimble, M. A. Vancouver, Washington, 
Applied Therapeutics, Inc., 1988. 

Differences in the ability of these two drugs to improve left ventricular function 
has also been the subject of research interest. Initially, t-PA improved cardiac 
function during convalescence,8' but further investigation began comparing t-PA 
to SK. Magnani et al. that found t-PA provided better left ventricular improvement 
than did SK,82 whereas White et al. found no differences between the two 
thrombolytics. 83 Given these findings, and the lack of significant differences in 
reperfusion, major differences between these two drugs' abilities to improve left 
ventricular function are unlikely. 

Both SK and t-PA improve surviva1. 84-87 In addition, results by Magnani et al. 
and White et al. indicated a lower mortality rate in t-PA treated patients: 4.2 and 
3.7% for t-PA versus 8.2 and 7.3% for SK respectively.82. 83 However, the results 
of the GISSI-2 trial (discussed in Chapter 15, this volume) do not indicate a 
mortality-rate difference. 

Although the possibility of an allergic reaction to SK exists, the benefit of 
non antigenic t-PA seems questionable, given the cost differences and therapeutic 
equivalence to SK. (See Tables 16.9 and 16.10 for a comparison of thrombolytic 
agents.) 

When using Alteplase, or any thrombolytic, patients must be monitored 
closely. Clinical monitoring would include observing for signs of overt or covert 

Table 16.10. Comparison of Thrombolytic Agents 

SK UK t-PA 

Source Bacterial Human Recombinant technology 
Fibrin specificity Lowest Low High 
Thrombolytic potential Good Good Improved 
S ide effects 

Allergic Yes No No 
Dose-related Yes No Yes 
Time-related Yes Yes Not known 

Hemorrhagic complications Yes Yes Yes 
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bleeding, checking all intravenous sites, wounds, and puncture sites, A careful 
physical examination, looking for signs of internal bleeding, should also be 
conducted, Laboratory parameters to monitor include thrombin time (TT) (how­
ever, TT is sensitive to low levels of heparin and may be of little value if 
heparin is being used), fibrinogen levels, CBC, and clinical chemistry. There is a 
correlation between fibrinogen levels < 100 mg% and bleeding complications. 
Invasive monitoring is not recommended because, in this case, invasive overrnoni­
toring increases complications. 

Contraindications to thrombolytic therapy include a high probability of intra­
cranial bleeding, active, severe, gastrointestinal bleed, a recent CV A (within 
approximately 2 months), recent cranial surgery or trauma (within 10 days), 
intracranial neoplasm, or severe, uncontrolled hypertension. In addition, these 
agents are contraindicated in a patient in which they would affect a beneficial 
hemostatic plug, such as after major surgery, significant trauma, childbirth, an 
organ biopsy, or in invasive procedures in which direct pressure cannot be 
applied. 

Other contraindications include any condition in which the potential for emboli­
zation from the dissolving thrombus exists. Examples include cardiac mural 
thrombus (due to atrial fibrillation), vegetative valvular heart disease, bacterial 
endocarditis, septic thrombophlebitis, or cerebrovascular disease (where there is 
a potential for emboli to the CNS). A preexisting coagulation defect (e.g., platelet 
dysfunction and severe renal or hepatic disease) is also a contraindication for 
these agents. 

If significant bleeding develops during thrombolytic therapy, the infusion 
should be discontinued and direct pressure instituted. If this fails to control the 
bleeding, exogenous fibrinogen-containing products such as cryoprecipitate or 
fresh frozen plasma can be used. Whole blood is rarely used. 

Alteplase is officially indicated for the management of acute myocardial in­
farction in adults. Alteplase is also indicated for the treatment of acute massive 
pulmonary embolism (PE) in adults. Pulmonary embolism is the obstruction of 
blood flow to a lobe or multiple segments of the lungs, accompanied by unstable 
hemodynamics. It should be noted that the treatment of PE with alteplase is not 
adequate for the management of the underlying deep vein thrombosis. Reemboli­
zation may occur when the underlying thrombus is lysed. Therefore, standard 
management of PE or MI must be implemented concomitantly. 

As is true for all thrombolytics, bleeding (either internal or external) is the most 
common complication of alteplase. Common sites include the gastrointestinal 
and genitourinary tract, and retroperitoneal and intracranial areas. The risk of 
intracranial bleeding is dose dependent: data indicate a 0.4% risk at a dose of 
100 mg, and a 1.3% risk at a dose of 150 mg. Bleeding may also be observed 
at venous cutdowns, arterial puncture sites, or sites of recent surgical intervention. 
The concomitant use of heparin has been suggested to decrease the risk of 
rethrombosis, but this will contribute to bleeding. Additionally, any drug that 
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Table 16.11. Recombinant Tissue Plasminogen Activator Protocol 

Laboratory Studies 

ECG 

Medications 

Heparin 

PT on admission, then 24 hours later; PTT every 6 hours for 24 hours, 
then daily. LDH on admission and in 24 hours. Creatinine 
phosphokinase with isoenzymes on start of therapy and at 4, 8, 12, 
16, and 24 hours later. Complete blood count on admission and 24 
hours later. Type and screen blood on admission 

Initial and every 30 minutes for 2 hours 

Lidocaine bolus and drip per hospital protocol at the beginning of 
infusion 

Start heparin drip during first hour of initial infusion. Bolus with 5,000 
units IVP followed by 1,000 units/hour adjusted per physician's 
orders 

Adapted from M.A. Peiter, 1989. Thrombolytic therapy in acute myocardial infarction. Crit. Care 
Nurs. Q. 3:67. 

alters platelet function (given before, during, or after alteplase) has the potential 
to increase bleeding risks. Careful monitoring, particularly at puncture sites, is 
essential. 

Other adverse effects of alteplase include nausea, vomiting, hypotension, and 
fever. These are, however, frequent sequelae of a myocardial infarction and may 
not necessarily be due to alteplase therapy. 

For the management of acute myocardial infarction, a total of 100 mg of 
alteplase is given, intravenously, over three hours. A total of 60 mg (34.8 million 
IU) is given the first hour, of which a 6 to 10 mg bolus is given in the first 1 to 
2 minutes. The second and third doses are each 20 mg (11.6 million IU). Smaller 
patients « 65 kg) may receive 1.25 mg/kg over three hours. 

Alteplase should be reconstituted only with the accompanying SWI without 
preservatives. The resulting solution should be slowly swirled, not shaken. The 
solution should be transparent, clear to pale yellow, with a pH of 7.3. It should 
be used within 8 hours if stored at controlled room temperature. The solution can 
be administered as 1 mg/ml, or further diluted with an equal volume of 0.9% SCI 
or 5% DI to yield 0.5 mg/ml. Glass or polyvinyl chloride bags may be used. 
Other drugs should not be added to Altepase. (See Table 16.11 for a recombinant 
tissue plasminogen activator protocol.) 

16.3.12. Interferons 

The interferons are proteins and glycoproteins, either naturally occurring or 
synthesized by recombinant DNA biotechnology. Their therapeutic use as antivi­
ral, antitumor, antineoplastic, and immune-modifying agents has been investi­
gated by many researchers. At the present time, two have been approved for use: 
Roferon-A (interferon-a-2a, by Hoffman-LaRouche) and Intron A (interferon-a-
2b, by Schering-Plough). These two a-interferons differ only by one amino acid 
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at position 23. Roferon-A has been approved for use in hairy cell leukemia; Intron 
A has been approved for use in hairy cell leukemia and genital warts. Further uses 
for Roferon-A include AIDS-related Kaposi's sarcoma, chronic myelogenous 
leukemia, and renal cell carcinoma. Intron A is under study for use in Kaposi's 
sarcoma, malignant melanoma, multiple myeloma, superficial bladder cancer, 
upper respiratory infections, chronic myelogenous leukemia, basal cell carci­
noma, ovarian cancer, viral hepatitis, and transitional-cell bladder cancer. 88 Inter­
feron-a-2b is currently being studied for use in metastatic skin melanoma (MSM), 
which is usually unresponsive to chemotherapy. 

The alpha interferons are biological-response modifiers, that is, they have 
immune-modifying and cytotoxic effects. The exact mechanism by which the a­

interferons exert their activity is not clearly known at the present time. In 1957 
interferons were first described by Isaac and Lindenmann.89 On the basis of 
their experiments, interferons were defined as proteins or glycoproteins with 
nonspecific antiviral activity through the induction of cellular RNA and protein 
synthesis. At that time, quantities of the interferons sufficient for laboratory 
experimentation were difficult to obtain. At the present time, however, it is 
possible to isolate human interferon genes, clone them in bacteria, and produce 
human interferons in large amounts. 90 The naturally occurring interferons-a, (3, 
and y-are distinguished from recombinant interferons, and are named according 
to the cells from which they are produced; for example, a is induced by Sendai 
virus in leukocytes or lymphoblasts. 

In general, treatment with the a-interferons is well tolerated. The most com­
monly noted adverse effects are influenza-like, described as fatigue and anorexia. 
The use and effectiveness of the a-interferons in the treatment of hairy cell 
leukemia are well documented. The interferons were introduced for the treatment 
of hairy cell leukemia in 1984. Hairy cell leukemia is a B celllymphoproliferative 
disorder for which splenectomy has been the treatment of choice. In those patients 
who do not respond, chlorambucil, androgens, and other combination chemother­
apies have been used, but with mixed results. Since their introduction, Intron A 
and Roferon-A have shown a high response rate, but not necessarily a high 
remission rate. They are particularly indicated for those patients in whom splenec­
tomy is not desirable.9) 92 Interferon-a-2b (Intron A) is also approved for use in 
the treatment of condylomata acuminata (genital warts). Intron A is injected 
intralesionally. Pharmacists should be aware that the manufacturer recommends 
that only the 10 million IU vial be used for this indication, since dilution of other 
available strengths results in a hypertonic solution. 

Condylomata acuminata is gaining importance as a sexually transmitted disease 
in the United States. The overt "wart" is only one manifestation of the disease, 
and most infections are subclinical. Human papillomavirus (HPV) has been 
detected in up to 35% of some population groups without overt clinical disease 
using HPV antigen detection and DNA hybridization. Genital HPV infection has 
been correlated with genital neoplasms: HPV DNA has been demonstrated in 
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cervical, vulvar, penile, and anal dysplasias and carcinomas. Current therapies 
include podophyllin, cryotherapy, electrical cautery, and laser therapy. These 
"destructive" therapies are associated with discomfort (at times significant), and 
recurrences are frequent. 

Interferon alpha is active against HPY. Interferon alpha has been used experi­
mentally in topical, intralesional, and systemic dosage forms. The topical use has 
the distinct advantage of reduced side effects, but results of this dosage form 
have been mixed. Systemic therapy, theoretically, treats all tissues infected with 
HPY, thereby eliminating clinical and subclinical infections; however, systemic 
side effects then become an issue. 

To summarize, the alpha interferons do offer additional therapeutic modalities 
for the oncologist, but the risk-versus-benefit ratio needs further study. 

16.4. Conclusion 

Pharmacists are in an ideal position to expand their practices to include drugs 
derived from biotechnology. The pharmacist's role should not be limited solely 
to distribution. Activities in the areas of education, monitoring, drug utilization, 
and research will be critical to the safe, rational, and cost-effective use of these 
products. 
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Human Trials of Biotechnology Products: 
A Perspective 
W. Leigh Thompson 

17.1. Introduction: The Purpose of Clinical Trials 

Clinical trials estimate the safety and efficacy of drugs as they will be used (and 
misused) in the marketplace. The precision of this estimate required for a given 
drug should be determined by the target patient popUlation's size, diversity, and 
severity of illness and by the availability, safety, and efficacy of alternative 
therapies. 

Chemical, pharmacological, and toxicological characterization of the clinical 
trial material should be sufficient to make reasonable ethical judgments concern­
ing its introduction into humans. Preclinical studies should identify potential 
human metabolites that may require special toxicology studies. Pharmacokinetics 
and dynamics should be assessed over a wide range of doses in several pertinent 
species. 

17.2. Prerequisites 

The potential for injury to somatic and germinal genomes should be assessed 
before the first humans are exposed. Before fecund women taking the drug 
become pregnant, an assessment should be made of risk to the fetus, the neonate, 
and the breast-fed infant. Preclinical studies also will provide the estimates of 
radiation dosimetry variables' values to prepare for the use of radiolabeled materi­
als in humans. 

Nucleic acids and peptides are labile; subtle changes in peptide tertiary struc­
ture-amidation, glycosylation, and so on-may alter biological effects. Materi­
als used for nonclinical and clinical studies should be characterized carefully. 
Some biotechnology products derived by cells of higher mammals raise the 
specter of potential contamination by prions or viruses that could cause delayed 
disease. Such risks should be minimized and estimated realistically. 

435 
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The normal secretion pattern of peptides may be intermittent, timed to other 
events, and restricted to special sites. This normal regimen may not be mimicked 
by exogenous injection of those peptides once daily into systemic circulation. 
Transport proteins may vary with species; large doses or rapid absorption may 
saturate binding sites and distort the natural peptide total concentrations and time­
course of action. Although nonclinical studies can define the concentration and 
effect kinetics of various doses of natural and modified human peptides, these 
should focus primarily on the safety of the materials when injected in patterns 
that resemble the anticipated human trials. 

Antibody response to peptides may restrict the duration of meaningful animal 
studies to a few weeks. Thus, the nonclinical pharmacology, toxicology, and 
kinetics of biotechnology products may be less predictive of prolonged human 
use than studies of small organic chemicals. 

17.3. The First Humans 

Scientific and ethical debates, among fully informed members of several groups, 
lead to a shared decision to give a new product to humans for the first time. 
The sponsor bears great responsibility for this decision; the sponsor may be a 
manufacturer, institute, laboratory, or individual scientist. 

The sponsor should assemble a group of basic and clinical scientists and 
perhaps in addition attorneys or ethicists who may be employees but who are not 
directly engaged in the discovery and development of the product. This group 
should consider carefully all pertinent intramural and extramural data and be held 
accountable for their decision to initiate clinical trials. This group also should 
approve the protocol for initial human studies and the "full" disclosure of informa­
tion to be given to potential human subjects as part of the consent procedure. 

After the sponsor has committed to clinical trials, permission should be re­
quested of regulators and institutional ethical committees. The ethical committee 
directly associated with the institution and physician who will be responsible for 
the patients should judge the circumstances of the proposed study and monitor 
the course of that study with appropriate attention to data from studies at other 
sites with the same and related drugs. 

Regulators and ethical committees may be inconsistent in their assessment of 
the wisdom of starting (and continuing) clinical trials. In addition, some regulators 
have far more stringent standards for industrial sponsors than for academicians. 
Such variation is disturbing; from the subject's perspective the risks and benefits 
are not altered by the sponsor's status or institution's location. 

Initial trials should be designed to maximize safety and minimize human 
exposure while acquiring critical information. The purposes of these trials are to 
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1. define drug absorption, distribution, metabolism, and excretion 

2. confirm in humans critical elements of preclinical pharmacology 

3. evaluate carefully all adverse events (including immunogenicity) 

4. define dosage regimens for subsequent trials of efficacy 

5. begin assessment of the immunogenicity of large molecules. 

Usually trials begin with small single doses. The dose is increased gradually 
in the same and subsequent subjects. The time between such "rising doses" should 
allow appropriate safety assessments before each new dose. Risks may be reduced 
by using a small number of subjects each of whom will receive progressively 
larger doses. This phase is followed by repetitive "multiple" dosing. Risks may 
be lessened by slow progression through initial trials, but in patients one may 
need to escalate doses more quickly to achieve potential beneficial effects. 

The risks of initial human studies should be balanced by the benefits. Healthy 
volunteers, who are usually young men, may accept the risks of relatively safe 
products and the discomforts of complex testing procedures. In many cases, 
however, patients who might have a direct benefit may be the most appropriate 
humans to receive the first doses. Infertile women should be included, but 
exposing a fetus to a drug with only a 10% chance of being marketed is prob­
lematic. 

17.4. Safety and Efficacy 

The first human studies may measure some surrogates of efficacy, such as changes 
in laboratory tests, but their primary purpose is to define safety, pharmacology, 
kinetics, and potential dosage regimens. Subsequent trials focus on tests of 
efficacy and safety in patients with the target illness. In the past these latter trials 
were divided, arbitrarily, into Phases II and III. Phase II included small trials 
with a few investigators and homogeneous patients who tended to have a single 
illness and take only the target medication. Phase III included larger trials with 
more diverse investigators using patients who were less homogeneous. 

The separation of these phases leads to "serial" thinking, pauses to collect and 
analyze data, delays in planning and initiating trials, and a patchwork quilt of 
studies rather than a seamless plan. The average N.D.A. approved by the U.S. 
F.D.A. contains 80 clinical trials. It is possible to conduct most safety and 
efficacy studies in a single multiinvestigator protocol suitable for division into 
"two studies"; other strategies may also achieve the continuum that is most 
effective. 
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The rate of expansion of trials in patients is related to the risk, the indications 
of potential efficacy, and the ability of the sponsor to effect a rapid flow of 
data from investigative sites to a central monitoring group. This system should 
minimize the possibility of continuing patient exposure beyond the point at which 
inefficacy or excessive risk could be determined. 

17.5. Trial Size 

The trials of safety and efficacy may include a few hundred or thousands of 
patients. They may be performed by two or hundreds of investigators in one or 
many countries. Their duration should be guided by the expected use. Smaller 
trials should suffice if 

1. the illness is serious 

2. the new product is very effective 

3. alternative treatments are unavailable or less safe or effective 

4. there are few potential patients 

5. the dosage regimen can be defined easily 

6. the target diagnosis can be made unequivocally 

7. small trials can encompass the diversity of potential consumers. 

17.6. Trial Design 

A large number of small studies may be conducted in different patient populations, 
in different countries, and with different doses. Although these may in aggregate 
establish some vision of the safety and efficacy of the drug, they are inefficient, 
add logistic complexity, and diminish the power of analyzing patients within the 
same protocol. Instead, large multiinvestigator, multinational, dose-response 
studies are more elegant and powerful, though they require innovative and resil­
ient systems and statistical staff. 

17.7. Dose-Response 

The relationship of dose (size, frequency, time of day, route, formulation, and 
dietary status) to safety and efficacy should be assessed in all significant patient 
populations. Dosage regimens tend to become more constricted as trials proceed; 
therefore, initial trials should include as much diversity in doses as practical. 

Traditionally, initial trials of efficacy were "dose ranging," in which investiga­
tors (or patients) varied the dose, within limits, according to response. This may 
be appropriate for drugs with an immediate unambiguous effect, such as titration 
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of intravenous vasodilators to regulate arterial blood pressure. Most drugs, how­
ever, have delayed or latent effects and dose ranging often results in determination 
of the maximum tolerated rather than the minimal dose for clinically acceptable 
efficacy. 

If interim analyses may lead to early termination of the study and rejection of 
the null hypothesis because the test drug is deemed superior to the control(s), the 
ex level (e.g., P < 0.05) used to assess the probability of a Type I error must be 
adjusted. This might occur as a result of either a larger than expected difference 
in the average effects or a smaller than predicted variability among patients. 
Stopping dose groups for either inefficacy or safety should not require adjustment 
of the ex level used in subsequent hypothesis testing. It is best to resolve these 
questions of monitoring and interim analyses before the study is started. 

17.8. Clinical Benefit 

In addition to a focus on the pharmacology of the drug, there should be an 
assessment of true clinical benefits. This may include measurement of quality of 
life or economic effects of alternative therapies, and it may require long-term 
assessment of the outcome of treatment. Some historical or contemporaneous 
control groups with the illness might be valuable additions to the traditional 
biologically focused trial. 

17.9. Special Populations 

There are special concerns in the use of new products in women who may become 
pregnant or are pregnant or lactating, in the young, in the old, in the dying, in 
patients who are not certain to have the target illness, in patients with concomitant 
disorders, and in patients taking many other unofficial, nonprescription or pre­
scription drugs and diets. To the extent that these groups will be represented in 
the user population they should be included, in appropriate numbers, within the 
trial population. Appropriate nonclinical studies can help estimate the risk in 
these special groups. 

Clinical protocols should be designed to permit evaluation of variability among 
investigators and patient populations. This can be accomplished by using multiple 
investigators and diverse patient groups. Multinational protocols are especially 
powerful. Analyses of safety and efficacy should be made for subpopulations of 
patients as well as for the entire group. Patients who themselves are unusual 
and patients who experience unexpected effects of therapy should be studied 
intensively to detect abnormal patterns of drug absorption, distribution, metabo­
lism, or excretion or drug-drug, drug-disease, or drug-diet interactions. 
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17.10. Controls 

Concurrent placebo controls are stringent but may not be acceptable in serious 
illnesses. How long is it ethical to treat patients with duodenal ulcer, hypertension, 
or major depression with placebo therapy? There are different standards in North 
America, Europe, and Japan. This may complicate a global approach to trials; 
placebo may be required in the United States and forbidden in Europe. 

The use of active controls usually requires the study of more patients than in 
trials with placebo controls to have sufficient power to avoid Type II errors. The 
active comparator must have established efficacy, and in many cases this is 
uncertain. Often a series of active drugs has been compared one to another with 
no placebo control. This represents a slippery slope that may lead to acceptance 
of inactive products that are only a little less active than their predecessor in the 
chain of comparators. 

Active comparators must be reformulated to match the clinical trial materials. 
This requires purchase, donation, or synthesis (in concert with patent restrictions) 
of the materials, and testing to ensure that the comparator reformulation matches 
the marketed (and previously approved) product in kinetics and effects. If the 
same active comparator is not marketed (or acceptable for use) in all countries, 
global studies may be complicated by the use of different comparators in the 
"same" protocol. Also, the standards for care may vary in regard to dose, duration, 
diagnostic techniques, and nosology of disease. Each such variable complicates 
the interpretation of results and increases the duration and cost of trials. 

International variation in standards is due in part to legitimate cultural differ­
ences in the popUlation, illnesses, and health care. Other variation should be 
minimized by discussions with regulators before initiation of global pivotal trials. 

17.11. Blinding 

The patient, the investigator, and the sponsor should be blinded to the assignment 
of individual patients to treatment groups. The investigator and the sponsor must 
be able to unblind any patient immediately if such information is important to 
that patient's medical care. Such events do not arise often. All episodes of 
unblinding should be documented fully. 

Most interim analyses may be performed blindly. If all treatment groups are 
equivalent, one gains no information by identifying them. Even if it becomes 
essential to identify the treatment groups, the individual patient assignments can 
be protected (unless there is an apparent and common effect that is linked by 
unblinding to some but not all of the treatment groups). 

Although it is not a regulatory requirement that the sponsor remain blinded, it 
is a good practice as long as safety monitoring and interim efficacy analyses can 
still be performed efficiently. If the sponsor is not blinded, monitoring of the 
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study can proceed on a continuous basis; blinding the sponsor should not impede 
the use of all data to make decisions to stop doses or other patient groups for 
whom the protocols are unsafe or ineffective. 

17.12. Patient Diligence 

An important variable is the patient's adherence to the treatment regimen. Patients 
who do not take the trial materials, when lumped in the total group, decrease the 
power of the comparisons. To avoid this, patients may be excluded if they are 
not appropriately diligent in following directions during a preliminary qualifica­
tion period of placebo therapy. Patient diligence may also be assessed during the 
trial by measurement of drug, metabolites, or markers in the patient, by counting 
returned doses, by patient or observer diaries, and by automated devices that 
record the withdrawal of products from containers. 

17.13. Safety Monitoring 

All safety data should be gathered quickly and provided to a single group monitor­
ing the safety of the trials worldwide. Delays between the patient visit and analysis 
of validated data should be minimized. Investigators must report all serious 
events immediately, and the sponsor should assist the investigator in making an 
immediate complete medical evaluation. The imputation of causality is very 
difficult for individual events, and rapid, thorough patient evaluation is critical. 

The speed of data transmission is critical to the pursuit of multiinvestigator 
and multinational studies with a new drug, a new dosage regimen, or new 
indications. The investigative site should enter data during or immediately after 
the patient visit and send all data promptly to the sponsor. This can be accom­
plished best using personal computers at the site with intermittent, prompt tele­
communication to the sponsor. 

Remote data management permits the use of sophisticated editing during data 
entry and facilitates communication between investigators, sponsor, and regula­
tors during the trial. The sponsor should analyze newly received safety data daily 
with frequent scheduled analyses of differences between treatment groups. 

17.14. Adverse Events 

Adverse events should be recorded in a single standard lexicon (COSTART or 
WHO) to facilitate the merging of data across studies and countries. It is best to 
train investigators in the selection of lexicon terms so that they may classify 
events directly in addition to providing their own free-text medical description of 
events. 
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17.15. Laboratory Tests 

Laboratory tests may be performed by central laboratories located on each conti­
nent that report electronically to the sponsor. Results from all laboratories should 
be reported in comparable (SI) units. Reference ranges from many laboratories 
seem not to reflect the distribution of analyte values among patients in many 
clinical trials. Many reference ranges were derived from a small number of young, 
healthy male employees, with "aberrant" values censored from the data. 

The meaning of "three times the upper limit of normal" is obscure under the 
best of cases, but if the limits are from another population such calculations 
become really obfuscatory. It is more powerful to develop customized reference 
ranges for the population being studied. Lilly has evolved such ranges, for groups 
defined by age, gender, and racial origin, derived from observations of more than 
20,000 patients taking placebo. About half of these patients had two observations 
during placebo therapy, thereby establishing a population distribution of intrasub­
ject variation. These ranges are available on request. 

17.16. Rare Serious Events 

A problem exists with serious events that occur rarely; in small trials they are 
difficult to detect. If an event will occur once per thousand patients treated with 
a drug, there is only a two-thirds chance that one such event will be observed in 
the first thousand patients treated in a similar fashion. If the first serious event, 
such as neutropenia or hepatitis, occurs in a patient given the test drug, should 
trials be stopped? Suppose that a related event occurs in a second patient? 

Traditional hypothesis testing may not give much comfort in making these 
decisions. To reach an a level of p < 0.05 when no events have been observed 
in patients allocated to a comparator, there must usually be 5 or 8 or 12 events 
in the patients assigned to the test drug (depending on the tests chosen). Two 
lessons are apparent. First, studies should be controlled so that appropriate 
comparison groups are available. Second, good clinical judgment based on the 
best bedside patient evaluation, rather than on the comfort of Sir Ronald A. 
Fisher's p, will be the basis of these tough decisions on rare serious events. 

17.17. Stopping Rules 

When serious safety concerns are expected, such as frequent deaths in the patient 
population, stopping rules should be agreed on in advance. In the treatment of 
cancer, myocardial infarction, or AIDS, one should establish stopping rules for 
the largest tolerated difference in death rates among the treatment groups. During 
the trial, each event can be characterized and classified blindly to determine if it 
meets the criteria for its inclusion in the stopping rule. Then one unblinded 
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member of the sponsor's team can total up these events to track their distribution 
among treatment groups. 

Stopping rules may be two-sided but are asymmetric. An excess of deaths on 
the new treatment should lead to termination of the dose group or protocol. A 
significant reduction in death rate on the new treatment may raise ethical concerns 
about continuing the trial. The ex levels for these two decisions may be quite 
different. If there is a possibility of stopping early because of extraordinary life­
saving efficacy, this should be a conservative decision agreed on with regulators 
before the study is started. 

17.18. Data Validity 

Investigators should be chosen critically, and they and their study coordinators 
trained thoroughly and visited frequently. Electronic and human surveillance 
should be used to audit all data. 

Inattention to detail is more common and serious than duplicity. Each signifi­
cant member of an investigative site should be made to understand the high 
level of excellence demanded. The pressure of rapid enrollment of patients and 
completion of trials must be balanced with the overarching emphasis on validity: 
Do the right thing, and do it right. Continued participation in the trial and 
payments should be made dependent on compulsive collection, recording, and 
rapid transmission of valid data. Remedial courses should be considered for sites 
that make errors early in trials or when there is a change in study coordinators. 

Each datum should be compared with previous values for that patient and with 
norms. Precision should be demanded and errors not tolerated. Original records 
should be audited on site visits. An auditing group should be employed that 
reports at a corporate level rather than to medical or regulatory staff. 

17.19. Regulators 

Regulators should strive to be fair and consistent, maintaining an even playing 
field for all sponsors. Differences among products, patients, and diseases make 
inflexible guidelines unrealistic, but regulators should achieve and advertise 
fairness. Regulators should utilize extramural consultants to ensure that they 
remain consistent with current scientific methods and opinions. Regulators should 
challenge sponsors to pursue future new knowledge without shackling them to 
an outdated past. 

One problem arises when regulators change rules to make criteria more strin­
gent. In such cases new treatments may be subjected to more rigorous, prolonged, 
and expensive trials than their predecessors. This becomes especially complex 
when the predecessors are used as active comparators for the new treatments. 

Sponsors should seek the advice and consent of regulators to the design of 
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trials at an early stage; regulators should honor such agreements despite changes 
in personnel. New scientific information, however, may require the alteration 
of agreements made many years before; trial celerity facilitates constancy of 
agreements. 

Regulators should balance the public benefit of having new therapies with the 
risk and benefits to individual participants in trials. They should communicate 
their concerns candidly and quickly to sponsors and they should respond quickly 
to submission and questions. 

Sponsors should treat regulators as scientific colleagues and describe quickly 
and completely the problems and safety concerns in each clinical trial. Frequent 
telecommunication and personal visits will do much to foster collegiality instead 
of an adversarial relationship. 

17.20. Applications for Marketing 

Frequent consultation with regulators before, during, and after the trial can evolve 
presentations of group and individual data that are more complete and powerful. 

Data compression and display techniques are the responsibility of the sponsor, 
with the active assistance of regulators. Innovative data displays are useful for 
monitoring the study (by the sponsor, investigators, and regulators), for review 
after the study, and for transmission of the data to physicians, pharmacists, and 
nurses after marketing. There is no excuse for submission of paper copies of 
electronic data bases. 

Regulators, insurers, sponsors, physicians, pharmacists, nurses, legislators, 
patients, and the public share an interest in the rapid approval of safe and effective 
new therapies. Regulators can help by encouraging frequent meetings with spon­
sors and consultants to discuss data presentations and by raising questions fre­
quently, as they arise during the review process. Sponsors can help by performing 
clinical trials of the highest quality and presenting data in an effective fashion. 

Health professionals assist by donating their expertise to ethical committees 
and advisory panels and by assisting in the recruitment of patients. It is important 
that health professionals educate legislators and the public in risk-benefit analyses, 
especially for biotechnology products. 

Legislators can help by addressing public health risk-benefit assessments and 
providing oversight of regulators focused on decisions, not outcomes. The best 
decision may lead to a terrible outcome, but until regulators and sponsors become 
clairvoyant they should be judged on the quality of their decisions. The public 
through legislators can help by providing regulators with resources to effect 
promptly scholarly reviews of applications, which each year increase in number, 
size, and complexity. 
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17.21. Launch 

Marketing begins anew, complex, and important clinical trial. The sponsor's 
research component should remain responsible for continuing to accumulate and 
evaluate intramural and extramural data, promptly responding to unusual events 
encountered in marketing, and quickly providing regulators and health profession­
als with relevant new information. New chemical, animal, and clinical studies 
must be performed quickly in response to signals hidden in the noise of marketed 
use. 

Marketing and sales personnel have a great educational challenge. They must 
translate gigabyte data bases and megaword documents into a message that can 
be delivered in a few pages or a few graphics or a few minutes. Medical, 
pharmacy, and nursing schools have faculty that take years to transfer this amount 
of information. The sponsor's research organization must be responsible for the 
correctness and fair balance of all marketing presentations. The research scientists 
should publish and present their studies and answer questions from health profes­
sionals, consumers, and regulators. 
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Drugs, biotechnological (see also Biotechnol-

ogy products) 
accumulation, 332 
AIDS and potential agents, 253-64 
AIDS and targets for design, 252-53 
approval dates of specific, 384 
approval process for, 381-83 
bioassay systems and research concerns, 

347-50 
development status of specific, 385 
modulation of gene expression, 316-23 
monoclonal antibody conjugates, 243 

monoclonal immunoconjugates, 241 
natural-product discovery programs, 313-16 
oncogenes as targets in therapy, 323-27 
parenteral targeting, 127-30 
resistance, 330-34 

Duchenne muscular dystrophy (DMD), 173-
75, 180, 182 

Duplex, formation and stability, 157-58 
Dystrophin, 173 

Ecology, global, 349-50 
Economics (see Cost; Industry; Marketing; 

Sales) 
Edman degradation, 77, 78 
Education 

health care and biotechnology products, 403 
marketing and sales of biotechnology prod­

ucts, 445 
phannaceutics curricula and biotechnological 

drug development, 405 
E5,421 
18-0-I3-glycyrrhetinic acid, 342 
Electrospray sample introduction-ionization 

(ESI), 109 
Elicitation, plant tissue culture, 291, 292 
Eli Lilly Corp., 386 
Emulsions (lipid microspheres), 133-34 
Engerix-B, 391-92, 414--15 
Enzyme immunoassays (EIA), 98 
Enzyme-linked immunosorbent assay (ELISA), 

48 
Enzyme-mediated immunoassay technique 

(EMIT), 87, 101 
Epidermal growth factor (EGF), 343-44 
Epogen, 395-96 
Erythroleukemia, 329 
Erythropoietin (EPO), 106, 395-96, 418-19 
Escherichia coli, 201 
Ethics, medical, 405, 436 
Ethylenediaminetetraacetic acid (EDTA), 126 
Expression cassettes, 280-81 

Fabaceae, 300 
Fab fragments, 41,386-87 
Factor VIII, 394--95 
Fagaronine, 338 
Fermentation, 97, 228-29 
Fibrin, 393 
Fingerprinting methods, 203, 209-11 
Fluorescence immunoassay (FIA), 85, 87-88, 

332 



Fluorescence polarization immunoassays 
(FPIA),98 

Folding, protein mechanisms, 369 
Food and Drug Administration (see also Regu­

lation) 
approval process for biotechnology drugs, 

382 
development of influenza vaccines, 392 
guidelines for manufacture of MAb prod­

ucts, 231 
reimbursement for non-approved indications, 

404 
Formamide, 158 
Formulation, monoclonal antibody processing, 

230-31 
Forward genetics, 194-95 
Free radical analysis technique (FRAT), 101 
Free-solution capillary electrophoresis (FSCE), 

83, 108 

y-Globulins, 39 
Gamma interferon (IFN-y), 53-57 (see also In­

terferons) 
Gas chromatography-mass spectrometry (GC-

MS), 91 
Gastrin, 343 
Gel electrophoresis, 80-82 
Gel filtration chromatography, 229-30 
Gel permeation chromatography (GPC), 74-75 
Gene expression, 316-23, 333, 422 
Genentech Corp., 386, 389, 394 
Gene regulation, 20 
Gene therapy, retroviral gene delivery sys-

tems, 134 
Genetic engineering, 47 
Genetic linkage map, 196 
Genetics Institute, 394, 396 
Genital herpes, 389 
Genital warts, 57,.389, 427-28 
Genome Data Base, 220 
Genomic library, 10 
Ginsengosides, 303 
Genta, Inc., 422 
GISSI II study, 393 
Glucosidase inhibitors, 257 
Glycoproteins, 79-80, 370 
Glycosides, 303 
Glycosylation, 370 
Government (see Food and Drug Administra­

tion; Regulation) 
Graft-versus-host disease, 388 
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Gram-negative bacteremia (GNB), 388 
Gram-negative sepsis, 421 
Granulocyte colony-stimulating factor (G­

CSF), 390,410-11 
Granulocyte macrophage-colony-stimulating 

factor (GM-CSF), 59-61, 390-91, 410-
11 

Granulomatous disease, 389 
Growth factors, 341, 343-44 
Growth hormone, 305, 385-86, 408-10 

Hairy cell leukemia, 57, 389, 427 
Haloperidol, 24 
HA-1A, 388, 421 
Hapten-carrier coupling, 86 
Hard-sphere exo-anormeric (HSEA) effect cal­

culations, 106-107 
Health care system 

biotechnology and role of pharmacists, 396-
97,402-405 

education and biotechnology products, 403 
ethics and biotechnology drugs, 405 
impact of biotechnology, 381 

Heavy chain, 40 
Hemophilia, 394-95 
Hemophilus influenza type B vaccine, 392, 

415-17 
Heparin, 393-94, 425 
Hepatitis B vaccines 

clinical applications of, 414-15 
evaluation of adena-hepatitis B, 282-85, 

286 
recombinant on market, 391-92 

HEPT (1-[(2-hydroxyethoxy)methyl]-6-(phenyl-
thio )thymine), 262-63 

Heptavax-B, 391-92, 414 
Herpes simplex virus (HSV), 57 
Heterogeneous immunoassays, 84-85 
Heterokaryons, 44-45 
HibTiter, 392,415-17 
High-performance liquid chromatography 

(HPLC) 
description of method, 72-80 
purification of oligonucleotides, 104 
purification of proteins, 102 
therapeutic drug monitoring (TDM), 100 

Hodgkin's disease, 296 
Hoechst-Roussel, Inc., 390 
Homogeneous immunoassays, 85 
Hormone responsive element (HRE), 328-29 
Human antimouse antibodies (HAMA), 243-44 
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Human-c-erhB2Ineu promoter, 327-28 
Human chorionic gonadotropin (hCG), 98, 419 
Human Gene Mapping Workshops, 156 
Human growth hormone (hGH), 305 
Human immunodeficiency virus (HIV) (see 

also AIDS) 
adeno-HIV vaccines, 285 
antiviral assays, 335-37 
colony-stimulating factors and replication 

of, 410 
retroviral reverse transcriptase activity, 337-

38 
tat gene expression, 329-30 
vaccine development, 417-18 
viral genes and life cycle, 251-52 

Human papillomavirus (HPV), 427-28 
Humans (see also Clinical trials) 

antigenetic diversity among adenoviruses, 
275-76 

blood transfusion contamination, 394 
construction of physical map of chromo­

some, 16,205-15 
general features of genome organization, 

205-207 
genomes and physical mapping problem, 

201-203 
synthetic insulin, 412 

Humatrope, 386, 408 
Humoral immune system, 39, 41-42 
Humulin, 385 
Huntingtons disease (HD), 182-83, 184 
Hybridization 

chromosome location of DNA markers, 
161 

drug discovery programs, 317-20 
nucleic acids and diagnosis of genetic dis­

eases, 156-59 
Hybridoma, 45, 46 
Hydrophobic interaction chromatography 

(HIC),74 
Hyoscyamine, 299-300 
Hyoscyamus muticus, 300 
Hyperimmunization, 41 
Hypertension, 413, 418 
Hypoglycemia, 409, 413 
Hypotension, 58, 407 
Hypoxanthineguanine phosphoribosyltransfer­

ase (HGPRT), 45 

Imaging (see Diagnostic imaging) 
Immunex, 390 

Immunization, monoclonal antibodies, 47 (see 
also Vaccines) 

Immunoanalytical chemistry, 84-89 
Immunoassays, 98, 100-10 I (see also Specific 

methods) 
Immunochromatography, 98 
Immunoconjugates, 48 
Immunogenicity, monoclonal antibodies, 243-

44 
Immunogens, humoral immune response, 41 
Immunoglobulins 

antibody functions, 43 
cell fusion, 47 
characterization and storage, 49 
defined, 39 
selection and screening, 48 
structure, 39-41 

Immunoreaction, 86-89 
Immunoscintigraphy (see Diagnostic imaging) 
Implantable delivery systems, 135, 137 
Indirect detection, 156, 177-85 
Indium antimyosin, 235 
Indole alkaloids, 296-99 
Industry, biotechnology, 97, 117, 381 (see 

also Cost; Marketing; Sales) 
Infections 

adenoviruses and, 276 
monoclonal antibody imaging of sites, 237 
TNF-a and production of symptoms, 64 
therapeutic applications of monoclonal anti-

bodies, 241-42 
Inflammation, TNF-a and, 64 
Influenza (see Hemophilus influenza type B 

vaccine) 
Infrared laser desorption (IRLD), 110 
Inhibition, oncogenes, 325-26 
Initial trials, 436-37 
In situ hybridization histochemistry 

description of method, 19, 21, 23 
examples of data obtained from, 22 
influence of development on neurobiology, 

28-29 
Insulin 

biotechnology products on market, 383, 385 
clinical applications, 412-13 
structure of proinsulin, 386 

Interferons (see also Gamma interferon) 
approval process for biotechnology drugs, 

383 
biotechnology products on market, 388-89 
clinical applications, 426-28 



TNF and synergy with, 408 
Interferon Sciences Corp., 389 
Interleukins, 57-61, 422 
Intron A, 389, 426-27 
Investigational new drug (IND) application, 

382 
Ion-exchange chromatography (IE), 75 
Iontophoresis, 138 
Isoelectric focusing (IEF), 81-82, 108 
Isotopes, monoclonal antibodies, 233-34 

Jaspamide, 373 
Johnson & Johnson Corp., 392 
Jumping libraries, 200 

Kaposi's sarcoma, 57, 389 
Keratoconjunctivitis, 276 
Kidney 

dialysis and erythropoietins, 395 
renal cell carcinoma, 391, 422 
renal failure, 386, 418 
renal transplant rejection, 387-88 

Laboratory tests, 442 
Length variation, 158, 166-67 
Leu-enkephalin, 305 
Leukemia 

acute lymphoblastic leukemia (ALL), 177 
chronic myelogenous leukemia (CML), 177 
colony-stimulating factors and, 410 
erythroleukemia, 329 
growth hormone therapy, 409 
hairy cell leukemia, 57, 389, 427 
indole alkaloids and, 296 

Leukine, 390 
Leukocytes, 60 
Leukopheresis, 59 
Light chain, 40 
Linkage analysis, 161-62 
Linking libraries, 200 
Lipid microspheres, 133-34 
Lipoatrophy, 413 
Lipohypertrophy, 413 
Lipopolysaccharide (LPS), 61-62 
Liposomes, 131-32 
Liquid chromatography-mass spectrometry 

(LC-MS), 91-92 
Liquid secondary ion mass spectrometry 

(LSIMS),92 
Lithospermum erythrorhizon, 303-304 
Localization, monoclonal antibodies, 231-33 
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Low-angle laser light scattering (LALLS) de-
tection, 74--75 

Luciferase, 327-30 
Lung cancer, 390 
Lupus erythematosus, 59 
Luteinizing hormone (LH), 419 
Lymphatic uptake, 127 
Lymphokine-activated killer (LAK) cells, 59 
Lymphokines [see also Interleukins; Tumor ne-

crosis factor (TNF) 1 
biotechnology products on market, 388-91 
development of humoral immune response, 

42, 54 
therapeutic applications of, 65-66 

Lyophilization, 231 
Lytic state, 392-93 

Macrophages, endogenous production, 62-63 
Macrorestriction maps, 197 
Major histocompatibility complex (MHC), 42 
Malaria, 295, 330 
Mapping, reverse genetics and, 195-201 (see 

also Physical maps) 
Marketing, biotechnology products, 444--45 

(see also Sales) 
Marogen, 396 
Mass spectrometry, 91-92, 109-10 
Maximum tolerable dose (MTD), 382 
Media, specialized, 291, 298 
Melanoma, 391, 427 
Memory cells, 42 
Meningitis, bacterial, 415 
Meperidine, 407 
Merck Corp., 391-92 
Metastatic skin melanoma (MSM), 427 
Methionine enkephalin (ENK), 16-17,24,66 
Methotrexate, 243 
Micellar electrokinetic capillary chromatogra-

phy (MECC), 83 
Microspheres, 132-33 
Mimetics, design of peptide, 371-74 
Monitoring, clinical, 404, 424--25, 441 
Monoclonal antibodies 

biotechnology products on market, 386-88 
clinical considerations, 419--21 
commercial manufacture, 228-31 
diagnostic imaging, 233-38 
in vitro diagnostic kits, 382 
localization, 231-33 
therapeutic applications, 238-44 
TNF and, 408 
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Monokines, 54, 65-66 [see also Interleukins; 
Tumor necrosis factor (TNF)] 

Morphine, 101 
mRNA 

cDNA cloning procedures, 10--11 
in situ hybridization histochemistry, 19, 23 

Multi-colony-stimulating factors (CSF), 59-61 
Multidimensional maps, 218 
Multiple sclerosis, 57 
Muromonab-CD3, 387-88, 420--21 
Muscular dystrophy, 180 [see also Duchenne 

muscular dystrophy (DMD)] 
Myelosuppression, 390 
Myocardial infarction 

MAb and diagnostic imaging, 235, 236 
superoxide dismutase (SOD), 406 
thrombolytic agents and therapy, 423 
tissue plasminogen activator (TPA), 392, 

393, 425, 426 
Myoscint, 235 

Nanoparticles, 133 
Naphthalenedisulfonic acid, 259 
Naphthalene dyes, 259 
Nasal administration, 139-40 
N-Carbomethoxycarbonyl-propyl-phenylalanyl 

benzyl esters (CPFs), 263 
Neupogen, 391 
Neurobiology, molecular genetic techniques, 

16-17,28-29 
Neurons, 4 
Neurotransmission, 25 
New drug application (NDA), 382 
Nicotiana spp., 300--302 
Nicotine, 300--302 
Norditropin, 386 
Nornicotine, 301 
Northern Blot hybridization, 17-18 
Nuclear magnetic resonance (NMR) spectros-

copy, 103-104 
Nuclear runoff assays, 322-23 
Nucleic acids, 156-59 
Nucleosides, 253-54 
Nucleotides, 14-16, 165-66 

Octapeptide (Ala-Ser-Thr-Thr-Thr-Asn-Tyr-
Thr), 413-14 

OKT3, 241, 387-88,420--21 
Oligodeoxynucleotides, 422 
Oligonucleotides 

antisense concept and anti-AIDS agents, 
256-57 

isolation and purification processes, 104-
105 

probes and detection of base pair changes, 
172-73 

sequence and structure of as biotechnology 
products, 105 

Oligosaccharides, 106-107 
Oncogenes, 323-27 
Optical Rotatory Dispersion (ORO), 89-91, 

103 
Oral administration, 124-27 
Organ transplantation, 59, 241, 387-88 (see 

also Bone marrow transplantation; Renal 
transplant rejection) 

Ornithine decarboxylase (ODC), 320--22 
Ortho Biotech Corp., 396 
Osmotic pumps, 135, 137 
Osteoarthritis, 58, 406 
Ovulation tests, 382, 419, 421 
Oxathiin carboxanilide, 263 
Oxygen toxicity, 406 
Oxytocin, 16, 128 

Pain, IL-I and, 58 
Panax ginseng, 303 
Papain, 41 
Papillomavirus-induced infections (Condylo-

mata acuminata), 57 
"Paralog" chromatography, 102 
Parasitic diseases, 320 
Parenteral delivery systems, 127-37 
Particulate carrier systems, 128, I31, 134-35 
Passive targeting, 129 
PAVAS (vinyl alcohol), 261 
Pedvax HIB, 415-17 
Penetration enhancers, 126-27, 138, 139-40 
Pepsin, 41 
Peptidase inhibitors, 126 
Peptides 

chromatography and mapping, 77-79 
clinical applications, 412-14 
delivery systems, 124-42 
isolation and purification processes, 10 1-

102 
mimetic and hybrid mimetic approach, 371-

74 
nasal mucosa and absorption, 139-40 
neurotransmitters and flow of information 

within cells, 4 



particulate carrier systems, 134-35 
sequence and structure as biotechnology 

products, 103-104 
sequences and structural information impact 

of molecular genetic techniques, 13-14 
site-specific delivery, 128 
stability of as genetically engineered drugs, 

117-24 
turns as recognition sites, 366-71 

Peptide T, 413-14 
Pfizer Corp., 388 
P-glycoprotein, 330-31, 332-34 
Pharmaceutical industry, 97, 117, 381 (see 

also Cost; Marketing; Sales) 
Pharmacists, biotechnology and role of, 396-

97,402-405 
Pharmacognosy, 405 
Phenylheptatriyne, 302 
Philadelphia chromosome, 176-77 
Phonophoresis, 138 
Phorbol ester, 341 
Phosphorylation, 369-70 
Photofluorescence analysis, 89 
Physical maps 

defined, 197-98 
DNA sequence and, 217-19 
evolution of technology and considerations 

for construction of, 215-17 
general features of human genome organiza­

tion, 205-206 
human chromosome 16 and construction of, 

206-15 
integration with other kinds of maps, 217 
paradigms for construction of large-scale, 

203-205 
scale of problem for human genomes, 201-

203 
Placebos, 439-40 
Plant tissue culture 

description of nonclassical techniques, 290-
95 

ecological concerns, 349-50 
indole alkaloids, 296-99 
miscellaneous alkaloids, 300-302 
natural-product drug discovery programs, 

313-16 
nonalkaloidal substances, 302-304 
quinoline alkaloids, 295-96 
transformations involving foreign genes, 

304-306 
tropane alkaloids, 299-300 

Plaque formation, 25-28 
Plaque reduction assay, 334-35 
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Plasma cells, humoral immune response, 42 
Plasmacytoma, 44 
Plasma desorption mass spectrometry (PDMS), 

92 
Plasmids, 11-12 
Platelet-derived growth factor (PDGF), 341, 

343 
PMEA [9-(2-phosphonylmethoxyethyl)ade­

nine], 254 
PMEDAP [9-(2-phosphonylmethoxyethyl)-2,6-

diaminopurine 1, 254 
Point mutations, 176 
Poly(4-styrenesulfonic acid) (PSS), 262 
Poly(vinylsulfonic acid) (PVS), 262 
Polyacetylenes, 303 
Polyacrylamide gel electrophoresis (PAGE), 

104 
Polyethylene glycol-conjugated superoxide dis­

mutase (PEG-SOD), 406 
Polymerase chain reaction (PCR) 

biotechnology products as analytical tools, 
98-99 

direct detection of sickle cell mutation, 171 
DMD deletions, 174-75 
indirect diagnosis of autosomal recessive dis­

eases, 181 
sequence variation and, 163-70 

Polymer coatings, 126 
Polymers, 261-62 
Polynucleotides 

isolation and purification processes, 104-
105 

sequence and structure of as biotechnology 
products, 105 

Polysaccharides 
isolation and purification processes, 106 
sequence and structure of as biotechnology 

products, 106-107 
Preclinical studies, 435-36 
Pregnancy 

clinical trials and, 435, 439 
tests for, 382, 419, 420 

Primary antibody response, 42 
Probes, DNA, 162-63 
Procrit, 396 
Prodrugs, 138-39 
Product license application (PLA), 382 
Prohormones, 17 
Proinsulin, 385, 386 
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Prokine, 390,410 
Proopiomelanocortin (POMC), 17, 18-19 
Protease inhibitors, 255-56 
Proteinases, viral, 339-40 
Protein C, 116 
Protein kinase C, 264, 341, 342 
Proteins 

delivery systems, 124-42 
isolation and purification processes, 101-

102 
nasal mucosa and absorption, 139-40 
oncogenes as targets in drug therapy, 324-

25 
particulate carrier systems, 134-35 
peptide mimetic and hybrid mimetic ap­

proach,371-74 
sequence and structure of as biotechnology 

products, 103-104 
site-specific delivery, 128 
stability of as genetically engineered drugs, 

117-24 
turns as recognition sites, 366-71 

Proteolysis, 123,370-71 
Protropin, 386, 408 
Pulmonary embolism, 394, 425 
Purification, monoclonal antibodies, 229-30 
PYAS (vinyl alcohol), 261 

Quality control, 231 
Quercetin, 342 
Quinoline alkaloids, 295-96 
Quinolizidine alkaloids, 300 

Racemization, 123 
Radiation hybrid map, 196-97 
Radiation injury, 406 
Radioimmunoassay, 86-87 
Radioisotopes, 239-40, 243 
Receptor binding assays, 340-44 
Recombivax HB, 391, 414 
Rectal administration, 140-41 
Red blood cells, 134 
Regulation, government, 381-83, 443-44 (see 

also Food and Drug Administration) 
R82150, 262 
Reimbursement, third-party, 404 
Renal cell carcinoma, 391, 422 
Renal failure, 386, 418 
Renal transplant rejection, 387-88 
Replication, viral, 340 
Respiratory disease, 276 

Restriction enzymes, 9 
Restriction fragment length polymorphism 

(RFLP), 26, 159, 162 
Restriction mapping, 203 
Retroviral gene delivery systems, 134 
Retroviruses, 251-52 
Reversed-phase HPLC, 73-74, 104 
Reverse genetics, 195-20 I 
Reverse transcriptase (RT), 11, 262-63, 337-

38 
Rheumatoid arthritis, 57, 58, 242, 406 
Ricin toxin immunoconjugates, 241 
RNA (see also mRNA) 

Central Dogma of Biology, 3, 5 
eukaryotic gene organization, 6 
immobilization of preparations on solid sup-

port, 318 
isolation methods and cell preparation for hy­

bridization, 317-18 
Roferon-A, 389,426-27 
Rosmarinic acid, 291 

Saccharomyces cerevisiae, 201, 391 
Safety, clinical trials, 437, 441 
Saizen, 386 
Sales, biotechnology products, 117,381,395, 

445 (see also Marketing) 
Salicylates, 126, 127 
Salt concentration, 158 
Salvage pathways, 45 
Sandoz, 390 
Sanguinarine, 301 
Sarcoma, 60 
Sargramostim, 390 
Schering-Plough Corp., 389, 390 
Schizophrenia, 25 
Scleroderma, 57 
Scopalia japonica, 300 
Scopolamine, 299, 300 
Secondary antibody response, 42 
Self-adhesive buccal delivery systems, 142 
Sepsis, 241-42 
Septicemia, 64 
Septic shock, 61, 388, 407 
Sequence tagged sites (STS), 215, 216 
Sequence variation, 159-61, 163-70 
Serpentine (indole alkaloids), 297 
Shikonin, 302, 303-304 
Shooty teratomas, 300-302 
Sickle cell disease, 166, 167, 171-73 



Single photon emission computed tomography 
(SPECT), 233 

Site-directed mutagenesis, 123-24 
Size exclusion chromatography (SEC), 74-75 
Slow-wave sleep, 64 
SmithKline Beecham, 391-92 
Sodium dodecyl sulfate-polyacrylamide gel 

electrophoresis (SDS-PAGE), 81, 82 
Solanaceae, 299 
Soluble carrier systems, 128, 131 
Soluble CD4 derivatives, 258 
Somatic mutations, 175-77, 185 
Somatostatin, 367 
Somatrem, 386, 408-409 
Somatropin, 386, 408, 409 
Somnolence, 58 
Southern blot analysis 

compared to Northern blot, 18 
defined, 7 
deletion in dystrophin gene, 173 
detection of DNA fragments sharing homol­

ogy with DNA probe, 160 
diagnosis of autosomal recessive diseases, 

178, 179 
sickle cell anemia, 171-72 

Spartium junceum, 300 
Splenocytes, 47 
Staurosporine, 341, 342 
Stevia rebaudiana, 303 
Steviobioside, 303 
Stevioside, 302 
Stopping rules, 442-43 
Storage, biotechnology drugs, 403 
Stratum corneum, 137-38 
Streptavidin, 319 
Streptokinase (SK), 393-94, 423-24 
Strong anion-exchange chromatography 

(SAX),80 
Substance-P peptide (SP), 23-24 
Suicidal rescue, 387 
Sulfated polysaccharides, 259-61 
Sulfonic acid, 258-62 
Superoxide dismutase (SOD), 116, 405-406 
Suramin, 258, 259, 338 
Surfactants, 126 
Syncytia, 336 

Tachykinins, 23-25 
tat gene, 329-30 
T-cells, 58-59 
T-dependent antigens, 42 
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Telomeres, 206 
Temperature, DNA reassociation reaction, 157 
Testing, drug stability, 124 
Tetrazolium dye-based assay, 331 
Therapeutic drug monitoring (TDM), 100 
Thin-layer chromatography (TLC), 76 
Thiophenes, 303 
Third-party reimbursement, 404 
Thrombolytic agents, 392-94, 422-26 
TIBO (tetrahydroimidazo[ 4,5, I-jk][ IA)-ben­

zodiazepin-2( IH)-thione), 262 
Time-of-flight (TOF) mass spectrometers, 

109 
Tissue plasminogen activator (TPA), 116, 

392-94,423 
TNF-a (cachectin), 61-65 
TNF-f3 (lymphotoxin), 65 
t-PA [see Tissue plasminogen activator (TPA)) 
Transcription, oncogene, 324 
Transdermal administration, 137-38 
Transformation 

oncogene-transformed cells, 326 
plant tissue culture, 291-95, 298-99, 304-

306 
Transforming growth factor (TGF), 343 
Transgenic animals, 29, 326--27 (see also Ani­

mal models) 
Translation, posttranslational modifications, 

369-70 
Translocations, genetic, 168, 170, 176--77 
Transplantation (see Bone marrow transplanta­

tion; Organ transplantation; Renal trans­
plant rejection) 

Triplet coding system, 5 
Trisodium citrate, 126--27 
Tropane alkaloids, 299-300 
Tuberculosis, 64 
Tumor necrosis factor (TNF), 61-65, 396, 

406--408 
Tumors (see also Cancer; Oncogenes; specific 

types) 
indirect diagnosis of somatic changes, 185 
molecular methods of diagnosis, 175-77 
monoclonal antibody imaging, 237 

Turners syndrome, 386 
Turns, peptide, 366--74 
12-Methoxydodecanoic acid, 264 
Two-dimensional chromatography, 76 
Tyrosine phosphorylation, 369-70 
Tyrosine-specific protein kinase (TPK), 325-

26 
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Ultrafiltration, 230 
Urokinase (UK), 423 
UV absorption spectra, 89-91 

Vaccines (see also Immunization) 
adenoviruses, 275, 278-86 
approval dates of specific types, 384 
biotechnology products on market, 391-92 
clinical considerations, 414-18 

Variable domains, 40 
Vasopressin, 128 
Venereal warts, 57 (see also Genital warts) 
Veratridine, 19 
Vesicular stomatis virus (VSV), 285-86 
Vinblastine (VLB), 296, 297, 298 
Vincristine (VCR), 296, 297, 298 
Vindoline, 297 
Vinyl alcohol, 261 
Viral hepatitis, 57, 193 

Viruses (see also Adenoviruses; Retroviruses) 
infections and monoclonal antibodies, 242 
interferons and treatment of diseases, 57 
methods for discovery of antiviral com-

pounds, 334-40 
retroviral gene delivery systems, 134 
turns and immunological recognition of, 

368-69 
VNTR polymorphism, 163 

Waste disposal, biotechnology products, 404 

Xoma Corp., 388 
Xomaxyme-CD5,388 
X-Ray crystallography, 106 

Yeast artificial chromosomes (YACs), 200-
201,220 

Zidovudine (see AZT) 




