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PREFACE

‘Ceramics’ describes an engineering activity embracing the design and fabrication
of ceramic components. Because the optimum physical and chemical properties
of a ceramic are defined by the specific requirements of the end use, the pursuit
is, of necessity, interdisciplinary. For example, the design and manufacture of
refractories is a challenging technology, spanning physical chemistry and
metallurgical and chemical engineering. Even greater challenges confront the
electroceramist involved in, for example, the development of the ceramic battery
or fuel cell. Here a combination of a good understanding of solid state chemical
physics with expert knowledge and experience of advanced ceramics fabrication
technologies is essential. In addition there should be a sound appreciation of the
many considerations, usually complex, concerned with ‘end use’. The same is
true of the very diverse range of types of electroceramic component discussed in
the text.

In the UK, the necessary basic disciplines, solid state chemical physics and
electrical and electronic engineering, have, in the main, attracted into higher
education those students who at school displayed strengths in mathematics,
physics and chemistry. Materials science undergraduates have tended to be more
qualitative in their approach to learning, an approach now difficult to justify and
sustain:

I often say that when you can measure what you are speaking about, and express
it in numbers you know something about it; but when you cannot measure it, when
you cannot express it in numbers, your knowledge is of a meagre and
unsatisfactory kind: it may be the beginning of knowledge, but you have
scarcely, in your thoughts advanced to the stage of science, whatever the matter
may be.

(Sir William Thomson — Lord Kelvin (1883) Electrical units of measurement
‘Popular Lectures and Addresses’ 1, Macmillan & Co. London 1989).

The electroceramist must cultivate, at an appropriate level, a quantitative
understanding of the basic science of a wide range of physical properties of
solids, including conductive, dielectric, optical, piezoelectric and magnetic. The
understanding must embrace how the science of ceramics can be exploited to
optimise properties, not only through the design of material composition, but
also through the tailoring of microstructure and texture. Because the objective
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is an improved component for some particular function —a capacitor,
thermistor, fuel cell, battery, microwave filter, chemical sensor, actuator,
etc. — there has to be an intelligent appreciation of the significance of the
various relevant properties to the particular application, and how to ‘engineer’
the material to optimise them. This is well illustrated by the piezoceramic—
polymer composites for ultrasound transducers, pyroelectric materials for
infrared detectors and imaging systems, and thin film ceramics for random
access memories. Their development demands an interplay between the basic
sciences, electronic engineering and materials science, or better, ‘materials
engineering’ — a term increasingly encountered.

Not surprisingly, most of the available texts concentrate on one or other of the
relevant basic solid state science, the ceramics science and technology, or on
component applications; the other two aspects receiving only superficial
coverage. The nearest to what might be seen as offering interdisciplinary
treatments are edited contributions from specialists in various topics. Whilst
these are valuable they may present difficulties to the undergraduate and
newcomer to the field. There are plenty of specialist papers but they are mostly
published for the benefit of those well grounded in their subjects and capable of a
balanced and critical appreciation.

In the UK, the teaching of electroceramics passed through its formative
years as a natural development of ‘traditional ceramics’ and then became
absorbed into the framework of ‘materials science’ courses. It now seems
that the very interdisciplinary nature of the topics embraced, together with
changing fashions as far as the aspirations of many young people in the
West are concerned, are having their impact and the next decade may well
see the basic science, materials and engineering communities in higher
education merging into interdisciplinary institutes of one sort or another.
The authors have very much in mind the teaching and postgraduate research
personnel in higher education and also the large community of physicists,
chemists and engineers who enter industry without the benefit of specialized
training.

A great deal has happened since the first edition was published and there is no
reason to believe that the rate of technological progress will diminish. However,
principles do not change. The authors’ objective is not to present up-to-the-
minute descriptions encompassing all of what comprises the science and
technology of electroceramics, but to concentrate on the most significant
advances, which encompass what seem to be the unchanging principles
underpinning the science, fabrication and applications of electroceramics.
However where significant developments are occurring at the subject frontiers
and about which the authors feel the well-informed electroceramist should be
aware, the coverage is sufficient to serve as a ‘lead-in’ for a more in-depth study.
This is the case with, for example, ceramics in photonics and ferroelectric
random access memories.
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The past decade has seen significant advances in fabricating electroceramics.
For example the demand for higher volumetric efficiency multilayer capacitors
has had its impact on the technologies concerned with the preparation of
powders having closely defined chemistry and physical characteristics, and on
their processing into components. The (often overriding) need to reduce costs has
led to the widespread adoption of base metal electrodes in multilayer technology
which, in turn, has stimulated the design of special chemically modified powders.
Multilayer technology itself has penetrated many sectors of electroceramics
technology. The decade has also seen significant developments in electroceramics
associated with microwave telecommunications and the emergence of LTCC
(low temperature co-fired ceramic) technology.

Since the appearance of the first edition there has been a growing awareness of
the ‘global environment’ and of the negative impact our apparently insatiable
demand for energy is having upon it. The strong growth of interest in fuel cells
and batteries is one very important response to this. High temperature
superconductor technologies are maturing with ‘current leads’ and ‘fault current
limiters” now commercial products. Impressive progress is being made with
regard to ‘trapped field’ magnets and these, together with superconducting
cables, are set to play important roles in the more efficient generation and
distribution of electrical energy.

To an ever-increasing extent the functioning of manufactured products from
the ‘air-bus’ and motor-car through to the ‘fridge’ and washing-machine,
depends upon ‘sensor-actuator’ technology where electroceramics play essential
roles. The technology of sensing harmful gases and of chemical sensing in general
has seen significant developments over the past decade.

In addition to covering these developments, the revision has presented the
opportunity to rectify what were identified as shortcomings of one sort or
another. Minor errors have been corrected and the discussions on many topics
modified to bring them up-to-date. The cross-referencing throughout the text has
been extended and so also has the bibliography. The review papers and texts
referenced have been carefully selected with the objective of easing entry into the
specialised literature; at the same time every effort has been taken to maintain
the essentially ‘free-standing’ character of the book. With very few exceptions,
the bibliography is restricted to ‘readily accessible’ texts and papers which are
also judged to be essential information sources for the electroceramist. The web
contains a wealth of information — some excellent in quality and some less so. In
general the authors have resisted the temptation to reference web-sites in the
belief that these are better located and consulted by the adequately informed
reader.

The exercises have been extended. As for the first edition they are designed to
assist in deepening understanding. It is only when one tackles an illustrative
problem that one’s deficiencies as far as understanding is concerned are revealed,
and this equally applies to the design of problems! It is hoped that the answers
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given are sensibly correct; most, but not all, have been checked by kind
colleagues. If errors of any kind, here or elsewhere, are identified then the
authors would be grateful to be informed of them.

The text is balanced as it is because of the interdisciplinary nature of the
authorship. JMH, trained as a chemist, spent most of his working life
engineering electroceramics into existence for specific purposes for a major
electronics company. AJM, trained as a physicist, spent the greater part of his
working life attempting to teach ceramics and to keep a reasonably balanced
postgraduate research activity ongoing in one of the major university centres for
materials science. Both have learnt a great deal in putting the text together, and
hope that others will benefit from their not inconsiderable effort.

Finally, although the usual place to acknowledge assistance is under
‘Acknowledgements’ (and this has been done), it seems appropriate to put on
record here that the revision could not have been completed without the
generous support of so many colleagues around the world. They have read drafts
e-mailed to them, suggested modifications and re-read them. Our awareness of
just how burdensome giving such help is makes us all the more appreciative of it.
It has given the authors the confidence so necessary when attempting to cover
reasonably comprehensively the many and diverse topics embraced by
‘electroceramics’, and contributed immeasurably to making this second edition
what we trust is a fitting successor to the first.

Moulson

A. J.
J. M. Herbert
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GLOSSARY

In expressing quantities throughout the text the authors have been guided by the
recommendations in ‘Quantitites, Units and Symbols in Physical Chemistry’,
prepared for publication by Ian Mills, International Union of Pure and Applied
Chemistry, Blackwell Scientific Publications, London 1988. (ISBN 0 632 01773 2)

Fundamental constants

¢ speed of light in vacuum
e elementary charge

F Faraday constant

h Planck constant

h =h/2n

k Boltzmann constant

me electron rest mass

N,  Avogadro’s constant

R, gas constant

£ permittivity of a vacuum
Ug Bohr magneton

Uo permeability of a vacuum
a Stefan—Boltzmann constant
M, atomic mass unit

2.998x1083ms~!
1.602x10-19C
9.649x10* Cmol-!
6.626x10347Js
1.055x10-347Js
1.381x10-2JK-!
9.109x 103 kg

6.022x 103 mol-!
8.315xJK-"mol-!
8.854x10-12F m-!
9.274x10-24) T-!

4 x 1077 Hm! (exactly)
5.671x1083Wm—2K—#
1.66 x 10 kg

Symbols with the same meaning in all chapters
(unless the text makes clear an alternative meaning)

area
capacitance
electric field
electronic charge
frequency

electric current
current density
(_1)1/’2

Boltzmann constant
electrical resistance
gas constant
entropy
temperature

time

SN I TSNS AN

U electric potential difference
u mobility

V volume

v linear velocity

& energy, work

€ absolute permittivity
i absolute permeability
Uy relative permeability
&, relative permittivity

A wavelength

Yo electric susceptibility
Lm  Mmagnetic susceptibility
w angular velocity
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1
INTRODUCTION

The word ceramic is derived from keramos, the Greek work for potter’s clay or
ware made from clay and fired, and can simply be interpreted as ‘pottery’.
Pottery is based on clay and other siliceous minerals that can be conveniently
fired in the 900-1200 °C temperature range. The clays have the property that on
mixing with water they form a mouldable paste, and articles made from this
paste retain their shape while wet, on drying and on firing. Pottery owes its
usefulness to its shapability by numerous methods and its chemical stability after
firing. It can be used to store water and food, and closely related materials form
the walls of ovens and vessels for holding molten metals. It survives almost
indefinitely with normal usage although its brittleness renders it susceptible to
mechanical and thermal shock.

The evolution from pottery to advanced ceramics has broadened the meaning
of the word ‘ceramics’ so that it now describes °...solid articles which have as
their essential component, and are composed in large part of, inorganic non-
metallic materials’ [1]. Here the term will be restricted to polycrystalline,
inorganic, non-metallic materials that acquire their mechanical strength through
a firing or sintering process. However, because glass and single crystals are
components of many polycrystalline and multiphase ceramics, and because single
crystals of some compositions are grown for special applications, discussion of
them is included as appropriate.

The first use of ceramics in the electrical industry took advantage of their stability
when exposed to extremes of weather and to their high electrical resistivity, a
feature of many siliceous materials. The methods developed over several millennia
for domestic pottery were refined for the production of the insulating bodies needed
to carry and isolate electrical conductors in applications ranging from power lines
to the cores bearing wire-wound resistors and electrical fire elements.

Whilst the obvious characteristic of ceramics in electrical use in the first half of
the twentieth century was that of chemical stability and high resistivity, it was
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2 INTRODUCTION

evident that the possible range of properties was extremely wide. For example,
the ceramic form of the mineral magnetite, known to the early navigators as
‘lodestone’, was recognized as having a useful electrical conductivity in addition
to its magnetic properties. This, combined with its chemical inertness, made it of
use as an anode in the extraction of halogens from nitrate minerals. Also,
zirconia, combined with small amounts of lanthanide oxides (the so called ‘rare
earths’) could be raised to high temperatures by the passage of a current and so
formed, as the Nernst filament, an effective source of white light. It was
recognized that some ceramics, the ‘fast-ion conductors’, conduct electricity well,
and predominantly by the transport of ions, and over the last two decades
interest in them has intensified because of their crucial roles in fuel cell, battery
and sensor technologies.

The development from 1910 onwards of electronics accompanying the
widespread use of radio receivers and of telephone cables carrying a multiplicity
of speech channels led to research into ferrites in the period 1930-1950. Nickel—
zinc and manganese—zinc ferrites, closely allied in structure to magnetite, were used
as choke and transformer core materials for applications at frequencies up to and
beyond 1 MHz because of their high resistivity and consequently low susceptibility
to eddy currents. Barium ferrite provided permanent magnets at low cost and in
shapes not then achievable with ferromagnetic metals. From 1940 onwards
magnetic ceramic powders formed the basis of recording tapes and then, as toroids
of diameter down to 0.5 mm, were for some years the elements upon which the
mainframe memories of computers were based. Ferrites, and similar ceramics with
garnet-type structures, remain valuable components in microwave technology.

From the 1920s onwards conductive ceramics found use, for instance, as
silicon carbide rods for heating furnaces up to 1500 °C in air. Ceramics with
higher resistivities also had high negative temperature coefficients of resistivity,
contrasting with the very much lower and positive temperature coefficients
characteristic of metals. They were therefore developed as temperature indicators
and for a wide range of associated applications. Also, it was noticed at a very
early stage that the resistivity of porous specimens of certain compositions was
strongly affected by the local atmosphere, particularly by its moisture content
and oxidation potential. Latterly this sensitivity has been controlled and put to
use in detectors for toxic or flammable components.

It was also found that the electrical resistivity of ceramics based on silicon
carbide, and, more recently, zinc oxide could be made sensitive to the applied
field strength. This has allowed the development of components that absorb
transient surges in power lines and suppress sparking between relay contacts. The
non-linearity in resistivity is now known to arise because of potential barriers
between the crystals in the ceramic.

Ceramics as dielectrics for capacitors have the disadvantage that they are not
easily prepared as self-supporting thin plates and, if this is achieved, are
extremely fragile. However, mica (a single-crystal mineral silicate) has been
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widely used in capacitors and gives very stable units. Thin-walled (0.1-0.5 mm)
steatite tubes have been extruded for use in low-capacitance units. The low
relative permittivity of steatite (¢, & 6) has limited its use but the introduction of
titania (¢, &~ 100) in the 1930s led to the development of capacitors having values
in the 1000 pF range in convenient sizes but with a high negative temperature
coefficient. Relative permittivities near to 30 with low temperature coefficients
have since been obtained from titanate and zirconate compositions.

The situation was altered in the late 1940s with the emergence of high-
permittivity dielectrics based on barium titanate (g, &~ 2000—10000). For a wide
range of applications small plates or tubes with thicknesses of 0.2—1 mm gave
useful combinations of capacitance and size. The development of transistors and
integrated circuits led to a demand for higher capacitance and small size which
was met by monolithic multilayer structures. In these, thin films of organic
polymer filled with ceramic powder are formed. Patterns of metallic inks are
deposited as required for electrodes and pieces of film are stacked and pressed
together to form closely adhering blocks. After burning out the organic matter
and sintering, robust multilayer units with dielectrics of thicknesses down to
< 5 um have been obtained. Such units fulfil the bypass, coupling and decoupling
functions between semiconductor integrated circuits in thick-film semiconductor
circuitry. The monolithic multilayer structure can be applied to any ceramic
dielectric, and multilayer structures for a variety of applications are the subject of
continuous development effort. In particular ‘low temperature co-fired ceramic’
(LTCC) technology is intensively pursued for electronics packaging, especially
for mainframe computer and telecommunications systems.

The basis for the high permittivity of barium titanate lies in its ferroelectric
character which is shared by many titanates, niobates and tantalates of similar
crystal structure. A ferroelectric possesses a unique polar axis that can be switched in
direction by an external field. The extent of alignment of the polar axes of the
crystallites in a ceramic is limited by the randomness in orientation of the crystallites
themselves but is sufficient to convert a polycrystalline isotropic body into a polar
body. This polarity results in piezoelectric, pyroelectric and electro-optic behaviour
that can be utilized in sonar, ultrasonic cleaners, infrared detectors and light
processors. Ceramics have the advantage, over the single crystals that preceded them
in such applications, of greater ease of manufacture. Ferroelectrics in thin film form
are now becoming established as one type of digital memory element.

Barium titanate can be made conductive by suitable substitutions and/or by
sintering in reducing atmospheres, which has led to two developments: firstly,
high-capacitance units made by reoxidizing the surface layers of conductive
plates and using the thin insulating layers so formed; secondly, high positive
temperature coefficient (PTC) resistors since the resistivity of suitably doped and
fired bodies increases by several orders of magnitude over a narrow temperature
range close to the transition from the ferroelectric to the paraelectric states. Uses
for PTC resistors include thermostatic heaters, current controllers, degaussing
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devices in television receivers and fuel-level indicators. As with voltage-sensitive
resistors, the phenomenon is based on electrical potential barriers at the grain
boundaries. Finally, superconducting ceramics with transition temperatures of
over 100K have been discovered. This enables the development of devices
operable at liquid nitrogen temperatures, in particular cables for electric power
distribution and permanent magnets capable of producing exceptionally high
magnetic field strengths for a variety of applications, including magnetically
levitated transport systems.

The evolution of ferrimagnetic, ferroelectric and conductive ceramics has
required the development of compositions almost entirely free from natural
plasticizers such as clays. They require organic plasticizers to enable the ‘green’
shapes to be formed prior to sintering. Densification is no longer dependent on the
presence of large amounts of fusible phases (fluxes) as is the case with the siliceous
porcelains. Instead it depends on small quantities of a liquid phase to promote
‘liquid phase sintering’ or on solid state diffusional sintering or on a combination
of these mechanisms. Crystal size and very small amounts of secondary phases
present at grain boundaries may have a significant effect on properties so that close
control of both starting materials and preparation conditions is essential. This has
led to very considerable research effort devoted to the development of so-called
‘wet chemical’ routes for the preparation of starting powders.

Ceramics comprise crystallites that may vary in structure, perfection and
composition as well as in size, shape and the internal stresses to which they are
subjected. In addition, the interfaces between crystallites are regions in which
changes in lattice orientation occur, often accompanied by differences in
composition and attendant electrical effects. As a consequence it is very difficult,
if not impossible, to account precisely for the behaviour of ceramics. The study of
single-crystal properties of the principal components has resulted in valuable
insights into the behaviour of ceramics. However, the growth of single crystals is
usually a difficult and time-consuming business while the complexities of ceramic
microstructures renders the prediction of properties of the ceramic from those of
the corresponding single crystal very uncertain. Consequently, empirical observa-
tion has usually led to the establishment of new devices based on ceramics before
there is more than a partial understanding of the underlying physical mechanisms.

In the following chapters the elementary physics of material behaviour has been
combined with an account of the preparation and properties of a wide range of
ceramics. The physical models proposed as explanations of the observed phenomena
are often tentative and have been simplified to avoid mathematical difficulties but
should provide a useful background to a study of papers in contemporary journals.
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ELEMENTARY SOLID STATE
SCIENCE

2.1 Atoms

The atomic model used as a basis for understanding the properties of matter
has its origins in the wa-particle scattering experiments of Ernest Rutherford
(1871-1937). These confirmed the atom to be a positively charged nucleus, of
radius of order 10— !¥m, in which the mass of the atom is largely concentrated
and around which negatively charged electrons are distributed. The radius of the
atom is of order 10~ '"m and thus much of it is empty space. The total negative
charge of the electrons compensates the positive charge of the nucleus so that the
atom is electrically neutral.

A dynamic model of the atom has to be adopted, as a static model would be
unstable because the electrons would fall into the nucleus under the electrostatic
attraction force. Niels Bohr (1885-1962) developed a dynamic model for the
simplest of atoms, the hydrogen atom, using a blend of classical and quantum
theory. In this context the term ‘classical’ is usually taken as meaning pre-
quantum theory.

The essentials of the Bohr theory are that the electron orbits the nucleus just as
a planet orbits the sun. The problem is that an orbiting particle is constantly
accelerating towards the centre about which it is rotating and, since the electron
is a charged particle, according to classical electromagnetic theory it should
radiate electromagnetic energy. Again there would be instability, with the
electron quickly spiralling into the nucleus. To circumvent this problem Bohr
introduced the novel idea that the electron moved in certain allowed orbits
without radiating energy. Changes in energy occurred only when the electron
made a transition from one of these ‘stationary’ states to another. In a stationary
state the electron moves so that its angular momentum is an integral multiple of

Electroceramics: Materials, Properties, Applications. 2nd Edition. Edited by A. J. Moulson and J. M. Herbert.
©2003 John Wiley & Sons, Ltd: ISBN 0 471 49747 9 (hardback) 0 471 49748 7 (paperback)
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#i= h/2n where h is the Planck constant (A= 1.055 x 1073* J s), i.e. the angular
momentum is quantized.

If the electron is moving in a circular orbit of radius r then the electrostatic
attraction force it experiences is balanced by the centripetal force:

2 2
e D )

WZMCTZMQwr (2.1)
in which v is the linear velocity of the electron and w is its angular frequency.

The total energy £ of the electron is made up of its kinetic energy & and its
electrostatic potential energy &,. The value of &£, is taken as zero when the
electron is so far removed from the nucleus, i.e. at ‘infinity’, that interaction is
negligible. Hence

E=E+& (2.2)
e 1,
€=~ dmegr + 2 et

Substituting from Eq. (2.1) gives

62

E=— (2.3)

8meyr

From the quantum condition for angular momentum,
mewr® = nf (2.4)
which, together with Eq. (2.1), leads to

5 e n*h?

= 3 04
dnmeegr®  mir

or
1 Mee*
= 2.5
r dmegnhi? 25)
which substitutes into Eq. (2.3) to give
4
e 1
g _ me.e (26)

32wkl

The integer n (1, 2, 3 etc.) is called the ‘principal quantum number’ and defines
the energy of the particular electron state. Although the situation for
multielectron atoms is complicated by the repulsive interaction between
electrons, the energy of a particular electron is still defined by its principal
quantum number. In general, the smaller the value of n, the lower is the energy,
with the energy differences between states defined by successive n values
decreasing with increasing n.
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The Bohr theory of the atom was further developed with great ingenuity to
explain the complexities of atomic line spectra, but the significant advance came
with the formulation of wave mechanics.

It was accepted that light has wave-like character, as evidenced by diffraction
and interference effects; the evidence that light has momentum, and the
photoelectric effect, suggested that it also has particle-like properties. A ray of
light propagating through free space can be considered to consist of a stream of
‘photons’ moving with velocity 2.998 x 10¥ ms—!. The kinetic energy of a photon
is given by & = hv where v is the frequency of the light according to the wave
model. The converse idea that particles such as electrons exhibit wave-like
properties (the electron microscope is testimony to its correctness) was the first
step in the development of wave mechanics. It turns out that the ‘de Broglie
wavelength’ of a particle moving with momentum mw is given by

A= o 2.7
mo

Electron states are described by the solutions of the following equation which
was developed by Erwin Schrodinger (1887-1961) and which bears his name:

VY2 E~E =0 8

This form of the Schrodinger equation is independent of time and so is applicable
to steady state situations. The symbol > denotes the operator

* PP

ax oy o2
Y(x,y,z) is the wave function, and £(x,y,z) and £,(x,y,z) are respectively the total
energy and the potential energy of the electron. The value of |/|>dV is a measure
of the probability of finding an electron in a given volume element d V.

To apply Eq. (2.8) to the hydrogen atom it is first transformed into polar

coordinates (r,0,¢) and then solved by the method of separation of the variables.
This involves writing the solution in the form

¥(r.0.¢) = R(rO(0)0(¢) 2.9

in which R(r), ®(0) and ®(¢) are respectively functions of r, 8 and ¢ only.
Solution of these equations leads naturally to the principal quantum number 7
and to two more quantum numbers, / and my,. The total energy of the electron is
determined by n, and its orbital angular momentum by the ‘azimuthal’ quantum
number /. The value of the total angular momentum is {/(/ + 1)}'/*%. The angular
momentum vector can be oriented in space in only certain allowed directions
with respect to that of an applied magnetic field, such that the components along
the field direction are multiples of 7%; the multiplying factors are the »;, quantum
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numbers which can take values —/,—/+1,—/42, ..., 4+/[ This effect is
known as ‘space quantization’.

Experiments have demonstrated that the electron behaves rather like a
spinning top and so has an intrinsic angular momentum, the value of which is
{s(s + D}/ = (/3/2)%, in which s(= 1) is the spin quantum number. Again,
there is space quantization, and the components of angular momentum in a
direction defined by an ‘internal’ or applied magnetic field are +17.

The set of quantum numbers n, /, m; and s define the state of an electron in an
atom. From an examination of spectra, Wolfgang Pauli (1900-1958) enunciated
what has become known as the Pauli Exclusion Principle. This states that there
cannot be more than one electron in a given state defined by a particular set of
values for n, [, m; and s. For a given principal quantum number n there are a
total of 2n* available electronic states.

The order in which the electrons occupy the various n and / states as atomic
number increases through the Periodic Table is illustrated in Table 2.1. The
prefix number specifies the principal quantum number, the letters s, p, d and f
respectivelyt specify the orbitals for which / =0, 1, 2 and 3, and the superscript
specifies the number of electrons in the particular orbital. For brevity the
electron configurations for the inert gases are denoted [Ar] for example.

An important question that arises is how the orbital and spin angular
momenta of the individual electrons in a shell are coupled. One possibility is that
the spin and orbital momenta for an individual electron couple into a resultant
and that, in turn, the resultants for each electron in the shell couple. The other
extreme possibility is that the spin momenta for individual electrons couple
together to give a resultant spin quantum number S, as do the orbital momenta
to give a resultant quantum number L; the resultants S and L then couple to give
a final resultant quantum number J. In the brief discussion that follows the latter
coupling is assumed to occur.

In most cases the ‘ground’ state (lowest energy) of the electron configuration
of an atom is given by the Hund rules, according to which electrons occupy states
fulfilling the following conditions.

1. The S value is the maximum allowed by the Pauli Exclusion Principle, i.e. the
number of unpaired spins is a maximum.

2. The L value is the maximum allowed consistent with rule 1.

3. The value of Jis |L — S| when the shell is less than half-full and L + S when it
is more than half-full. When the shell is just half-full, the rules require L = 0,
so that J = S.

The way in which the rules operate can be illustrated by applying them to, in
turn, an isolated Fe atom and isolated Fe?* and Fe’* ions.

¥ The letters s, p, d and f are relics of early spectroscopic studies when certain series were designated
‘sharp’, ‘principal’, ‘diffuse’ or ‘fundamental’.
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The electron configuration for an Fe atom is [Ar]3d®4s2. Because completed
shells ([Ar] and 4s2) have a zero resultant angular momentum, only the partially
filled 3d shell need be considered. A d shell can accommodate a total of 10
electrons and application of the rules to the six electrons can be illustrated.

Rule 1. Spin: 1 1 1 1 1 §=2
_1
2

Rule 2. Orbit: 2 1 0 -1 -2, L=2
2

Rule 3. J=4

The total angular momentum of the electrons is given by
Y+ DY Ph = /(2004

In the case of Fe?* the result is the same since all that has changed is that two 4s
electrons which contributed nothing have been lost.
For an isolated Fe’* ion with configuration [Ar]3d’ the situation is different.

Rule 1. Spin: 1 1 1 1 L §=52
Rule 2. Orbit: 2 1 0 -1 =-2; L=0
Rule 3. J=L+5=5)2

Hence the total angular momentum of the electrons is {J(J + 1)}'/*%i = %«/ﬁh

It must be stressed that the above examples serve only to illustrate the way in
which the Hund rules are applied. When ions are in crystal lattices the basic
coupling between spin momenta and orbital momenta differs from what has been
assumed above, and under certain conditions the rules are not obeyed. For
instance six-coordinated Fe** and Co’* ions contain six d electrons which most
commonly have one pair with opposed spins and four with parallel spins but, in
exceptional circumstances, have three pairs with opposed spins and two unfilled
states. These differences have a marked effect on their magnetic properties
(cf. Section 9.1) and also alter their ionic radii (Table 2.2). The possibility of
similar behaviour exists for six-coordinated Cr>t, Mn**, Mn?* and Co?* ions but
occurs only rarely [1].

2.2 The Arrangement of Ions in Ceramics

When atoms combine to form solids their outer electrons enter new states whilst
the inner shells remain in low-energy configurations round the positively charged
nuclei.

The relative positions of the atoms are determined by the forces between them.
In ionic materials, with which we are mainly concerned, the strongest influence is
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the ionic charge which leads to ions of similar electrical sign having their lowest
energies when as far apart as possible and preferably with an ion of opposite sign
between them. The second influence is the relative effective size of the ions which
governs the way they pack together and largely determines the crystal structure.
Finally there are quantum-mechanical ‘exchange’ forces, fundamentally electro-
static in origin, between the outer electrons of neighbouring ions which may have
a significant influence on configuration. In covalently bonded crystals the outer
electrons are shared between neighbouring atoms and the exchange forces are the
main determinants of the crystal structure. There are many intermediate states
between covalent and ionic bonding and combinations of both forms are
common among ceramics, particularly in the silicates. The following discussion
of crystal structure is mainly devoted to oxides, and it is assumed that the ionic
effects are dominant.

Ionic size is determined from the distances between the centres of ions in
different compounds and is found to be approximately constant for a given
element in a wide range of compounds provided that account is taken of the
charge on the ion and the number of oppositely charged nearest neighbours (the
coordination number). Widely accepted values, mostly as assessed by R.D.
Shannon and C.T. Prewitt [2], are given in Table 2.2.

It must be realized that the concept of ions in solids as rigid spheres is no more
than a useful approximation to a complex quantum wave-mechanical reality. For
instance, strong interactions between the outer electrons of neighbouring ions,
1.e. covalent effects, reduce the ionic radius while the motion of ions in ionic
conduction in solids often requires that they should pass through gaps in the
structure that are too small for the passage of rigid spheres. Nevertheless, the
concept allows a systematic approach to the relation of crystal structure to
composition. For convenience radii are given the symbol r;, where j is the
coordination number.

The effect of atomic number on r; can be seen by comparing Sr** (Z = 38,
re = 116 pm) with Ca’* (z=20, r¢ =100pm). However, for Z > 56, the
‘lanthanide contraction’ greatly reduces the effect of nuclear charge; for instance
both Nb>* (Z =41) and Ta’* (Z=73) have rs = 64 pm. The contraction is due
to the filling of the 4f levels in the lanthanides which reduces their radii as their
atomic numbers increase. The radius increases with coordination number; for
example, for Ca’*, ry = 112pm and r, = 135 pm. The radius decreases when the
positive charge increases; for example, Pb** has r¢ = 78 pm and Pb’** has
r¢ = 118 pm. Values of the radii not included in Table 2.2 can be evaluated
roughly by comparison with ions of approximately the same atomic number,
charge and coordination. Some of the transition elements can have various
electronic configurations in their d shells owing to variations in the numbers of
unpaired and paired electrons. These result in changes in ionic radius with the
larger number of unpaired electrons (high spin state indicated by the superscript
h) giving larger ions.
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Table 2.2 Ionic radii
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The structure of oxides can be visualized as based on ordered arrays of O*~
ions in which cations either replace O>~ ions or occupy interstices between them.
In simple cubic packing (Fig. 2.1(a)) the centres of the ions lie at the corners of
cubes formed by eight ions. In the case of O~ ions with rs = 140 pm in contact
with one another the interstice would accommodate a cation of radius 103 pm.
Such a structure is found for ThO, and ZrO,. Th** has ry = 106 pm, indicating
that O>~ must be slightly separated, whilst Zr** has ry = 84 pm. It is generally
found that anion lattices will accommodate oversize cations more readily than
undersize cations so that the tolerance to the relatively small Zr** ion is
exceptional; in fact it is only sustained by a distortion from the simple cubic form
that reduces the coordination of Zr** to approximately 7. The general tolerance
to oversize ions is understandable on the basis that the resulting increase in
distance between the anions reduces the electrostatic energy due to the repulsive
force between like charges.

The oxygen ions are more closely packed together in the close-packed
hexagonal and cubic structures (Fig. 2.1(b and c)). These structures are identical
as far as any two adjacent layers are concerned but a third layer can be added in
two ways, either with the ions vertically above the bottom layer (hexagonal close
packing) or with them displaced relative to both the lower layers (cubic close
packing). Thus the layer sequence can be defined as ab, ab,... etc. in the
hexagonal case and as abc, abc,... etc. in the cubic case. Both close-packed
structures contain the same two types of interstice, namely octahedral
surrounded by six anions and tetrahedral surrounded by four anions. The ratios
of interstice radius to anion radius are 0.414 and 0.225 in the octahedral and
tetrahedral cases, so that in the case of O~ lattices the radii of the two interstices
are 58 pm and 32 pm. It can be seen that most of the ions below 32 pm in radius
are tetrahedrally coordinated in oxide compounds but there is a considerable
covalent character in their bonding, e.g. (SO4)*", (PO,)’” and (SiO,)* in
sulphates, phosphates and silicates.

In many of the monoxides, such as MgO, NiO etc., the cations occupy all the
octahedral sites in somewhat expanded close-packed cubic arrays of O>~ ions. In
the dioxides TiO,, SnO, and MnO, the cations occupy half the octahedral sites in
hexagonal close-packed O~ arrays. In corundum (Al,Os3) the O~ ions are in
hexagonal close packing with cations occupying two-thirds of the octahedral
sites. In spinel (MgAl,O4) the O>~ ions form a cubic close-packed array with
Mg?~ ions occupying an eighth of the tetrahedral sites and AI** ions occupying
half of the octahedral interstices. NiFe,O, has a similar structure but half the
Fe3* ions occupy tetrahedral sites while the other half and the Ni** ions occupy
octahedral sites. This is known as an inverse spinel structure.

In perovskite (CaTiO3) and its isomorphs such as BaTiOj;, the large alkaline
earth ions replace O’ ions in the anion lattice and the Ti** ions occupy all the
octahedral interstices that are surrounded only by O%>~ ions, i.e. no Ti*" ions are
immediately adjacent to divalent cations.
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(@)

(c)

Fig. 2.1 Packing of ions: (a) simple cubic packing showing an interstice with eightfold
coordination; (b) hexagonal close packing; (c) cubic close packing showing a face-centred
cubic cell.

In many cases the arrangement of structural units gives a more enlightening
view of crystals than do considerations based on close packing. Thus perovskite-
type crystals can be viewed as consisting of a simple cubic array of corner-
sharing octahedral MOg groups with all the interstices filled by divalent ions
(Fig. 2.2(a)). On this basis the rutile form of TiO, consists of columns of edge-
sharing TiOg octahedra linked by shared corners of the TiOg units (Fig. 2.2(b)).
A hexagonal form of BaTiOs, where the BaOj; lattice is hexagonal close packed,
contains layers of two face-sharing TiOg groups linked by single layers of corner-
sharing TiO4 groups (Fig. 2.2(c)).
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Fig. 2.2 MOg octahedra arrangements in (a) perovskite-type structures, (b) TiO, and (c)
hexagonal BaTiOs.

The ionic radius concept is useful in deciding which ions are likely to be
accommodated in a given lattice. It is usually safe to assume that ions of similar
size and the same charge will replace one another without any change other than
in the size of the unit cell of the parent compound. Limitations arise because
there is always some exchange interaction between the electrons of neighbouring
ions.

In the case of the crystalline silicates an approach which takes account of the
partly covalent character of the Si—O bond is helpful. The [SiO,4]*” tetrahedron is
taken as a basic building unit, and in most of the silicates these tetrahedra are
linked together in an ordered fashion to form strings as in diopside
(MgCa(SiO;),), sheet structures as in clay minerals, or three-dimensional
frameworks as in quartz and the feldspars. Within these frameworks isomorphic
replacement of one cation type for another is extensive. For example, the
replacement of Si** by AI** is common, with the necessary lattice charge balance
being maintained either by the incorporation of interstitial cations such as Na*
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and K*, as in the case of the feldspars, or by ‘exchangeable’ cations such as Ca’*,
which are a feature of clays. The exchangeable ions are held on the surfaces of
the small (typically 10~®m) clay particles and can be easily exchanged for other
ions.

Silicates readily form glasses which are vitreous materials in which the atoms
do not have the long-range order characteristic of the crystalline state. Thus
vitreous silica consists of a three-dimensional network of (SiO4)*” tetrahedra
joined at their corners, in which the Si—O-Si bond angles vary randomly
throughout the structure. Alkali and alkaline earth ions can be introduced into
silica in variable amounts, up to a certain limit, without a crystalline phase
forming. One effect of these ions is to cause breaks in the Si—O-Si network
according to the following reaction:

AN - AN ~
—Si—O—Si— +Na,0 — 2Na*+—Si—O0~ + O~—Si—
~ ~ e ~

Although there are important exceptions, a characteristic feature of the
crystalline state is that compositions are stoichiometric, i.e. the various types of
ion are present in numbers which bear simple ratios one to the other. In contrast,
glass compositions are not thus restricted, the only requirement being overall
electrical neutrality.

Vitreous materials do not have the planes of easy cleavage which are a feature
of crystals, and they do not have well-defined melting points because of the
variable bond strengths that result from lack of long-range order.

A wide variety of substances, including some metals, can be prepared in the
vitreous state by cooling their liquid phases very rapidly to a low temperature. In
many cases the glasses so formed are unstable and can be converted to the
crystalline state by annealing at a moderate temperature. An important class of
material, the ‘glass-ceramics’, can be prepared by annealing a silicate glass of
suitable composition so that a large fraction of it becomes crystalline. Strong
materials with good thermal shock resistance can be prepared by this method.

2.3 Spontaneous Polarization

In general, because the value of a crystal property depends on the direction of
measurement, the crystal is described as anisotropic with respect to that
property. There are exceptions; for example, crystals having cubic symmetry are
optically isotropic although they are anisotropic with respect to elasticity. For
these reasons, a description of the physical behaviour of a material has to be
based on a knowledge of crystal structure. Full descriptions of crystal systems
are available in many texts and here we shall note only those aspects of particular
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relevance to piezoelectric, pyroelectric and electro-optical ceramics. The
monograph by R.E. Newnham [3] is recommended for further study.

For the present purpose it is only necessary to distinguish polar crystals, i.e.
those that are spontaneously polarized and so possess a unique polar axis, from
the non-polar variety. Of the 32 crystal classes, 11 are centrosymmetric and
consequently, non-piezoelectric. Of the remaining 21 non-centrosymmetric
classes, 20 are piezoelectric and of these 10 are polar. An idea of the distinction
between polar and non-polar structures can be gained from Fig. 2.3 and
Eqgs (2.70) and (2.71).

The piezoelectric crystals are those that become polarized or undergo a change
in polarization when they are stressed; conversely, when an electric field is
applied they become strained. The 10 polar crystal types are pyroelectric as well
as piezoelectric because of the polarization inherent in their structure. In a
pyroelectric crystal a change in temperature produces a change in polarization.

A limited number of pyroelectric materials have the additional property that
the direction of the polarization can be changed by an applied electric field or
mechanical stress. Where the change is primarily due to an electric field the
material is said to be ferroelectric; when it is primarily due to a stress it is said to
be ferroelastic. These additional features of a pyroelectric material cannot be
predicted from crystal structure and have to be established by experiment.

Because a ceramic is composed of a large number of randomly oriented
crystallites it would normally be expected to be isotropic in its properties. The
possibility of altering the direction of the polarization in the crystallites of a
ferroelectric ceramic (a process called ‘poling’) makes it capable of piezoelectric,
pyroelectric and electro-optic behaviour. The poling process — the application of
a static electric field under appropriate conditions of temperature and time —
aligns the polar axis as near to the field direction as the local environment and
the crystal structure allow.

The changes in direction of the polarization require small ionic movements in
specific crystallographic directions. It follows that the greater is the number of
possible directions the more closely the polar axes of the crystallite in a ceramic
can be brought to the direction of the poling field. The tetragonal (4mm)
structure allows six directions, while the rhombohedral (3m) allows eight and so
should permit greater alignment. If both tetragonal and rhombohedral

@ + - 4+ = 4+ - 4+ —
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Fig. 2.3 (a) Non-polar array; (b), (c) polar arrays. The arrows indicate the direction of
spontaneous polarization Ps.
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crystallites are present at a transition point, where they can be transformed from
one to the other by a field, the number of alternative crystallographic directions
rises to 14 and the extra alignment attained becomes of practical significance (cf.
Section 6.3.1).

2.4 PhaseTransitions

Effective ionic sizes and the forces that govern the arrangement of ions in a
crystal are both temperature dependent and may change sufficiently for a
particular structure to become unstable and to transform to a new one. The
temperature at which both forms are in equilibrium is called a transition
temperature. Although only small ionic movements are involved, there may be
marked changes in properties. Crystal dimensions alter and result in internal
stresses, particularly at the crystallite boundaries in a ceramic. These may be
large enough to result in internal cracks and a reduction in strength. Electrical
conductivity may change by several orders of magnitude. In some respects crystal
structure transitions are similar to the more familiar phase transitions, melting,
vaporization and sublimation when, with the temperature and pressure constant,
there are changes in entropy and volume.

If a system is described in terms of the Gibbs function G then a change in G
can be written

dG = —SdT + Vdp (2.10)

where S, V' and P are respectively entropy, volume and pressure. During an
isothermal structural change G is continuous, but there may be discontinuities in
the derivatives of G. It follows from Eq. (2.10) that

S:—(g—(T;)p @.11)

and so if there is a discontinuity in the first derivative of G(T) there is a change in
entropy at constant temperature, which implies latent heat. This is a
characteristic of a ‘first-order’ transition. A ‘second-order’ transition occurs
when the first derivative of the Gibbs function is continuous but the second
derivative is discontinuous. The definitions are illustrated in Fig. 2.4.

An important transition which will be discussed later is that between the
ferroelectric and paraelectric states which involves changes in crystal symmetry.
In the case of magnetic materials the transition between the spontaneously
magnetized and magnetically disordered states that occurs at the Curie or Néel
temperatures does not involve changes in crystal structure but only small
dimensional changes that result from changes in the coupling forces between the
outer electrons of neighbouring magnetic ions.
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(a) (c)

T 7

(b) (d)
Fig. 2.4 Free-energy changes at transitions: (a) first-order transition; (b) change in S at
constant 7 and, consequently, latent heat; (c) second-order transition; (d) continuous change
in entropy and so no latent heat (discontinuity in 9>G/dT?).

2.5 Defects in Crystals

Early chemists believed that inorganic compounds obeyed the law of definite
proportions under which they had invariable compositions determined by the
valence of the constituent atoms. From the early part of the twentieth century
views began to change when many compounds were found experimentally to be
non-stoichiometric, and theoretical predictions by Wagner and Schottky
demonstrated that exact stoichiometric compositions are the exception rather
than the rule. The literature contains many treatments of the topic; the text by
D.M. Smyth [4] is recommended.

2.5.1 Non-stoichiometry

The ratio between anions and cations can vary from a simple integral value
because of the variable valence of a cation. Thus manganese dioxide is a
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well-established compound but it always contains less than the stoichiometric
amount of oxygen. Iron monoxide, however, always contains an excess of
oxygen. Such deviations can be accounted for by the presence of Mn** in the first
case and Fe’* in the second case. The positive charge deficiency in the first case
can be balanced by vacant oxygen sites, and the charge excess in the second case
can be balanced by cation vacancies.

Where there are two species of cation present in a compound the ratio between
them may vary. This occurs in LiINbO; which has a structure based on face-
sharing MOy octahedra. The O>~ ions are hexagonally close packed with a third
of the octahedral sites occupied by Nb>*, a third by Li* and a third empty. This
compound can be deficient in lithium down to the level Liyo4sNb;;,03. There is
no corresponding creation of oxygen vacancies; instead the Nb’* content
increases sufficiently to preserve neutrality. The withdrawal of five Li* ions is
compensated by the introduction of one Nb>* ion and so leaves four additional
electrically neutral empty octahedral sites. LiINbOj; can only tolerate a very small
excess of lithium (see Section 6.4.5). The LiNbOj; type of non-stoichiometry can
be expressed as limited solid solubility; it could be said that LiNbO; and Nb,Os
form solid solutions containing up to 3.8 mol.% Nb,Os.

In most compounds containing two cation types some variability in
composition is possible. This varies from less than 0.1% in compounds such
as BaTiOs, in which there is a marked difference in charge and size between the
two cations corresponding to differences between their lattice sites, to complete
solid solutions over the whole possible range where the ions are identical in
charge and close in size and can only occupy one type of available lattice site
such as, for instance, Zr*" and Ti*' in Pb(Zr,Ti;_,)O;.

2.5.2 Point defects

Crystals contain two major categories of defect: ‘point’ defects and ‘line’ defects.
Point defects occur where atoms are missing (vacancies) or occupy the interstices
between normal sites (interstitials); ‘foreign’ atoms are also point defects. Line
defects, or dislocations, are spatially extensive and involve disturbance of the
periodicity of the lattice.

Although dislocations have a significant effect on some of the important
properties of electroceramics, especially those depending on matter transport,
our understanding of them is, at best, qualitative. In contrast, there is a sound
basis for understanding the effects of point defects and the relevant literature is
extensive. It is for these reasons that the following discussion is confined to point
defects and, because of the context, to those occurring in oxides.

Schottky defects, named after W. Schottky, consist of unoccupied anion and
cation sites. A stoichiometric crystalline oxide having Schottky disorder alone
contains charge-equivalent numbers of anion and cation vacancies. A Frenkel
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defect, named after Y. Frenkel, is a misplaced ion, and so a crystal having only
Frenkel disorder contains the same concentrations of interstitial ions and
corresponding vacant sites. Frenkel defects depend on the existence in a crystal
lattice of empty spaces that can accommodate displaced ions. Ti*" ions occur
interstitially in rutile (see Section 5.6.1) and F~ ions can occupy interstitial sites
in the fluorite structure (see Fig. 4.29).

The equilibrium concentrations of point defects can be derived on the basis of
statistical mechanics and the results are identical to those obtained by a less
fundamental quasi-chemical approach in which the defects are treated as reacting
chemical species obeying the law of mass action. The latter, and simpler,
approach is the one widely followed.

The equilibrium concentrations of defects in a simple binary oxide MO are
given by

AHg
~ - 2.12
ns Nexp< 2kT> ( )
AH
~ /2 _ F
ng ~ (NN') exp( 2kT> (2.13)

where ng and ng are the Schottky and Frenkel defect concentrations respectively
and AHs and AHF are the enthalpy changes accompanying the formation of the
associated defects (cation vacancy + anion vacancy and ion vacancy + interstitial
ion); N is the concentration of anions or cations and N’ is the concentration of
available interstitial sites.

If AHs ~ 2¢eV (0.32al) then, at 1000K, ns/N ~ 107, i.e. 1 ppm. High defect
concentrations can be retained at room temperature if cooling is rapid and the
rate at which the defect is eliminated is slow.

The notation of Kréger and Vink is convenient for describing a defect and the
effective electrical charge it carries relative to the surrounding lattice. A defect
that carries an effective single positive electronic charge bears a superscript dot
(), and a defect that carries an effective negative charge bears a superscript prime
(). Neutral defects have no superscript. These effective charges are to be
distinguished from the real charges on an ion, e.g. AI’*, O’>~. An atom or ion A
occupying a site normally occupied by an atom or ion B is written Ag. An
interstitial ion is denoted A;.

The effective charge on a defect is always balanced by other effective or real
charges so as to preserve electrical neutrality. The notation and ideas are
conveniently illustrated by considering the ionization of an anion and cation
vacancy in the metal oxide MO.

Consider first an oxygen vacancy. Its effective charge of 2e¢ can be neutralized by a
cation vacancy with an effective charge —2e; an example of such ‘vacancy
compensation’ is an associated Schottky pair. Alternatively, an oxygen vacancy
might be electron-compensated by being associated with two electrons. Similarly a
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divalent cation vacancy might be compensated by association with two positive
‘holes’.
In the case of electron compensation, the neutral defect can be progressively
ionized according to
Vo = Vo +¢
Vo — Vg +¢ (2.14)
Vv — Vi +h etc.

Whereas the defect chemistry of pure stoichiometric compounds is largely of
academic interest, the effects of the introduction of foreign ions are of crucial
significance to electroceramics. The defect chemistry of barium titanate itself
and, in particular, the effect of lanthanum doping are of such importance that
they are discussed in detail in Section 2.6.2. It is for these reasons that the system
is chosen here to illustrate basic ideas relating to the aliovalent substitution of
one ion for another.

When a small amount (< 0.5 cation % (cat. %)) of La,0; is added to BaTiO;
and fired under normal oxidizing conditions, the La** ions substitute for Ba®*
and the defect Lay, is compensated by an electron in the conduction band
derived from the Ti 3d states (see Eq. (2.19)).

Lag, and, in general, any substituent ion with a higher positive charge than the
ion it replaces is termed a ‘donor’. In some circumstances Laj, can be
compensated by Vg, species, two dopant ions to every vacancy, or by one V{{' to
every four Lag, .

An ion of lower charge than the one it replaces is called an ‘acceptor’, e.g.
Ga’* on a Ti** site. Ga{; will have an effective negative charge, which can be
compensated by a positively charged oxygen vacancy or an interstitial positively
charged cation or a ‘hole’ in the valence band.

In summary, a chemical equation involving defects must balance in three
respects:

4. the total charge must be zero;
5. there must be equal numbers of each chemical species on both sides;

6. the available lattice sites must be filled, if necessary by the introduction of
vacant sites.

Vacancies do not have to balance since as chemical species they equate to zero,
but account must be taken of their electrical charges. Thus the introduction of an
acceptor Mn** on a Ti** site in BaTiO; can be expressed as

Mn,0; + 2BaO = 2Bag, + 2Mn7; + 500 + V; (2.15)
which replaces the equilibrium equation for the pure crystal:

2TiO; + 2BaO = 2Bag, + 2Tit; + 600
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Since BaO = Bag, + Oq, Eq. (2.15) simplifies to
Ml’l203 = 2Mn"/1'i + 300 + VO (216)

where it is understood that only Ti and the corresponding O sites are under
consideration.
The equilibrium constant for Eq. (2.16) is

~ IMn& V5]

Ky = M0 2.17)

since the activity of Og, and any other constituent of the major phase, can be
taken as unity.
K, is expressed as a function of temperature by

K= K\ exp<—AkI;A) 2.18)

where AH, is the change in enthalpy for the reaction and K} is a temperature-
insensitive constant.
The replacement of Ba’>* in BaTiO; by the donor La’* is represented by

La,05 = 2Laj, + 200 + 104(g) + 2¢' (2.19)

and the equilibrium constant Kp is

La; *n?po. /2
Agp> :[ Ba] P02 (220)

Kp = Kpexp — < [La,04]

where 7 is the electron concentration.

2.6 Electrical Conduction

The electrical conduction characteristics of ceramics can range from those of
superconductors through those of metals to those of the most resistive of
materials; in between the extremes are characteristics of semi-conductors and
semi-insulators. It is the purpose of this section to provide a framework for an
understanding of this very diverse behaviour of apparently basically similar
materials. The monographs by C. Kittel [5] and B.I. Bleaney and B. Bleaney [6]
are recommended to supplement the discussion.

2.6.1 Charge transport parameters

If a material containing a density, n, of mobile charge carriers, each carrying a
charge Q, is situated in an electric field E, the charge carriers experience a force
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Fig. 2.5 Flow of charge in a prism.

causing them to accelerate but, because of the interaction with the lattice owing
to thermal motion of the atoms or to defects, they quickly reach a terminal
velocity, referred to as their drift velocity v. All the carriers contained in a prism
of cross section A4, and length v (Fig. 2.5) will move through its end face in unit
time. The current density j will therefore be given by

j=nQv (2.21)

If the drift velocity of the charges is proportional to the force acting on them,
then

v=uE (2.22)

where u is the mobility, which is defined as the magnitude of the drift velocity per
unit electric field E. It follows from Eqs (2.21) and (2.22) that

J=nQuk (2.23)

For materials for which nQu is constant at constant temperature, this is a
statement of Ohm’s law:

j=oE (2.24)
where
o =nQu (2.25)

is the conductivity of the material.
The resistivity p, like the conductivity, is a material property and the two are
related by

p=1/c (2.26)

In practice it is often the conductive or resistive characteristics of a specimen of
uniform section A and length / which are relevant. The resistance R, conductance
G and specimen dimensions are related as follows:
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Fig. 2.6 Conductivities of the various classes of material: shading indicates the range of
values at room temperature.

Table 2.3 Conductivity characteristics of the various classes of material

Material class Example  Conductivity level do/dT Carrier type
Metals Ag, Cu  High Small, negative Electrons
Semiconductors  Si, Ge Intermediate Large, positive Electrons
Semi-insulators  ZrO, Intermediate Large, positive Ions or electrons
Insulators AL O3 Very low Very large, positive lons or electrons;

frequently ‘mixed’

Table 2.4 FElectrical quantities introduced so far

Quantity Symbol Unit

Electric charge 0 coulomb (C)

Electric field E volt per metre (Vm~")

Current density j ampere per square metre (Am~2)
Mobility u drift velocity/electric field (m?V~-!s1)
Conductivity a siemen per metre (Sm~")

Resistivity o reciprocal conductivity (Q m)
Conductance G siemen (S)

Resistance R ohm (Q)




ELECTRICAL CONDUCTION 27

R=G"'=pl/A4

2.27
G=R"'=0c4/l 27)

It should be emphasised that from Eq. (2.24) ¢ is in general a tensor of the
second rank. Unless otherwise stated it will be assumed in the discussions that
follow that materials are isotropic, so that j and E are collinear and o is a scalar.

It follows from Eq. (2.25) that, to understand the behaviour of ¢ for a given
material, it is necessary to enquire into what determines n, Q and u separately; in
particular, the variation of ¢ with temperature 7T is determined by the manner in
which these quantities depend on T.

No reference has been made to the type of charge carrier and the equations
developed so far in no way depend upon this. However, the electrical behaviour
of solids depends very much on whether the charge carriers are electrons, ions or
a combination of both.

At this point it will be helpful to summarize the charge transport
characteristics of the various types of material so that those of the ceramics
can be seen in proper perspective. Figure 2.6 shows the room temperature values
of conductivity characteristic of the broad categories of material together with
typical dependencies of conductivity on temperature. What is immediately
striking is the large difference between the room temperature values of
conductivity for the metallic and insulating classes of material, which span
about 30 orders of magnitude.

Table 2.3, which should be considered in conjunction with Fig. 2.6, completes
the general picture. Table 2.4 summarizes the quantities introduced so far
together with the units in which they are measured.

In the following sections closer attention is given to the two principal
mechanisms whereby charge is transported in a solid, i.e. ‘electronic’ and ‘ionic’
conduction.

2.6.2 Electronic conduction
Band conduction

So far we have considered atoms in isolation and in their ground state. There
exist a large number of higher energy states into which electrons can be promoted
thermally or by interaction with external energy sources such as photons.

When a large number of atoms condense to form a crystal, quantum
mechanics dictates that the discrete sharply defined electron energy levels
associated with a free atom broaden into bands of discrete levels situated close
together in the energy spectrum. The multiplication of possible energy states as
atoms approach one another is shown diagrammatically in Fig. 2.7. In general
each band is separated by a ‘forbidden zone” — a region in the energy spectrum
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forbidden to electrons — although there are instances where the bands overlap.
The problem of determining the electronic properties of a solid becomes a matter
of finding the distribution of electrons among the available energy states making
up the bands, and this is achieved with the help of Fermi statistics. It turns out
that, at the absolute zero of temperature, some bands are completely filled with
electrons and some are completely empty. It is also possible for a band to be only
partly filled. Fortunately it is only bands associated with the outer electronic
shells, or valence electrons, which need be considered since the deeper core
electrons play no part in the conduction process. The possible situations outlined
above are shown schematically in Fig. 2.8.

If an energy band is only partly filled the electron population is able to move
into the higher energy states available to it. Therefore in an electric field the
electrons are able to acquire additional kinetic energy and, as in the case of a
metal, a current will flow. However, if the band is full, then at zero temperature
the electrons cannot normally acquire energy from an electric field and so no
current flows. However, if the energy gap (e.g. Figs 2.7 and 2.8(b)) is not too
wide (say about 1eV or 0.16alJ), then at around room temperature (where
kT ~ (0.025eV) some electrons can be thermally excited across the gap into an
empty band where they can conduct. In addition to electrons excited into the so-
called ‘conduction band’, there are also empty electronic states in the previously
full ‘valence band’, allowing the valence electron population as a whole to accept
energy from the field. The description of this redistribution of energy in the
valence band is simply accomplished with the aid of the concept of the ‘positive
hole’; attention is then focused on the behaviour of the empty state — the positive
hole — rather than on that of the electron population as a whole. (This is
analogous to focusing attention on a rising air bubble in a liquid in preference to
the downwards motion of the water as a whole.)

Atomic levels (r — =); empty
| in free atom

Conduction band

&g Forbidden zone

—3= Energy

7/, Valence band

|
L
L
|
Equilibrium interatomic

spacing in crystal

(@

Fig. 2.7 (a) Atomic levels having identical energies merging to a broad band of levels
differing slightly in energy as free atoms condense to form a crystal; (b) band structure at
equilibrium interatomic spacing in a crystal.



ELECTRICAL CONDUCTION 29

Empty conduction band

Partly filled
77, band

—
&g Forbidden zone

\
m % Valence band

m ( Bands arising
from inner m

electron levels

Energy -——~

wssrrsr7772/7/ 7 s

(@) (b)

Fig. 2.8 Schematic electron energy band structures for (a) a metallic crystal and (b) a
semiconducting or insulating crystal.

In metals the conduction band is partly filled with electrons derived from the
outer quantum levels of the atoms. The atoms become positive ions with the
remaining electrons in low energy states, e.g. as complete eight-electron shells in
the case of the alkaline and alkaline earth elements. Since the valence electrons
are in a partly filled band they can acquire kinetic energy from an electric field
which can therefore cause a current to flow. Conduction is not limited by paucity
of carriers but only by the interaction of the conducting electrons with the crystal
lattice. The thermal motion of the lattice increases with temperature and so
intensifies electron—phonon interactions and consequently reduces the conduc-
tivity. At temperatures above 100-200°C the resistivity of most metals is
approximately proportional to the absolute temperature. Silver is the most
conductive metal with ¢ = 68 x 10°Sm~" at 0°C; manganese, one of the least
conductive, has ¢ =72 x 10*Sm~'. Magnetite (Fe;O4) is one of the most
conductive oxides with ¢~ 10*Sm~', but it does not have the positive
temperature coefficient of resistivity typical of metals.

In covalently bonded non-polar semiconductors the higher levels of the
valence band are formed by electrons that are shared between neighbouring
atoms and which have ground state energy levels similar to those in isolated
atoms. In silicon, for instance, each silicon atom has four sp? electrons which it
shares with four similar atoms at the corners of a surrounding tetrahedron. As a
result each silicon atom has, effectively, an outer shell of eight electrons. The
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energy states that constitute the silicon conduction band are derived from the
higher excited states of the silicon atoms but relate to motion of the electrons
throughout the crystal. This contrasts with the organic molecular crystals in
which all the electrons remain bound within individual molecules and are only
transferred from one molecule to another under exceptional conditions.

Magnesium oxide can be regarded as typical of an ionic solid. In this case the
valence electrons attached to anions have minimal interactions with the electrons
attached to the cations. The energy states that constitute the conduction band are
derived from the higher excited 3s state of the magnesium atoms; the valence
band is derived from the 2p states of the oxygen atoms. An energy diagram of the
form shown in Fig. 2.8(b) is applicable for both covalent and ionic crystals.

If the temperature dependence of the electronic conductivity of a semi-
conductor is to be accounted for, it is necessary to analyse how the density of
charge carriers and their mobilities each depend upon T (see Eq. (2.25)). In the
first place attention will be confined to the density # of electrons in the conduction
band and the density p of ‘holes’ in the valence band. When the ‘intrinsic’
properties of the crystal are under consideration, rather than effects arising from
impurities or, in the case of compounds, from departures from stoichiometry, the
corresponding conductivity is referred to as ‘intrinsic conductivity’. The approach
to the calculation of n and p in this instance is as follows.

Figure 2.9 illustrates the situation in which a small fraction of the valence
electrons in an intrinsic semiconductor have been thermally excited into the
conduction band, with the system in thermal equilibrium. Since the only source
of electrons is the valence band p; = n;, where the subscript indicates intrinsic.

Formally, the electron density in the conduction band can be written

n = r Z(E)FE)dE (2.28)
&

in which Z(£)d€ represents the total number of states in the energy range d&
around &£ per unit volume of the solid, and the Fermi-Dirac function F(E)
represents the fraction of states occupied by an electron. F(€) has the form

-1
FE&) = {exp (5 ;f F) + 1} (2.29)

where &k is the Fermi energy, which is a characteristic of the particular system
under consideration.

The evaluation of n; is readily accomplished under certain simplifying
assumptions. The first is that £ — Eg > kT, which is often the case since kT is
approximately 0.025eV at room temperature and & — g is commonly greater
than 0.2 eV. If this condition is met the term +1 can be omitted from Eq. (2.29);
if it is not met then the electron distribution is said to be degenerate and the full
Fermi function must be used. The second assumption is that the excited electrons
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Fig. 2.9 Band structure with electrons promoted from the valence to the conduction band.

and holes occupy states near the bottom of the conduction band and the top of
the valence band respectively. Under these circumstances the electrons and holes
behave as free particles for which the state distribution function is known.
Thirdly, the upper limit of the integration in Eq. (2.28) is taken as infinity since
the probability of occupancy of a state by an electron rapidly approaches zero as
the energy increases through the band. Under these assumptions it is readily
shown that

E.—EF

n = Ncexp< ~ 4T ) (2.30)
Er—¢&,

pi= Nvexp< T kT ) (2.31)

The form of Eqs (2.30) and (2.31) suggests that N. and N, are effective state
densities for electrons in the conduction band and holes in the valence band
respectively. It turns out that N, ~ N, ~ 10®m=. If we put n; = p;,

gl Tt (2.32)
2
A more rigorous treatment shows that
E.+E, 3kT m¥
= -1 2.
Er > + 1 n(m g“) (2.33)

in which mZ and m® are respectively the effective electron and hole masses. The
electrons and holes move in the periodic potential of the crystal as though they
are charged particles with masses which can differ markedly from the free
electron mass m.. Under conditions in which m& ~ mf, Eg is approximately at
the centre of the band gap. Therefore it follows that

no=p; ~ IOZSeXp<—Sc_SF> A 1025exp<— & ) (2.34)

kT 2kT
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From Eq. (2.25) the conductivity can be written
0 = nuee + pupe (2.35)

in which u. and u, are the electron and hole mobilities respectively and e is the
electronic charge. Therefore

o = me(u, + uy)

~ 10? e(ue-f—uh)exp< 2(;:{T>

Both theory and experiment show a temperature dependence for u lying typically
in the range 7-'°-T-%3, which is so weak compared with that for n (and p) that
for most purposes it can be ignored. Therefore the conductivity is written

o= Bexp( 2iT> (2.37)

It is usual to show ¢(7) data as a plot of log ¢ versus 7! — the Arrhenius plot —
where the slope of the straight line is proportional to the band gap.

The theory outlined above was developed for group IV semiconducting
elements such as silicon and germanium; some of the compounds of group III
and V elements, the III-V compounds, are also covalently bonded and have
similar electrical properties which can be described in terms of a band model.
The best known semiconducting III-V compound is GaAs, which is exploited for
both its photonic and semiconducting properties.

The same model can be applied to an ionic solid. In this case, for the example
of MgO, Fig. 2.9 represents the transfer of electrons from anions to cations
resulting in an electron in the conduction band derived from the Mg?* 3s states
and a hole in the valence band derived from the 2p states of the O?>~ ion. Because
the width of the energy gap is estimated to be approximately 8eV, the
concentration of thermally excited electrons in the conduction band of MgO is
low at temperatures up to its melting point at 2800 °C. It is therefore an excellent
high-temperature insulator.

Apart from the wider band gaps, electrons and holes in ionic solids have
mobilities several orders lower than those in the covalent semiconductors. This is
due to the variation in potential that a carrier experiences in an ionic lattice.

(2.36)

The effect of dopants

The addition of small quantities of impurity atoms to a semiconductor has a
dramatic effect on conductivity. It is, of course, such extrinsic effects that are the
basis on which silicon semiconductor technology has developed. Their origins
can be understood by considering a silicon crystal in which a small fraction of the



ELECTRICAL CONDUCTION 33

e /‘. L X ] .:\ [ X ]
$ Si :{s, T P 2 s.\: S8
(X ] \'o (X} o./ oo
H b4 \\ i / ° : °
e Si ¢ Si \S\i $6G ¢ S
L X 3 on L X ) o0 L 1}
* S 3 S TS 3$ S @2 s ¢
e [ 2 2 [ X ] e e

Fig. 2.10 Planar representation of a silicon crystal doped with P> giving rise to a Pg; defect.

Si atoms is replaced by, say, P atoms. A P atom has five valence electrons of
which only four are required to form the four electron-pair bonds with
neighbouring Si atoms. The ‘extra’ electron is not as strongly bound as the others
and an estimate of its binding energy can be arrived at as follows. The electron
can be regarded as bound to an effective single positive charge (4-¢), which is the
P>* ion on a Si** lattice site, as shown in Fig. 2.10. The configuration therefore
resembles a hydrogen atom for which the ground state (n = 1) energy is

mee?
32m2el i

£= (2.38)

and has a value of about 13.5¢V (see Eq. (2.6)).

In the case when the electron is bound to the P> ion, Eq. (2.38) needs
modifying to take account of the relative permittivity of the material separating
the two charges. For a crude approximation the relative permittivity of bulk
silicon (about 12) is used, leading to an ionization energy of approximately
0.09 eV. Another modification is necessary to allow for the effective mass of the
electron being approximately 0.2 m., further reducing the estimate of the
ionization energy & to about 0.01eV, a value consistent with experiment. The
doping of silicon with phosphorus therefore leads to the introduction of localized
donor states about 0.01eV below the conduction band, as shown in Fig. 2.11,
and to n-type semiconductivity.

The addition of a trivalent atom (e.g. boron) to silicon leads to an empty
electron state, or positive hole, which can be ionized from the effective single
negative charge —e on the B atom. The ionization energy is again about 0.01eV,
as might be expected. Therefore the doping of silicon with boron leads to the
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Fig. 2.11 Effect of n- and p-type doping on the band structure of a semiconductor (e.g.
silicon).

introduction of acceptor states about 0.01 eV above the top of the valence band,
as shown in Fig. 2.11, and to p-type semiconductivity. In the case of n- or p-type
semiconductivity the temperature dependence of the conductivity is similar to
that in Eq. (2.37) with &, replaced by &.

In practice, doping concentrations in silicon technology range from 1 in 10° to
1 in 10%; B and Al are the usual acceptor atoms and P, As and Sb the usual donor
atoms, the choice depending on the particular function that the doped silicon has
to perform.

Because of doping n # p, but the equilibrium relation

¢ +h" = nil (2.39)

still holds, where ‘nil’” indicates a perfect crystal with all electrons in their lowest
energy states. From Eq. (2.39) it follows that

[€]h'] = np = K(T) = Kexp< ]‘fT) (2.40)

where &, is the band gap (at 0K) and K’ is independent of temperature.

Semiconductivity in oxides

The discussion draws on the extensive studies by Philips’ researchers [7] and [§]
and by D.M. Smyth and co-workers [4]. Several cases of oxide systems in which
the conductivity is controlled by the substitution of aliovalent cations are given
in Chapter 4. For instance, Sb>* can replace Sn*" in SnO, and be compensated
by an electron in the conduction band conferring n-type conductivity (see Section
4.1.4). However, models for oxide systems are generally more complex than for
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silicon and have been studied far less intensively. An important limitation to
present research is the non-availability of oxides that approach the parts in 10°
purity of available silicon crystals. The term ‘high purity’ applied to oxides
usually implies less than 1 in 10* atoms of impurities which consist mainly of the
more generally abundant elements magnesium, aluminium, silicon, phosphorus,
calcium and iron, and a much smaller content of the less abundant elements such
as niobium, tantalum, cerium, lanthanum etc. The bulk of the predominant
impurities in BaTiO; are cations such as Mg>*, A", Fe** and Ca’* that form
acceptors when substituted on Ti** sites. The resulting deficit in charge is
compensated by oxygen vacancies which may therefore be present in concentra-
tions of order 1 in 10*, a far greater concentration than would be expected from
Schottky defects in intrinsic material (cf. Section 2.5.2).

One consequence of the high impurity levels is the use of high dopant
concentrations to control the behaviour of oxides. The dopant level is seldom
below 1 in 10° moles and may be as high as 1 in 10 moles so that defects may
interact with one another to a far greater extent than in the covalent
semiconductors silicon, GaAs etc.

The study of semiconduction in oxides has necessarily been carried out at high
temperatures (>500°C) because of the difficulties of making measurements
when they have become highly resistive at room temperature. However, the form
and magnitude of conductivity at room temperature will depend on the
difference in energy between the sources of the electronic current carriers from
the conduction and valence bands. Thus while n- and p-type conduction can be
observed in BaTiO; at high temperatures, p-type BaTiO; is a good insulator at
room temperature whereas n-type is often conductive. The cause lies in the
structures of the orbital electrons in Ti*" and O>~ which correspond to those of
the inert elements argon and neon. The transfer of an electron from the stable
valence bands of the ions to a defect requires energy of over 1eV, which is
available only at high temperatures. Recombination occurs at room temperature
and only a very low level of p-type conductivity remains. However, the Ti** ion
possesses empty 3d orbitals from which a conduction band is derived which
allows occupancy by electrons transferred from defects at low energy levels so
that appreciable n-type conductivity can persist at room temperature.

There are also oxides in which p-type conduction persists at lower
temperatures than n-type does. For instance, Cr** in LaCrO; has two electrons
in its d levels and one of these can be promoted with a relatively small
expenditure of energy to give p-type conduction. The addition of an electron to
the d levels requires greater energy so that n-type material is less conductive than
p-type at room temperature.

BaTiOy;: the effects of oxygen pressure One of the most important features
of oxide semiconductors is the effect on their behaviour of the external oxygen
pressure. This has only been examined at high temperatures because the
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Fig. 2.12 Conductivity of undoped BaTiOs as a function of po, and T (adapted from Smyth
[4D.

establishment of equilibrium at low temperatures is very slow. It will be discussed
here for the case of BaTiO; with acceptor and donor substituents since this is one
of the most important systems in terms of applications and so has been well
researched (see Section 5.6.1 for discussion of TiO,).

Figure 2.12 shows the electrical conductivity of BaTiO; containing only
dopants, predominantly acceptors present as natural impurities, as a function of
oxygen pressure po, at high temperatures. The conductivity is n type at low po,
and p type at high po,. The general shape of the curves in Fig. 2.12 can be
explained under the assumption that the observed conductivity is determined by
the electron and hole concentrations, and that the electron and hole mobilities
are independent of po,. Under these assumptions information concerning the
relative concentrations of electrons and holes under given conditions and an
estimate of K(7) can be arrived at as follows.

Combining Eqs (2.35) and (2.40) leads to

un K(T)

n

%~ un+ (2.41)
e

It follows from differentiating Eq. (2.41) that the value n,, of n corresponding to
a minimum oy, in ¢ is given by

2 =" K(T) (2.42)
Ue
which, on substituting in Eq. (2.41), gives
o \2
<_m) — dugn K(T) (243)
e

Combining Eqs (2.35) and (2.43) gives
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o _1—|—oc
O 20172

(2.44)

where o = upp/uen.

Eq. (2.44) enables the relative contributions of electrons and holes to the
conductivity to be estimated from the ratio of the conductivity to its minimum
value, without having to determine K(7). In estimating ¢ and ¢, an allowance
must be made for contributions from current carriers other than ¢ and h’, such
as Vg.

It can be seen from Eq. (2.44) that, when ¢ = o, 2 = 1 and

UnPm = UeNm (245)

It is also clear from Eq. (2.41) that when # is large

Je — un (2.46)
e

and, using Eq. (2.40), that when p is large

% (2.47)

Eq. (2.43) shows that K(7T) can be estimated from the minima in the conductivity
isotherms and a knowledge of the mobilities. u. has been estimated to be
0.808732exp(—E,/kT) m*V~'s™!, where &, =2.02kJmol~' (0.021¢eV). This
gives u, = 15 x 107°m?>V~'s7! at 1000°C and 24 x 10°°m>V~!s~! at 600 °C.
There are few data on wuy, but it is likely to be about 0.5u,.

The further analysis of the dependence of ¢ on po, for BaTiO; is mainly based
on work by Smyth [4]. It is assumed that the conductive behaviour is controlled
by the equilibrium between po,, Vi, n, p and cation vacancies, most probably
V4 rather than Vg,. All the vacancies are assumed to be fully ionized at high
temperatures. Under these assumptions, a schematic diagram of the dependence
of [Vg], [VAil, n and p on po, at constant 7 can be deduced (Fig. 2.13(a)). The
various po, regions are now considered separately for the 1000 °C isotherm of
acceptor-doped (ie nominally pure) BaTiOs.

po, <107 Pa (AB in Fig. 2.13(a)) The equilibrium reduction equation is
Oo = 10(g) + Vg +2¢' (2.48)
which, by the law of mass action, leads to
K, = n’[V§5lpo,"? (2.49)

where K, is the equilibrium constant.

At these low oxygen pressures the acceptor-compensating oxygen vacancy
concentration is regarded as insignificant compared with that arising through
loss of oxygen according to Eq. (2.48). Therefore, since n ~ 2[V],
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Fig. 2.13 Schematic representation of the dependence of n, p, [Vi{] and [V{] on po, for (a)
acceptor-doped and (b) donor-doped BaTiOs.

n~ (2K,)"’po, ~/° (2.50)

10-°Pa < po, < 10°Pa (BD) The oxygen vacancy concentration now deter-
mined by the acceptor impurity concentration [A'], is little affected by changes in
Do, and remains sensibly constant. It follows from Eq. (2.49) that

K\
n= <[V"]> Po, 174 (2.51)
O
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The p-type contribution to semiconductivity arises through the oxidation
reaction involving take-up of atmospheric oxygen by the oxygen vacancies
according to

Vg +10,(g) = O + 2h° (2.52)
leading to
p =I5l K po, ' (2.53)

At po, #100Pa, n=p, 0 =0, and the material behaves as an intrinsic
semiconductor.

Po, = 10° Pa (DF) Over this po, regime the discussion is more speculative since
measurements against which the model can be checked have not been made.

In the region DE the dominating defect changes from V( to V7 since the
oxygen vacancies due to the acceptors are now filled. The conductivity is largely
governed by acceptor concentration and may be independent of po, over a small
pressure range.

In the EF region the equilibrium is

0,(g) = Vi + 200 + 4h’ (2.54)
so that
K} = p'[Viilpo, ™ (2.55)
which, because
p ~ 4[VTi]
leads to
p =&K' po,'? (2.56)

Measurements in the region 107" Pa < po, < 10° Pa as shown in Fig. 2.12
show good agreement between the 0—po, slopes and the calculated n—po, and p—
Po, relations given above. Increased acceptor doping moves the minimum in the
0—po, towards lower pressures (see Fig. 5.49).

Intentionally donor-doped BaTiO; The effect of po, on the conductivity of a
donor-doped system has been studied for lanthanum-doped BaTiO; as shown in
Fig. 2.14 for 1200 °C. The behaviour differs from that shown in Fig. 2.12 for
acceptor-doped material. Firstly, there is a shift of the curves towards higher
oxygen pressures. Secondly, at intermediate po, there is a region, particularly at
higher lanthanum contents, where the conductivity becomes independent of po, .
At sufficiently low pressures the curves coincide with those of the ‘pure’ ceramic.

Figure 2.13(b) is a schematic diagram of the proposed changes in charge
carrier and ionic defect concentrations as po, is increased from very low values
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Fig. 2.14 Dependence of ¢ on po, for lanthanum-doped BT ceramics at 1200 °C [8].

(below about 107! Pa). At the lowest po, values (AB) loss of oxygen from the
crystal is accompanied by the formation of Vg and electrons according to
Eq. (2.48) and (2.50). As po, is increased, n falls to the level controlled by the
donor concentration so that n ~ [Lag, ] as shown in the following equation:

La,0; = 2Laj, + 200 + 10,(g) 4 2¢/ (2.57)

When n is constant over BC, corresponding to the plateau in the curves of
Fig. 2.14, there are changes in the energetically favoured Schottky disorder so
that [V5] o« po, /%, according to Eq. (2.49), and [V4] po,'?. At C the
condition

4[V1{] = [Lag,] (2.58)
is established from the equilibrium
2La,05 4+ 4TiO, = 4Lag, + 3Tir; + Vi + 1200 + ‘TiO,’ (2.59)

where ‘Ti0,’ indicates incorporation in a separate phase.
Both [V7{] and [V{] remain sensibly constant over the range CE so that,
according to Eq. (2.55),

p=Klpo,"* and n=K}po, '* (2.60)
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At still higher values of po, (EF), the dependence of p on po, would be expected
to follow Eq. (2.56) for the same reasons.

This model can be applied to BaTiO; containing Nb>" or Sb>* on the Ti site or
trivalent ions of similar ionic radius to La** on the Ba site. Because the donors
shift the change to p-type conductivity to pressures above atmospheric the n-type
conductivity may be high at room temperature after sintering in air; this is
accompanied by a dark coloration of the ceramic. The conductivity diminishes as
the donor concentration is increased beyond 0.5 mol.% and at levels in the range
2-10mol.% the ceramics are insulators at room temperature and cream in
colour. This is an instance of a change in regime that may occur at high dopant
concentrations. The structural cause has not yet been determined but it is notable
that the grain size is diminished.

Band model for BaTiO; A primary objective of studies of semiconductors is
the development of appropriate band models. In the case of elemental
semiconductors such as silicon or germanium, and for the covalently bonded
compound semiconductors such as GaAs and GaP, there is confidence that the
essential features of the band models are correct. There is less confidence in the
band models for the oxide semiconductors because sufficiently precise physical
and chemical characterization of the materials is often extremely difficult. In
addition, measurements are necessarily made at high temperatures where
knowledge of stoichiometry, impurity levels, dislocation content, defect
association and other characteristics is poor. Figure 2.15 shows a tentative
band model diagram for doped barium titanate.

Doping and barium titanate technology  The n- and p-type substituents, at
low concentrations, have important effects on the room temperature behaviour
of BaTiO;. Acceptor-doped material can be fired at low oxygen pressures
without losing its high resistivity at room temperature because of the shift of the
0—po, characteristic to low pressures (Fig. 5.49) which makes it possible to co-fire
the ceramic with base metal electrodes (see Section 5.7.3). The acceptors also
cause the formation of oxygen vacancies which affect the changes in properties
with time (‘ageing’, see Section 2.7.3) and the retention of piezoelectric properties
under high compressive stress (see Section 6.4.1). Oxygen vacancies are also
associated with the fall in resistance that occurs at temperatures above 85°C
under high d.c. fields (‘degradation’, see Section 5.6.2).

Donor-doped BaTiO; is the basis of positive temperature coefficient (PTC)
resistors (see Section 4.4.2). The insulating dielectrics formed with high donor
concentrations have a low oxygen vacancy content and are therefore less prone
to ageing and degradation.

The effects of aliovalent substituents in PbTiO; and Pb(Ti,Zr)O; are, broadly
speaking, similar to those in BaTiO;.
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Fig. 2.15 Tentative band diagram for doped BaTiOj;.

Polaron conduction

The band model is not always appropriate for some oxides and the electron or
hole is regarded as ‘hopping’ from site to site. ‘Hopping’ conduction occurs when
ions of the same type but with oxidation states differing by unity occur on
equivalent lattice sites and is therefore likely to be observed in transition metal
oxides. Doping of transition metal oxides to tailor electrical properties (valency-
controlled semiconduction) is extensively exploited in ceramics technology, and
an understanding of the principles is important. These can be outlined by
reference to NiO, the detailed study of which has taught physicists much
concerning the hopping mechanism.

The addition of Li,O to NiO leads to an increase in conductivity, as illustrated
in Fig. 2.16. The lithium ion Li* (74 pm) substitutes for the nickel ion Ni**
(69 pm) and, if the mixture is fired under oxidizing conditions, for every added
Li* one Ni** is promoted to the Ni** state, the lost electron filling a state in the
oxygen 2p valence band. The lattice now contains Ni** and Ni** ions on
equivalent sites and is the model situation for conduction by ‘polaron hopping’,
which is more often referred to simply as ‘electron hopping’.

The Ni** ion behaves like a perturbing positive charge and polarizes the lattice
in its immediate surroundings; the polaron comprises the Ni** ion together with
the polarized surrounding regions of the ionic lattice. Polarons can be thermally
excited from Ni** ions to Ni** ions; the equivalent electron transfer is from Ni**
ions to Ni** ions. This conduction mechanism contrasts with the band
conduction observed in silicon, for example, in two respects. In the case of
‘hopping’ the concentration of carriers is determined solely by the doping level
and is therefore temperature independent, whereas the carrier mobility is
temperature activated:
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Fig. 2.16 Resistivity of NiO as a function of lithium content.

uaexp(—%) (2.61)

Thus it follows that the temperature dependence of conductivity is similar to that
for band conduction (Eq. (2.37)), but for different reasons.

Because the room temperature hopping mobility is low (<107 m? V~'s7!) in
contrast to that typical for band conduction (= 10~'m?V~'s7!), hopping
conductors are sometimes referred to as ‘low-mobility semiconductors’. Another
important distinction between band and hopping conductors is the very different
doping levels encountered. Whereas doping levels for silicon are usually in the
parts per million range, in the case of hopping conductors they are more typically
parts per hundred.

Although the mechanism of conduction in lithium-doped NiO and other ‘low-
mobility semiconductors’ is a controversial matter, the simple polaron hopping
model outlined above serves well as a basis for understanding conduction
processes in many of the systems discussed later (eg Section 4.4.1).

2.6.3 Ionic conduction

Crystals

Ionic conduction depends on the presence of vacant sites into which ions can
move. In the absence of a field, thermal vibrations proportional to k7 may cause
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ions and vacancies to exchange sites. The Nernst—Einstein equation links this
process of self-diffusion with the ion drift o; caused by an electric field:

o NiQi

D, kT

(2.62)

where D; is the self- or tracer-diffusion coefficient for an ion species i, Q; is the
charge it carries and N; is its concentration.

Features that contribute to ionic mobility are small charge, small size and
favourable lattice geometry. A highly charged ion will polarize, and be polarized
by the ions of opposite charge as it moves past them, and this will increase the
height of the energy barrier that inhibits a change of site. The movement of a
large ion will be hindered in a similar way by the interaction of its outer electrons
with those of the ions it must pass between in order to reach a new site. Some
structures may provide channels which give ions space for movement.

The presence of vacant sites assists conduction since it offers the possibility of
ions moving from neighbouring sites into a vacancy which, in consequence,
moves in the opposite direction to the ions (Fig. 2.17). This is particularly likely
in the case of the oxygen lattice since the smaller cations do not present large
energy barriers impeding the process. However, the cations usually have to pass
through the relatively small gap between three O’ ions to reach any
neighbouring cation vacancy.

NaCl is a suitable material for further discussion since it has been extensively
investigated. The lattice contains Schottky defects but the Vy, (Na' has
re = 102 pm) moves more readily than the V¢ (CI- has r¢ = 181 pm) so that
charge transport can be taken as almost wholly due to movement of Vi,.

In the absence of an electric field the charged vacancy migrates randomly,
and its mobility depends on temperature since this determines the ease with
which the Nat surmounts the energy barrier to movement. Because the crystal
is highly ionic in character the barrier is electrostatic in origin, and the ion in
its normal Ilattice position is in an electrostatic potential energy ‘well’
(Fig. 2.17).

It is clear from Fig. 2.17 that in the simplified one-dimensional representation
and in the absence of an electric field the vacancy would have equal probability
of jumping to the right or to the left, because the barrier height &; is the same in
both directions. However, when an electric field E is imposed the barrier heights
are no longer equal, and the jump probability is higher for the jump across the
lower barrier (in the illustrated case, to the right) of height & — A&; where

AE; = eEg (2.63)

Since we know the bias in jump probability in one direction, it is not difficult to
arrive at the following expression for the current density:
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Fig. 2.17 Energy barriers to ionic transport in a crystal (a) in the absence of a field and (b)
with applied field E.

._mA &
in which n,/N is the fraction of Na™' sites that are vacant and A4 is a constant
describing the vibrational state of the crystal. Since it is assumed that the vacancy
is part of the Schottky defect, then n, = ng and hence, using Eq. (2.12), we obtain

A AHg &
_?Eexp< 2kT>e p(_k_T> =oE (2.65)
or
A 1 AHy

Because the temperature dependence of ¢ is dominated by the exponential
term, the expression for conductivity is frequently written

G = 0pexp <— f—%) (2.67)

in which & =&+ AHs/2 is an activation energy and o, is regarded as
approximately temperature independent.

Vacancies might also be introduced into the crystal extrinsically by the
addition of impurities. For example, the addition of SrCl, to NaCl would
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Fig. 2.18 Extrinsic and intrinsic regimes in the log ¢ versus 1/7 relation.

introduce an Na vacancy for every Sr ion added. Under these circumstances, and
depending upon the dopant level and the temperature, the concentration of
extrinsic defects might be orders of magnitude greater than that of the intrinsic
vacancies and independent of temperature. The o(7) relationship would
therefore be as shown in Fig. 2.18 where the steep slope in the high-temperature
(intrinsic) regime reflects the energy & required both to create and to move
defects, and the shallower slope in the lower-temperature (extrinsic) regime
reflects the energy &; required only to move defects.

Glasses

The glass formers SiO,, B,O; and AlLLO; provide a fixed random three-
dimensional network in the interstices of which are located the modifier ions such
as Lit, Na*, K*, Ca’* and Mg>*. Some of these ions, particularly Li* and Na*,
are very mobile whereas others, such as Ca’* and Mg>*, serve only to block the
network. A little reflection leads to the following reasonable expectations which
are borne out by observation:

1. Conductivity o depends upon temperature through an exponential term, as in
Eq. (2.67), because mobile ions need to be ‘activated’ to squeeze their way
past oxygen ions in moving from one site to the next.

2. For a given temperature and alkali ion concentration, ¢ decreases as the size
of the mobile ion increases (e.g. gi+ > oNa+ > 0k+, Where the corresponding
sizes of the three ion types are in the ratio 1:1.5:2).
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3. For a given temperature and mobile ion content, ¢ decreases as the
concentration of blocking ions (Ca®*, Mg>*) increases.

Mixed-phase materials

In practice ceramics are usually multiphase, consisting of crystalline phases,
glasses and porosity. The overall behaviour depends on the distribution as well as
the properties of these constituents. A minor phase that forms a layer round each
crystallite of the major phases, and therefore results in a 3-0 connectivity system
(see Section 2.7.4), can have a major effect. If the minor phase is conductive it can
greatly reduce the resistivity of the composite or, if insulating, it can reduce its
conductivity. Also, an abrupt change in the mode of conduction at the main
phase—intercrystalline phase boundary may introduce barriers to conduction that
dominate the overall electrical behaviour. In contrast, minor phases present as
small discrete particles, or porosity present as empty cavities, can only modify
properties to a minor extent as indicated by one of the mixture relations such as
Lichtenecker’s rule (see Section 2.7.4).

2.6.4 Summary

In the technology of ceramics, electronic conductors (semiconductors), ionic
conductors (solid electrolytes) and mixed electronic—ionic conductors are
encountered. In all cases the conductivity is likely to vary with temperature
according to

g = gpexp <— i—;) (2.68)
In the case of intrinsic band conduction the ‘experimental activation energy’ £, is
identified with half the band gap (Eq. (2.37)); in the case of ‘extrinsic’ or
‘impurity’ semiconductivity, 4 is either half the gap between the donor level and
the bottom of the conduction band or half the gap between the acceptor level and
the top of the valence band, depending upon whether the material is n or p type.
In such cases the temperature dependence is determined by the concentration of
electronic carriers in the appropriate band, and not by electron or hole mobility.

In ceramics containing transition metal ions the possibility of hopping arises,
where the electron transfer is visualized as occurring between ions of the same
element in different oxidation states. The concentration of charge carriers
remains fixed, determined by the doping level and the relative concentrations in
the different oxidation states, and it is the temperature-activated mobility, which
is very much lower than in band conduction, that determines o.
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In crystalline ionic conductors charge transport occurs via lattice defects,
frequently vacancies, and again the same dependence of conductivity on
temperature is observed. For pure compounds £, is identified with the energy
to form defects together with the energy to move them; if defects are introduced
by doping, then the thermal energy is required only to move them and £, is
correspondingly lower.

The common glassy or vitreous materials encountered, either as window glass
or as the glass phase in ceramics, conduct by the migration of ions, often Na*,
through the random glass network. (The chalcogenide glasses, which are based
on arsenic, selenium or tellurium, conduct electronically by a hopping
mechanism.) Again conductivity depends upon temperature through the familiar
exponential term, but the experimental activation energy £, is interpreted
differently depending on the mechanism. For ionic conduction, it is identified
with the energy to activate an ion to move from one lattice site to an adjacent
site, together with, possibly, the formation energy of the defect which facilitates
the move. (In the case of chalcogenide glasses it is identified with the energy to
activate the electron hopping process.)

Finally, it is important to appreciate that, for most ceramics encountered, the
conduction mechanism is far from fully understood. Probably it will involve a
combination of ionic and electronic charge carriers, and the balance will depend
upon temperature and ambient atmosphere. The effects of impurity atoms may
well dominate the conductivity and there is also the complication of
contributions, perhaps overriding, from grain boundaries and other phases —
glass, crystalline or both. Only through long and painstaking study can a true
understanding of the conduction mechanisms emerge, and advances in
technology can seldom wait for this. Such advances are therefore made through
a combination of systematic research and intuitive development work, based on
an appreciation of underlying principles.

2.6.5 Schottky barriers to conduction

As discussed in Section 2.6.2 electrons in a solid in thermal equilibrium obey
Fermi—Dirac statistics in which the probability F(£) that a state of energy & is
occupied is given by the Fermi—Dirac function

-1
FE) — {exp(g ; gF) + 1} (2.69)

where & is the Fermi energy. An important property of & is that, for a system
in thermal equilibrium, it is constant throughout the system.

In a metal at 0 K the electrons occupy states up to the Fermi energy and so the
most energetic electrons have kinetic energy . The energy ¢, required to
remove an electron with the Fermi energy to a point outside the metal with zero
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Fig. 2.19 Metal-n-type semiconductor junction (¢, > ¢,) (cb, bottom of the conduction
band; vb, top of the valence band; £g, Fermi energy): (a) before contact and (b) after contact.

kinetic energy (the ‘vacuum’ level) is called the ‘work function’ of the metal.
When electrons are thermally excited out of a semiconductor, the effective work
function ¢, of the semiconductor is the energy difference between the Fermi
energy and the vacuum level.

Important ideas are well illustrated by considering the consequences of making
a junction between a metal and an n-type semiconductor and, for the sake of
argument, it is assumed that ¢,, > ¢,. The situation before and after contact is
illustrated in Fig. 2.19. When contact is made electrons flow from the
semiconductor into the metal until the Fermi energy is constant throughout
the system. It should be noted that, since the ordinate on the diagrams represents
electron energies, the more negative the higher the location on the energy
diagram. In the vicinity of the junction, typically within 107°~10~% m depending
on the concentration of n dopant, the donors are ionized. This gives rise to a
positive space charge and consequently to a difference between the potential of
cb near the junction and the value at a point well removed from it. Electrons
moving up to the junction from the semiconductor then encounter an energy
barrier — a Schottky barrier — of height |e|U,. The electrons have a greater
barrier to overcome in moving from the metal to the semiconductor. At
equilibrium the thermally excited electron currents from metal to semiconductor
and from semiconductor to metal are equal: the combination of a very large
population of electrons in the metal trying to cross a large barrier matches the
relatively small electron population in the semiconductor attempting to cross a
smaller barrier.

If a voltage difference is established across the junctions by a battery in the
sense that the semiconductor potential is made less positive, the barrier height is
lowered and electrons are more readily excited over it. The rate of passage of
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Reverse bias Forward bias

Fig. 2.20 Current—voltage characteristic for a metal-semiconductor rectifying junction.

electrons crossing the barrier, i.e. the current, depends exponentially on the
barrier height. If, however, the semiconductor is positively biased, the barrier
height is increased and the junction is effectively insulating. The two cases are
referred to as ‘forward’ and ‘reverse’ biasing respectively, and the current—
voltage characteristic is shown in Fig. 2.20.

A sandwich comprising a semiconductor between two metallic electrodes
presents the same effective barrier irrespective of the sense of an applied voltage.
The situation is illustrated in Fig. 2.21. The resistance will be high at low
voltages, because few electrons cross the barriers, but will be low once a voltage
is reached which enables electrons to cross the metal-semiconductor barrier at a
significant rate. The resulting characteristic is shown in Fig. 2.22 and is similar to
that for two rectifiers back to back.

In the case of wide band gap insulators the current will be low at all voltages
but will initially exceed that to be expected under equilibrium conditions because
of a redistribution of charges in the vicinity of the junctions. This makes it

Conduction band

% Z

Fig. 2.21 n-type semiconductor sandwiched between two metal electrodes.
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Fig. 2.22 Current—voltage characteristic for back-to-back Schottky barriers.

difficult to measure the resistivity of insulators at temperatures below 150-200 °C
because of the prolonged period over which the discharge of the space charges
may mask the true conduction current.

A complicating matter disregarded in the discussion concerns ‘surface states’.
At a semiconductor surface, because of the discontinuity, the atomic arrange-
ment is quite different from that in the interior of the crystal. In consequence the
electrons on the surface atoms occupy localized energy states quite different from
those in the interior. As an added complication impurity atoms carrying their
own localized energy states will e adsorbed on the semiconductor surface.

Barriers of the Schottky type control the behaviour of voltage-dependent
resistors (VDRs), PTC resistors and barrier-layer capacitors. Their behaviour is
by no means as well understood as that occurring in semiconductors such as
silicon but, where appropriate in the text, simplified models will be presented to
indicate the principles involved.

Another important type of junction is that between n and p types of the
same semiconductor. The situation before and after contact is illustrated in
Fig. 2.23. The n-type material has a higher concentration of electrons than the
p-type material so that electrons will diffuse down the concentration gradient
into the p-type material. Similarly ‘holes’ will diffuse into the n-type material.
These diffusions result in a positive space charge on the n side and a negative
space charge on the p side. The space charge generates a field that transfers
carriers in the opposite direction to the diffusion currents and, at equilibrium,
of equal magnitude to them. When a voltage is applied to the junction the
barrier is either raised or lowered depending on the polarity. The former case
is ‘reversed biased’ and the latter is ‘forward biased’. They are illustrated in
Fig. 2.24. The U-I characteristic is very similar to that shown in Fig. 2.20.
The junction has a rectifying action which is the basis of the bipolar (p—n—p
or n—p-n) transistor.
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Fig. 2.23 Junction between an n-type and a p-type semiconductor (a) before contact and (b)
after contact.

(@) (b)

Fig. 2.24 n-—p junction: (a) reverse biased; (b) forward biased.

2.7 Charge Displacement Processes

2.7.1 Dielectrics in static electric fields

Macroscopic parameters

When an electric field is applied to an ideal dielectric material there is no long-
range transport of charge but only a limited rearrangement such that the
dielectric acquires a dipole moment and is said to be polarized. Atomic
polarization, which occurs in all materials, is a small displacement of the
electrons in an atom relative to the nucleus; in ionic materials there is, in
addition, ionic polarization involving the relative displacement of cation and
anion sublattices. Dipolar materials, such as water, can become polarized
because the applied electric field orients the molecules. Finally, space charge
polarization involves a limited transport of charge carriers until they are stopped
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Fig. 2.25 Various polarization processes.

at a potential barrier, possibly a grain boundary or phase boundary. The various
polarization processes are illustrated in Fig. 2.25.

In its most elementary form an electric dipole comprises two equal and
opposite point charges separated by a distance dx. The dipole moment p of the
dipole, defined as

p = Qox (2.70)

is a vector with its positive sense directed from the negative to the positive
charge.

A polarized material can be regarded as made up of elementary dipolar prisms,
the end faces of which carry surface charge densities of 4+, and —¢,, as shown in
Fig. 2.26. The dipole moment per unit volume of material is termed the
polarization P and can vary from region to region. From Fig. 2.26 the
magnitudes of the vectors are given by

0p = 0,040x = 6,0V
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Fig. 2.26 Elementary prism of polarized material.

or

)

ﬁ”/ =P=oq, 2.71)
In general ¢, = n.P where n is the unit vector normal to the surface enclosing the
polarized material and directed outwards from the material.

Important relationships can be developed by considering the effect of filling
the space between the plates of a parallel-plate capacitor with a dielectric
material, as shown in fig. 2.27. From Gauss’s theorem the electric field E between
and normal to two parallel plates carrying surface charge density ¢ and separated
by a vacuum is

E = 0-/80 (272)

Since the same voltage is applied in both situation (a) and situation (b), E
remains the same. However, in (b) the polarization charge density ¢, appearing
on the surfaces of the dielectric compensates part of the total charge density ot

/——— h —7 -—h ——
A
SR _
to |— +or| -0 [+ —U‘r—
— E
—>p
+ = + -
u = u

(@) (b)

Fig. 2.27 The role of the dielectric in a capacitor.
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carried by the plates. Thus the effective charge density giving rise to E is reduced
to ot — o}, so that

0t — Op

E= (2.73)

&0
The total charge density or is equivalent to the magnitude of the electric
displacement vector D, so that

D =gE+P (2.74)

If the dielectric is ‘linear’, so that polarization is proportional to the electric field
within the material, which is commonly the case,

P =y.eFE (2.75)

where the dimensionless constant y, (chi, pronounced ‘ky’ as in ‘sky’) is the
electric susceptibility. In general y, is a tensor of the second rank. Unless
otherwise stated it will be assumed in the following discussions that P and E are
collinear, in which case y, is simply a scalar.

It follows from Eq. (2.74) and Eq. (2.75) that

D =¢E+ y.e0E =1+ y.)eE (2.76)
and, since D = o7,
U
% = (1 + y.)e0 7 2.77)

in which Qr is the total charge on the capacitor plate. Therefore the capacitance
is

QT

C==—=(1+ Xe)«?o (2.78)

Since vacuum has zero susceptibility, the capacitance C, of an empty parallel-
plate capacitor is

A
C() = &)

; (2.79)

If the space between the plates is filled with a dielectric of susceptibility y., the
capacitance is increased by a factor 1 + y,.
The permittivity ¢ of the dielectric is defined by

&= ¢o(1+ %) (2.80)

where

S D (2.81)
&
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Fig. 2.28 The ‘local’ field in a dielectric.

and ¢, is the relative permittivity (often, unfortunately, referred to as the
‘dielectric constant’) of the dielectric.

From induced elementary dipoles to macroscopic properties

An individual atom or ion in a dielectric is not subjected directly to an applied
field but to a local field which has a very different value. Insight into this rather
complex matter can be gained from the following analysis of an ellipsoidal solid
located in an applied external field E,, as shown in Fig. 2.28. The ellipsoid is
chosen since it allows the depolarizing field Ey, arising from the polarization
charges on the external surfaces of the ellipsoid to be calculated exactly. The
internal macroscopic field E,, is the resultant of E, and Ey,, i.e. E, — Ey,.

It is assumed that the solid can be regarded as consisting of identifiable
polarizable entities on the atomic scale. It is then necessary to know the electric
field experienced by an entity; this is termed the local field Ey . It was recognized
in the early part of the last century that Ep differs from E,, since the latter is
arrived at by considering the dielectric as a continuum. In reality the atomic
nature of matter dictates that the local field, which is also known as the Lorentz
field, must include contributions from the adjacent, individual dipoles.
Furthermore, the local field arises from the charges in their displaced positions,
and because it is also doing the displacing, calculation of it is by no means
straightforward!

Lorentz calculated Ep in the following way. A spherical region within the
dielectric, centred on the point X at which Ey is required, is selected. The radius
is chosen so that, as viewed from X, the region external to the spherical boundary
can be regarded as a continuum, whereas within the boundary the discontinuous
atomic nature of the dielectric must be taken into consideration. E} can then be
written

E, = E,+E, + Eq (2.82)

in which E, is the contribution from the charges at the surface of the spherical
cavity (imagining for the moment that the sphere of material is removed) and E4
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is due to the dipoles within the boundary. E, can be shown to be P/3¢,, but Ey
must be calculated for each particular site chosen and for each type of dielectric
material. However, for certain crystals of high symmetry and glasses it can be
shown that E4 = 0, and so for these cases

P
E. = En+-—— (2.83)
380

In the more general case it is assumed that
E. =E,+yP (2.84)

in which y is the ‘internal field constant’.
The dipole moment p induced in the entity can now be written

p=oE (2.85)

in which « is the polarizability of the entity, i.e. the dipole moment induced per
unit applied field. If it is assumed that all entities are of the same type and have a
density N, then

P = Np = Nu(En + yP) (2.86)
or

P Naje
eoEn e =17 — Noy

(2.87)

In the particular cases for which y = 1/3¢, rearrangement of Eq. (2.87) leads to
the Clausius—Mosotti relationship, here in SI units

sr—l_Noc

=— 2.88
e +2  3g ( )
Using the cgs system the Clausius—Mossotti relation becomes
(&r — 1)/(&r + 2) = 4nNoeys /3 (2.89)

and this form, with o, measured in A3 and N the number of ‘molecules’ per A3,
has been widely used in calculating polarizabilities.

Eqgs (2.88) and (2.89) cannot be applied to all solids but they are valid for the
many high symmetry ionic structures that are non-polar and non-conductive.
Also it has to be borne in mind that in the case of ceramics, grain boundaries can
give rise to anomalies in the applied field distribution, and occluded layers of
water can contribute to increased permittivities. R.D. Shannon [9] and others
have calculated polarizabilities using Eq. (2.89) with the established values of
molecular volume (V,,, = 1/N) and permittivity. They find that each constituent
ion can be assigned a unique polarizability which is the same whatever other ions
they are associated with. Table 2.5 gives the polarizabilities of a wide selection of
ions and using these it is possible to calculate the permittivity of any combination
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of ion that yields compounds with structures within the limitations stated above.
Such compounds are said to be ‘well behaved’. If reliable experimental values do
not agree with prediction then the cause may be that the solid is not ‘well
behaved’ because of one or more of the reasons stated above. It may of course be
that ‘extrinsic’ factors such as pores, microcracks and chemical impurities are
responsible for lack of agreement; it may also be that poor experimental
procedures are partly responsible.

Measurements must be made at frequencies in the 10 kHz to 1 MHz range so
as to confine the response to ionic and electronic polarizations.

Plots of ionic polarizability against ionic volume are approximately linear with
the slope «/V,, increasing with cation charge.

Eq. (2.87) also suggests the possibility of ‘spontaneous polarization’, i.e. lattice
polarization in the absence of an applied field. Considering Eq. (2.87), 3. — o0
as Noy — 1, implying that under certain conditions lattice polarization
produces a local field which tends to further enhance the polarization —a
‘feedback’ mechanism. Such spontaneously polarized materials do exist and, as
mentioned in Section 2.3, ‘ferroelectrics’ constitute an important class among
them.

Ferroelectric behaviour is limited to certain materials and to particular
temperature ranges for a given material. As shown for barium titanate in Section
2.7.3, Fig. 2.40(c), they have a Curie point T, i.e. a temperature at which the
spontaneous polarization falls to zero and above which the properties change to
those of a ‘paraelectric’ (i.e. a normal dielectric). A few ferroelectrics, notably
Rochelle Salt (sodium potassium tartrate tetrahydrate (NaKC404.4H,0)) which
was the material in which ferroelectric behaviour was first recognized by J.
Valasek in 1920, also have lower transitions below which ferroelectric properties
disappear.

Many ferroelectrics possess very high permittivity values which vary
considerably with both applied field strength and temperature. The permittivity
reaches a peak at the Curie point and falls off at higher temperatures in
accordance with the Curie-Weiss law

(2.90)

where A is a constant for a given material and 6, is a temperature near to but not
identical with the Curie point T.. This behaviour is illustrated for barium titanate
ceramic in Section 2.7.3, Fig. 2.48.

The reason for coining the term ‘ferroelectric’ is that the relation between field
and polarization for a ferroelectric material bearing electrodes takes the form of
a hysteresis loop similar to that relating magnetization and magnetic field for a
ferromagnetic body (see Figs 2.46 and 9.10). There are some other analogies
between ferroelectric and ferromagnetic behaviour, but the two phenomena are
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so fundamentally different that a comparison does not greatly assist under-
standing.

Various models have been suggested to explain why some materials are
ferroelectric. The most recent and successful involves a consideration of the
vibrational states of the crystal lattice and does not lend itself to a simple description.

Lattice vibrations may be acoustic or optical: in the former case the motion
involves all the ions, in volumes down to that of a unit cell, moving in unison,
while in the optical mode cations and anions move in opposite senses. Both
acoustic and optical modes can occur as transverse or longitudinal waves.

From the lattice dynamics viewpoint a transition to the ferroelectric state is
seen as a limiting case of a transverse optical mode, the frequency of which is
temperature dependent. If, as the temperature falls, the force constant
controlling a transverse optical mode decreases, a temperature may be reached
when the frequency of the mode approaches zero. The transition to the
ferroelectric state occurs at the temperature at which the frequency is zero. Such
a vibrational mode is referred to as a ‘soft mode’.

The study of ferroelectrics has been greatly assisted by so-called ‘phenomen-
ological’ theories which use thermodynamic principles to describe observed
behaviour in terms of changes in free-energy functions with temperature. Such
theories have nothing to say about mechanisms but they provide an invaluable
framework around which mechanistic theories can be constructed. A.F.
Devonshire was responsible for much of this development between 1949 and
1954 at Bristol University.

There is as yet no general basis for deciding whether or not a particular
material will be ferroelectric. Progress in discovering new materials has been
made by analogy with existing structures or by utilizing simple tests that allow
the rapid study of large numbers of materials.

The detailed discussion of the prototype ferroelectric ceramic barium titanate
in Section 2.7.3 provides the essential background to an understanding of the
later discussion in the text.

2.7.2 Dielectrics in alternating electric fields

Power dissipation in a dielectric

The discussion so far has been concerned with dielectrics in steady electric fields;
more commonly they are in fields that change with time, usually sinusoidally.
This is clearly the case for capacitors in most ordinary circuit applications, but
there are less obvious instances. For example, because electromag