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“Les Newtoniens mettent les couleurs uniqguement dans les rayons, qu’ils
distinguent en rouges, jaunes, verts, bleus et violets; et ils disent, qu’un
corps nous paroit de telle ou telle couleur, lorsqu’il réfléchit des rayons
de cette espéce. D’autres, auzquels ce sentiment paroit trop grossier,
prétendent que les couleurs n’existent que dans nous-mémes. C’est un
ezcellent moyens de cacher son ignorance; autrement le peuple pourrost

croire, que le savant ne connoit pas mieuz la nature des couleurs que

lus.”

Euler, Leonhard, 1760
From ‘Lettres a une Princesse d’Allemagne’, XX VIII Lettre

PREFACE

The nature of the visual process has been disputed since modern theories of light
and colour began to be developed in the eighteenth and nineteenth centuries. The
citation above exemplifies the conflicts which still arise when relating the physical nature
of light to visual perception. This book constitutes a record of lectures and discussions
held in a workshop from the 6th to the 10th of August 1990 in Rgros, Norway. Its
objective was an attempt to resolve such conflicts, by providing better links between
visual psychophysics and neurophysiology.

With “psychophysical processes”, Gustav Fechner, the father of psychophysics,
seems to have meant the neural processes intervening between physical stimuli and
sensation. He distinguished between an inner and an outer psychophysics, and in his
“Elements of Psychophysics” (1860) he said: “... there can be no development of outer
psychophysics without constant regard to inner psychophysics, in view of the fact that
the body’s external world is functionally related to the mind only by the mediation
of the body’s internal world.” And later he continues: “To the extent that lawful
relationships between sensation and stimulus can be found, they must include lawful
relationships between stimulus and this inner physical activity ...” Much in the same
sense, the physicist James Clerk Maxwell wrote some years later (1872) that: “... if the
sensation which we call colour has any laws, it must be something in our own nature
which determines the form of these laws”.

We hoped to encourage participants to consider these processes and the problems
involved in multidisciplinary approaches to vision. We wished to focus not only on



detection tasks involving correlations between visual thresholds and cellular sensitivities,
but also on the current status of ‘neuron doctrines’, and the relationships to be found
between sensations and supra-threshold neuronal processes. Thus, we were seeking a
common ground where Fechner’s inner and outer psychophysics, or, as one would say
today, neurophysiology and psychophysics, might cross-fertilize each other.

There are, of course, severe methodological problems attached to this kind of inter-
disciplinary approach. Looking across the borders between disciplines is a fascinating
and a popular subject for informal discussion, but is often regarded by the scientific
community as somewhat improper when carried out in public. Early attempts in this
direction frequently seem naive today, and this has engendered an attitude in favour
of keeping experimental work entirely within one’s own discipline, either within physi-
ology (the ‘inside’) or psychophysics (the ‘outside’). However, attempts to understand
vision without such psycho-physiological linking concepts resemble research without a
hypothesis. In recent years, we have begun to see how different neural systems share
the task of mediating information about the visual world. In particular, recent research
has indicated a division of labour between parvocellular (P) and magnocellular (M)
systems. Where this division lies is not yet settled, and several viewpoints will be found
in these pages. Clearly, progress is dependent upon studying the system as a whole,
involving interaction between psychophysics and physiology, and cooperation between
physicists, physiologists, and psychologists.

Such interdisciplinary activity relies heavily on various conceptual assumptions
and linking hypotheses. An attempt to better define the nature of these hypotheses
was made by Giles Brindley in his distinction between class A and class B observations.
Some of the ways linking hypotheses are used are apparent from the contributions. It
will be seen that logical or causal connections between physiology and psychophysics
are sometimes difficult to pin down; analogies are often as important as logical deduc-
tions. In particular, problems arise if one does not wish to restrict oneself to detection
paradigms and hence to specification of sensitivity for some particular task. In this
context, one promising possibility is to develop models of neural coding, which formally
and quantitatively can combine data from related psychophysical and neurophysiological
experiments.

It is instructive to compare this volume with the Proceedings of the Freiburg
Symposium organized by Richard Jung and Hans Kornhuber in 1960. Similar problems
were discussed then as now, but formerly parallels were often drawn between the visual
system of humans with those of cats, fishes, turtles, and a wide variety of other species.
Today we are able to make a more relevant comparison, in that we can concentrate
more on the primate as a model for human vision.

The contributions here are related to physiology and psychophysics at several lev-
els. One primary stimulus to the workshop was to collate various viewpoints as to the
functions of the P- and M-cell systems. Analysis at the receptor level provides informa-
tion as to the input to these two systems, whereas a natural extension is the interactions
between the diverging, parallel, and converging streams of information processing in the
cortex. More general, conceptual questions frequently arose in discussion of the inter-
pretation of cell responses at the higher levels of processing, and their relationships
to executive systems. For instance, how do cell systems process different dimensions
of objects in time and space? How are these dimensions coded, and how are features
extracted and combined to generate new attributes? Cues and qualitative dimensions,
for example colour, texture, depth, orientation and movement, are presumably created
by combining inputs of diverging and converging neural pathways, and then integrated,
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for instance into the perception of shape, and made available for the preparation for ap-
propriate action. How far neural processes and sensations can be regarded as identical
remains another, philosophical, question related to the mind-body problem.

We strove to make poster and discussion sessions an integral part of the meeting.
We present an edited version of these discussions, hoping it reflects some of the vigour
with which they were conducted, and the diversity of subjects covered. We apologise if,
in the interests of brevity, we have misinterpreted the views of some commentators.

We would like to thank the other members of the Organising Committee, Svein
Magnussen, Joel Pokorny, and Steven Shevell, for help in shaping the program.
We also thank Discussants and Chairmen for their assistance in making the meeting
a success, the Secretariat of Anne-Sophie Andresen and Anne-Grethe Gulbrandsen for
valuable help, and Sissel Knudsen for transcribing the discussions. We also acknowledge
the technical assistance of Lars Rune Bjgrnevik, Stein Dyrnes, Thorstein Seim, and Jan-
Henrik Wold. Finally, we thank Jan Kremers for editorial assistance in preparing this
volume for press.

This meeting was made possible by financial support from NATO, and also by
grants from the National Science Foundation (U.S.A.), the Norwegian Council for Sci-
ence and the Humanities, the Fridjof Nansen Foundation, the University of Oslo, the
Norwegian Physical Society, Norwegian Telecom, and the Scandinavian Airline System.
Their generous support permitted attendance by some students and younger scientists.

Arne Valberg and Barry B. Lee

October, 1990
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VISUAL PIGMENTS AND COLOUR VISION IN PRIMATES

J. K. Bowmaker

Department of Visual Science
Institute of Ophthalmology
University of London

Judd Street

London WC1H 9QS

INTRODUCTION

There is now considerable information from behavioural, electro-
physiological and microspectrophotometric studies, concerning the forms
of colour vision in primates, and the spectral location of the underlying
visual pigments. These investigations give some insight into the evolution
of colour vision in the primates, from dichromacy to trichromacy, and this
has been amplified by the recent analysis of the molecular genetics of
human colour vision (Nathans et al., 1986). However, there are no pub-
lished results relating to the molecular genetics of either 0ld World
or New World monkeys, and a number of questions still remain concerning the
number and spectral location of visual pigments in man, both in normal
observers and in anomalous trichromats.

In terms of colour vision, the primates can be considered in three
distinct groups: a) those considered the most primitive, the Prosimii, b)
New World monkeys, the Platyrrhinae, and c) 0ld World monkeys and man, the
Catarrhinae.

PROSIMIANS

Unfortunately little data are available on either the forms of colour
vision or the visual pigments within this group. However there is some
information concerning the Lemuridae (lemurs), the Lorisidae (Galago, bush-
baby) and the Tupaiidae (tree shrews), though the status of the tree shrew
as a primitive primate has been much disputed (see Luckett, 1980).

In the tree shrew, behavioural and erg flicker photometric studies
(Jacobs and Neitz, 1986) have established that their colour vision is di-
chromatic, subserved by two classes of cone with peak sensitivities (A_,,)
at about 556 and 444 nm. We have confirmed these values by microspectro-
photometry (Bowmaker et al., 1990) and our data are in broad agreement with

From Pigments to Perception, Edited by A. Valberg and
B.B. Lee, Plenum Press, New York, 1991 1



those of Petry and Harosi (1987, 1990). The retina of Tupaia is dominated
by cones with the rods constituting from 1 to 14% of the photoreceptor
population, depending on retinal location. The majority of the cones are
long-wave sensitive with short-wave cones constituting only from 4 and 10%
of the total cone population (Muller and Peichl, 1989). From a micro-
spectrophotometric study of a single male Tupaia glis, we obtained 18
analyzable records from long-wave cones that formed a single distribution
with a mean X, of 555 nm (identical with that of Petry and Hdrosi) and a
further single record from a short-wave sensitive cone with A, between 440
and 445 nm. Petry and Harosi (1990) report A, ranging from 410 to 442 nm
for 8 short-wave sensitive cones with a mean A, at 428 nm. We also re-
corded from two rods with maximum absorbance at about 498 nm, in good
agreement with the value of 496 nm suggested from a single rod by Petry
and Hérosi.

In the lemurs the situation is less clear. Although their retinas
are dominated by rods, cones are present and a number of species are
diurnal. Behavioural data from ringed-tailed lemurs (Lemur catta) show
clearly that they have colour vision. Blakeslee and Jacobs (1985) have
demonstrated that they can discriminate wavelengths over a large portion of
the spectrum and are able to set a distinct Rayleigh match. This would
suggest that they are trichromats, but they require considerably more red
light when matching a red and green mixture to a yellow than do humans and
could perhaps be classified in human terms as 'severely protanomalous’.
The basis for their colour vision is not clear, but Blakeslee and Jacobs
(1985) appear to favour trichromacy based on two types of cone interacting
with rods. The severe protanomaly implies that their long-wave cone has a
Anax considerably shorter than that of humans. From recent microspectro-
photometric data from the black lemur (Lemur macaco), we have identified
rods with A, at 501 nm, but we have been able to record from only three
cones and these appear to form a single population at longer wavelengths

with A ., at about 543 nm (Figure 1).
100

~~

RN

o

e

© 50

2

(o]

1]

Kol

<

o o uum '.-q o

o o © o e 2 " ]
Joem o Lo by v b oLy TNy
400 500 600 700

Wavelength (nm)

Figure 1. Mean absorbance spectra of 9 rods (solid symbols)
and 3 cones (open symbols) from Lemur macaco.
The solid lines show the best-fitting rhodopsin
templates with A . at 501 and 543 nm.



The bushbaby, Galago crassicaudatus, is nocturnal and has often been
thought to have a pure rod retina (Dartnall et al., 1965). However, Dodt
(1967) has demonstrated a Purkinje shift that suggests the presence of a
cone population maximally sensitive at about 552 nm. A recent micro-
spectrophotometric examination of the retina of the bushbaby revealed only
rods with A, near 501 nm (Petry and Harosi, 1990), though this cannot
exclude the possibility of a small cone population.

NEW WORLD MONKEYS

New World monkeys are basically dichromatic, but a polymorphism of
the long-wave pigments results in a much more complex picture, with some
two thirds of females having the benefit of trichromacy (Mollon et al.,
1984; Jacobs and Neitz, 1985, 1987a; Travis et al., 1988). Both the Calli-
trichidae and the Cebidae have three cone pigments available in the red/
green region of the spectrum, in addition to a short-wave pigment. In
individual males only one of the three long-wave pigments is expressed and
the animals are dichromatic, but in females either one or a combination of
any two of the long-wave pigments may be present.

The most likely explanation for this diversity of pigment distri-
bution is that these species have only a single gene locus on the X-
chromosome that determines the long-wave pigment, but that three alleles of
the locus are available, coding for slightly different opsins that are
expressed as cone pigments with slightly different peak sensitivities.
Females homozygous for the locus will be dichromats whereas those hetero-
zygous for the locus will be trichromats, since they can express two long-
wave pigments. X-chromosome inactivation is necessary to ensure the
segregation of the two pigments into separate classes of cone.

In the Callitrichidae, the common marmoset (Callithrix jacchus) and
the saddle-backed tamarin (Saguinus fusicollis) have long-wave pigments
with X, at about 543, 556 and 563 nm (Jacobs et al., 1987; Travis et al.,
1988), whereas in the Cebidae, the squirrel monkey (Saimiri sciureus), has
pigments with maxima at about 536, 549 and 563 nm (Mollon et al., 1984,
Jacobs and Neitz, 1987a). These pigment locations also appear to occur in
the tufted capuchin (Cebus apella) and the dusky titi (Callicebus moloch):
Jacobs and Neitz (1987b) report pigments with A at about 549 and 562 nm
and we have recorded a P535 in a male Cebus (Bowmaker et al., 1983).

We have recently studied, both behaviourally and microspectrophoto-
metrically, the inheritance of cone visual pigments within family groups of
marmosets (Tovée, 1990). 1In one family, the parents and four off-spring,
two sets of twins, were studied. The mother was presumed to be trichro-
matic, since microspectrophotometry showed that she possessed both the P556
and P563 pigments, whereas the father possessed only the P556 and was shown
behaviourally to be dichromatic. In one pair of twins, a male and female,
the male was behaviourally dichromatic and possessed the P556, whereas the
female was shown behaviourally to be trichromatic and microspectrophoto-
metry demonstrated the presence of the P556 and P563 (Figures 2). The
inheritance of the pigments in these twins appears to follow the single
gene hypothesis: the son inheriting the P556 from his mother, and the
daughter inheriting the paternal P556 and the maternal P563. It is inter-
esting to note that the female possessing long- and middle-wave cones
separated by only about 7 nm clearly showed opponent processes in the
red/green spectral region, with a distinct notch in the spectral sensi-
tivity function at about 580-590 nm.

The short-wave cones of the prosimians and the platyrrhines also



vary. Those of the squirrel monkey have maximum absorbance at about 430 nm
(Mollon et al., 1984), those of the marmoset absorb maximally at about 423
nm (Travis et al., 1988), whereas that of the tree shrew probably peaks
close to 444 nm (Petry and Hdarosi, 1990; Bowmaker et al, 1990).

-11.6 7

-12.1 1 % %

2

3

2 &

«% i arh

g -12.6 o, %Eﬁﬂﬁn

S o

= 131 1 g

'13.6 T T T T T 1

400 500 600 700

Wavelength/nm

Figure 2. Increment threshold spectral sensitivity function,
determined on an achromatic background, for a female
marmoset. The behavioural task was a three-alternative
forced-choice problem. Note the three peaks at about
450, 550 and 620 nm and the two dips at about 500 and
580-590 nm. Microspectrophotometry demonstrated the
presence of two cone pigments at longer wavelengths
with A, at about 556 and 563 nm (from Tovée, 1990).
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OLD WORLD MONKEYS

Until recently our knowledge of the colour vision and cone pigments
of catarrhine monkeys was based almost solely on macaques (e.g. Bowmaker et
al., 1978; Harosi, 1987; Baylor et al., 1987). We now have microspectro-
photometric data from seven other species of 0ld world monkey, all from
Africa (Bowmaker et al., 1990). These include the baboon, Papio papio,
patus monkey (Erythrocebus patus), and five species of Cercopithecus.

These monkeys come from different geographical regions and from a wide
range of ecological niches. They differ considerably in their body weight
and colouring, some are exclusively arboreal and others predominantly ter-
restrial. Nevertheless, all have long-wave and middle-wave cone pigments
with absorbance maxima close to 565 and 535 nm with an inter-specific vari-
ation of about 5 nm in each case (Table 1). The short-wave cones have A .
around 430 nm.



Table 1. X,, of middle- and long-wave cones from
0l1d World monkeys, lemur and tree-shrew.

Species Sex Middle-wave cones Long-wave cones
Cercopithecus aethiops M 535.0 £ 2.7 (13)* 566.3 + 1.9 (11)
Cercopithecus diana F 530.7 * 3.9 (11) 565.9 * 2.4 (18)
Cercopithecus ascanius M 533.9 + 2.8 (11) 562.7 * 3.2 (8)
Cercopithecus cephus F 533.0 1.7 (21) 565.3 £ 2.9 (17)
Erythrocebus patus M 533.0 £ 2.3 (11) 566.3 * 1.9 (20)
Cercopithecus talapoin M 533.3 * 2.8 (20) 564.0 £+ 3.9 (10)
Macaca mulatta F 536.0 + 1.8 (12) 561.5 * 5.8 (6)
Papio papio 3M & 1F  536.2 = 3.0 (32) 565.6 * 3.0 (22)
Lemur macao 2M 543 (3)
Tupaia glis M 554.5 * 3.5 (18)
* Numbers in parentheses are the number of cones analyzed.
(From Bowmaker et al., 1990)
Table 2. Numbers of middle- and long-wave cones
obtained from catarrhine monkeys.

Species Sex Middle-wave Long-wave Ratio

cones cones

22 19
12 30

Cercopithecus aethiops M

Cercopithecus diana F

Cercopithecus ascanius M 19 21
Cercopithecus cephus F 26 22
Erythocephus patus M 25 35
Cercopithecus talapoin M 27 28
Macaca mulatta F 23 13
Papio papio 3M & 1F 72 48

HHFROOHFHOOK
~
(=

Total 226 216 1.05

The Table includes all records obtained, whereas the numbers given
in Table 1 refer only to those cells yielding absorbance spectra
for which a peak wavelength could be precisely given.

The numerosity of middle- and long-wave cones has often been debated
(e.g. Cicerone and Nerger, 1989) and Table 2 gives the total number of
cones identified in our retinal samples (taken from within 1-2 mm of the
fovea) from catarrhine monkeys (Bowmaker et al., 1990). Although the ratio
of middle- to long-wave cones varies considerable between individual
species and the sample of cells for each species is small, the overall
ratio (based on 442 cones) is close to unity and clearly different from the
ratio of 1:2 postulated from psychophysical studies of human foveal vision
(Vos and Walraven, 1971; Cicerone and Nerger, 1989).

MAN

The spectral location of the middle-wave and long-wave cone pigments
in man appear to be well established with maxima at about 530 and 565 nm



(Dartnall et al., 1983; Schnapf et al., 1987). Our best estimate from
microspectrophotometry puts the XA . at 531 and 563 nm (Bowmaker, 1990).
These values are very similar to those of catarrhine monkeys, though the
middle-wave cone pigment appears to be somewhat shorter. The short-wave
cone pigment has not been so clearly specified and microspectrophotometry
suggests an absorbance maximum close to 420 nm, distinctly shorter than
that in 0ld World monkeys.

Two major questions remain. Is there more than one long-wave and one
middle-wave cone pigment in humans with normal colour vision (Neitz and
Jacobs, 1986, 1990; Jordan and Mollon, 1989)? How many, and what are the
spectral locations of the spectrally displaced visual pigments in anomalous
observers (Neitz et al., 1989)7?

Neitz and Jacobs (1986, 1990) show that within a relatively large
population of young males with normal colour vision, Rayleigh matches vary
and fall into four distinct groups. If the average match point (R/R+G) is
made equal to 0.5 then the four groups have match points at about 0.43,
0.47, 0.53 and 0.57. Most of the subjects fall within the two centre
groups whereas a small number of outliers make up the two more extreme
groups. In contrast, a similar sized group of females show a large number
with a Rayleigh match of 0.5, in addition to the two main distributions at
about 0.47 and 0.53.

Neitz and Jacobs (1990) suggest that these discrete variations in
Rayleigh matches are produced by discrete variations in the spectal posi-
tions of both the middle- amd long-wave cone mechanisms and that the cone
mechanisms are separated by about 3 nm. They further suggest that the
variation in cone mechanisms can be explained by a polymorphism of both the
middle- and long-wave pigments and propose that within the normal popul-
ation there can be four different genes on the X-chromosome coding for
pigments in the red/green spectral range. Thus there would be two middle-
wave cone pigments separated by about 6 nm and two long-wave cone pigments
also separated by approximately 6 nm. Individuals carrying both genes for
one pigment class would have a cone mechanism maximally sensitive mid-way
between the X, of the two pigments, thus explaining the 3 nm separation in
cone mechanisms. :

The separation of 6 nm between the pairs of pigments is similar to
that reported for human middle- and long-wave cones from a microspectro-
photometric study of human cones from the eyes of seven persons (Dartnall
et al., 1983) where we estimated )., at about 528 and 534 nm for the
middle-wave sensitive cones and 554 and 563 nm for the long-wave cones.
Such bimodality was not apparent in our more recent study (Bowmaker, 1990).

VARIATION AND EVOLUTION OF VISUAL PIGMENTS

Two striking features emerge from the distribution of primate cone
visual pigments sensitive in the red/green spectral region. First, the
polymorphism of pigments in the New World monkeys and secondly, the con-
trasting conservatism of the spectral locations of the pigments in 0ld
World monkeys. The polymorphism in New World monkeys, primarily dichro-
matic species, is maintained presumably because the trichromacy it confers
on two thirds of the females offers behavioural advantages over dichromacy.
It is not clear why there should be a difference in A, between the
pigments in the cebids and the callitrichids, but given the range of
spectral locations available to the platyrrhines (536, 543, 549, 556, 563
nm), it is perhaps surprising that more variation has not found in the
spectral locations of the middle- and long-wave pigments in catarrhines.



It has been proposed (see Knowles and Dartnall, 1977) that the opsins
of visual pigments can evolve relatively rapidly and that, at least in man,
the homology and tandem arrangement of the middle- and long-wave opsin
genes on the X-chromosome should allow frequent opportunity for the
formation of hybrid genes that code for pigments with intermediate X
(Nathans et al., 1986). However, the apparently fixed positions of the 0ld
World cone pigments implies that either there is a functional or ecological
constraint that maintains the peak sensitivities at about 535 and 563 nm,
or else it must be more difficult than thought previously for the structure
of opsins to be modified so as to displace the absorbance spectra of visual
pigments.

In terms of the evolution of cone pigments within the primates, the
ancestral simian was presumably dichromatic. In New World monkeys the gene
locus for the longer-wave pigment, located on the X-chromosome, has mutated
to produce at least three alleles (with the polymorphism being maintained
because of the heterozygous advantage of trichromacy), whereas in 0ld World
monkeys the gene must have duplicated as a consequence of unequal crossing
over during cell division. Mutation of one or both loci would cause the
expression of two spectrally distinct pigments conferring trichromacy on
both males and females. The only common spectral location of a cone
pigment within the simians is the longest i.e. close to 563 nm, and this
might be thought to reflect the spectral location of an ancestral pigment.
However, such a long-wave pigment has not been found amongst the prosimians
and indeed has not been identified in any other mammal, and it would seem
more likely that the longer-wave pigment of the ancestral simian had i, at
an intermediate wavelength between 535 and 563 nm.

Within the New World and 0ld World monkeys there appear to be only
five or six spectral locations for the middle-wave and long-wave pigments:
at about 528, 536, 543, 549, 556 and 563 nm, and it is interesting that the
longer-wave pigments of the lemur (P543) and tree shrew (P555) are located
at spectrally similar positions to two of those of the Callitrichidae.

This spectral ’‘clustering’ at intervals of about 6 or 7 nm, is reminiscent
of the clustering of the X , of extracted pigments from rods noted by
Dartnall and Lythgoe (1965) and also appears to occur within the rhodopsins
of deep-sea fish (Partridge et al., 1989). Unfortunately, insufficient
data are available from short-wave pigments to establish whether clustering
occurs at these wavelengths, though it should be noted that the short-wave
cones of man and marmosets have X, around 420-424 nm whereas those of 0ld
World monkeys and the squirrel monkey have A , at about 430nm.

It is perhaps not surprising that it is somewhat difficult to be
precise about the exact spectral locations of the ’‘clusters’ in the red/
green spectral range, since the published ), for cone pigments from
different species have often been determined by different methods; micro-
spectrophotometry, electroretinography and suction eletrode techniques.
Nevertheless, if the clustering is real, it must reflect constraints on the
structure of opsin: substitutions of non-polar and polar amino-acids close
to the relevant regions of the chromophore cannot yield an infinite range
of visual pigments with different spectral maxima. This would appear to be
the case for the anomalous pigments in man (Pokorny et al., 1973; Nagy et
al., 1985; Neitz et al., 1989) and the comparison of opsin structures from
prosimians, platyrrhines and catarrhines with those from man will be of
interest.
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INTRODUCTION

An ideal trichromatic visual system would provide three different spectral samples at each and
every point in the retinal image. One way to achieve this would be to construct a three-tiered cone
mosaic with each class of photoreceptor in a different tier, much like color film. Each tier could then
have the same spatial resolution as a single-tiered monochromatic mosaic and trichromacy could be
incorporated without a loss of spatial resolution. The human cone mosaic, on the other hand, has its
three cone submosaics interleaved in a single tier. This means that on a small spatial scale the retina
is not trichromatic since there can be only one spectral sample at each point in the retinal image.
This chapter explores the cost for vision of incorporating trichromacy in a single-tiered cone mosaic.

Discrete spatial sampling by the cone mosaic has a potential cost for spatial vision in the form
of aliasing distortion in the representation of high spatial frequencies (Yellott, Jr., 1982; Williams,
1985a; Williams, 1986; Coletta & Williams, 1987; Williams, 1988; Williams, 1990, Williams, in press).
Aliasing arises because sampling discards information about the behavior of the retinal image
between sample points. All images that are the same at the sample points, but differ between them,
are aliases of one another and cannot be discriminated by post-receptoral processes. An alternative
description of aliasing is that it is the formation of moiré patterns between the image and the sam-
pling array. These moiré patterns have the property that they could be substituted for the original
stimulus, without changing the quantum catch in any of the receptors.

Aliasing in foveal vision first appears near the cone Nyquist frequency of about 60 c/deg, and
higher spatial frequencies than this are seen as flickering, lower frequency patterns that resemble
zebra stripes. In the fovea (though not in the extrafovea), aliasing can only be seen with interference
fringes. Under ordinary viewing conditions, the optics of the eye are well-matched to cone spacing,
blurring just those high spatial frequencies that would otherwise produce cone aliasing. On the other
hand, the sampling density of each submosaic is lower than that of the entire mosaic, so one might
expect each submosaic to reveal aliasing effects over and above those produced by the mosaic as a
whole. Furthermore, the lower sampling density of each submosaic means that the protective effect
of the eye’s optics is reduced, suggesting that aliasing by a single cone submosaic might be visible in
ordinary vision without the use of interference fringes.

Fig. 1 shows an idealized example in which the submosaics of a dichromatic retina produce
this kind of aliasing, which we will refer to as "chromatic aliasing”. The two types of cones are indi-
cated in gray and white. The period of the white square wave grating imaged on the mosaic is
slightly different than the horizontal spacing of cones indicated in gray, so that the bright bars of the
grating slide in and out of register with these columns of cones across the retina. This modifies the
local ratio of excitation of the two cone types, and it is this ratio that determines the hue that would
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Fig. 1. Idealized illustration of chromatic aliasing show-
ing a crystalline cone mosaic composed of two cone
classes, indicated as gray and white disks, sampling a
square wave grating to which both cone classes are
equally sensitive. As the grating moves in and out of
register with the submosaic indicated in gray, the local
ratio of excitation of the two cone classes smoothly
changes, so that an alias of low spatial frequency is
produced that is defined by variation in color.

be seen by an observer with such a mosaic. This produces a low spatial frequency, chromatic moiré
pattern, one full cycle of which can be seen (in shades of gray instead of color in the example.) This
chromatic pattern is an alias in the sense that it is one of many possible interpretations of the
observed distribution of quantum catches. The ambiguity that characterizes chromatic aliasing is a
potential cost of incorporating trichromacy into a single-tiered cone mosaic. Next we examine evi-
dence for chromatic aliasing in human vision.

SPATIAL SAMPLING BY THE S CONE SUBMOSAIC

In the human retina, the low sampling density of the S cone mosaic makes it particularly sus-
ceptible to chromatic aliasing, at least in the laboratory. Anatomical evidence shows that S cones
form a sparse mosaic, accounting for only about 10% of the cone population, and that the mosaic is
somewhat disordered though by no means random (Marc & Sperling, 1977; DeMonasterio et al..,
1981; Szél et al.., 1988; Curcio et al.., 1989). This low density makes it possible to map individual S
cones in the living human eye (Williams et al, 1981). The visual resolution of the S cone pathway is
correspondingly low, with maximum resolution no greater than 10-14 c¢/deg (Green, 1968; Williams &
Collier, 1983). Disordered mosaics are expected to produce aliasing effects that resemble two-
dimensional spatial noise for gratings that exceed the Nyquist frequency (Yellott, Jr., 1983; Williams &
Coletta, 1987; Coletta & Williams, 1987; Coletta et al., in press; Tiana ef al., in press). If the chromatic
aberration of the eye is corrected, gratings seen by the S cone pathway with spatial frequencies above
about 10 c/deg have the noisy appearance expected from aliasing by the S cone mosaic (Williams &
Collier, 1983; Williams et al., 1983). :

A striking example of S cone aliasing arises from their absence at the foveal center. Williams,
MacLeod, and Hayhoe (1981a, b) showed that most observers (though not all) have a foveal region
roughly 20-25’ of arc that lacks S cones. More recently, Curcio et al. (1989) provided anatomical sup-
port for this finding, staining human S cones with an antibody to the opsin of the S photopigment.
The largest disk that could fit within the tritanopic area they identified was 21’ of arc, in good agree-
ment with the psychophysical estimate. Thus normal observers are reduced to dichromats at a reti-
nal location that is the most critical for most visual tasks. This leads to the filling-in phenomenon
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Fig. 2. A violet disk and a violet annulus, each super-
imposed on a long wavelength background designed to
isolate the S cones. When each field is centrally fixated,
the two stimuli are chromatic aliases, provided the
inner diameter of the annulus is smaller than the tri-
tanopic area.

reported by Williams, MacLeod, & Hayhoe (1981b) and illustrated in Fig. 2. In their experiment,
observers fixated either of two violet fields, a disc and an annulus, each superimposed on a long
wavelength background bright enough to isolate the S cone mechanism. If the inner diameter of the
annular field was smaller than the tritanopic area, these two fields were indistinguishable. The hole
in the violet annulus was filled in perceptually and the field looked like a uniform disc. If an eye
movement was made that was large enough to move the hole in the annulus outside the tritanopic
area, the hole immediately became apparent.

Recall that two patterns are aliases of one another if they produce identical distributions of
quantum catches in the photoreceptors. The disk and the annulus are therefore aliases for the S cone
mosaic, and they provide a clear example of aliasing with stimuli other than gratings. Of all the
different images that are consistent with the data available to the S cones surrounding the tritanopic
area, the visual system adopts the simple interpretation that it is uniform. Just how the visual system
would cope with more complicated light distributions is largely unexplored, and the sophistication of
the interpolation mechanisms that perform this task has yet to be revealed.

Under ordinary viewing conditions, the eye suffers from considerable axial chromatic aberra-
tion particularly at the short wavelengths to which the S cones are sensitive (Wyszecki and Stiles,
1982). Chromatic aberration is effective at reducing chromatic aliasing for the S cone submosaic
because the spatial frequencies that would alias (above about 10 c¢/deg) are severely blurred in the
retinal image (Yellott, Jr., et al., 1984). Thus the cost of sprinkling the retina with a small number of S
cones is apparently quite small, and the benefit of a third degree of freedom for color vision can be
had without a loss in spatial resolution for the system as a whole.

SPATIAL SAMPLING BY THE M AND L CONE SUBMOSAICS

The M and L cone submosaics, on the other hand, do not receive the protection afforded the S
cones by chromatic aberration, and these two cone classes form the basis for the most acute spatial
vision we enjoy. Several theoretical investigations have suggested that aliasing by the M and L sub-
mosaics should be visible (Ahumada, 1986; Brainard et al., 1989; Packer et al., 1989; Sekiguchi et al., in
press; Williams, in press), but there has been surprisingly little evidence for it. Some encouragement
that these effects should be visible with grating stimuli comes from observations of the appearance of
point sources. Holmgren (1884) reported that the color appearance of stars varies from instant to
instant, which he attributed to selective excitation of different cone classes as the point image moved
across the mosaic (see also Krauskopf, 1964; 1978; Krauskopf and Srebro, 1965; Cicerone and Nerger,
1989; Vimal et al., 1989).

But previous attempts to uncover M and L cone chromatic aliasing with interference fringes
have come up empty handed. Packer et al. (1989) made an extensive but unsuccessful search for
chromatic aliasing in the M and L cones. They isolated each of the cone types with an interference
fringe of one wavelength superimposed on a background of another, and then varied the fringe spa-
tial frequency and orientation to search for chromatic aliases. Sekiguchi, Williams, and Packer (in
press) described "secondary zebra stripes”; a very faint pattern observed with interference fringes in
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Fig. 3. A stimulus for producing Brewster's colors. With steady fixation and
viewing at normal reading distance, most observers report desaturated
splotches of color that are several times larger than the period of the grating.

the fovea. The pattern is seen at the foveal cone Nyquist frequency rather than at twice the Nyquist
frequency where achromatic aliasing effects (or "primary zebra stripes"”) are most prominent (Willi-
ams, 1985a; Williams, 1988). These secondary zebra stripes sometimes have a reddish and greenish
appearance and both these properties made them candidates for chromatic aliasing by M and L
cones. However, several lines of evidence argue against this view, favoring an alternative explanation
involving nonlinear distortion in the retina.

BREWSTER’S COLORS

We introduce the argument here that chromatic aliasing not only by the S cones but also by
the M and L cones can be seen with simple patterns other than laser interference fringes and that this
phenomenon, though not its proper explanation, has been known for more than 150 years. Brewster
(1832) observed that a fine pattern of black and white lines, such as those used on maps to indicate
the sea, sometimes appear to be covered with a splotchy pattern of desaturated colors. Colored
effects with high contrast achromatic patterns have been described repeatedly since then (Skinner,
1932; Luckiesh & Moss, 1933; Erb & Dallenbach, 1939), though they are usually associated with
Benham'’s colors, a point we will return to later. This effect, which we will call Brewster’s colors, can
be seen with black and white gratings of high contrast and high spatial frequency. Periodic arrays of
small white dots are also suitable. The range of spatial frequencies over which the effect can be seen
is perhaps 1040 c/deg, but this range is not very clearly defined. Fig. 3 shows a stimulus that pro-
duces Brewster's colors when viewed steadily at normal reading distance. The chromatic splotches
are several times larger than the grating period. Many observers report that a fine black and white
grating is seen at the center of fixation, but that Brewster’s colors are visible outside this central zone
of highest resolution. When the spatial frequency of the test pattern is increased, Brewster's colors
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encroach on the center of fixation. We asked 43 observers to view patterns such as these and 81%
described Brewster’s colors. The remaining 19% did not, even with coaching about what to look for.

Even for those observers who report Brewster's colors, it is a subtle and fleeting phenomenon.
However, we were able to obtain reliable measurements of their hues with a matching technique.
Two observers with normal color vision were used. With the right eye, each observer viewed a test
field that produced Brewster's colors. The test stimulus was a photographic transparency mounted
on a diffuser, back illuminated with an array of fluorescent lights. For observer NS, the test stimulus
was a white square wave grating of unity contrast oriented 45 deg clockwise from vertical. For
observer DRW, the pattern was a triangular array of white dots on a black background, where each
dot subtended 1.3" of arc. In both cases, the fundamental spatial frequency of the pattern was 20
c/deg. The square test field was viewed at a distance of 2 meters, subtended 5 deg, and had a mean
retinal illuminance of 377 Td for observer NS and 670 Td for DRW. It was viewed through an
artificial pupil (3 mm for NS, 4 mm for DRW) that was aligned to minimize the chromatic fringes
caused by axial chromatic aberration. As we will see shortly, the refractive state of the eye has a
strong impact-on the particular colors that are seen. Trial lenses were used to manipulate refractive
state in 0.25 diopter steps. Accommodation was paralyzed with cyclopentolate hydrochloride (1%).

The left eye viewed a calibrated color monitor that displayed a pattern of chromatic splotches
designed to emulate Brewster's colors. The hue and contrast of this pattern could be adjusted to
match the true Brewster's colors seen with the right eye. The matching field was the same size,
shape, and space-averaged hue as the test field. Matching stimuli containing chromatic splotches
were generated with a PIXAR Image Computer. Each matching stimulus consisted of a 128x128
array of pixels in which the value of each pixel was chosen at random from a Gaussian distribution,
centered on white and lying along a single direction in color space. The directions in color space for
all the matching stimuli lay in the isoluminant plane, defined by pairwise flicker photometry of the
monitor primaries. A total of 481 images were available to match Brewster's colors, representing 48
different color directions distributed around the color circle. For each color direction, 11 steps of
chromatic contrast were available, each corresponding to a different standard deviation of the Gaus-
sian distribution from which the pixel values were chosen. Both observers were satisfied that the
matching images captured the general spatial structure of Brewster's colors, and determining the
color direction that matched their hues was a relatively easy task.

Fig. 4a shows the individual matches for both observers (unfilled circles for observer NS and
filled circles for DRW), plotted in the isoluminant color plane (MacLeod & Boynton, 1979).
Chromatic contrast increases from white at the center of each circle. The horizontal axis represents
stimuli that modulate the L and M cones but keep the S cone stimulation constant. The vertical axis
represents stimuli that modulate the S cones while keeping the L and M cone signals constant. The
unique hues (average of both observers) are indicated around each circle’s perimeter, as are the major
axes of the color plane. The color circle on the left shows the matches made when the eye was
defocused by adding either -1.0, -1.25, or -1.5 diopters. In these refractive states, the appearance of
Brewster's colors was always violet and greenish-yellow, corresponding roughly to the axis that
modulates S cones only. The color circle on the right shows the matches made when the eye was
within a quarter of a diopter of best focus (-0.25, 0.0, or +0.25 diopters). In this case, the splotches
were always reddish and greenish, lying near the axis for which only M and L cones are modulated.
At intermediate dioptric powers (-0.5 and -0.75) both observers reported a broad range of colors. This
was revealed in their matches (not shown) which no longer lay close to any single direction in color

space.
COMPUTATIONAL MODEL OF BREWSTER’S COLORS
We have implemented a computational model of Brewster’s colors that accounts for the depen-

dence of their hue on refractive state as well as their spatial structure. The stages of the model are
shown in Fig. 5, and are described in turn below.

Optics of the Eye

The optics of the eye, the first stage of the model, were described as an idealized thin lens with
a 3 mm pupil. For simplicity, we assumed that its monochromatic optical transfer function, T,, (f ,A),
at a particular wavelength, A, was determined solely by diffraction at the pupil, the refractive state of
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Fig. 4a. Coordinates in the isoluminant color plane of
the chromatic noise images that matched Brewster's
colors for observer NS (unfilled circles) and DRW
(filled circles) for two ranges of refractive states of the
eye (defocused = -1.0, -1.25, or -1.5 diopters, in focus =
-0.25, 0.0, or +0.25 diopters).

b. The predicted effect of the refractive state of the eye
on the contrast of a white 20 c¢/deg grating as seen by
each of the three cone types. The grating is an effective
stimulus for only the S cones when the eye is 1 diopter
hyperopic, indicated by the dashed vertical line, and it
modulates only the M and L cones when the eye is in
focus, indicated by the vertical line at 0 diopters.

the eye, and axial chromatic aberration (Wyszecki & Stiles, 1982). These functions were computed as
described by Hopkins (1955). The polychromatic optical transfer function, T,(f ), was then computed
for each cone type from the integral of the monochromatic transfer functions after weighting them in
accordance with the emission spectrum of a typical fluorescent source, E (A), and the spectral sensi-
tivity, S(A), of each cone photopigment (Smith & Pokorny, 1975). That is,

X
[ Tw(f A SOE M)A
Ty(f) =

| SMEMA
f

The predicted effect of the eye’s optics on the 20 c¢/deg grating used in the experiments is shown in
Fig. 4b, where the retinal image contrast seen by each of the three cone classes is plotted as a function
of the refractive state of the eye. The dashed vertical line illustrates the situation when the eye is 1
diopter hyperopic. Due to chromatic aberration, the only wavelengths in focus on the retina are the
short wavelengths to which the S cones are mest sensitive. Thus S cones are exposed to a high
contrast 20 c/deg grating, but the M and L cones see a practically uniform field because they are
more sensitive to longer wavelengths that are strongly blurred by chromatic aberration. The violet
and greenish-yellow Brewster’s colors seen under these conditions are just those expected when only
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Fig. 5. Three-Stage Model of Brewster’s colors.

the S cones are modulated. But when the same grating is brought into best focus, as indicated by the
vertical line at 0 diopters, the theory predicts that M and L cones should see a high contrast grating
while the S cones see a uniform field. Correspondingly, in the psychophysical data, Brewster's colors
shift to reds and greens, just what would be expected if only the M and L cones and not the S cones
were involved in the production of these splotches.

Trichromatic Cone Sampling

The first stage of the model clarifies the dependence of Brewster’s colors on refractive state, but
it does not account for their splotchy spatial structure. Chromatic aberration changes the contrast
seen by each cone class, but the retinal image still consists of orderly sinusoidal gratings, not irregular
splotches. Sampling by a trichromatic cone mosaic, the second stage of the model, can account for
the splotches. This is clearest for the case in which the eye is defocused by -1 diopter since that gen-
erates a grating seen only by S cones, with a spatial frequency in the aliasing range for that submo-
saic. Thus the violet and greenish yellow splotches seen under these conditions probably represent
the same aliasing phenomenon reported by Williams, Collier, and Thompson (1983) under somewhat
different stimulus conditions.

The mosaic we used is shown in Plate 1a. The S, M, and L cones are indicated in blue, green,
and red respectively though the actual absorption spectra of the cone photopigments were imple-
mented in the model. The coordinates of single cones in the central one deg of the primate fovea
were taken from a photograph of a whole mount provided by Hugh Perry. There remains some
uncertainty about the ratio of L to M cones, as well as their packing arrangement. We have assumed
an L/M ratio of 2/1 here. We tried two packing arrangements that represent extremes along a con-
tinuum of possible degrees of regularity in cone assignment. The left half of the mosaic shows an
assignment rule for L and M cones that is random, while the right half shows a more regular
arrangement, assigned by hand, that is similar to that in Fig. 1. 10% of the cones were S cones. S
cones were chosen so that their distribution was about as regular as the peripheral mosaic of cones as
a whole. We also incorporated a 20 min diameter tritanopic area centered on the location of highest
cone density, which is displaced slightly to the upper left from the center of the image.

Interpolation

The third stage of the model is an interpolation stage that generates the model output in the
form of an appearance prediction. The model output is an interpolated image that contains three
color signals at every point despite the absence of this information in the output of the cone mosaic.
The interpolation rules used by the visual system are not well-understood and may involve the
highest levels of object recognition in cortex. For our purposes, we chose a very simple interpolation
scheme, which was two-dimensional linear interpolation (Akima, 1978) performed on the output of
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each submosaic. This algorithm has the advantage (not shared by Gaussian convolution for example)
that it does not distort the values at the sample points. Thus it generates true aliases in the sense that
the model output is completely consistent with the data available at the photoreceptors. The three
interpolated images were then recombined to produce an image with the three cone signals at each
point. A linear transformation was then applied to convert these cone signals to the appropriate
values for the red, green, and blue guns of the color monitor.

Model Results

Plate 1b-d shows the results for a spatial frequency of 20 c¢/deg which produces Brewster’s
colors experimentally. Due to the smaller eye of the monkey, the Nyquist frequency of the cone
mosaic at the foveal center is only 91 c/deg, about 75% of the Nyquist frequency typical of the
human fovea. This makes the model mosaic susceptible to aliasing effects at lower spatial frequen-
cies than would the human retina. Thus the 20 c/deg grating used in the model based on a monkey
would be expected to produce about the same sampling effects as a 27 c¢/deg grating in the human
eye. Plate 1b shows that the model correctly produces violet and greenish-yellow splotches when the
eye is hyperopic by 1 diopter. The input grating contrast was 100% in this case. Plate 1c shows that
the model also correctly produces red-green splotches when the model eye is in focus. In this case,
the input contrast was reduced to 25%, for reasons described later, and the assignment rule for M
and L cones was the random rule.

For low spatial frequency gratings (less than about 5 c¢/deg), the model produces a more or
less faithful rendition of the input, consistent with the psychophysical observation that Brewster's
colors are not seen under these conditions. This is illustrated in Plate 1e which shows the model out-
put for a 3 c¢/deg grating with 1 diopter of defocus. A small amount of distortion is present, mostly
associated with errors in interpolating across the tritanopic area.

Thus the model is quite successful at capturing qualitatively the spatial structure of Brewster's
colors and at capturing the quantitative dependence of their hue on refractive state supporting the
view that Brewster's colors are explained by trichromatic cone sampling.

DISCUSSION

Alternatives to the Chromatic Aliasing Explanation?

In the past, Brewster's colors have usually been attributed to eye movements, under the
assumption that the temporal modulation they produce generates Benham’s colors (Luckiesh & Moss,
1933; Erb & Dallenbach, 1939). This explanation is incomplete in the sense that a satisfactory quanti-
tative theory of the origin of Benham’s colors is not yet available, nor is it clear that such a theory
would predict the dependence on refractive state reported here. Moreover, our subjective observa-
tions suggest that steady fixation maximizes the visibility of the subjective colors, which does not
favor an eye movement explanation. Finally, any theory based strictly on temporal modulation can-
not account for the spatial structure of Brewster’s colors. The effect of a given eye movement when a
grating is imaged on the retina is to produce a temporal pattern of excitation that repeats itself across
space with the same period as that of the grating. Thus a theory of Brewster's colors that does not
incorporate spatial inhomogeneity (such as spatial sampling) predicts that the colors produced by eye
movements should have the same spatial frequency as the test grating. It does not predict the gen-
erally low spatial frequency, irregular splotches of color that are observed.

Erb and Dallenbach (1939) reported that Brewster’s colors are not observed immediately at the
onset of a grating stimulus, requiring about several seconds delay to develop. They pointed out that
flashed stimuli shorter than about three seconds did not produce Brewster's colors, an observation

Plate 1(a). The trichromatic cone mosaic used in the model of Brewster's colors. (b) Model output
when the eye was defocused by -1 diopter, for a spatial frequency of 20 c/deg, with the random M
and L cone assignment rule. Shows S cone aliasing. (c) Same as (b) but with the eye in focus. Shows
M and L cone chromatic aliasing. (d) Same as (c) but showing chromatic aliasing with a regular
assignment rule for M and L cones. (e) -1 diopter defocus, spatial frequency of 3 c/deg, random M
and L cone assignment rule. (f) No defocus, a spatial frequency of 36 c/deg, random M and L cone
assignment rule. (g) Same as (f) but with the regular M and L cone assignment rule.
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our observers generally corroborated. Erb and Dallenbach concluded from the existence of this delay
that eye movements were necessary for the phenomenon. However, the probability or extent of eye
movement during the first three seconds of an extended stimulus presentation is presumably little
different than it would be at later times, so the logic that implicates eye movements is unclear. We
do not view the delay as a repudiation of the sampling hypothesis because postreceptoral mechan-
isms could, depending on the stimulus conditions, bias the interpretation of a stimulus that sampling
has made ambiguous. But the reason for the delay is a mystery, and we can only speculate that short
duration flashes favor achromatic mechanisms over chromatic ones, biasing the visual system’s
interpretation toward a black and white percept and against a chromatic one.

Though we did not incorporate eye movements into our computational model, it is clear what
effect they would have had. Brewster's colors should appear to flicker and their contrast should
change rapidly over time, just as do the achromatic, primary zebra stripes seen with interference
fringes (Williams, 1985a; Packer & Williams, 1990). Indeed, all observers reported this temporal
aspect of Brewster’s colors. Eye movements may also account for the variability in matches of the
apparent contrast of Brewster’s colors seen in Fig. 4a.

Another alternative to the sampling hypothesis for Brewster's colors is that they are some kind
of optical distortion, perhaps related to the chromatic fringes generated by chromatic aberration. We
have rejected this possibility with observations of monochromatic yellow gratings (570 nm), which
could not produce chromatic fringes in the retinal image. All three observers who viewed such grat-
ings insisted that reddish and greenish splotches could still be seen.

B.F. Skinner (1932), in a brief report, described color effects seen with a pattern of white disks
on a black background. Skinner speculated that his effect was caused by variation in the ratio of
cone types beneath each disk, which is the same explanation we propose here. However, the discs he
used were 1.4 deg, large compared with the fine dots or gratings that we find are required to gen-
erate Brewster’s colors, so that these phenomena may not be one and the same.

Finally, we cannot exclude the hypothesis that Brewster's colors are caused by spa: il aliasing
at a site subsequent to the receptors. However, cone sampling is sufficient to account for the obser-
vations made so far, if anything predicting larger effects than we have observed psychophysically as
discussed later.

Implications for the Assignment Rule for M and L Cones

The assignment rule for human M and L cones is not known. The packing arrangement of
these two submosaics could be any of a number of regular arrangements, it could be random, or it
could exhibit some intermediate degree of regularity. The packing of S cones shows that a mechan-
ism exists for establishing regularity in a primate cone submosaic, though it is uncertain whether this
mechanism extends to M and L cones. There is evidence in fish (Hashimoto & Shimoda, 1990) that
random and regular assignment rules can coexist in the same retina. Williams (1988) used the depen-
dence of primary zebra stripes on the spatial frequency and orientation of interference fringes to
measure the packing geometry of cones in the living foveal mosaic. These moiré patterns revealed
the spacing and triangular packing of receptors, though they did not distinguish between M and L
cone submosaics. One of our primary motivations for studying Brewster’s colors was that they could
be used to reveal the submosaic packing geometry in the same way.

We have used our model to compare the effect of regular and random assignment rules of M
and L cones. Plate 1c shows the effect of a random assignment rule, and Plate 1d shows the effect of
a regular rule. The chromatic alias is somewhat higher contrast with the random than the regular
packing arrangement. However, the contrasts predicted by the model are very different from the
observed contrasts, a point we will return to, so this difference does not provide a clear way to deter-
mine the regularity of the assignment rule. The spatial structure of the predicted Brewster's colors
with random and regular assignment rules provides a somewhat more optimistic approach. Though
the predicted aliases at 20 ¢/deg do not differ very much in spatial structure for regular verses ran-
dom assignment rules, larger differences are predicted at higher spatial frequencies (Ahumada, 1986;
Sekiguchi et al., in press). Plate 1f and g show the model output at 36 c¢/deg for the random and reg-
ular assignment rules respectively. This frequency was chosen because it corresponds to the average
sampling frequency of the M cone submosaic across the whole image, and this produces the coarsest
chromatic alias. The regular assignment rule produces a more coherent alias that resembles zebra
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stripes, while the random rule produces a noisy chromatic alias. Because the mosaic as a whole is
not perfectly crystalline, neither the M nor the L cone submosaic can be crystalline. This disrupts the
regularity of the chromatic alias even when the assignment rule is regular, making the predictions
from these two extreme cases less different.

In practice, it is difficult to use Brewster's colors to distinguish between assignment rules for
several reasons. First, the spatial frequencies that would be expected to produce the clearest
differences between regular and random rules are relatively high. For example, the spatial frequency
used in Plate 1f and g would correspond to about 48 c¢/deg in the human, which would be strongly
attenuated by the optics of the eye, making the alias more difficult to see. Though our subjective
experience of Brewster’s colors is that they are fairly disordered, we have not yet established condi-
tions that allow a clear view of them at the very center of the fovea where, due to the overall regular-
ity of the mosaic there, a regular assignment rule would have the best chance to reveal itself.

Extensive efforts to observe M and L cone chromatic aliasing with cone isolation provided by
chromatic adaptation were unsuccessful (Packer et al., 1989; Williams, in press). It may be that the M
and L cones are assigned with sufficient irregularity that no clear zebra stripes appear at any particu-
lar spatial frequency. Instead, chromatic aliasing noise may be generated over a very large range of
high spatial frequencies, and this noise may be difficult to detect amidst laser speckle, which can act
as a potent mask (Williams, 1985b). However, our models are not yet refined enough to exclude a
regular assignment rule that produces submosaic zebra stripes with contrasts that are subthreshold.
Green (1968) and Cavonius and Estevez (1975) showed that acuity with the M or L cones alone is no
poorer than with both operating together. We confirmed this result with laser interference fringes
(Packer et al., 1989; Williams, in press), showing that acuity with either cone class alone is close to the
Nyquist frequency for the total M and L cone mosaic. One possible explanation for this would be
that the M and L submosaics are irregular enough that there are occasional relatively large patches of
foveal cones all of the same type and that these patches mediate high resolution. However, it may
also be that the M and L cone mosaic is regular and that the postreceptoral visual system is clever in
the way it combines information from the M and L cones, a possibility we address below. If our
hypothesis is correct about the origin of Brewster’s colors, their splotchy appearance indicates that
the packing geometry of M and L cones is not perfectly crystalline, but the phenomenon is too fickle
to allow us to reach quantitative conclusions about the amount of disorder that is actually present.

The Cost of Trichromatic Spatial Sampling in a Single Mosaic

The subtle and fleeting nature of Brewster’s colors suggests that the visual system does not pay
a substantial price for incorporating trichromacy. The similarity in the spectral sensitivities of the M
and L cones plays some role in easing the chromatic aliasing problem. It means that signals from the
two submosaics will be correlated. Thus, for example, the L cone value at a given point is a good
predictor of what the M cone signal would have been had one existed at that point in the image.
The model incorporated the overlapping spectral sensitivities of the M and L cones and, even so,
large and highly visible chromatic aliases could be produced. The model output produced colors that
were invariably much more visible than the psychophysical phenomenon. For example, when the
contrast of the grating at the model input exceeded about 25% and the model eye was in focus, the
predicted contrast of Brewster's colors was so high that they fell outside the gamut of our display.
This is interesting since the model provides an indication of how severe chromatic aliasing could
have been, had the visual system not had some additional protective mechanisms against it that we
have yet to build into our model.

There are a number of ways such protection might be implemented, but perhaps the most
interesting avenue to explore would be to incorporate a better description of the interpolation rules
used by the visual system. The visual system is probably much better at guessing the external
stimulus than our linear interpolation algorithm, and this could reduce the chromatic distortions that
would otherwise arise from submosaic aliasing. When viewing stimuli for generating Brewster's
colors, the visual system can presumably bring to bear a number of strategies for object recognition,
more akin to hypothesis testing, that go well beyond passive interpolation. Brewster's colors can
appear simultaneously with the original achromatic grating that generated them, and these two per-
cepts wax and wane in relative strength over time. Though eye movements may also play a role
here, this apparent competition between the two percepts is consistent with a multistable recognition
process that settles briefly on one or another interpretation of the original stimulus. We saw addi-
tional evidence for this competition in preliminary observations of the effect of grating orientation on
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the visibility of Brewster’s colors. The colors were most visible for oblique gratings rather than hor-
izontal and vertical, possibly because the competitiveness of the percept of an oblique achromatic
grating over a chromatic alias was reduced by the oblique effect (Emsley, 1925).

One way the post-receptoral visual system might reduce chromatic aliasing would be to bias
the interpretation of very rapid changes in quantum catch over small distances toward changes in
brightness rather than changes in hue. There may be some reason to believe that the visual system
does this. First, Hayhoe and Williams (1987) showed that high spatial frequency, high contrast
interference fringes appear desaturated compared with a uniform field of the same wavelength and
average intensity. Second, contrast sensitivity functions for luminance modulations have a higher spa-
tial bandwidth than those for isoluminant modulations (Mullen, 1985). Though such post-receptoral
spatial filtering does not offer the protection against aliasing provided by pre-receptoral filtering, it
may favor the interpretation of a high frequency pattern as a brightness instead of a chromatic varia-
tion.

The S cone mosaic does not usually alias under ordinary viewing conditions due to chromatic
aberration, and aliasing in M and L cones produces only subtle distortion in the hues of tiny point
sources and high spatial frequency achromatic patterns. More typical visual scenes are apparently
unaffected by chromatic aliasing. The challenge for the future is to uncover the neural mechanisms
that allow the visual system to make such clever guesses about the color everywhere in a scene when
it only has one spectral sample at each point.
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VARIABILITY IN CONE POPULATIONS AND IMPLICATIONS
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INTRODUCTION

There have been a number of techniques directed toward estimating
the relative numbers of the three cone types in the retinae of living
humans. For the S$-cones, psychophysical measurements which are dependent
on the spatial distribution of S-cones (Stiles, 1949; Wald, 1967;
Williams et al., 1981) give data which are consistent with the relative
sparcity observed anatomically (Ahnelt et al., 1987; deMonasterio et al.,
1985; Marc and Sperling, 1977). For typical color-normal observers, the
L-and M-cones are both in relatively high spatial density, and the direct
psychophysical techniques which are effective for characterizing the
retinal distribution of S-cones do not yield interpretable information
(Brindley, 1954; Green, 1968; Kelly, 1974). Additional techniques in the
literature which have been suggested as capable of revealing L/M cone
ratios include Weber fractions for mechanisms isolated by chromatic
adaptation (Vos and Walraven, 1971) and retinal densitometry with
chromatic bleaching lights (Rushton and Baker, 1964). In this paper we
wish to describe our work on two techniques we have used to estimate the
L/M cone ratio, spectral sensitivity from heterochromatic flicker
photometry and point source detection for lights of varying wavelength.
We then consider the perceptual consequences of individual variation in
L/M cone populations.

HETEROCHROMATIC FLICKER PHOTOMETRY

For normal color vision, the luminosity function may be modeled as a
linear sum of the L- and M-cone spectral sensitivities (Smith and
Pokorny, 1975). A number of investigators (Adam, 1969; Crone, 18959;
deVries, 1947; Lutze et al., 1990; Wallstein, 1981) have suggested that
individual variation differences in the ratio of heterochromatic flicker
sensitivity for "red" and "green" lights (red/green ratio) reflects the
relative proportion of L to M cones. The evidence usually cited for this
view is Rushton and Baker's (Rushton and Baker, 1964) comparison of
red/green flicker ratios with retinal densitometry.

While there is evidence that L/M cone ratios are reflected in HFP
spectral sensitivities, there are other biological variables such as
possible differences in photopigment spectra among color normal observers
(Alpern and Pugh, 1977; Eisner and Macleod, 1981; Neitz and Jacobs, 1986;
Smith et al., 1976; Webster and MacLeod, 1988), photopigment optical
density (Burns and Elsner, 1985; Smith et al., 1976) and pre-receptoral
filtering (principally the lens, (Pokorny et al., 1987)) which could
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contribute to the measured spectral sensitivities. A straightforward way
to evaluate the effect of these variables is to compare population
variability of anomaloscopic color matching data with the population
variability of HFP spectral sensitivity using wavelengths similar to or
identical with the color matching primaries. The HFP logarithmic G/R
flicker ratios have a standard deviation of 0.07-0.10 log unit (Adam,
1969; Lutze et al., 1990; Rushton and Baker, 1964; Wallstein, 1981), two
to three times larger than the standard deviation of log G/R ratios of
Rayleigh matches (Adam, 1969; Helve, 1972; Lutze et al., 1990; Marré and
Marré, 1984; Rushton and Baker, 1964; Schmidt, 1955; Wallstein, 1981).
The color matching data place constraints on the contributions of
variables other than the L/M cone ratio to measured HFP spectral
sensitivities; less than 19% of the HFP spectral sensitivity variance may
arise from the pre-receptoral and receptoral factors cited above (Pokorny
et al., 1988). We are left with the L/M cone ratio as a prime candidate
for the large population variability in HFP spectral sensitivity.

POINT SOURCE DETECTION

Recently, two laboratories have used point source detection
techniques to estimate the relative populations of L to M cones in the
human retina (Cicerone and Nerger, 1989a, 1989b; Vimal et al., 1989;
Wesner et al. in press; Wesner, et al., 1988). The technique and model
we have employed yields estimates of the foveal L/M cone ratio, the
minimum number of quanta per cone required for detection (C) and the
effective number of cones (N) stimulated by the test.

Estimates of the L/M cone ratio are determined from the effect of
test wavelength on the shapes of psychometric functions for the detection
of point sources of light. We will outline the rationale of our approach
by first developing a prototype retinal mosaic. Then we will explore the
consequences of change in the major independent variable, wavelength.
Figure 1 shows a mosaic of L-and M-cones arranged in a regular triangular
array. The cone types have been assigned to locations in a random
manner, with an L/M cone ratio of 2:1. The successive panels from left
to right show how the relative probability of quantal catch would change
as a function of wavelength. Here, probability of quantal catch is
represented by a grey scale, with higher reflectances indicating higher
probabilities. For the purpose of demonstration, the L-cone probability
of quantal catch is represented by the same grey for all the wavelengths.
For the shortest wavelength, 520 nm, the M-cones have a slightly higher
probability of quantal absorption than the L-cones. For a wavelength
where the two cone types have similar probability of absorption, (for
example, 546 nm), all of the cones in the mosaic have equal probability
of quantal catch and are depicted by the same reflectance grey. At
longer wavelengths (600 and 650 nm), the M-cones locations form
"probability troughs" (depicted in darker grey) where the depth of the
troughs represents a decrease in quantal catch probability relative to
the L-cone. Therefore it may be seen that the distribution of the
probability of quantal catch by the cones which lie under the retinal
image of a stimulus will vary with wavelength.

We use stimuli of small visual subtense, 1' diameter. With
sufficiently small retinal stimuli, the change in the relative
probability of guantal catch for the two cone types will be revealed by
changes in the shapes of threshold psychometric functions, with shallower
functions being associated with stimuli of longer wavelength. Mosaics
composed of different L/M cone ratios will have different frequencies of
the "probability troughs". Specifically, the greater the proportion of
M-cones, the greater the expected change in the shape of the psychometric
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function with wavelength. The experimental paradigm we used involves
measurements of psychometric functions at each of a series of wavelengths
presented to the dark-adapted fovea. Since the adapting conditions are
identical for all measurements, any changes in the shape of the
psychometric functions may be attributed to wavelength specific effects.

At any given wavelength, each trial consists of simultaneous brief
presentations of two point sources. The observer reports seeing 0, 1, or
2 stimuli. In the Vimal et al. (1989) study, we derived psychometric

Figure 1. The lower panel shows the Smith and Pokorny (1975) L- and
M-cone spectral sensitivities normalized to equal sensitivity at their
respective peaks. The upper panels all represent the same mosaic of L-
and M-cones with successive panels from left to right showing how the
relative probabilities of quantal catch for M- and L-cones would change
as a function of wavelength. The cone types have been assigned to
locations in a random manner, with an L/M ratio of 2:1. The grey scale
is used to represent probability of quantal catch with higher
reflectances indicating higher probabilities. For the purpose of
graphical presentation, the L-cone probability of quantal catch has
been assigned the same grey for all the wavelengths (After Vimal et
al., 1989).
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Figure 2. Predicted detection functions for wavelengths 546
and 620 nm (right). The probability of detection for zero [P(0)],
exactly one [P(1l)], and exactly two points [P(2)] are plotted
(dashed, thick, and thin lines respectively) as a function of log
relative quanta (i.e. average number of quanta absorbed at the
photoreceptor) to allow comparison of the slopes. The average number

of quanta, C,

is assumed to be 4;

the number of cones attaining the

average number, N, is 2; the parameter P is the proportion of L-
cones. The upper panels show predictions for a Py of 0.25 (L/M ratio
of 1:3); middle panels for Py of 0.5 (L/M ratio of 1:1) and the lower
panels for a Py of 0.75 (L/M ratio of 3:1).



functions for the detection of both stimuli, and either one or both
stimuli when the stimulus is two points. A least squares minimization
procedure yielded a single best estimate of the solution parameters.
These fits required estimation of 15 parameters, raising the question of
which alternative fits to the data provide nearly as good fits as the
single optimal solution.

Wesner et al. (in press) used a Chi-square fitting procedure which
allowed statistical confidence bounds to be established for the best
parameter estimates. The chi-square method required that the raw data be
expressed in terms of the proportion of neither point [(l—P)2], exactly
one point [2(1-P)P], and exactly two points [P2] detected when two points
were presented. Figure 2 shows the predicted psychometric functions for
two of the wavelengths Wesner et al. (in press) used (546 nm in left
panels and 620 nm in right panels) as a function of the average number of
quanta absorbed when the stimulus consists of two points of light (other
modeling parameters are given in the figure caption). The upper left
graph is for a mosaic with a L/M cone ratio of 1:3, the middle graph is
for a ratio of 1:1 and the lower graph is for a ratio of 3:1. As can be
seen, with an increase in the density of "probability troughs" (created
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Figure 3. Data and predicted functions for a protanope (top panels)
and a color-normal observer (bottom panels). Details as for Figure
2. The model solutions for observer YY are: Pp is 0.61, C is 4 and

N is 2. For the protanope, Py is 0.00, C is 6 and N is 1 (data and
theoretical solutions from Wesner et al., in press).
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in the locations of the M-cones at longer wavelengths), the 620 nm
psychometric functions change shape and for the L/M cone ratio modeling
parameter, decreases lead to the P(l) function broadening, and the P (2)
function shallowing. For the 1:3 L/M cone ratio, to achieve a
probability of detection approaching 1.0, stimuli need be sufficiently
intense so that the M-cones in the mosaic each approach a 1.0 probability
of reaching the detection criterion. The change in the shape of the
psychometric functions with wavelength is the property of the model that
establishes the value of Pyp,.

Vimal et al. (1989) obtained data from 2 normal trichromats. Wesner
et al., (in press) added three more normal trichromats and also obtained
interpretable data from three dichromatic observers, two protanopes and
one deuteranope. For the dichromats, the prediction of the model is such
that parameter Pp, should converge to either 0.0 or 1.00 (i.e. only 1
active cone type). The only difference between fits with Py of 0.00 and
1.00 is found in values associated with scaling factors which act on the
position of the psychometric function along the relative radiance axis.
We assign the appropriate Pj, value based upon independent evidence from
spectral sensitivity. The minimum Chi-square residuals for each of the
protanopes occurred at Py, values of 0.00 and for the deuteranope the best
Py, value was 0.98.

Figure 3 shows data and best fit theoretical functions for two of
Wesner et al's (in press) observers, a protanope (PH) and a color-normal
observer (YY). As can be seen, the data are well characterized by the
best fitting theoretical functions. The psychometric functions for the
protanope at 546 and 620 nm are closely similar whereas these functions
differ systematically with wavelength for the color-normal.

Figure 4 shows estimates of the best P values derived from the
point source data and from the HFP data. Although the number of
observers is limited, there appears to be some congruence between the two
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Figure 4. L/L+M estimated for color-normal observers from the point
detection experiment as a function of L/L+M estimated from flicker
photometry. The squares are the solutions from the Vimal et al.
(1989) study and the circles are the best solutions from Wesner et
al. (in press). The vertical bars represent the Pj ranges defined by
the 98% confidence interval.
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TABLE 1la

MEAN AND STANDARD DEVIATIONS OF EQUILIBRIUM YELLOW WAVELENGTH

AUTHOR # OBSERVERS EQUILIBRIUM YELLOW SD

Dimmick & Hubbard, 1939 10 583 nm 2.9

Rubin, 1961 278 577 nm 2.0

Hurvich & Jameson, 1964 40 584 nm 3.4

Wallstein, 1981 16 580 nm 5.3
TABLE 1b

STANDARD DEVIATIONS OF FLICKER PHOTOMETRIC MATCHES OF "RED"
AND "GREEN" LIGHTS

AUTHOR # OBSERVERS SD (log units)
Rushton & Baker, 1964 197 0.100
Adam, 1969 175 0.077
Wallstein, 1981 16 0.056
Lutze et al., 1990 72 0.096
estimates. All observers show estimates of L/M cone ratio greater than

1:1 by both techniques, and the observers showing higher estimates by
flicker photometry also show higher estimates by the point source
detection paradigm.

PERCEPTUAL CONSEQUENCES OF INDIVIDUAL VARIATION IN L/M CONE POPULATIONS

The psychophysically defined chromatic channels are characterized by
their equilibrium hues. equilibrium hues are colors which appear
unitary or as psychologically equilibrium percepts. For spectral
colors, four equilibrium hues may be identified; red, yellow, green and
blue. The four equilibrium hues are used as parameters in color vision
models based on the perceptual aspects of color appearance (eg. Boynton,
1979; Hurvich and Jameson, 1955; Ingling and Tsou, 1977). For example,
equilibrium yellow is neither reddish nor greenish and is considered a
null (or balance) point for a red/green color opponent mechanism. To
achieve the correct spectral position for equilibrium yellow, the
weighting of the L- and M-cone contribution must be approximately equal.
Thus there is a difference in average weighting of the L- and M-cones
when the luminance and chromatic channels are computed. Is it possible
to estimate the spectral position of equilibrium yellow from the
estimates of the L/M cone populations? To examine this question we wish
to compare the individual differences in the cone weightings for the
luminance system with individual differences in the weightings for the
red/green chromatic system. The question we pose is: Can the locus of
equilibrium yellow be predicted by the estimated L/M cone ratio derived
from flicker photometry?

Two lines of evidence suggest not. The first is taken from a
literature survey of population data concerning HFP spectral sensitivity
and the spectral locus of equilibrium yellow, and the second from data
for both measures on a more limited number of observers.

A number of investigators report data on the spectral locus for
equilibrium yellow (Table la). The spectral location of equilibrium
yellow ranged from 577 nm to 584 nm and the standard deviation ranged
from 2.0-4.8. Additionally, Cicerone (1987) surveyed seven studies not
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included in Table 1la (total of 25 observers) and stated a range of 568-

588 nm. If we assume a mean of 580 nm and a standard deviation of 4.0,
then the expected values of equilibrium yellow in the population (+/- 3
SD) might range from 568 nm to 592 nm. If such variation were produced

by variation in relative populations of the M- and L-cones, then
(assuming the M-cone weight is twice as great for the red/green opponent
channel than for the luminance channel) flicker photometric ratios would
have a range of only 0.084 log unit. Literature data (Table 1lb) show a
far greater range of flicker photometric matches in the population, with
standard deviations of 0.07-0.10 log unit. The range predicted from 3
standard deviations of the equilibrium yellow population data represents
only about 1 standard deviation of the population flicker photometric
data (Pokorny and Smith, 1987).

A second line of evidence that L/M ratios and equilibrium yellow are
not linked can be found in Wallstein's (1981) data. He compared
equilibrium yellow with red/green ratios from heterochromatic flicker
photometry in 16 observers. Data were gathered at four field sizes,
0.5° 1.0° 2.0° and 4.0°. Here we report only the 2° data though the

same trends were found for all field sizes. Wallstein's first step was
to obtain values for equilibrium yellow in the same metric as the
heterochromatic flicker photometric ratios. He obtained estimates of

the spectral position of equilibrium yellow from a device with
continuous variation of wavelength and expressed the results in terms of
a transformation to the (Judd, 1951) standard observer. Wallstein's
observers also set a mixture equilibrium yellow using primaries of 545
nm and 670 nm (Figure 5). The correlation between the wavelength
equilibrium yellow (transformed to an R/G mixture) and the mixture
equilibrium yellow was 0.83, indicating that the observers were using
the same perceptual criterion in both cases. Further, the high
correlation indicates that prereceptoral filtering, which would alter
mixture equilibrium yellow settings but not wavelength equilibrium
yvellow settings, was not a significant factor in this study. Finally
the observers made an HFP match using the 545 nm and 670 nm primaries.
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Figure 5. Equilibrium yellow obtained by two methods. Mixture
equilibrium yellow was obtained by adjustment of the relative amount of
two primaries, 545 nm and 670 nm. For the second method, the
wavelength for equilibrium yellow was measured, and the result
expressed in G/R by transformation using the (Judd, 1951) standard
observer (Data from Wallstein, 1981).
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The correlation between the log R/G mixture equilibrium yellow and the log
R/G for heterochromatic flicker photometry was -0.4; the correlation
between the spectral equilibrium yellow expressed in log R/G (from the
colorimetrically transformed data) and the log R/G for heterochromatic
flicker photometry was -0.27 (Figure 6). Thus Wallstein's data show a low
association between equilibrium yellow and HFP in the incorrect direction.
In a further step, we can convert the R/G ratios to L/M cone ratios using
the Smith and Pokorny L- and M-cone spectral sensitivities. The L/M
ratios for heterochromatic flicker photometry have a range greater than
20:1, while the L/M ratios for equilibrium yellow have a range of only
2:1. The correlation of these L/M ratios is -0.29. This calculation
emphasizes that the variation in L/M ratio from flicker photometry is
large compared with that predicted by the variation in equilibrium yellow.
We suggest that, while HFP spectral sensitivities reflect receptor
populations, the normalization for the red/green chromatic mechanism
depends on other factors, perhaps on a normalization to the "average
white” of the individual's environment (Pokorny and Smith, 1977).
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Figure 6. Equilibrium yellow log G/R plotted against log G/R from
flicker photometry. The top panel shows equilibrium yellow as measured
by color mixture, the bottom panel shows results of measurement by
wavelength variation (Data from Wallstein, 1981).
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SUMMARY

Two techniques were used to estimate the L/M cone ratio, best-fit
linear sum of the L- and M-cone spectral sensitivities to heterochromatic
flicker photometric spectral sensitivity and psychometric function shape
for point source detection of lights of varying wavelength. Data from
five color-normal observers run on both paradigms all are consistent with
a preponderance of L-cones relative to M-cones though there are
individual differences in the estimates of L/M cone ratio. The observers
showed congruence in their individual results across technique. 1In a
separate study, the perceptual consequences of individual variation in
L/M cone populations were evaluated by looking for a relation between
flicker photometric spectral sensitivity and the spectral locus of
equilibrium yellow. No significant relation was found, suggesting that
receptor populations do not play a major role in the normalization of the
perceptual red/green opponent channel.
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DISCUSSION: BIOPHYSICS AND PSYCHOPHYSICS OF PHOTORECEPTORS

John Mollon

Dept. of Experimental Psychology
Downing Street,
Cambridge, England

Mollon: We have had this morning four masterly but heterogeneous papers, and I can
identify only one recurrent theme, and that is the numerosity and packing of the receptors. We
will take that as a general topic to discuss first.

Jim Bowmaker reported that in a large sample of cones from Old World monkeys the
L- to M- cone ratio comes out at unity; this value is different from the ratio obtained for a
somewhat smaller sample from human retinae, which was closer to the higher ratio required
by some psychophysical procedures. If this species difference is real, then it reminds us that
even macaques are not always going to be a suitable model for man. The organizers have set
us the task of correlating physiology and psychophysics, but we should remember that in the
time since our ancestors diverged from the catarrhine monkeys we have evolved all the changes
in the vocal apparatus and in the left cerebral hemisphere that allow us to conduct a linguistic
discourse; and therefore we should not assume there have been no substantial changes in the
visual system.

So the difference in cone ratios may be a real species difference, as may the difference
in the wavelength of peak sensitivity of the short-wave cones that Jim Bowmaker mentioned.
However, there is one thing that Jim did not have time to mention If you give him a monkey
retina, he can take his sample always within a couple of millimeters of the fovea, even if the
fovea is difficult to see under the dim red dissection-light. But the human retinae that he and I
get are invariably from cases of enucleation for melanoma, and we have to take the part of the
retina that either the surgeon or pathology is willing to give us. Often the melanoma may have
lifted away the foveola. So the ratios for human tissue are not to be taken as ratios for foveal
vision, whereas the monkey ratios are all drawn from close to the anatomical fovea.

I should like to move on to the psychophysical estimates of Joel Pokorny. The first two
methods that he discussed - flicker photometry and the ratio method - both give a predomi-
nance to the long-wave cones. I should like in a moment to ask Joel about the modelling that
Chris Tyler was offering at the Alpern Symposium, where he simply models the absolute cone
thresholds for small foveolar sources and finds he needs a ratio more like unity. But for now,
let us pass on quickly to the discrepancy with measurements of unique yellow. The variance
in unique yellow (the wavelength that looks neither reddish nor greenish) is much less than
would be expected from flicker- photometric studies of populations. My own view is that unique
yellow should behave more like a Rayleigh match than like flicker photometry. I put the view
forward in 1982 in 'Annual Reviews of Psychology’, but I suspect the idea goes back further.
Unique yellow is that wavelength that produces in the long- and middle-wave cones the same
ratio of absorptions as does the average illuminant of our world. That is to say, the tritanopic
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sub-system of our colour vision is in equilibrium for lights that produce the same ratio of quan-
tum catches as does the mean chromaticity that we experience in our everyday life; its job is
to signal departures from that equilibrium point. And therefore the variation in the population
should have the same characteristics as the variation in Rayleigh matches: it should depend on
the shape of the absorption curves and not at all on the relative numbers of long- and middle-
wavelength cones.

Unique yellow should also correspond to what is called Sloan’s notch. (In the case of
increment thresholds, the notch should perhaps be called the Stiles- Crawford notch, since those
authors were the first to report it for coloured increments on a white field). That notch, I
know experimentally, does correspond to the tritanopic equilibrium point. At ARVO in 1987,
Clemens Fach and I showed results for what happens to the Stiles-Crawford notch as you change
the colour temperature of the white adaptation field: the bottom of the notch always occurs at
the wavelength that lies on the tritanopic confusion line that passes through the chromaticity
of the field. So the notch has nothing to do with the relative numbers of long- and middle-wave
cones. In modelling it, we should, I think, take into account only the spectral sensitivity curves
of the long- and middle-wave pigments: the notch will occur when the ratio of absorptions in
those pigments is the same as the chromaticity of the background used in a given experiment.

That is one view of why unique yellow should not give the same result as flicker photometry.
Donald MacLeod , at the end of his talk, came to slightly different reasons for a conflict between
flicker photometry and unique yellow. When you change the chromatic adaptation of the eye
you produce more shift in the flicker photometric results than in unique yellow. Now, Donald
has a very ingenious way of accounting for this, by supposing that the adaptation is occurring
not grossly in the cones, but at synaptic sites for different bipolars.

Ihave an alternative suggestion about this particular experimental discrepancy, and it goes
back to an alternative view of what the subject is doing in flicker photometry. It’s a view that
I put forward in ’Die Farbe’ for 1987. Flicker does not tap an additive channel, as everybody
assumes. Rather, according to this view, the channel that we use in flicker photometry is a.c.-
coupled to both long- and middle-wave cones; and what the observer is doing at the final setting
is making a compromise. And of course this hypothesis has some physiological basis in the results
from Goettingen, in that at high adaptation levels there is a frequency doubling of the response
that is visible at the null setting when the response is minimal. If a person is a protanope and
you ask him to make a flicker-photometric null, it is straightforward what he has to do: he goes
for what Rushton calls the isolept, that is, the ratio of the two stimulus lights that produces
the same quantum catch in the middle- wave cones. And conversely, if he were a deuteranope,
he would go for the isolept for the long-wave cones. If he is normal, he has got to compromise,
and what he does is go somewhere in the middle, between the two isolepts. And by putting
his setting somewhere in the middle, he will give you something that looks extremely like the
photopic sensitivity function.

Now, in flicker photometry, subjects find it easiest to do the experiment if you allow them
to change the temporal frequency. If they can increase frequency so that only cone mechanism
is above threshold in the region of the null, then the setting is as convenient for them as it is for
a dichromat. This manoeuvre is particularly open to the subject if an asymmetry in the state
of chromatic adaptation increases the separation of the sensitivities of the cone mechanisms at
threshold. You may then find a bias totally in favour of one isolept or the other.

Lennie: Perhaps Jim Bowmaker would like to comment on the difference between his
measurements and the electrophysiological measurements of the S-cones.

Bowmaker: The S-cones have only been measured in both ways in macaques, and both
come out with a peak about 430 nm. Baylor’s group has not measured human S-cones, we have
measured very few but they always come out round 420 nm.

Dow: I want to ask about the ratio of the L- and M-cones at different eccentricities. You
suggested that perhaps in the centre in the foveola the ratio is closer to one to one, and then as
you proceed away from the foveola the ratio may drop to two to one with the long-wavelength
cones predominating. Maybe this is a kind of relative protanopia in the foveola, and perhaps
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this may assist our visual acuity in the sense that the chromatic aberration will be least for the
M-cones. There is a second point related to that, which has to do with the input to yellow cells.
I think the traditional view has been that the cone input to yellow cells is a sum of the L- and
M-cones, both acting in a positive way. But there is some evidence from single-cell recordings
that the cone input to yellow cells may actually be entirely from the M-cones, and that the
L-cones and that the L-cones may provide largely inhibitory input to yellow cells, and this may
also make yellow cells have a higher acuity than red cells.

Shapley: There are actually some data about the possible dependence of L and M ratios
on eccentricity. One comes from measurements of 7 mechanisms, which show no difference,
and the other comes from the Stabells’ measurements of the photopic luminosity function with
eccentricity, showing no difference whatsoever at longer wavelengths than 500 nm. There is a
difference in the S-cones’ possible input to luminosity, but zero change in the L and M cones.
So two very good quantitative psychophysical experiments indicate very little difference in the
L- to M-cone ratio with eccentricity.

Mollon: I have a counter-comment, which is that there are some long- forgotten data of
Stiles [Documenta Ophthalmologica, 1949] that suggest a rapid and striking variation in 75 to
74 Tatios across the one degree of the central foveola.

Creutzfeldt: Most neurophysiologists agree that the ratio of red-cone excited cells far
exceeds the number of M-cone excited cells all the way up to cortex. I wonder what that means
when we hear that in sub-human primates the cone ratio is one-to-one, while if you take all the
literature together, all come up with at least a two-to-one ratio in the parafoveal region.

Lennie: I want to dispute the observation. A couple of observations suggest that the ratio
might be two-to-one, but in fact if you look at a large number of published observations, the
ratios are very close to unity in the LGN. In our observations there are no doubts about it. I
had thought, like you did, that the published observations favoured a two-to-one ratio, but that
is not the case.

Mollon: I should like to ask John Krauskopf whether he has any comments on Professor
Pokorny’s technique, and then I should like to ask Joel himself whether he has any comments.

Krauskopf: I would support one of the points that was disputed earlier. I think our
experiments in the Dark Ages do support the idea that detection is mediated by the signals that
pass through individual cones. I don’t mean to say that detection is determined in individual
cones, but particularly the fact that the saturation judgements people made, saturated reds and
saturated greens, were the only judgments that decreased in relative frequency with frequency
of seeing, argued that single cones did mediate a very high percentage of detections. So that
supports the methodology.

Pokorny: You asked me about Tyler’s work. I am reluctant to talk about Chris’s work
when he is not here, but the experiments he reported on were data of Graham and Hsia, Guth,
and Hurvich and Jameson, and none of those experiments used small, brief stimuli. The exper-
iment that would be comparable with ours was Hood and Finkelstein’s, and they obtained a V1
spectral sensitivity..The other question was the one of unique yellow, and our view is very similar
to yours, and that is that there is some life-averaged illuminant, and our colour judgements are
made relative to that.

Williams: Can you clarify your results on unique yellow in comparison with Carol Ci-
cerone? Are you in conflict there?

Pokorny: We are in conflict and I don’t understand it. David Wallstein in our lab in 1981
found a slight negative correlation, and Carol finds a strong positive correlation between unique
yellow and flicker photometry. Her methodology looks good to us, our methodology looks good
to her: it’s not clear to me what’s going on.

MacLeod: With the model relating detection to the cone mosaic, your model assumes
that individual cones determine threshold by responding if and only if they absorb a large
number of quanta, you showed 5 quanta. This feature seems implausible, for evidence suggests
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that cones are linear transducers and in view of the psychophysics of spatial summation, which
does not seem to provide an advantage for small stimuli, as such an assumption would require.
How important is this assumption?

Pokorny: We have been working on a model incorporating different criteria and areal
summation, and we hope to get a crisp answer.

Shapley: This is a question about the species differences between man and other primates.
Two comments, one from Peter Schiller, which is that the photopic luminosity function for
macaques is rather similar to that of humans, so that if it were determined by cone numerosity,
you might expect that in fact the cone numerosities were similar for macaques and humans.
Peter tells me that the luminosity functions are not exactly the same, but they are really much
closer than a two to one ratio would lead you to believe. The other point is that in Barry
Lee’s experiments and in ours on equal luminance points for macaque ganglion cells, we get very
good agreement between macaque M-cells and human data. So I think we should be cautious
about jumping to the conclusion from one set of data that humans are very different from the
macaques.

Hayhoe: This has nothing to do with numerosity: I am just picking up on your comment
on Donald’s work. Can either you or Donald take your suggestion one step further as to how
your idea of what is going on in flicker photometry relates to his results with different gains for
unique yellow and flicker photometry?

Mollon: What I was suggesting was that in a judgement of hue you must use both classes
of cone, but if you are making flicker photometric settings you may, depending how you are
adapted in the experiments, go towards one isolept or towards the other isolept. You may may
be able to place yourself in a region where you are getting modulation from only one class of
cone.

MacLeod: I also missed the rationale for that in terms of your idea that the observer
might be monitoring the L- and M-cone signals independently. It is not very clear to me why,
if he does that, which I find very implausible to begin with, he should then vary all the way to
one or the other as the adaptation conditions change. But I also want to register my scepticism
about that basic view of flicker photometry, because I am one of those who adhere to the
standard model where there is a single colour-blind channel that responds to rapid flicker, and
adds together the signals from the L- and M-cones. And I wonder whether your model can
explain such things as the very strong dependence of flicker sensitivity on the relative phase
of the L- and M-cone stimuli, and on their relative amplitude. One finds a very pronounced
trough in sensitivity as one varies relative amplitude or phase, and I cannot really see how that
is explainable with a model that keeps the two cone signals separate at the seat of consciousness,
the Helmholtz model as it were of the visual system. I also don’t see why the observation of
frequency doubling that you cited as support for your view, does support your view. It seems to
me that it is exactly what would have been expected on the classical model that you are arguing
against. When you have arranged for the L- and M-cone signals to cancel in that model, then
the fundamental disappears, and all that is left is harmonic distortion, the frequency doubling.

Mollon: It’s not a Helmholtzian model in that you don’t consciously have access to the
signals from the two classes of cones. The model says that, at a very early stage, the channel on
which flicker photometry depends (perhaps the magnocellular pathway) is ac-coupled to both
classes of cones, so that any modulation in the L- or M-cones is passed on. The great Instrument
Maker wouldn’t design a transient-detecting channel that allowed transients in different cones
to cancel out. If that were the case, when you got yourself between the isolepts for the long- and
middle-wave cones, then you would see the residual transients from the two classes of cones. But
once you get outside, when you go beyond one isolept or the other isolept, then both classes of
cones must be changing in the same direction. Then you will get your response that is dominated
by the fundamental frequency

Lee: Physiologically, it would seem that when this frequency-doubled response becomes
too large, the subjects do report difficulty with the task. Also, a marked degree of cancellation
of the M- and L-cone signals does seem to occur in M-cells. It would seem that subjects can
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only perform the task when M- cells are performing predominantly in an additive and linear
manner.

Mollon: It always seems to me dangerous that the flicker photometrists allow themselves
to change the frequency, which may allow oneself to get oneself into that narrow region between
the frequency at which neither class of cones is detecting the flicker and the lower frequency,
at which both are. Anyway we have spent too long on what to me are private issues. And I
should like to pass along to discuss Dave Williams’ very fresh and novel account of the Brewster
colours.

Walraven: I would ask of Dave Williams and Joel Pokorny that in their analyses they
start with random M- and L-cones, but the the S-cones were very strictly arranged. On the
other hand, you say it doesn’t make much difference for the analysis whether cones are strictly
arranged or not. Are there reasons to assume that we don’t need ordering of the cones, is that
a better hypothesis or is it better to have the cones organised? You do have receptive field
organisation, which implies order in retinal connectivity.

Williams: One comment I would make is that if the two overall cone mosaics were quite
regular to begin with, really crystalline, then it could make a substantial difference for visual
performance, whether you had a regular assignment rule for L- and M-cones versus an irregular
one. In fact, taking all the cones together, the array is reasonably distorted to begin with. No
matter how well you try to assign M- or L-cones in a regular arrangement, you are stuck with the
essential disorder in the mosaic, you can never produce a very regular packing scheme. So that
tends to reduce possible discrepancies in performance between a perfectly crystalline assignment
rule and a random one.

Walraven: You showed this picture of the foveal mosaic, and it looked like a regular array
to me, only you had to fill in the red, green and blue spots.

Williams: I wouldn’t want to argue there is a compelling case for a more random scheme,
but there is some evidence for it. Most people describe Brewster’s colours as quite irregular, and
they don’t appear as you might expect from regularity. We have done other experiments, where
I attempted to isolate the M- or L-cone with chromatic adapting backgrounds, and in that case
you would expect a kind of luminance aliasing for a cone sub-mosaic, like the luminance aliasing
I described for the cone mosaic as a whole. We fail to find this under the best conditions we can
devise. This tends to suggest that the arrangement of the sub-mosaics is random. Also, it is
well known now in a number of studies that there is very little difference in visual acuity when
L- or M-cones are isolated or with both together. This is not compelling evidence either, but it
does favour a kind of random packing scheme.

Krauskopf: A question about the question of randomness. In your model calculations, if
you shift the grating around, do the colours shift a great deal? With eye movements, this might
relate to arguments for a random distribution.

Williams: We considered the possibility of eye movements as the source of the discrep-
ancy, but the effect is a lot less than we expected. We have little direct evidence, but Orin
Packer and I have done a number of studies on the visibility of luminance aliasing in very high
spatial frequencies, around 120 cycles/degree, and we find almost no effect of eye movements.
The temporal frequency bandwidth for luminance detection is higher than for chromatic detec-
tion, and it may be that in the chromatic case you can get temporal smearing through the eye
movement more easily. But my hunch is that eye movements don’t play a major role.

Mollon: We have not discussed at all MacLeod’s paper, in which he suggested that cones
locally adapt and rods don’t seem to at all, persuasive because Donald gave us a functional
reason why it is so.

Spillmann: Westheimer’s results on lateral desensitisation and sensitisation suggest that
there are adapting pools for rods as well as cones. Pools for the cones, however, are smaller than
those for rods. Could the difference between ‘local’ adaptation (cones) and ‘global’ adaptation
(rods) in your experiments be attributable to the difference in pool size? Furthermore, do you
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find ‘local’ adaptation for cones also in extra-foveal vision where pool size has been shown to be
larger than in foveal vision?

MacLeod: Some results I showed were obtained for eccentricities up to 20°, so that is one
comment. In our experiments, the line spread function for cone adaptation are proportional to
the inner segment size of an individual cone. These spread functions are very much smaller than
those of Westheimer. I think in the situation Westheimer used, with small steady backgrounds,
additional factors come into play. Specifically, small adapting fields may saturate a bipolar cell
which can then be relieved by horizontal cells on expanding the background. In our experiments
with gratings local saturation of bipolar cells should not happen. In answer to the second ques-
tion, the difference-frequency grating experiments do indicate strictly cone-system sensitivity
regulation for parafoveal as well as for foveal vision, although the point-spread function for the
parafoveal case is broader in proportion to the cone inner segment diameter.

Rodieck: In terms of rods, how does the rod summation pool compare with the dendritic
field size of rod bipolars or the spatial acuity of rod monochromats.

MacLeod: We have made those comparisons as best we could, but tentatively the pool
is a little larger than the dendritic field of the rod bipolar, and the pool is a little smaller than
the spatial integration in rod vision.

Walraven: There is a lot of literature on spatial integration in cones differing when you
have small and large test spots on a background and measure adaptation. Is there still room
for the idea that when you have higher luminance you decrease the integrating area, or is there
just one cone to work with all the time?

MacLeod: It is true that psychophysically, when measuring the dependence on sensitivity
on background intensity for test stimuli of different sizes, the change of sensitivity is greater for
large flashes at threshold than for small ones, and that is at first sight inconsistent with a strictly
local adaptation process. On closer reflection, it turns out to be consistent with such a local
process, because in those experiments when threshold are measured for large and small flashes,
there is a purely local difference between the two test stimuli situations, and specifically the
small flash at threshold is locally of much higher intensity that the large one. So one can in fact
in principle explain the different threshold elevations for large and small flashes with a model
in which local adaptation in the cones or at some other local stage of processing attenuates the
responses to weak stimuli by a greater factor than it attenuates responses for strong stimuli.
And we actually tested that conjecture and the results that we got suggested that the effect of
adaptation is indeed only a function of the test stimulus intensity and not of its size. Specifically,
the dependence of apparent brightness for large test flashes goes along with the dependence of
threshold for small test stimuli of the same intensity on the different backgrounds. I trust that
is totally obscure.

Hayhoe: I wondered if your results are quantitatively consistent with recent physiological
results in the cat, showing some adaptation in the rods by some authors whose names I cannot
remember.

MacLeod: That was Tomoto, Nakatani and Jal, though they have evidence that their
results applied to other animals beside the cat, their results are not inconsistent with those
I showed psychophysically, because in their paper the rod sensitivity drops to half with an
illumination of 35 quanta/rod/sec. That is a level that is not very far below rod saturation, and
quite a lot above cone threshold, so that if the rods were completely blind at that illumination
level, the difference in vision will not be conspicuous. Down at the level where we depend on
the rods to see, quantum fluxes are not more than about one quantum/rod/sec. That is where
our experiments were done. I might mention that in some unpublished experiments that Mary
Hayhoe and I did years ago, we were unable to find that bleaching the rods can ever protect them
from saturation by steady backgrounds. That psychophysical result may indeed be somewhat
difficult to reconcile with the physiological data cited above.

Mollon: There are many parts of the speaker’s papers that we have not discussed; we
must apologize to them.
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TRANSITION FROM PHOTOPIC TO SCOTOPIC LIGHT ASSESSMENTS

AND POSSIBLE UNDERLYING PROCESSES
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INTRODUCTION

Mesopic vision covers the intermediate range between photopic and
scotopic vision, when both rods and cones are active. The transition from
photopic to scotopic vision produces a change in the overall spectral sen-
sitivity of the visual system, which is manifested as the Purkinje shifrt,
and which is attributed to a progressive change from cone activity to rod
activity. Assessment of mesopic vision is complex and what 1is actually
happening in mesopic vision is not fully understood.

Many researchers have determined mesopic luminosity curves, mainly
using the Direct Comparison Brightness matching method (DCB) (Walters and
Wright, 1943, Kinney, 1958, Palmer, 1967, TIkeda and Shimozono, 1981,

Sagawa and Takeichi, 1986). There is overwhelming evidence that mesopic
luminous efficiency curves cannot be described using linear combinations
of photopic and scotopic functions. Rather than a simple systematic

change of sensitivity curves from photopic V(X) to scotopic V'(X), the
transition curves display distortions in shape.

Measurements by heterochromatic flicker photometry (HFP) have also
been reported. Walters and Wright (1943) preferred to avoid "uncertainty"
in interpreting results obtained by the flicker method, so found it

"not-satisfactory" for low-brightness photometry. Palmer (1966) also
found this, when, on himself, he made both flicker and direct comparison
10° matches at 62 and 6.2 Td for the whole spectrum and at 0.62 Td for
short wavelengths only. He found a significant departure from his DCB

matches. Kinney (1964) concluded that it was "inadvisable" to wuse the
flicker method for mesopic viewing conditions, because of the low speeds
needed at these luminances. Nevertheless, Ikeda and Shimozono (1978) in-
vestigated the effect of temporal frequency on light assessments, on 1°
fields and at 1.2 log unit higher than the absolute threshold for a white
reference light. They showed that, even with low frequency alternation,
provided that the criterion used is minimum flicker perception, an ob-
server can obtain luminous efficiency values which agree closely with
higher frequency photometry. This contradicts previous results from Sper-
ling (1961) who has noted that the spectral sensitivity function obtained
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by flicker photometry on a 45’ field with a dark background, presents the
same humps and dips as the curve obtained at dark-adapted threshold.

The CIE has documented 5 methods of computing mesopic brightnesses
(CIE, 1989). All methods predict an equivalent brightness in approximate
agreement with experimental visual direct comparison brightness matches
performed by observers on 10° fields over the entire mesopic range.
However, the formulation is strictly empirical and does not relate to any
proposed mechanism of mesopic vision.

In the photopic domain, where colour vision is trichromatic, the
roles of the spatial and temporal parameters have been shown to be impor-
tant. High spatial frequency or high temporal frequency stimuli yield
approximately additive light assessments based on the V(A) luminous effi-
ciency function, while extended and steady stimuli yield non-additive as-
sessments (Kaiser, 1971, CIE 1978). 1In the scotopic domain, where rods
are the only contributing receptors, visual functioning is greatly simpli-
fied. In the mesopic domain, additional problems occur as sub-additivity
and supra-additivity failures have been observed with brightness matches
(Nakano, Ikeda, 1986, referenced in CIE, 1989) and as the state of adapta-
tion of the whole retina is predominant (Yaguchi and Ikeda, 1984).

Until recently, a model built on cone inputs and 3 channels - an
achromatic one and 2 chromatic opponent ones - was sufficient to describe
a large amount of psychophysical data (Guth et al., 1980). Only the
achromatic channel was assumed to contribute to flicker judgments, while
the achromatic channel and the chromatic opponent channels were assumed to
mediate brightness.

However, based upon electrophysiological data, no evidence exists of
only three channels at photopic levels or of three neural substrates for
these channels. Moreover, doubts have arisen over the assumption that a
unique neural pathway would specifically code for luminance (Mollon, 1987,
Zrenner, 1987) and that specialized pathways would sustain the two
chromatic channels. Firstly, several physiological pathways are candidate
for an additive achromatic channel in which the summation of cone contri-
butions provides a V()\) shaped spectrally sensitive mechanism. Secondly,
the same colour-opponent ganglion cells are able to change their behaviour
from antagonistic to synergistic, depending upon the temporal frequency of
the stimulus (Zrenner, 1983). Besides, at scotopic levels, psychophysical
observations imply that rod signals travel through two retinal pathways
(Sharpe et al., 1989) and physiological findings show that rods have
several ways of connecting to ganglion cells (reviewed by Frumkes and
Denny, 1987). Therefore, in the mesopic domain, where the rods and the
three types of cones are operating, one can expect as many functioning
mechanisms as there are in the scotopic and the photopic domains together,
and there may be additional complexities originating from rod-cone inter-
actions. Therefore, from a physiological perspective, only the receptor
stage of the former scheme remains valid, whereas conceptualizations of
post-receptoral stages have become increasingly complex.

An effective way to examine a multiple channel hypothesis is to test
the same subjects with several experimental tasks. In this paper, a pro-
cedure is used which was designed to compare relative spectral sensitivi-
ties using HFP and DCB over the full mesopic range. The results reveal
several aspects of mesopic processes.
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EXPERIMENTS AND RESULTS

I shall report on three series of experiments in which the same ob-
servers were asked to assess HFP matches and DCB matches of monochromatic

lights at several mesopic levels. The field size was 10° and the refer-
ence was a 3800K white.

Fig. 1. Relative spectral sensitivities (right ordinates) at 445,
560 and 630 nm of the normal observer FV using HFP (%)
and DCB techniques () at different illuminance levels.
Abscissae: retinal illuminance produced by the white
3800K reference. Ordinates: ratio of the retinal illumi-
nance of test and reference. All photometric measurements
are in photopic trolands. Error bars show the standard

deviation of 30 matches recorded during 3 sessions. Field
size is 10°.
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For each wavelength, matches were recorded during 3 sessions. Each
session was divided in blocks of adaptation and measurement, including one
minute or more of adaptation to the illuminance level and to the flicker
configuration, 10 flicker matches, one minute of adaptation to the illumi-
nance level and to the direct comparison configuration and 10 direct com-
parison matches. The luminance was then decreased by 0.5 log unit and the
next block of adaptation and measurement was run. Timing of each session
was strictly controlled in order to ensure adaptation to the illuminance
level and to the spatial and temporal stimulus configuration. For HFP
measurements, the observer was free to adjust the flicker frequency to as-
sess the most reliable match (Chiron and Viénot, 1988).

In the first experiment, we concentrated on wavelengths which are
known to reveal the characteristics of HFP and of DCB: 445 and 630 nm,
where DCB sensitivity is high as compared to HFP sensitivity at photopic
luminous levels, and 560 nm where they are almost equal (Wagner and Boyn-
ton, 1972). Three normal observers participated in the experiment.

Figure 1 shows that the changes in relative spectral sensitivity as a
function of retinal illuminance given by HFP and by DCB are clearly dif-
ferent (fig. 1). Flicker changes are composed of two branches. The dis-
ruption appears in the range from 1 to 3 photopic Troland and is
accompanied by a change in the flicker frequency chosen by the observer.
Within each branch, the red scotopic branch excepted (this case will be
examined in the third experiment), the spectral sensitivities show a
reverse Purkinje shift, quite marked on the red photopic branch and mod-
erate on the others. For 445nm, at 1Td, the match is greatly influenced
by the flicker frequency. Left graph on figure 2 shows the results of one
observer who has been able to assess two different matches, using two

Fig. 2. Relative spectral sensitivities at 445 nm measured by the
normal observer AC using HFP (¥ ) and DCB ((Q) techniques
at different illuminance levels, from two separate ex-
perimental sessions. Lower graphs show the temporal fre-
quency chosen by the observer in order to assess the most
reliable flicker match. Dispersion bars are standard
deviation of 10 matches recorded during the session.
Other details as for figure 1.
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slightly different flicker frequencies. This possibility explains the
large dispersion at 3 Td on figure 1, which results from averaging set-
tings which were positioned on one or the other branch. With DCB, the
transition from  photopic 1levels to scotopic levels 1is smooth.
Intra-observer variability of DCB assessments is small, provided that the
test/reference illuminance ratio 1is slowly adjusted (around 0.5 Hz).
Then, when adjusting his match, the observer is aware of following some
"center of gravity of light" which gently moves from one side to the other
as the balance of light is varied.

A second experiment was completed with dichromatic observers (Viénot
and Chiron, 1990). Two protanopes and three deuteranopes participated us-
ing exactly the same conditions as in the first experiment. As far as red
matches are concerned, the reverse Purkinje shift obtained with HFP at
high mesopic levels was considerably reduced, compared to normals, by the
same amount for protanopes and deuteranopes. At low mesopic levels, the
pattern of HFP matches versus DCB matches depends upon the type of defect.
With protanopes, the HFP curve and the DCB curve cross somewhere between 1
and 0.03 Td, with the flicker sensitivity becoming significantly lower
than the DCB sensitivity at the lowest scotopic levels. With deu-
teranopes, the HFP curve joins the DCB curve at 0.1 Td, then running
parallel to it (fig. 3).

In a third experiment, we extended the comparison of HFP and DCB
matches to several long wavelengths and added two experimental illuminance
levels toward the scotopic domain (fig. 4). The actual experiment was
made with 3 normal observers. An overall examination of HFP curves ob-
tained with observer JL who gave typical results, show that (i) the ampli-
tude of the reverse Purkinje shift on the photopic branch continuously
increases from a null value around 560 nm (not shown, similar to the
results of observer FV in figure 1) to a maximum around 610 nm. (ii) The
low mesopic branch resembles a plateau which is progressively shifted to-
ward the scotopic end (0.003 Td) as the wavelength increases and is no
longer observed beyond 610 nm. Consequently, between the two branches,
the HFP sensitivity changes abruptly and passes the DCB sensitivity.
(iii) The temporal frequency adjusted by the observers to assess HFP
provides auxiliary information. On the photopic branch, it decreases from
over 20 Hz to more than 10 Hz when illuminance decreases to 1 Td. Then it
remains stable around 10 Hz until the sensitivity reaches the other branch
and finally decreases to about 5 Hz when the matches settle on the
scotopic branch. Intra-observer variability is small.

Fig. 3. Average relative spectral sensitivities at 630 nm of 2 pro-
tanopes (left) and 3 deuteranopes (right) wusing HFP (3K)
and DCB (Q) techniques at different illuminance levels.
Other details as for figure 1.
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To summarize the experimental results:
1) The HFP and the DCB techniques yield significantly different assess-
ments over the whole mesopic range.
2) As far as the HFP assessments are concerned, the mesopic domain is
split in two parts: a high mesopic section which is photopically related
and a low mesopic section which 1is scotopically related. At long
wavelengths, the flicker relative spectral sensitivity on the photopically
related section increases sharply as illuminance decreases and is asso-
ciated with a decrease in temporal frequency. However, dichromats do not
show such a large sensitivity enhancement.
3) As far as the DCB assessments are concerned, the change in relative
spectral sensitivity following a change in illuminance is smooth.

Fig. 4. Relative spectral sensitivities at 575, 590, 610 and 630
nm of normal observer JL wusing HFP (%) and DCB (Q)
techniques at different illuminance levels. Lower graphs
show the temporal frequency chosen by the observer in
order to assess the most reliable flicker match. Other
details as for figure 1.
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DISCUSSION

The HFP and the DCB processes show considerable differences

"Mesopic vision" means "vision intermediate between photopic and sco-
topic vision", where both the rods and the cones are active. However,
there should be different terms to distinguish between the two situations
which we have encountered. 1In the DCB experiment, the wide mesopic range
corresponds to a progressive transition from photopic process to scotopic
process. In the flicker experiment, in terms of cooperation between pho-
topic vision and scotopic vision, there is no mesopic range.

With two so different functions for assessing light in the mesopic
range, mesopic operation cannot be defined as a simple reduction of a
trivariant photopic operation to a univariant scotopic operation.

In terms of mechanisms, the considerable differences between HFP and
DCB over the mesopic range makes it unlikely that the two mechanisms share
the same pathway, although the receptor inputs are similar in both situa-
tions. Neither can the flicker spectral sensitivity, which is discontinu-
ous in the middle of the mesopic range, be a constituent of the DCB
spectral sensitivity which shows a continucus transformation over the
whole mesopic range. As a consequence, even if the DCB matches were pro-
cessed at a higher level than the HFP assessments, mno hierarchy between
the two processes should be assumed.

The questions addressed to the neurophysiologists is to find two dis-
tinct neural substrates for the HFP and the DCB processes, with an early

separation based on temporal parameters.

The flicker processes

a. The presence of a photopically related section and of a scotopi-
cally related section which appear distinct all over the spectrum suggests
two different flicker processes: photopic and scotopic. The transition
between the two domains is represented as a discontinuity. When this is
narrow, as with blue matches, there 1is almost no overlap of the two
clearly separate domains. When it is wide, as with red matches, the dis-
continuity further indicates an absence of natural cooperation between the
photopic and the scotopic activities. (In this case, the task is wvery
hard to perform). Two underlying processes could account for these ex-
perimental results.

b. As far as the photopic flicker process 1is concerned, three

characteristics stand out. (i) It is operative at retinal illuminances
higher than 1 photopic troland. (ii) Its spectral sensitivity is change-
able. (iii) It is sensitive at high temporal frequencies.

The lower bound at 1 photopic troland has appeared with all
wavelengths and with all observers. It is linked with cone thresholds
(Boynton and Whitten, 1970) and serves as a valid photopic limit for other
functions, such as CFF.

The reverse Purkinje shift, which provides evidence for a change in
spectral sensitivity of the photopic flicker process, was mentioned as
early as 1912 by Ives who worked above illuminations where he could secure
reliable flicker with 5.2° x 8.6° fields, both with the flicker method and
the CFF method (Ives, 1912a, 1912b). It has also been reported by De
Vries (1948) who found that the luminous efficiency of red lights vs green
ones, using 1.6° field, is less when the illuminance increased to over 50
Td with normal and protanomalous observers, but not with dichromatic or
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deuteranomalous observers. It has been noted by Landis (1954) in a study
of the effect of colour as a determinant of CFF. Non-linearity of flicker
matches between a 680 nm light and a 550 nm light above 10 Td has been
found by Ingling et al. (1978).

The presence of the reverse Purkinje shift means that the flicker

channel is not an additive channel. Three additional observations give
hints of antagonistic activity aroused with flicker in the high mesopic
range. Firstly, the reverse Purkinje shift on the red photopic branch is
considerably reduced with dichromats. Presumably, this reflects a loss in
colour-opponency originating from the absence of one cone input in
red-green dichromats. This result 1is consistent with the findings of
Pokorny and Smith (1972) that luminosity measurements obtained on di-
chromats by HFP and DCB paralleled the absolute threshold spectral sensi-
tivity over the luminance range 4 - 400 Td. Secondly, with normal
observers, the reverse Purkinje shift increases from 560 to 610 nm. This
is the wavelength where increment threshold spectral sensitivity, which is
known to address antagonistic mechanisms, is at a maximum (Sperling and
Harwerth, 1971) with normal observers but not with dichromats (Verriest
and Uvijls, 1979). Thirdly, lower frequency may allow antagonistic
mechanisms to mediate responses. The flicker frequency adjusted by the
observer to assess the most reliable flicker matches decreases con-
tinuously from over 20 Hz at 100 Td to 10-12 Hz around 1 Td. Several au-
thors have agreed about the existence of an achromatic channel with a
maximum modulation sensitivity around 10 Hz, and an opponent-colour chan-
nel, approximately lowpass, with a maximum sensitivity around 2 Hz. After
Kelly and Van Norren (1977), the flicker response is controlled by these
two frequency-bands. Then a decrease in temporal frequency, which neces-
sarily accompanies the lowering of illuminance is capable of favouring an
antagonistic response. Conversely, an increase in temporal frequency
would favour the achromatic response, as it does in the photopic range.
We suggest that the characteristics of HFP in the high mesopic range might
indicate that flicker matches are not taken over by an achromatic channel
per se but only by a channel whose spectral sensitivity happens to become
the V(X)) at high temporal frequencies.

Extra difficulties arise since retinal organization changes with ec-
centricity. Between 3 and 0.3 Td, all the observers have noticed the in-
homogeneity of the flickering field. 1If the test radiance was adjusted in
order to null the flicker sensation in the periphery of the field, but not
in the center, then the long wavelength test looked too dark at 3 Td, com-
pared to the reference, but too luminous at 0.3 Td. This resembles the
phenomenon described as the yellow spot effect by Ives (1912a). He has
reported that, on 6° field, the Purkinje shift appears with the DCB and a
reverse Purkinje shift with the HFP, but both shifts are reduced on 2°
fields. Clearly, there is a difference in flicker processing between the
fovea and the parafovea. Reporting on flicker detection, Coletta and
Adams (1986) have shown cone inhibition at nearly photopic levels (10-30
Td), which is cone shaped in the fovea, but resembles the R/G responses in
the parafovea.

c. As far as the scotopic process is concerned, its slow temporal
characteristics are obvious: The frequency curve for blue matches shows a
sudden fall from 12-14 Hz to 8-9 Hz at 1 Td, where the assessments jump
from the photopic branch to the scotopic branch. For all wavelengths,
every time an observer settles his matches on the scotopic branch, he ad-
justs the rate lower than 10 Hz. At very low illumination, he can easily
operate at a frequency as low as 5 Hz. However, the decrease in frequency
may reflect a property of the rods themselves or of their immediate con-
nections.
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d. Transition from the photopic flicker process to the scotopic
flicker process: when the observer switches from photopic flicker to sco-
topic flicker (below 1 Td), he sets the frequency slightly over 10 Hz and
approximately maintains this rate for all the assessments which are on the
transition branch between the photopic and the scotopic sections. But
this is only a provisional expedient. Actually, the flicker sensation
passes through a flat and wide minimum, around which very small imbalances
of the test and the reference radiances make the flicker appear, and small
increases in the flicker rate make it disappear. This is consistent with
the phase shift between the cone signals and the rod signals assumed by
MacLeod (1972, Sharpe et al., 1989). According to these authors, at
mesopic levels and 7.5 Hz, neural signals are in phase when the stimuli
are out-of-phase. The slight but significant rebound of the flicker fre-
quency at illuminances just below 1 Td is a consequence of the observer’s
search for a best phase shift to optimize the detection of flicker.

The results concerning low mesopic assessments of red light by the
dichromats are surprising. Whereas inter-observer variability among nor-
mals made unclear whether the HFP sensitivity joined the DCB sensitivity
at scotopic illuminances, the relative positions of HFP and DCB assess-
ments clearly differ for dichromats. With deuteranopes, HFP sensitivity
gets closer to brightness sensitivity around 0.1 Td, and the two sensi-
tivities develop in parallel toward the lower scotopic illuminance levels.
Alternatively, with protanopes, HFP sensitivity falls under DCB sensi-
tivity below 1 Td. This means that in the low mesopic domain at long
wavelengths, if only red cones are involved, as in deuteranopes, the
flicker assessments do not reach the scotopic plateau and a stable sco-
topic flicker process cannot be reached, although the brightness process
develops normally.

To summarize the characteristics of the flicker processes, there seem
to be two. The photopic flicker process originates from cones. It 1is
sensitive to high temporal frequencies. Its spectral sensitivity, somehow
additive at photopic illuminances and above 20 Hz, changes with the
decrease of illumination and/or the lowering in temporal frequency and
tends to reflect antagonism at 10 Hz. The scotopic flicker process
originates from rods. It is sensitive to low temporal frequencies only.
Its spectral sensitivity could reflect some red cone - green cone asym-
metry. These two processes share a common section which is sensitive to
temporal frequencies from 5 Hz to over 25 Hz. At temporal frequencies
just above 10 Hz, the photopic flicker process and the scotopic flicker
process outputs are nearly out-of-phase, rendering the cooperation between
the two processes impossible.

The question addressed to the neurophysiologist is to find two neural
pathways originating from cones and rods respectively, with appropriate
temporal responses and adaptation characteristics. For the photopic
flicker process, neural units should change their spectral sensitivity.
For the scotopic process, the neural units should be fed with a red
cone-green cone asymmetry.

The direct comparison brightness matching process

We noticed that some observers obtained the most reliable DCB assess-
ments when the ratio of the test and the reference radiances were varied
slowly, at about 0.5 Hz. This was very critical in the mid-mesopic and
the low mesopic range, where a more rapid rate suddenly upset the apparent
balance of brightness of the two half-fields. When adjusting the illumi-
nance ratio, the observer could use the criterion of "center of gravity"
to judge the brightness balance. With such a criterion, he was able to
judge the appearance of light over the totality of each half-field and to
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search for a balance of luminous levels between the two, thus departing as
far as possible from a MDB judgment.

In terms of processes, all the receptor inputs converge to the
brightness matching process. It is a very slow process, its sensitivity
being maximal around 0.5 Hz.

The question which I would like to address to the neurophysioclogist
is to find a pathway to the cortical level, where rod and cone inputs
would be pooled at some stage. This pathway should contain slow neural
components resulting in a maximum modulation sensitivity around 0.5 Hz.

We suggest that the neural units involved at the last stage should receive
non-localized brightness signals in order to ensure the brightness assess-
ment is based on a centre of gravity of light.

CONCLUSION

We have outlined the characteristics of a photopic flicker process,
of a scotopic flicker process and of a brightness matching process that
describe the assessments of light that normal and dichromatic observers
make over the full mesopic range. Considerable differences appear between
these processes. Spectral sensitivity and temporal frequency data suggest
that the processes are segregated and that the flicker processes do not
contribute to the brightness process.
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INTRODUCTION

Psychophysical and electroretinographic observations in normal and achromat observers suggest that
human rod signals travel through two retinal pathways (Conner, 1982; Sharpe, Stockman & MacLeod, 1989;
Stockman et al., 1991). One pathway--slow and sensitive--is accessible in the dark; whereas the other--fast and
insensitive--becomes prominent at higher intensities. These two pathways must diverge at or before the outer
plexiform layer, since both the slow and the fast signals are evident in the b-wave of the electroretinogram
(ERG). But, because the two signals can also be demonstrated to interact and extinguish the b-wave, they prob-
ably also reconverge at a very early stage in the retina. These findings accord to some extent with anatomical
and electrophysiological observations of the mammalian retina.

PSYCHOPHYSICAL EVIDENCE FROM ROD FLICKER THRESHOLDS

The earliest psychophysical evidence for a duality in the transmission of rod signals was provided by
Hecht et al. (1938, 1948), who observed that both the increment threshold-versus-intensity and flicker sensitiv-
ity-versus-intensity data of a totally colour-blind observer were distinctly double-branched, with the transition
occurring at a background illuminance near 5 scotopic trolands (scot. td). This was puzzling since detection on
both branches was mediated by the rod photopigment, the observer revealing no cone function under any test
condition. Hecht et al.'s observations have since been replicated for other totally colour-blind observers (Alpern
et al., 1960; Blakemore & Rushton, 1965), most recently for typical, complete achromat observer K.N. Like
Hecht ez al.'s observer, K.N. displays lower and upper intensity branches in his critical flicker frequency (CFF)
function (Hess & Nordby, 1986) and, under some conditions, in his incremental threshold function as well
(Sharpe et al., 1988b). Although the transition in his increment threshold data is somewhat equivocal (see Sharpe
& Nordby, 1990), that in his flicker data is very robust indeed: it occurs near 5 scot. td for flickering stimuli of
different modulation depth, angular subtense and retinal position (Hess et al., 1987).

That a transition from a low intensity to a high intensity rod CFF function is not unique to the achromat,
but is also displayed clearly by the normal trichromat observer has also been established. By exploiting the rod-
isolation procedures of Aguilar and Stiles (1954), Conner and MacLeod (1977) were able to show not only that
light-adapted rods in the normal eye detect flicker frequencies as high as 28 Hz, but also that a break in the func-
tion relating rod CFF to stimulus intensity occurs near 1 scot. td.

Such data enforce the conclusion that the rod visual system is inherently duplex. Current evidence (see
also below) points to a system in which a slow rod signal predominates at low scotopic luminances, but is dis-
placed by a faster rod signal at higher mesopic luminances. At intermediate luminances both types of signal can
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be shown to coexist in the retina. How is this to be explained? One possibility is that there are two types of rod
photoreceptor with markedly different temporal properties. Hecht et al. (1938, 1948), for example, proposed
that there were two types distinguished by different concentrations of rhodopsin (see also Lewis & Mandelbaum,
1943; Sloan, 1954, 1958), although different concentrations do not necessarily imply different speeds. However,
the two receptor hypothesis seems incompatible with the physiological and anatomical evidence. Only in the all-
rod retina of the skate (Raja erinacea and Raja oscellata) is there any indication of a duality at the receptor level

(Green & Siegel, 1975). Other nocturnal species, notably Tarentola mauritanica and Hemidactylus turcicus,

possess only one sort of rod and yet display duplex responses in the electroretinogram (Dodt & Jessen, 1961).
So the presence of anatomically distinct rod photoreceptors cannot be regarded as a sine qua non for duplex re-

sponses.

The two rod signals could also originate from a single class of rod photoreceptor. Suppose, for exam-
ple, that there is an abrupt speeding up of the rod response at higher scotopic luminances, but that across the
population of rods there are small differences in the luminance at which the change occurs. As a result, there
would be a transitional intensity region where both slow and fast rod signals are present in the retina. There is
evidence from suction electrode recordings from single toad, Bufo marinus, outer segments that adapting lights
do shorten the time course of the rod response to light flashes (Baylor et al., 1979), but there is little support for
it in the few suction electrode recordings that have been made from single macaque rod outer segments (Baylor
et al., 1984). Monkey rods show no evidence for an abrupt change in the rod temporal response at those intensi-
ties where the psychophysics indicates a transition from a slow to a fast rod signal. Furthermore, there is little or
no decline in response amplitude and/or a significant (or abrupt) speeding up of the rod response with back-
grounds, and the maximum reduction in light-integration time is only about 1.4 times.

If the slow and fast rod signals do not arise from different rods, then perhaps they arise from within the
same rod. Membrane recordings from individual toad rods suggest that the rod response is faster at the base of
the outer segment (the part nearest to the inner segment and to the source of light) than it is at the tip (Baylor et
al., 1979). But, even if there are similar differences in mammalian rods, it seems unlikely that they can be the
cause of the slow and fast signals that we find psychophysically. First, the change in time course with distance
along the outer segment seems to be a continous function, so that discrete fast and slow signals are unlikely.
Second, the transition from the slow to the fast rod signal that we find is intensity-dependent. For such a transi-
tion to occur within the rod, there would need to be some local adaptation of the rod outer segment. The best ev-
idence, however, suggests that light adaptation does not take place within individual primate rods (Baylor et al.,
1986; but see Tamura et al., 1989), but rather within postreceptoral networks. Parenthetically, we note that the
transition from the slow to fast rod signal occurs when only a very small fraction of the rod photopigment has
been bleached. In this intensity region, then, there is unlikely to be a change in the portion of the outer segment
where flicker is most likely to be detected caused by changes in self-screening.

If we reject the duality as inherent in the rods themselves, we must seek for it elsewhere. The simplest
alternative hypothesis compatible with the flicker data is that there are two independent (or semi-independent)
pathways proceeding from the rod photoreceptors for the transmission of rod signals. Anatomical and physio-
logical support for this type of hypothesis is very strong (see below). And, a second line of psychophysical evi-
dence, involving the discovery of a perceptual null in rod flicker sensitivity (Conner, 1982; Sharpe, Stockman &
MacLeod, 1989), is consistent with it. As shown in Fig. 1 (lower right panel), at 15 Hz, there is an abrupt dis-
continuity in the rod flicker threshold-versus-background intensity curve. The threshold @) rises steeply until
about 0.1 scot. td, where it levels off, rising again at rod saturating intensities. This discontinuity is reflected in
the CFF versus intensity function: in the intensity range between 0.01 and 1 scot. td, the CFF does not exceed 15
Hz limit, whereas at intensities slightly above 1 scot. td it begins to rise sharply (see Conner & MacLeod, 1977;
Hess & Nordby, 1986).

Though the evidence for two branches in the flicker threshold-versus-intensity profile is most apparent
with a 15 Hz flickering stimulus, it can be seen in profiles measured with 1, 8 (Fig. 1, upper right panel), 12 and
21 Hz flickering stimuli as well (Conner, 1982; Sharpe, Stockman & MacLeod, 1989; Sharpe, Fach &
Stockman, 1991). What is found only at or near 15 Hz, however, is the intensity region, demarcated by broken
lines, adjoining the discontinuity, within which flicker vanishes, even though the stimulus amplitude is well
above conventional rod flicker threshold (Conner, 1982; Sharpe, Stockman & MacLeod, 1989). That is, as the
observer increases the target's flicker amplitude above its threshold intensity @)--whether in the dark or against a
dim background--flicker first becomes more pronounced, then suddenly disappears as the intensity approaches
the level indicated by the lower broken line (). Flicker only reappears, when the intensity is further increased
and exceeds the level indicated by the upper broken line ().

A comparable perceptual null or loss of flicker perception is found for suprathreshold mesopic flicker at
7-8 Hz (though not under the conditions shown in Fig. 1). That perceptual null can be explained by assuming an
interaction between rod and cone signals, which are close to out-of-phase near such frequencies (MacLeod,
1972; van den Berg & Spekreijse, 1977). The perceptual null near 15 Hz, however, can not be so explained,;
first, because it occurs well below cone flicker threshold (see Fig. 1, right panels, o) and second, because it is
also found in the achromat observer K.N. who lacks functioning cone vision (Fig. 2, right panel).
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A SIMPLE MODEL

Figure 3 presents a model of how the cancellation of 15 Hz flicker could come about. The rod signals
produced by the flickering target are assumed to be transmitted through two visual pathways, one fast and the
other slow. At 15 Hz the signal emerging from the slow pathway is delayed by half a cycle (i.e. 180°) relative to
the signal emerging from the fast pathway. When the outputs from the two pathways are of the same magnitude,
their recombination in a later common pathway produces a steady, non-flickering signal by destructive interfer-
ence. Such destructive interference is not encountered at frequencies less than 15 Hz because the slow rod sig-
nals lag the fast ones by less than half a cycle. Nor is it encountered at higher frequencies because the phase lag
is more than half a cycle. To explain the restricted range of intensities within which the null is found (see Figs 1
and 2), it is assumed that the intensity-dependences of the two signals differ, such that the slow signal predomi-
nates at intensities below the null, and the fast signal at intensities above the null, the two being approximately
equal at intensities within the null. This interpretation gains support from measurements in the normal observer
of the relative phase delay between rod and cone signals, which suggest a clear transition from a slow to a fast
rod signal as the intensity level is increased (Sharpe, Stockman & MacLeod, 1989).

Fig. 1. Right panels: the 8 and 15 Hz rod flicker threshold-versus-background intensity curves for a
normal observer (in log;o scot. td). The 500 nm, 6° square-wave flickering target was cen-
tred 13° temporally from the fovea and superimposed upon a steady 640 nm, 16° back-
ground. Its entry point in the fully dilated pupil was 3 mm eccentric to favour the rods. The
(w)s represent the lowest amplitude at which flicker can just be seen. At both 8 and 15 Hz,
there is an break in the curve at about 1 scot. td. At 15 Hz, the (®)s and (#)s designate the
lower and upper limits, respectively, of a nulled region, within which flicker cannot be seen.
Strong flicker is seen both above and below this region. No nulled region is found for 8 Hz
flicker. The (o)s are cone thresholds measured during the cone phase of recovery following a
7.7 logjo photopic td-s (3100K) bleach. Left panels: the 8 and 15 Hz Ganzfeld ERG flicker
responses for the same observer. At 15 Hz, increasing flicker intensity first causes the b-
wave response to grow in amplitude, without causing a significant change in the phase delay
between the stimulus and response. (The flicker intensity increases upwards in steps of ap-
proximately 0.3 log;o units.) At a intensity near 1 scot. td, however, the b-wave suddenly
diminishes in amplitude; and this diminuition corresponds directly with the perceptual null
in flicker detection. At higher intensity levels, the b-wave reemerges, but with a phase
shift of 180°. In contrast, at 8 Hz, there is neither a sudden loss of the b-wave nor an abrupt
phase shift with increasing flicker intensity. (From Stockman et al., 1991.)
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OTHER PSYCHOPHYSICAL EVIDENCE FOR TWO ROD PATHWAYS

The existence of two separate rod pathways, with distinct response properties is suggested not only by
flicker sensitivity and incremental threshold measurements, but also, to a lesser extent, by the results of tempo-
ral-frequency adaptation (Nygaard & Frumkes, 1985), incremental threshold (Adelson, 1982), spatial summation
(Bauer, Frumkes & Nygaard, 1983) and brightness matching (Whittle & MacLeod as reported by MacLeod,
1974) experiments. As has been observed by Bauer et al. (1985), many of these experiments concur in finding
that an illuminance near 1 scot. td represents a transition point in rod visual processing. For instance, this value--
which is at least 3 logo units lower than usual estimates of rod saturation (Aguilar & Stiles, 1954)--demarcates,
not only the point of abrupt transition in the incremental threshold-, critical flicker fusion- and flicker sensitivity-
versus-intensity curves of normal and achromat observers, but also: (i) the upper limit of the rod influence on
cone-mediated increment threshold in spatial summation effects (Bauer et al., 1983); (ii) the saturating limit of
the rod contribution to brightness sensations (MacLeod, 1974); and (iii) the saturation of the rod visual system
when incremental threshold is measured on briefly flashed backgrounds (Adelson, 1982).

Given that the two types of rod flicker signals differ so radically in their temporal properties, one might
expect that they should differ in their spatial response properties as well. This prediction can be tested by replac-
ing the uniform flickering field with counterphase flickering gratings (in which alternate bars flicker out-of-
phase with each other). If the grating is fine enough so that two or more adjacent bars fall within the individual
excitation pools of either the slow or the fast rod pathways, there will be cancellation within each pathway
(because adjacent bars produce out-of-phase signals). This cancellation wil be in addition to the cancellation
found for uniform fields between the two pathways. As a result, the use of fine counterphase gratings may actu-
ally extend the flicker null to higher and lower intensities than for the uniform field. But, suppose that the exci-
tation pools of the slow and the fast rod pathways differ in size. In that case, there will be some sizes of gratings
for which the extent of cancellation within each pathway is different. Consequently, when the remaining uncan-
celled signals from the two pathways are subsequently recombined, they will no longer cancel each other as they
did for a uniform field of the same time-average intensity. Under these conditions, then, a counter-phase flicker-
ing grating will be seen to flicker, at an intensity at which a uniform field appears steady. In fact, we could not
find a grating for which this happened, suggesting that the two processes have excitation pools of similar spatial
extent (Sharpe, Stockman & MacLeod, 1989). Further (indirect) evidence that the neural excitation pools of the
two processes is the same comes from the observation that, for the achromat used in this study, a monotonic rela-
tion between grating acuity and retinal illuminance exists in the region of the null (Hess & Nordby, 1986). The
matter, however, warrants closer examination; for there is other evidence supporting a duality in spatial
organisation within rod vision (Hallett, 1962; Hofmann et al., 1990).

Fig. 2. The 14 Hz psychophysical flicker detectability (right panel) and ERG (left panel) data for typ-
ical, complete achromat observer K.N. Similar stimulus conditions as in Fig. 1. As for the
normal observer, the achromat displays a break in his flicker function as well as a flicker
null region (for K.N. 14 Hz is better than 15 Hz for eliciting the perceptual null). Likewise,
increasing flicker intensity first causes the b-wave response to grow in amplitude, without
causing a significant change in the phase delay between the stimulus and response. At a in-
tensity near 1 scot. td, however, the b-wave suddenly diminishes in amplitude; and this
diminuition corresponds directly with the perceptual null in flicker detection. At higher in-
tensity levels, the b-wave reemerges, but with a phase shift of 180°. Both the psychophysi-
cal and the ERG null, however, are found at higher intensities for the achromat observer
than for the normal. (From Stockman et al., 1991.)
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ELECTRORETINOGRAPHIC EVIDENCE FOR TWO ROD PATHWAYS

Evidence for two pathways for rod signals is further bolstered by human electroretinographic record-
ings. At (or near) 15 Hz, in accordance with the perceptual phenomenon, increasing flicker intensity causes the
b-wave of the Ganzfeld electroretinogram (ERG) to decrease in amplitude until reaching a minimum at intensi-
ties associated with the perceptual null (Fig. 1, lower left panel; Fig. 2, left panel; Stockman et al., 1991). Above
this narrow range of mesopic intensities, the ERG b-wave increases once again in amplitude. Moreover, the
signal abruptly reverses in phase as the null is traversed, suggesting that interference is indeed the cause of the
null. At lower and higher temporal frequencies, neither a minimum in the ERG b-wave nor a null in the psy-
chophysics occurs above flicker threshold (for an example, see the 8 Hz data in Fig. 1, upper left panel). What is
more, electrophysiological estimates of the phase difference between the slow (i.e. those below the null) and fast
(i.e. those above the null) rod signals indicate that it grows monotonically with frequency and reaches about 180°
at 15 Hz, corresponding to a 30-35 ms delay difference between the pathways. (The delay can be contrasted
with that between the slow rod pathway and the cones, which is about 70-75 ms; MacLeod, 1972; Frumkes et
al., 1973; van den Berg & Spekreijse, 1977; Denny, Frumkes & Goldberg, 1990.) Figure 4 (left panel) shows
ERG recordings for the typical, complete achromat K.N. made below the null ('slow' response; left records) and
above the null ('fast’ response; right records). In each recording, the vertical line is an estimate of the time taken
for the response to the flicker pulse at time zero to appear in the ERG. The difference in the delay or phase lag
(in degrees) between the slow and fast responses is plotted as a function of flicker frequency in the righthand
panel @. The phase lags determined for K.N. agree well with those determined electroretinographically for the
normal observer (Fig. 4, ) and with those determined psychophysically for the same normal observer using a
cone reference standard (see Fig. 4, 0). Hence, interference from cone signals cannot be responsible for the can-
cellation of flicker. (For the normal observer, the slow and fast signals reach out-of-phase at 15 Hz; whereas
K.N.'s signals are out-of-phase at a slightly lower frequency; for a discussion, see Stockman ef al., 1991.)

That the Ganzfeld ERG shows a diminuition of the b-wave coincident with the perceptual null at 15 Hz
and that the phase relation of the b-wave abruptly reverses as the null is traversed suggests not only that rod
flicker signals travel over two separate retinal pathways, but also that the pathways conveying the slow and fast
rod signals converge in the outer plexiform layer, either at the horizontal cell level or at the level of input to the
bipolar cells. If the nulling found in the ERG is not truly neural, but instead results from electrical averaging in
the retina, then the site of the neural null could be anywhere. But it seems unlikely that the psychophysical and
electrophysiological nulls would occur at the same flicker intensities. Rather it seems more likely that the coin-
cident perceptual and ERG nulls result from a convergence of the two pathways before the ganglion cell layer;
for it is possible to record a normal ERG from humans whose optic nerve has been severed and whose ganglion
cells have degenerated (Noell, 1954; see Dowling, 1967, 1987). The best current evidence suggests that the b-
wave has its origin in the glial (Miiller) cells (Miller & Dowling, 1970; Dowling, 1987; Wen et al., 1990), and
that its precursor is the activity of the depolarizing (ON) bipolar cells (Dick & Miller, 1978; Kline et al., 1978;
Stockton & Slaughter, 1987; Dowling, 1987; Gurevich et al., 1990).

15 Hz SELF-CANCELLATION
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Fig. 3. An illustration of the self-cancellation of 15 Hz rod flicker. The flicker signal produced by a
single stimulus is assumed to be transmitted by a slow and a fast rod pathway. At 15 Hz the
signal emerging from the slow pathway is delayed by half a cycle relative to the signal
emerging from the fast pathway. When the outputs from the two pathways are of the same
amplitude, their recombination in a later common pathway produces a steady, non-flicker-
ing signal. Thus, the light will appear nulled to later stages of the visual system. (From
Stockman et al., 1991.)
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DO ROD AND CONE FLICKER SIGNALS SHARE A COMMON PATHWAY?

An attractive explanation of the adaptational and temporal differences between the two types of rod
flicker signals is that the less sensitive, faster of the two travels in pathways intended for cones. Support for thi§
conjecture comes from two types of observations. First, cone masking stimuli selectively suppress, albeit
weakly, the salience of flicker signals of the faster rod process in the normal observer (Sharpe, Stockman &
MacLeod, 1989). Second, cones influence the sensitivity of the upper branch of the double-branched rod-de-
tected flicker threshold-versus-intensity curve in the normal observer (Knight, Sanocki & Buck, 1990; Sharpe,
Stockman & Zrenner, 1990; Sharpe, Fach & Stockman, 1991); though not, of course, in the typical, complete
achromat (Sharpe, Fach & Stockman, 1991). Field sensitivity measurements (Fig. 5) indicate that this cone in-
trusion is comparatively small and is only marked on long-wave backgrounds (see also Sharpe, Stockman &

Fig. 4. The ERG measured as a function of stimulus frequency for two stimulus intensities, one
directly below the perceptual null at 15 Hz, the other directly above it. The results are
for the typical, complete achromat obscrver K.N. The left panel shows the b-wave re-
sponses for the 'slow’ pathway (below the null) and for the 'fast’ pathway (above the
null) at various frequencies from 5 to 17 Hz (for scaling reasons, the data obtained at 2
Hz is not shown). The vertical line in each trace is an estimate of the peak in the ERG
record corresponding to the flash that occurred at delay zero. For the slow pathway
there is a delay of 90-115 ms between the flash and the ERG response, and for the fast
pathway a delay of 70-80 ms. The right panel plots the difference in phase delay be-
tween the b-wave responses for the two different flicker intensities as a function of fre-
quency (w). For comparison, the phase delays measured relative to a cone standard (o)
and with the ERG () in the normal observer are shown. The psychophysical estimates
were obtained by differencing the rod-cone phase lags measured at intensities just be-
low the null from those measured just above the null. (From Stockman et al., 1991.)

MacLeod, 1989). (On the basis of field sensitivity data alone, we cannot determine if one or more of the cone
classes are responsible for the influence at long-wavelengths; see Fach, Sharpe & Stockman, 1991). Thus, if the
cones are sufficiently desensitized by backgrounds, they can alter the sensitivity of the upper branch to the
flickering stimulus. However, the cones do not influence the position of the perceptual null, suggesting that the
null itself does not depend on cone adaptation. And cones do not seem to influence the sensitivity of the lower
branch to the flickering stimulus at any intensity. This finding, of course, does not prove that the slow rod path-
way is better isolated from the influence of the cones than the fast pathway. The difference may arise simply be-
cause the slow rod pathway is active at intensities where the cones are themselves unadapted and therefore un-
likely to have any measurable effect on rod sensitivity.
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This result fits in with what we know about rod sensitivity control (e.g. Buck, 1985; Bauer et al., 1983;
Frumkes & Temme, 1977; Sharpe et al., 1989). For incremental threshold detection, long-wave background
lights (Sharpe et al., 1989) and supplementary backgrounds (Fach et al., 1991), which strongly stimulate the
cones as well as the rods (Wald, 1945), affect the rod sensitivity to the test flash, steepening the incremental
threshold function. It also accords with other psychophysical phenomena demonstrating that rod and cone
flicker signals interact with one another (see Frumkes ef al., 1986). First, rod signals can sum together with cone
signals to enhance flicker perception or cancel it (by destructive interference), depending upon the stimulus fre-
quency and the relative phase lag of the two types of signal (MacLeod, 1972; van den Berg & Spekreijse, 1977).
Second, surrounding rods can exert a suppressive or inhibitory influence on the sensitivity of neighbouring cones
to a high temporal frequency stimulus (greater than 15 Hz), even though they are not directly stimulated by it
(Coletta & Adams, 1984; Goldberg & Frumkes, 1983; Goldberg et al., 1983; Arden & Hogg, 1985; Alexander &
Fishman, 1984, 1985). In fact, the effect is drastically diminished by selectively bleaching or light-adapting the
rods. Third, surrounding cones can exert an analogous influence upon neighbouring rods for flicker frequencies
greater than 7 Hz (Frumkes et al., 1986).

MAMMALIAN ROD PATHWAYS

Thus, the psychophysical evidence suggests that rod signals travel over two separate pathways, one of
which (i.e. the faster) becomes prominent at levels where the cones are usually active. Is there any anatomical
and/or physiological support for this conclusion? In the cat and rabbit, the mammalian species for which we have
the most detailed information, there are at least two major pathways for conveying rod signals from the rod
spherules to the ganglion cells (Kolb & Nelson, 1983; Mastronarde, 1983; Smith et al., 1983; Sterling et al.,
1983; Daw et al., 1990). One pathway proceeds through the rod bipolar cells, which contact the narrow-field
AII amacrine cells as well as several other varieties of amacrine cell. The AIl amacrines, in turn, contact hyper-
polarising (type al) cone bipolars and OFF-centre (both beta/X and alpha/Y) ganglion cells via inhibitory
glycine synapses. They also contact depolarising (type b2) cone bipolar cells via large gap junctions, and then
the bipolars excite ON-centre (beta/X and alpha/Y) ganglion cells via excitatory glutamate synapses (Kolb &
Famiglietti, 1974; Famiglietti & Kolb, 1975; Kolb, 1979; Sterling, 1983; Nelson & Kolb, 1985).

The second pathway proceeds through the cones via gap junctions joining the basal processes of the
cone pedicles and the neighbouring rod spherules (Raviola & Gilula, 1973; Kolb, 1977). The connexions must
be functional because robust rod signals can be recorded in cones and in horizontal cells that have anatomical in-
put entirely from cones (Steinberg, 1971; Kolb & Nelson, 1983; Nelson, 1977, 1982; Nelson & Kolb, 1983,
1985). From the cones, the rod signals travel over the various varieties of cone bipolar cell and merge with the
signals from the rod bipolar pathway at the points where the AIl amacrines make contact. What this means, in
effect, is that in the cat (Barlow et al., 1957; Daw & Pearlman, 1969; Andrew & Hammond, 1970)--and in the
rhesus monkey as well (Gouras & Link, 1966)--the ON- and OFF-centre cells receiving a primary rod input
(over the amacrine interneuron pathway) also receive a cone input and thereby a secondary rod input (over the
cone gap junction pathway).

Besides the two major cellular pathways, there are several other subpathways and microcircuits in the
cat retina available for transmitting rod signals. Rod signals from the rod bipolar infiltrate the cone bipolar
pathway not only via the AIl amacrine cell, but also via at least three other types of amacrine cell, A8, A6 and
A13, all of which receive input directly from cone bipolar cells. These three types of amacrine, plus a fourth--the
A17--synapse reciprocally with rod bipolar axon terminals. Unlike the others, the A17, however, never makes
synapses with cone bipolar axon terminals.

In addition to contacting amacrine cells, rod bipolar cells in the cat retina also contact at least two other
types of cell. (Rod bipolar cells only very rarely--if at all--make direct connections with ganglion cells; see
McGuire et al., 1984.) They reciprocally contact interplexiform cells (Kolb & West, 1977), which seem to form
part of a feedback loop from the inner plexiform layer to the outer plexiform layer; and which also have synaptic
contacts with both flat and invaginating cone bipolar types (Kolb & West, 1977; Nakamura et al., 1980). They
also receive input from the axon terminal system of H1 type horizontal cells (Kolb et al., 1980; Boycott et al.,
1987), which may act as a feed-forward system to increase the field size over which rod bipolars function
(Nelson et al., 1975).

Much less is known about the cellular pathways of the primate retina, but recent evidence suggests that,
for the primate as for the cat, there is always a direct feed between the cone bipolars and ganglion cells, whereas
there is much-more amacrine influence and/or intervention between the rod bipolars and ganglion cells (Chase &
Dowling, 1990; Griinert & Martin, 1990). And, of the 25 amacrine cell types described so far in the primate
(Rodieck, 1988; Mariani, 1988), one (A6) can be identified with the AIl amacrine of the cat (Kolb & Famiglietti,
1974; Famiglietti & Kolb, 1975; Hendrickson et al., 1988; Mariani, 1988). Nevertheless, there may be important
differences between the microcircuitry of the cat/rabbit and primate retina. First, in the outer plexiform layer in
the cat and rabbit retina, but not in the primate, there is a well-defined plexus of axonless horizontal cells, which
spread activity laterally over a large retinal area (Nelson, 1977). Second, in the primate, but not in the cat or
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rabbit, a biplexiform cell (Mariani, 1982) has been identified at the ganglion cell level, which receives input di-
rectly from both rod and cone photoreceptors (Zrenner et al., 1983) as well as some additional input from bipolar
cells. Third, the cat is largely a nocturnal animal with a much larger proportion of rods in its retina than man.
Even in the area centralis the rod photoreceptors outnumber the cone photoreceptors by more than 10 to 1; and
over much of the cat retina the rods outnumber the cones by 65 to 1 (Steinberg et al., 1973). In man, there are
no rods in the central island of the foveola and, in the periphery, rods outnumber the cones by less than ZQ tol
(DBsterberg, 1935; Curcio et al., 1987). Moreover, the situation is complicated by the synaptic wiring associated

with our highly developed sense of colour vision.

DIFFERENTIAL SENSITIVITY OF THE ROD PATHWAYS

Which route rod signals take through the inner nuclear and innerplexiform layers may depend upon the
temporal and spatial pattern of stimulation and upon the level of ambient illumination (Kolb & Nelson, 1983).
It has been suggested that the rod bipolar pathway is optimised for transmission of signals at scotopic intensities,
and that the cone bipolar pathways first become available for the conveyance of cone signals at mesopic intensi-
ties (Smith, Freed & Sterling, 1986; Sterling, Smith & Freed, 1986). In support of this hypothesis are measure-
ments of the absolute thresholds for rod signals in the cat at various points along the cellular pathways. Although
such estimates depend upon the stimulus conditions, the response measure and the animal preparation, they are

useful for making relative comparisons.
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Fig. 5. The action spectrum of the receptors responsible for determining the lower and upper branches
of the 15 Hz flicker threshold-versus-sensitivity function of observer C.F. (lower middle
panel, ). Same measurement conditions as in Fig. 1, except the background wavelength was
varied. (The function shown was measured on a 640 nm background.) The (m)s in the four
panels connected by arrows to the lower middle panel represent field sensitivities or the
amount of field intensity as a function of background wavelength required to elevate the 15
Hz flickering target threshold to a criterion level. Functions are shown for both the lower
(panel 1) and upper (panel 2) branches of the 15 Hz flicker threshold profile. The field sensi-
tivities of the lower branch are well described by the the quantized CIE scotopic luminosity
function (solid line), but those of the upper branch are not. They are better described by a
combination of the scotopic luminosity function and the Smith and Pokorny (1975) middle-
wave sensitive (M) cone function corrected for macular pigment absorption (dotted line).
Above the cone bleach threshold (panel 3), where rods and cones are both mediating detec-
tion, the field sensitivities correspond very closely to the Smith and Pokorny M-cone func-
tion, as do the field sensitivities derived from the cone bleach thresholds themselves (panel 4).
(From Sharpe, Fach & Stockman, 1991.)
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In cat, the absolute threshold of dark-adapted ganglion cells has been estimated to be between 0.002 to
0.04 quanta um2 s or about 100 to 2000 quanta (500 nm) deg? s'! (Barlow & Levick, 1969; Barlow, Levick &
Yoon, 1971; Harding & Enroth-Cugell, 1978; Shapley & Enroth-Cugell, 1986). These values can be compared
with rod thresholds of 0.51 quanta (500 nm) pm-2 s-1 or 24,500 quanta (500 nm) deg2 s’! for cat A17 amacrine
cells (Nelson & Kolb, 1985) and 0.26 quantum (500 nm) um=2 s-! or 12,500 quanta (500 nm) deg2 s-! for cat
AII amacrine cells (Nelson, 1982; Nelson and Kolb, 1985). In contrast, the apparent threshold for the rod signal
in cones (Nelson, 1977), cone-dominated horizontal cells (Steinberg, 1969, 1971) and cone bipolars after pro-
longed dark adaptation is between one and two log;o units higher, from 3 (Steinberg, 1969, 1971) to 10 (Nelson,
1977) quanta pm-2 s-! on the retina or 144,000 to 480,000 quanta (500 nm) deg2 s°1.

At 500 nm, 480,000 quanta deg2s-! is very close to a luminance of 1 scot. td. Thus, the threshold of
the rod-cone bipolar pathway is found at an intensity that corresponds roughly to the 15 Hz null found in hu-
mans, and the threshold of the AIl amacrines of the rod-rod bipolar pathway corresponds roughly to the absolute
threshold intensity for 15 Hz rod flicker (see Fig. 1, bottom right). Given that ganglion cells, most of which
summate signals from a group of cells, have lower thresholds than their input cells (cf. Nelson, 1982), it is
tempting to conclude that the rod-rod bipolar and the rod-cone bipolar pathways found in the cat correspond to
the slow and fast pathways, respectively, that we can demonstrate psychophysically and electrophysiologically
in humans. Although the absolute thresholds for the rod-rod bipolar and rod-cone bipolar pathways do
correspond reasonablly well with the psychophysical thresholds for the slow and fast pathways, it should be
noted that the thresholds estimated neurophysiologically are for small spots of light--they are not thresholds for
15 Hz flicker. It is possible that the thresholds for 15 Hz flicker in the rod-cone bipolar pathway may be too
high for that pathway to be plausibly identified with the fast pathway that we find psychophysically and
electroretinographically. At the intensity level where the null occurs, the signals of the fast pathway must not
only be above threshold, they must already be far enough above it to cancel the signals of the slow rod pathway.

THE SITE OF THE FLICKER NULL

The differential sensitivity of the rod-rod bipolar and rod-cone bipolar pathways provide some, albeit
equivocal, support for their roles as the slow and fast rod pathways. What other evidence do we have? Lacking
the requisite physiological recordings from the primate retina--or even from the cat retina--we cannot directly
answer this question. But the answer hinges to a large extent on the answer to a second, related question: where
does the interaction take place? From the human ERG evidence, we know that the two types of signal must con-
verge at some retinal locus, perhaps as early as the bipolar cells.

Assuming that it is valid ar all to compare human visual performance with cat electrophysiology, one
attractive possibility is that the cancellation takes place at the depolarising (ON) cone bipolars, one of the points
at which the two anatomical pathways converge. At the scotopic intensity levels at which the 15 Hz null occurs,
the cone bipolars might be driven both by the rod signals travelling through the cone photoreceptors and the rod
signals travelling through the rod bipolars and the AIl amacrine cells (Nelson, 1982). The most obvious problem
with this model is that the signal in the rod bipolar cell, although able to cancel the signal in the depolarising ON
cone bipolar, remains itself uncancelled. And, despite being uncancelled, there is no trace of it in the b-wave of
the ERG, even though its (assumed) signal is clearly evident below the null. Another problem with this type of
model is that the rod signal entering the cones should appear in both ON- and OFF-cone bipolars, so that the sig-
nal in the OFF-cone bipolars remains uncancelled too. To some extent, these difficulties can be contended with
by arguing that the null in the b-wave is the result of the electrical cancellation of signals in the separate rod and
cone bipolars, whereas the perceptual null is due to neural cancellation at a later site, say at the ganglion cell
layer. But then one must additionally assume that the electrical cancellation at the bipolar level coincides exactly
with the physiological cancellation at the later stage (see Figs 1 and 2).

There is a second objection, however, to arguing that the faster rod signals travel over the cone gap-
junction pathway and that the locus of interaction between the slower and faster signals is the depolarising cone
bipolars. It concerns the typical, complete achromat observer; namely, how does the faster pathway originate in
the achromat observer for whom there is no psychophysical evidence of post-receptoral cone vision and for
whom the best anatomical evidence (Glickstein & Heath, 1975) suggests that cone photoreceptors are altogether
missing or reduced to at most 5% of their normal population? By way of an answer, it could be argued that, in
the peripheral retina, the achromat has morphologically intact cones--the histology supports this (see Sharpe &
Nordby, 1990, for a discussion)--and that these residual cones, though insufficing to provide cone vision, suffice
to allow rod signals via gap junctions to be transmitted over the cone bipolar pathway. Or, it could be argued
that the rod signals infiltrating the cone bipolar pathway do so not only at the cone terminals but also at say the
horizontal cells. Both answers, of course, assume that the post-receptoral cone connexions are intact in the typi-
cal, complete achromat. To some extent we know that they must be because in the ON-system of the mam-
malian retina all rod signals travel over the cone bipolars (via the AIl amacrine-cone bipolar junction, or via the
rod-cone gap junction); ergo the complete achromat must have intact cone bipolars (or at least their axonal trees
must be intact). Still one would expect a striking difference between the perceptual null in the normal and the
achromat, given the paucity or total absence of the latter's cones. This is, in fact, only partially borne out. In the

61



achromat, the lower limit of flicker cancellation is more than 0.5 logjo unit higher than the limit for the normal
observer, and the upper limit is more than 1.0 log;o unit higher, broadening the perceptual null and extending it
into regions where cones predominate for the normal. Consistent with the displacement of the nulled region for
the achromat, the change of slope in his rod flicker-versus-intensity threshold data--which like the nulled region
is assumed to depend on interference between the slow and fast rod signals--is displaced to higher background
intensities. These upward shifts suggest that the faster rod signals are being less effectively transmitted in the
achromat eye.

Thus, attempting to correlate the psychophysically-isolated slow and fast pathways with the electro-
physiologically-revealed rod bipolar and cone gap junction pathways, though initially attractive, may turn out to
be misdirected. It seems more likely that the interaction leading to the cancellation is taking place either at the
rod bipolars themselves or before the bipolar cell level, possibly within the rod spherules; and that horizontal
cells are implicated somehow. If so, there are two possibilities. One is an inhibitory effect of the horizontal
cells on the rod signal either at the receptor or at the bipolar cell layer. Rod modulation of horizontal cell feed-
back onto cones (Baylor et al., 1971; Naka, 1972; Toyoda & Tonosaki, 1978) has been used to explain suppres-
sive rod-cone interaction (e.g. Arden & Frumkes, 1986; Frumkes et al., 1986); and the explanation is supported
by psychophysical studies in individuals with outer or inner retinal disorders (Alexander & Fishman, 1985;
Arden & Hogg, 1985), by ERG data in normal humans and other mammals (Loew & Arden, 1985; Arden &
Frumkes, 1986) and by electrophysiological and pharmacological evidence from various species including cat
(Hassin & Witkovsky, 1983; Frumkes & Eysteinsson, 1987; Eysteinsson & Frumkes, 1989; Pflug & Nelson,
1986; Yang & Wu, 1989). Although horizontal cell feedback onto the rods has not yet been found in the mam-
malian retina (Nelson, 1977; Kolb & Nelson, 1984), it has already been demonstrated in the carp (Weiler, 1977).
This type of sign-inverted feedback or feedforward could conceivably produce a null in the b-wave of the ERG,
but it would be difficult to explain why such a null should be restricted to frequencies near 15 Hz as we find.
Anyway, our phase delay measurements (see Fig. 4) suggest that the slow and fast rod signals have the same
sign, not the opposite sign, since the phase delay between them falls to 0° as the frequency is reduced to 0 Hz.

A more reasonable possibility seems to be a sign-conserving feedback from the horizontal cells to the
photoreceptors or a sign-conserving feedforward to the bipolar cells. A site where this might happen is at the
axonal terminals of the short axon horizontal cells (B or H1 type) where they contact the rod photoreceptor and
rod bipolar cells. In the cat (Nelson et al., 1975) and rabbit retinae (Bloomfield & Miller, 1982; Dacheux &
Raviola, 1982), the axon terminals function as an independent dendritic system from the cell body (Nelson et al.,
1975), integrating rod information over a large area (Wissle & Rieman, 1978). They may serve to enlarge the
receptive fields of the rod bipolars (Nelson et al., 1975), either by contacting them directly or indirectly via the
dopaminergic interplexiform cells, which are known to contact both horizontal cells and bipolar cells, as well as
amacrine cells (Dowling & Ehinger, 1975; Dowling et al., 1980). For a sign-conserving signal from the horizon-
tal cells to give rise to a null at 15 Hz, however, there must be a delay between the direct rod signals and those
travelling through the horizontal cells. Given that the integration of signals by the horizontal cells should intro-
duce some temporal delay, does the slower rod signal originate from the horizontal cells?

If feedback or feedforward from horizontal cells is the source of one of the two rod signals, then some
differences would be expected in spatial properties above and below the null region, given the nature of the hori-
zontal cell receptive fields (horizontal cells are argued to summate rod signals over large areas); but the psy-
chophysical evidence for this is weak (sec above). Interestingly, though, the perceptual null does seem to be
spatially constrained: it is not found psychophysically with fields less than 3° in diameter (Sharpe, Fach &
Stockman, unpublished observations).

CONCLUSIONS

We present human psychophysical and electroretinographic evidence for two types of rod signals: one
type, slow and sensitive; the other, fast and less sensitive. And we relate it to principles of mammalian retinal or-
ganisation, largely derived from the cat, suggesting that the sensitive rod signals originate in the 'slow' pathway
passing through the rod bipolar and AIl amacrine cells; while the less sensitive rod signals originate either in the
'fast’ pathway passing through the cone terminals and cone bipolar cells or in a pathway routed through the hori-
zontal cells. Even if an exact correlation does not hold between the pathways identified psychophysically in man
and those identified anatomically and electrophysiologically in cat, making comparisons between the two species
can be useful in another regard; namely in laying to rest a strict--and false--interpretation of the Duplicity theory
of vision. In its earliest versions, the Duplicity theory proposed that the mammalian visual system is divided into
two morphologically and functionally distinct subsystems: the rod visual system mediating twilight and night vi-
sion and the cone visual system subserving day and colour vision (von Kries, 1894). And, indeed, initial psy-
chophysical observations of the Purkinje phemonemon in normal, as well as colour-blind (von Kries, 1894) and
night-blind observers (Parinaud, 1881), seemed to confirm histological observations in the retinae of nocturnal
and diurnal vertebrates (Schultze, 1866; Ramon y Cajal, 1893) to this effect. However, our present knowledge
of the anatomy (Kolb & Famiglietti, 1974), physiology (Nelson, 1977) and psychophysics of the mammalian vi-
sual system, building upon the earlier reservations of von Kries (1929) and Polyak (1941), renders such an ex-
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tremist view impossible. Private channels do not exist in the mammalian retina for conducting the rod signals to
the brain: all the rod pathways lead through those of the cones.
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INTRODUCTION

At photopic levels, the ability to distinguish different wavelengths or different mixtures of wavelengths,
independently of their luminance, depends upon the rate of change of quantum catches in the different classes of
cones. Thus, the trichromat or normal observer--possessing all three cone classes--is very good at it, the dichro-
mat or partially colourblind observer--lacking one cone class--is less so, and the monochromat or totally colour-
blind obscrver--lacking two or all three cone classes--is completely incapable.

At mesopic luminances, wavelength discrimination can depend upon the rate of change of quantum
catch in the rods as well. This has (indirectly) been shown by comparing the red-green colour-mixtures (Nagel,
1905, 1907; McCann & Benton, 1969), metameric colour-matching (Smith & Pokorny, 1977) and colour-nam-
ing ability (Montag & Boynton, 1987) of dichromatic and normal trichromatic observers at mesopic and pho-
topic levels. Montag and Boynton (1987), for instance, found that protanopes and deuteranopes have the ability
to categorize colours along the red-green colour axis, but only when the rods are not excluded either by a bleach
or by restricting the stimuli to the central fovea. The different conditions do not affect the performance of normal
observers.

Why rod participation substantially benefits the dichromatic observer, but not the colour normal, can be
explained in terms of the opponent-colour theory of colour vision. The three independent signals arising from
the three classes of cones are transmitted along two chromatically-opponent and one non-opponent (luminance)
retinal pathway. Since rods only have access to these same retinal pathways (Gouras, 1965; Gouras & Link,
1966; van den Berg, 1978; D'Zmura & Lennie, 1986), their signals can merely add to or subtract from the cone
signals. Rod participation causes colour matches and colour naming made at one mesopic luminance level not to
correspond to those made at other mesopic luminance levels (Trezona, 1970, 1973), but it does not provide a
fourth independent sensation in the normal observer. This is confirmed by the findings that at any one level
colour vision is never more than trichromatic and that the colour sensation associated with the rods does not oc-
cupy a unique locus in the CIE chromaticity diagram (Stabell & Stabell, 1974). For dichromatic observers miss-
ing one of the three cone classes, on the other hand, the rod signals at mesopic levels can supplement those of the
two remaining cone classes, modulating activity in the opponent and luminance pathways which is otherwise
unmodulated; thereby allowing discrimination in a missing dimension (i.e., the red-green colour axis in
protanope and deuteranope observers), permitting large-field trichromacy and eliciting sensations that qualita-
tively differ from those attributable to the cones alone.

This leads to a question: if the rods can enhance colour discrimination in dichromats, can they also initi-
ate it in monochromats? Obviously not in typical, complete achromats, who have only rod vision and no resid-
ual cone function (see Sharpe & Nordby, 1990a,b). But what about those monochromats who have one normally
functioning cone class in addition to rods? Do they have dichromatic vision at mesopic light levels? This ques-
tion can be answered by examining the wavelength discrimination of an extremely rare group of individuals,
blue-cone monochromats (Blackwell & Blackwell, 1957, 1961; Alpern et al., 1965, 1971; Young & Price, 1985;
Pokorny et al., 1970; Zrenner et al., 1988; Hess et al., 1989a,b), who have only rods and blue or short-wave sen-
sitive (S) cones. We find that such individuals are, indeed, able to distinguish wavelengths between 440 and 520
nm, but only at mesopic levels where their rods and S-cones are simultaneously active.
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METHODS

The observers were five blue-cone monochromats (X-chromosome linked incomplete achromats).
Extensive tests were undertaken to exclude the possibility of residual middle-wave sensitive (M) and/or long-
wave sensitive (L) cone function, which could provide the basis for wavelength discrimination. Such tests are
necessary because, as Smith et al. (1983) have shown, many of the affected males in pedigrees of X-chromoso-
mal incomplete achromatopsia display evidence of L-cone function in large field matches. In our observers,
however, thorough spectral sensitivity and dark adaptation measurements confirmed that their vision could be
fully described by the participation of normally functioning rods under scotopic conditions and normally func-
tioning S-cones under photopic conditions (Zrenner, Magnussen & Lorenz, 1988; Hess, Mullen, Sharpe &
Zrenner, 1989; Hess, Mullen & Zrenner, 1989). Under chromatic adaptation conditions, they failed to reveal the
action spectra of the M- and/or L-cones and to display transient tritanopia, which in normal observers results
from the interaction between the S- and the M- and L-cones (Mollon & Polden, 1977; Hansen et al., 1978).
Further, directional sensitivity measurements ruled out the presence in their fovea of anomalous cone
photoreceptors, such as ‘rhodopsin cones' (i.e. cone photoreceptors containing the rod photopigment), whose
existence has been postulated in the eyes of blue-cone monochromats (Alpern et al., 1971) and typical, complete
achromats (Alpern et al., 1960).

The psychophysical absence of the M- and L-cone sensitivities accords with the molecular genetics.
Individual DNA blot hybridization patterns (Nathans, private communication) reveal that our five blue-cone
monochromats have alterations in the M and L visual pigment gene cluster of their X-chromosomes. The pattern
in four of the observers, F.B., $.B., M.P. and K.S., corresponds to one of the two recently reported by Nathans et
al. (1989) for 14 blue-cone monochromats, in which only one of the tandem array of M and L visual pigment
genes remains (either a L pigment gene or a M-L pigment hybrid) and is rendered nonfunctional by a point
mutation. In the fifth observer, P.S., the pattern is of the second type: both the M and L visual pigment genes are
rendered nonfunctional due to the deletion of DNA.

Wavelength-discriminability was measured by a computer-controlled procedure (for details, see Reitner,
Sharpe & Zrenner, 1991a), The observers were required to regard a bipartite photometric field, presented in
Maxwellian-view. One half-field (the standard field) was held fixed, while the other (the comparison field) was
varied continously in wavelength, but kept constant in brightness. (To ensure that the standard and comparison
fields were always equated in brightness, so that the observer could not discriminate the half-fields on any basis
other than wavelength, the observer's spectral sensitivity between 420 and 650 nm was first measured in 5-nm or
10-nm steps by heterochromatic brightness matching to a 540 nm standard.) The standard and comparison
wavelengths were selected by means of grating monochromators (Jobin Yvon H.10 Vis), whose 0.5 mm entrance
and exit slits provided a bandpass of 4 mm (full-width at half-amplitude) and a resolution of 0.25 mm. Both
halves of the field, which subtended 1° of visual angle in diameter, were presented simultaneously for 1 s.
Between presentations, the observer adapted for 3 s to a homogeneous white field of the same intensity as the
standard and comparison half-fields. The wavelength of the comparison half-field was changed in 1 nm steps
from equivalence with that of the standard half-field. The discrimination threshold or just noticeable difference
(JND) in wavelength was found where the observer signalled that the two halves of the field were no longer
identical in appearance. This procedure was repeated five times for a series of standard wavelengths throughout
the visible spectrum.

RESULTS

All five blue-cone monochromat observers were capable of discriminating wavelengths, equated on the
basis of their individual heterochromatic brightness matches, at mesopic levels between 0.8 and 80 trolands (td).
Figure 1A shows the average wavelength discrimination function obtained at the intermediate mesopic intensity
level of 8 td. It can be compared with the average function of 8 normal observers (o) obtained under the same
conditions. The average normal curve has the same gencral appearance as the classic curves reported in the lit-
erature (Wright & Pitt, 1935; Wyszecki & Stiles, 1982): a relative maxima (i.e. largest JND) is observed at
approximately 530 nm, two relative minima (i.e. smallest JND) at approximately 490 and 590 nm. The average
curve for the blue-cone monochromats, on the other hand, has only one minimum between 460 and 480 nm.
Wavelength discrimination completely collapses for wavelengths longer than 520 nm, where, on average, they
require a difference in wavelength of almost 70 nm before they can discriminate between the standard and com-
parison fields. However, within the narrow range between 440 and 520 nm, their discriminability (2-4 nm
JNDs) compares favourably with that of the normal observers.

Figure 1B shows the individual wavelength discrimination functions of the blue-cone monochromat ob-
servers. In general, there is very good agreement between them. Only observer P.S. requires a larger JND in
wavelength than the other observers at wavelengths between 440 and 490 nm. At wavelengths between 490 and
530 nm, however, his wavelength discrimination is slightly better than theirs. This difference may turn out to be
important because P.S. has a different DNA hybridization pattern than the other four blue-cone monochromats
(see above).
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At 0.8 td and 80 td adapting levels, the observers were also able to discriminate wavelengths, but their
performance tended to be poorer than that at the intermediate intensity of 8 td. In general, their wavelength
discrimination extended to longer wavelengths as the field intensity increased, with the cut-off wavelength shift-
ing rightwards from 480 to 520 nm. This is similar to what has been noted in the wavelength discrimination
functions of deuteranopes and protanopes, which shift rightwards by about 20 nm from 470 to 490 nm when the
troland value is increased. In the case of the blue-cone monochromat observers, the change with field intensity
can be related to the change in their spectral sensitivity functions (Reitner, Sharpe & Zrenner, 1991b). At higher
intensities the rod peak (near 520 nm) declines in magnitude relative to the S-cone peak (near 450 nm), so that
the sensitivities of the two receptor types first converge then diverge and the spectral region where the sensitivi-
ties are most similar shifts from the short- to the middle-wavelengths. At light levels above 800 td, the spectral
luminosity function of all five blue-cone monochromats becomes unimodal, with a peak near 450 nm. And, be-
cause their saturated rods no longer provide a differential signal which can be compared with that of the S-cones,
their wavelength discrimination breaks down and their vision becomes monochromatic. A similar breakdown
occurs at light levels below 0.08 td, at which the spectral luminosity function of the blue-cone monochromats
has a single peak near 520 nm (the peak is near 520 nm rather than 510 nm because the curve is measured
centrally and is subject to macular screening). These levels are too dim to excite strongly the S-cones and,
consequently, too dim to provide the differential signals required for wavelength discrimination.

Fig. 1. Panel A: the average wavelength discrimination curves of five blue-cone
monochromats (age 9-53; o) and of 8 normal trichromats (age 21-32; ¢) measured at
aretinal illuminance of 8 td. The inset shows the field of view, in which A and A+AA
indicate, respectively, the standard and comparison wavelengths. JNDs in wave-
length are plotted as a function of the standard wavelength. Panel B: The individual
wavelength discrimination curves of the five blue-cone monochromats.
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DISCUSSION

These results demonstrate that, within a limited intensity range, colour vision is possible with only rods
and S-cones. This supports earlier reports that blue-cone monochromats can made consistent colour matches
(Alpern et al., 1971) or discriminate wavelengths (Young & Price, 1985). But the earlier reports relied on the
assumption that blue-cone monochromats, have a third receptor type in their foveae--a rhodopsin cone--which is
used in conjunction with the S-cones to discriminate colours. The existence of such receptors has not been veri-
fied psychophysically in the five blue-cone monochromats investigated here (Zrenner et al., 1988; Hess et al.,
1989a), nor in another blue-cone monochromat observer investigated by others (Daw & Enoch, 1973).
Moreover, such an hypothesis would have trouble explaining why our five blue-cone monochromats display no
wavelength discrimination at photopic levels, where the rods saturate (Aguilar & Stiles, 1954), but where
rhodopsin cones should not.

Since rods and S-cones are the only functioning photoreceptors in our observers, our results imply that
some rod and cone signals travel by separate pathways to the visual processing stage where wavelength discrim-
ination takes place. Normal wavelength discrimination is believed to be mediated by two chromatically-oppo-
nent mechanisms: the red-green pathway, comparing the signals arising from the M- and L-cones; and the yel-
low-blue pathway, comparing the signals arising from the S- and from the combined M- and L-cones (Walraven
& Bouman, 1966; Judd & Yonemura, 1970; Bouman & Walraven, 1972). Because the blue-cone monochro-
mats lack the function of the M- and L-cones, it seems reasonable to conclude that the rods must contribute their
influence only through the second of these two pathways. That is, some rod signals could feed into the yellow-
blue chromatic opponent pathway with the opposite sign as the S-cones. To demonstrate this conclusively, how-
ever, bichromatic field and/or test additivity experiments would need to be undertaken; for wavelength discrimi-
nation could, in principle, also take place without opponent mechanisms. If, on the other hand, the cellular con-
nexions of the yellow-blue opponent pathway are intact, sustained by the signals of the rods and S-cones, then, in
field additivity experiments, threshold for violet flashes on a blue field should fall if enough yellow light is
added to the blue field to produce a composite field that is brighter but achromatic; and, in test additivity experi-
ments, the detectability of a violet flash on a bright yellow background should be reduced if it is accompanied by
a yellow flash. Although we have not yet conducted such tests in our blue-cone monochromat observers, we
already have other indirect evidence for opponency from their spectral sensitivity curves. Curves measured at an
intensity of 8.0 td, where their best wavelength discrimination is found, frequently have a deep notch between
the S-cone (c. 450 nm) and rod (c. 520 nm) peaks. This feature, reminiscent of Sloan's notch (Fach & Mollon,
1987) which is a clear signature of detection by an opponent process (Mollon, 1982), suggests that the blue-cone
monochromats’ brightness matching in the wavelength region between 450 and 520 nm depends not on absorp-
tions solely in the S-cones or solely in the rods, but rather on comparisons of absorptions in both.
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DENSITY OF BIPOLAR CELLS IN THE MACAQUE MONKEY RETINA
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INTRODUCTION

The inner nuclear layer (INL) of the mammalian retina is composed of the cell
bodies of bipolar, horizontal, amacrine, interplexiform and Miiller cells. Of these, bipo-
lar cells are responsible for the vertical flow of information from the photoreceptor
matrix to the inner plexiform layer and hence to the ganglion cells. We have begun an
analysis of the neuronal composition of the INL of the macaque monkey with emphasis
on the different subpopulations of bipolar cells which are present there. In this chapter
we describe the density and distribution of rod bipolar cells within the central 12 mm
and provide an estimate of the total number of bipolar cells within one millimeter of
the fovea. The results can be used to estimate limits to the spatial resolving power of
rod and cone mediated vision in the central retina, and may thus have relevance for
psychophysical estimates of these values.

A basic distinction in the bipolar cell population of the mammalian retina can be
made between rod bipolar cells (which contact rod photoreceptors) and cone bipolar
cells (which contact cones). Cajal (1893) recognized one morphological type of rod
bipolar cell and several types of cone bipolar cell. This was confirmed for the primate
retina by Polyak (1941), and by Boycott and Dowling (1969) but none of these authors
could make any comment about the relative numerosity of bipolar cells or their distri-
bution across the retina. The quantitative studies of Missotten (1974) and Krebs and
Krebs (1987, 1989) suggest that there is a total of 2-3 bipolar cells per cone pedicle
in the central primate retina. We have extended these studies by distinguishing rod
bipolar cells with protein kinase C (PIXC) immunocytochemistry, and by measuring cell
densities over a range of eccentricities near the fovea to obtain cumulative estimates of
the number of bipolar and ganglion cells within the central retina.

From Pigments to Perception, Edited by A. Valberg and
B.B. Lee, Plenum Press, New York, 1991 73



Figure 1. A: 12 pm vertical cryostat section through the macaque retina processed for PKC im-
munoreactivity. Abbreviations: OPL, outer plexiform layer; INL, inner nuclear layer; IPL, inner
plexiform layer; GCL, ganglion cell layer. The labelled cell bodies of rod bipolar cells are seen in the
middle to outer half of the INL; the dendrites terminate at the level of rod spherules and the axon
terminals in the IPL are seen close to the GCL. Scale bar 50 pm. B: Low-power electron micrograph
of a vertical section through the INL at about 2 mm eccentricity. The layer of electron dense Miiller
cells (m) separates amacrine cells (a) from bipolar (b) and putative horizontal cells (h). Other criteria
used to distinguish these cell types are described in the text. Scale bar 10pum.

METHODS

All measurements were made from retinae of juvenile macaque monkeys (M. mulatta and M. fas-
cicularis) which had been used for physiological recording of visual responses from the retina or lateral
geniculate nucleus. These experiments were made under Halothane anaesthesia. Retinae were fixed
immediately after administration of a lethal dose of pentobarbitone. For PKC immunocytochemistry,
retinae were perfusion fixed as described in detail by Greferath et al. (1990). For determining cell den-
sity in Nissl stained semithin sections and electron micrographs, the posterior eyecup was immersion
fixed as described by Griinert and Wassle (1990). To obtain vertical (radial) sections at known retinal
positions, the retina was first cut into three pieces (Packer et al. 1989) then the piece containing the
fovea was laid on a sheet of millimeter graph paper and viewed through a dissecting microscope. Blocks
of defined size and at known eccentricity could then be cut with a razor blade broken to the required
length. The remaining retina was either processed as a “wholemount” or cut horizontally (tangen-
tially) at 70 pm on a freezing microtome. Cell densities could be determined directly from horizontal
sections which included the entire INL, or calculated from the cell profile density in semithin vertical
sections. The size of all nuclear profiles in each sample was measured and cell density was calculated
using the recursive reconstruction method of Rose and Rohrlich (1988). Most samples were taken from
1 pm semithin sections, measurements made in the same way on low power electron micrographs or
using the disector method on consecutive sections (Sterio, 1984) gave results which generally agreed
to within 10%.
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RESULTS AND DISCUSSION

Identification and distribution of rod bipolar cells

In the macaque, as in other mammalian species (Negishi et al., 1988; Greferath et
al., 1990; Grinert and Martin, 1990) , rod bipolar cells can be identified by their PKC-
like immunoreactivity (Figure 1A.) The density of rod bipolar cells along the ventral
retinal axis of one retina is shown in Figure 2A. The peak density of rod bipolar cells
occurs about 2 mm from the fovea; this is slighty central to the peak rod density which
in this retina on the ventral axis was close to 3 mm eccentricity.

We have analysed rod bipolar cell density data from the horizontal retinal axis of
two other retinae. Although there is some variation in the peak density, between 10,000-
15,000 cells/mm?, the peak density always occurs between 2-3 mm from the fovea, that
is close to the rod density maximum. The inter-cell spacing for an hexagonal matrix of
16,000 cells/mm? is 8.5 um; such an array could transmit spatial frequencies up to 12
cycles/deg without aliasing, assuming 200 pm per degree for central retina, which we
calculated from the fovea—optic disk distance in the retinae we used. Since the total
ganglion cell density at 2 mm eccentricity lies between 10,000-20,000 cells/mm? (Perry
and Cowey, 1984; Wassle et al., 1989), the potential resolving power of the rod bipolar
cell matrix could only be utilised if the entire ganglion cell population formed a single
channel for detection at this eccentricity.

The numerical convergence of rod photoreceptors onto rod bipolar cells is shown
in Figure 2B; the rod density data were obtained from the same retinal positions as the
rod bipolar cell density data of Figure 2A. Between one and 10 mm from the fovea the
ratio rises gradually from 5:1 to over 20:1. We have not yet determined whether the
approximately twofold higher rod density at equivalent eccentricities in dorsal compared
to ventral retina (Packer et al., 1989, Wikler et al., 1990) is matched by a higher rod
bipolar cell density, but some preliminary observations suggest that this might be the
case.

Estimating total bipolar cell density

Figure 1B shows a low power electron micrograph of a vertical section through
the macaque retina close to 2 mm eccentricity. Miiller cells can be distinguished easily
by their high electron density and angular profiles. We classify amacrine and interplexi-
form cells as those whose profiles lie below the layer of Miller cells, and bipolar and
horizontal cells as those whose profiles lie above (distal to) those of Miiller cells. We
could not always distinguish horizontal from bipolar cells when counting from this or
1 um semithin sections, so these cell types were always counted together and we relied
on published estimates of horizontal cell density (Réhrenbeck et al., 1989) to obtain
final estimates of bipolar cell density. The values obtained within the first 2 mm on
the temporal horizontal axis of one retina are shown in Figure 2C. Densities of both
ganglion cells and the combined horizontal and bipolar cell population rise steeply to a
maximum at 0.6-1 mm and 1-1.3 mm respectively. At higher eccentricities, ganglion
cell density falls more steeply than bipolar and horizontal cell density. Krebs and Krebs
(1989) measured INL cell densities at 500 pm eccentricity in two monkeys and obtained
values which are slightly higher than ours if one assumes the same shrinkage factor

(linear 10%).
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Figure 2. A: Distribution of rod bipolar cells along the ventral axis of one retina. Each point
shows the mean of five samples with typical standard deviations. Retinal magnification 1 deg = 200
pm. Data corrected for shrinkage (linear factor 0.9, areal factor 0.81). B: Ratio of rod bipolar cell
density to rod density measured at the same retinal locations as a subset of the sample points in A.
C: Density of cell populations in the INL within the central 2 mm on the temporal horizontal axis
of one retina. Data points show mean and standard deviations from at least three 1 pum semithin
sections. Abbreviations: g, ganglion cells; b+h, bipolar and horizontal cells; am, amacrine cells; Mii,
Miller cells. D: Cumulative ganglion and bipolar cell counts. Data shown are pooled values from
the horizontal temporal axis of four retinae. Abbreviations as in C; the curve (b) shows an estimate
for bipolar cells alone. The small arrows indicate the magnitude of the horizontal shift necessary to

account for postreceptoral displacement.
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The ratio of bipolar cells to ganglion cells in central retina

It can be seen from Figure 1B that the visible processes of bipolar cells do not
follow a vertical course through the INL but run away from the fovea as they descend
towards the IPL. One must take account of this postreceptoral displacement when the
numbers of cells in different retinal layers are to be compared (Missotten, 1974; Schein,
1988; Wissle et al., 1989). The simplest approach is to make cumulative estimates of
the numbers of cells contained in volumes with increasing distance from the fovea; when
cumulative cell number is then plotted against distance from the fovea the comparison
between layers becomes equivalent to a shift on the horizontal axis. Such an analysis is
illustrated in Figure 2D, which shows data pooled from four monkeys. It can be seen
that the cumulative count for bipolar cells rises more steeply than that of ganglion cells.

For the retina shown in Figure 2C we obtain an average of 1.45 bipolar cells per
ganglion cell between 0.4 and 1.4 mm eccentricity. Subtracting the cumulative count of
rod bipolar cells (obtained from the density values of Figure 2A) produces an estimate
of 1.3 cone bipolar cells per ganglion cell for the central 1.4 mm, a ratio which increases
further at higher eccentricities. The most central (< 0.4 mm) eccentricities were not
included in the estimate because small variations in the cumulative cell counts caused
large fluctuations in the ratio; we are now making more exhaustive measurements to
obtain reliable estimates of cell densities on the foveal slope. The total number of cells
involved (< 5000) is relatively low, but as these cells almost certainly are associated
with cone outer segments within the central degree, the task seems worthwhile.

Convergence of bipolar cells onto cones

We have not measured directly the density of cone outer segments or pedicles
from our vertical sections, since we do not yet have a satisfactory description of cone
pedicle shape that would allow an estimation of pedicle density from profile density.
Estimates of the number of ganglion cells per cone in the central primate retina have
varied between 1:1 to more than 3:1 but there are good reasons to believe that the ratio
is at least 2:1 for the fovea (see Schein, 1988; Allen et al., 1989; Wassle et al., 1989)

The ratios 2:1 and 3:1 give lower and upper estimates of 2.6 and 3.9 cone bipolar
cells per central cone. The former is probably more appropriate since the ganglion
cell : cone ratio falls rapidly outside the foveal representation. (Schein, 1988; Wassle
et al., 1989) . Kolb and DeKorver (1988) analysed the synaptic connectivity of midget
ganglion cells near the human fovea and found that that they received the vast majority
of their direct bipolar input from a single midget bipolar cell. Our results show that
there are enough cone bipolar cells to allow for specific input to the different ganglion
cell populations present in the primate retina (see Rodieck, 1988; for review) and for
each midget ganglion cell to possess a “private line” from a single cone. Whether the
diffuse ganglion cell classes also receive predominate input from a single, presumably
diffuse, bipolar cell is not known, but our results are compatible with this possibility.

Acknowledgements: We thank Barbara Tuschen, Walter Hofer and Felicitas Boij for technical
assistance and Barry Lee for supplying the monkey retinas. We also thank Heinz Wassle for his
generous support, practical assistance and encouragement during all stages of this project.

77



REFERENCES
Allen, K.A., C.A. Curcio, and R.E Kalina, 1990, Topography of cone-ganglion cell relations in human
retina. Investigative Ophthalmology and Visual Science, 30(3):347.

Boycott, B.B. and J.E. Dowling, 1969, Organization of the primate retina: light microscopy. Philo-
sophical Transactions of the Royal Society of London B:, 255:109-184.

Cajal, S. R., 1893, La rétine des vertébrés. Cellule, 9:121-255.

Greferath, U., U. Griinert, and H. Wassle, 1990, Rod bipolar cells in the mammalian retina show
protein kinase C-like immunoreactivity. Journal of Comparative Neurology. In press.

Griinert, U. and P.R. Martin, 1990, Rod bipolar cells in the macaque monkey retina: light and electron
microscopy. Investigative Ophthalmology and Visual Science, 31(4):536.

Griinert, U. and H. Wassle, 1990, GABA-like immunoreactivity in the macaque monkey retina : a
light and electron microscopic study. Journal of Comparative Neurology, 297:509-524.

Kolb, H. and L. DeKorver, 1988, Synaptic input to midget ganglion cells of the human retina. Inves-
tigative Ophthalmology and Visual Science, 29:326.

Krebs, W. and I. P. Krebs, 1987, Quantitative morphology of the primate peripheral retina (macaca
irus). American Journal of Anatomy, 179:198-208.

Krebs, W. and I. P. Krebs, 1989, Quantitative morphology of the central fovea of the primate retina.
American Journal of Anatomy, 184:225-236.

Missotten, L., 1974, Estimation of the ratio of cones to neurons in the fovea of the human retina.
Investigative Ophthalmology and Visual Science, 13:1045-1049.

Negishi, K., S. Kato, and T. Teranishi, 1988, Dopamine cells and rod bipolar cells contain protein
kinase C-like immunoreactivity in some vertebrate retinas. Neuroscience Letters, 94:247-252.

Packer, O., A.E. Hendrickson, and C.A. Curcio, 1989, Receptor topography of the adult pigtail macaque
(macaca nemestrina). Journal of Comparative Neurology, 288:165-183.

Perry, V.H. and A. Cowey, 1984, The ganglion cell and cone distributions in the monkey’s retina:
Implications for central magnification factors. Vision Research, 12:1795-1810.

Polyak, S. L., 1941, The Retina. University of Chicago Press, Chicago.

Rodieck, R.W., 1988, The primate retina. In Comparative primate biology, volume 4:Neurosciences,
pages 203-278. Alan R. Liss, New York.

Rohrenbeck, J., H. Wassle, and B.B. Boycott, 1989, Horizontal cells in the monkey retina: Immuno-
cytochemical staining with antibodies against calcium binding proteins. European Journal of
Neuroscience, 1:407-420.

Rose, R.D. and D. Rohrlich, 1988, Counting sectioned cells via mathematical reconstruction. Journal
of Comparalive Neurology, 272:617.

Schein, S.J., 1988, Anatomy of macaque fovea and spatial densities of neurons in foveal representation.
Journal of Comparative Neurology, 269:479-505.

Stereo, D.C., 1984, Estimating number, mean sizes and variations in size of particles in 3-d specimens
using disectors. Journal of Microscopy, 134:127-136.

Wissle, H., U. Griinert, J. Rohrenbeck, and B.B. Boycott, 1989, Cortical magnification factor and the
ganglion cell density of the primate retina. Nature, 341:643-646.

Wikler, K.C., R.W. Williams, and P. Rakic, 1990, Photoreceptor mosaic : Number and distribution of
rods and cones in the rhesus monkey retina. Journal of Comparative Neurology, 297:499-508.

78



DISCUSSION: ROD VISION

William Swanson

Retina Foundation of the Southwest
Dallas,
Texas, U.S.A.

Swanson: Let me list a few questions to focus the general discussion.

The first question is “Why rods?” Except for Don MacLeod’s talk, these are the only two
talks in this workshop about rods. Most of the photoreceptors are rods, and certainly in primate
evolution scotopic and mesopic vision have been important. However, Qasim Zaidi told me that
nobody in New York City needs their rods, so we may not be used to thinking about scotopic
vision.

The second question is “To what extent is flicker is an appropriate tool?” Both experiments
used flicker, and Vienot also used brightness matching. I would like to use her work to distinguish
between studying attributes and measuring thresholds. What I and other psychophysicists are
used to doing is measuring thresholds, because thresholds are useful for trying to get at the
most sensitive mechanism. It is common with thresholds to get a brisk transition from one
mechanism (e.g., scotopic) to another (photopic), whereas with brightness matching there is a
very slow and gradual systematic transition. The visual system is usually used not to detect
thresholds, but to extract the attributes of stimuli. Van Essen may discuss attributes later, and
he argues that when you are testing attributes it can be quite difficult to pin them down to
any particular pathway. I think that this is exemplified with brightness matching. In normals,
even at 0.01 troland you still don’t have rods isolated, because above 600 nm you see red light,
and cones contribute to brightness. Burns, Pokorny and Smith tried to model certain aspects
of brightness by combining a range of different chromatic and achromatic pathways, but their
systematic data set was difficult to fit with any of a variety of combinations. So I think that
this shows the complexities we get into in dealing with attributes and this may be one reason
people tend to focus more on thresholds. But in the long run if you want to understand the
visual system we are going to have to be able to deal with attributes.

The third question is “What ganglion cells mediate rod vision?” This did not come up
particularly in the talks, but some argue that rod signals are carried predominantly by the
M-cells while some argue otherwise.

The last question is “What observers to test?” Traditionally in psychophysics you take a
couple of young, healthy graduate students, and maybe the person whose lab it is, and run them
through the experiments. If you are Don MacLeod, you have a deuteranomalous trichromat to
use (deuteranomalous trichromats are useful for looking at the rapid rod response because it is
easier to isolate rod responses in them). In both of these talks, people with unusual colour vision,
dichromats or achromats, were used. The question is: “What is the appropriate use of these
biological experiments”. There are several other classes of unusual human. In addition to males
with congenital colour defects, there are females who are carriers, with presumably unusual
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distributions of receptors in their retinae, there are incomplete achromats who primarily have
S-cones and rods, and there are people with congenital nightblindness with normal rhodopsin
but poor dark adaptation. Finally, there are ocular diseases, which are difficult to deal with
because you have to have them carefully characterized. But if this is done, for example with
an older patient who has had juvenile macular generation, it may be useful to test unusual
observers.

MacLeod: Can Vienot comment on a straightforward explanation of the reverse Purkinje
shift in the mesopic range, in which around 7 to 10 Hz the rod and cone signals are in opposite
phase so that contamination of cones by rods above the discontinuity, and rods by cones below
it, will drive the spectral sensitivity away from intermediate positions.

Vienot: I suggest that for the reverse Purkinje shift above 1 td it is only cone-cone
interaction. Under 1 td there is rod-cone interaction. Above 1 td, the frequency was above 10
Hz, which would be too fast for rods.

Kulikowski: The preferential frequency for the brightness matching, 0.5 Hz, agrees with
the preferential frequency of so-called sustained processes. Have you tried to vary spatial stim-
ulus parameters to find out how invariant this figure is?

Vienot: We have not done this yet.

Walraven: Did you express your ratios for the match in photopic or scotopic trolands?
Would using scotopic trolands affect the results?

Vienot: We used photopic trolands, always referred to the white. Using scotopic trolands
will just shift the curves up and down.

Spekreijse: I am surprised by the long time difference between the pathways Ted Sharpe
postulates; 33 msec is a lot of time. Is there physiological support for it?

Sharpe: The effect is represented in the b-wave of the ERG, and the bipolar cells seem
involved in this. It would seem then that the two pathways are being combined at or before the
bipolar cells, so any time difference in the ganglion cells is not involved. This is difficult however
to relate to the underlying anatomy.

Lennie: Current electrophysiological evidence from ganglion cells is not of the sort to
allow you to detect two pathways.

Mollon: On the upper branch of your curves, is there significant rod bleaching, which
must, if present, cause a change in spectral sensitivity, and if it is present, is it in the right
direction for the spectral sensitivity effect you see?

Sharpe: Rod saturation occurs well before significant bleaching occurs, so I don’t think
this can cause a large enough effect to explain the spectral sensitivity change we see between
the upper and lower branches.

Smith: I don’t understand how Ted Sharpe’s model works in the achromat, are you telling
us they have cone pedicles, or how is this model supposed to work?

Sharpe: I presented the simplest model of two pathways as a caricature to indicate that
rod signals are not just being transmitted over one pathway, that it is not one monolithic system.
Every pathway accessible to the rods is shared in part with the cones. But in the achromat,
everything just does not work out very well. Histologically, complete achromats probably have
no cones in the foveola, and 5 to 10 percent of the normal quantity in the periphery, with
signals so small they are insignificant. So there is a possibility that they could be gap junction
connections between rods and cones, but this is very unlikely. Other models than ours are
possible.

Swanson: I would mention that it is easy to try this yourself. I did it last Thursday. The
nulling of the ERG correlated well with the disappearance of the flicker.

Seim: Have you tried to activate the cones, which probably use one of your two channels,
in antiphase so you cancel the signals from the rods in that channel?
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Sharpe: We certainly could set up conditions psychophysically, but this is also more
complicated in that you also can get cancellation between the rods and cones pathways at 7.5
Hz. You could however set up conditions that can get cancellation. At 15 Hz, we suspect, that
both rod signals are 90 degrees out of phase with the cones. They are 180 degrees out of phase
with one another.

Spillmann: It would be interesting if one could bias two spatially separated stimuli such
that one is processed only by the fast system, and the other one by the slow system. These
two stimuli would then be presented with the delay of 35 msec. They should appear to be
simultaneous. Such an experiment might be a metacontrast experiment, for example with a disc
and an annulus.

Sharpe: Yes, we would do that, but we have shown that when looked at globally, we didn’t
find any spatial organisation differences between the two mechanisms. That is surprising, if one
pathway is intimately shared with the cones. It seems natural to expect that, since temporal
characteristics are different, spatial ones should be as well.

Kaplan: You are talking about fast and slow, but your model could be handled simply
by delay, and the two pathways could have identical speeds. If you go to higher and higher
temporal frequency you should be able to distinguish the two.

Sharpe: We made this set of physical measurements at 8, 15 and 20 Hz; at 20 Hz the
whole story was gone, probably because you get too much cone involvement. I tend to think in
the direction you suggest, that there is probably something more to the story, but we have to
analyze more electroretinogram results.

Mollon: Could you argue against the possibility that all the effects arise within a single
rod? I think we have been treating the rod as rather a simple box but the electrophysiologists
who work on amphibian rods, have shown very striking differences in the time constants between
proximal and distal segments, a factor of two difference. And you would also expect a difference
in the spectral sensitivity of the entire rod due to self-screening. Is it possible that the lower
part of the curves represents the entire rod, eventually saturating, and that the upper branch
represents the response of the proximal discs?

Sharpe: We can’t exclude that possibility. We exclude the possibility that there are two
types of rods, but the signals could be conveyed in two different parts of the rod. The light
adaptation behaviour in the two branches is different. I don’t know if I can argue that that
would minimize the possibility that this is a phenomena within the rod itself.

Swanson: I'd like to address this question which ganglion cells are involved in Vienot’s
flicker matches. Bob Shapley, in terms of scotopic to photopic, do you think that all can be
attributed to the M-pathway?

Shapley: Reid, Kaplan and I did record from M- and P-cells through the range of back-
grounds that were studied in the psychophysical experiments. In our experiments the P-cells as
a group were unresponsive to spatial patterns or anything except for diffuse fields at less than 1
td, whereas we did see responses from M-cells down to about 0.01 td.

Swanson: Did you have any information that might tell you if there is a abrupt transition?
Shapley: We didn’t do that experiment but you might expect that from M-cells.

Kaplan: I would add that Wiesel and Hubel made a similar comment, in that they were
surprised to find so many P-cells showing no sign of rod input.

Lennie: I want to discourage the inference that P-cells don’t have rod input. Wiesel and
Hubel were quite emphatic that many of their P-cells had rod input. We have found that by
no means all of them have rod input, but clearly a good number of them do. Experiments that
Mark Fairchild did looking at the scotopic acuity made it clear that at 6 to 10 degree eccentricity
performance is much better than can be supported by the M-cells.

Swanson: Has anybody here any idea why there will be this sudden abrupt transition
from photopic to scotopic.
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Schiller: I would support what Lennie said on the basis of lesion experiments. When
you ablate part of magnocellular geniculate, the monkey still has very good vision under dark-
adapted conditions.

Creutzfeldt: Virsu, Lee and I tested this transition from photopic to scotopic. L-cone
excited P cells seldom had rod input, but M-cone excited P cells did. Another question, if dark
adaptation works so well, why does it look so dark in the dark?
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WHICH CELLS CODE FOR COLOR?

R.W. Rodieck

Department of Ophthalmology, RJ-10
The University of Washington
Seattle, WA, 98195, U.S.A.

INTRODUCTION

In primates, information about color passes from the eye to the visual cortex via the
parvocellular laminae of the Lateral Geniculate Nucleus (LGN). We know this from the work
of Schiller, Logothetis and Charles (1990) and of Merigan (1989) who compared the visual
performance of Rhesus monkeys, as tested behaviorally, before and after lesions were made
to either a region that retinotopically included all the parvocellular laminae and none of the
magnocellular laminae, or vice versa, or both. Any interruption to the pathways via the
parvocellular laminae virtually abolished color sensitivity, whereas interruption of the path-
ways via the magnocellular pathways produced no detectable deficit. They also showed that
fine pattern and texture information likewise required the parvocellular laminae, but not the
magnocellular laminae.

Given that color information passes via the parvocellular laminae, which particular
pathway conveys this information? To judge from recent reviews, there is general acceptance
that color information is conveyed by the cells that compose the majority of ganglion cells
that project to the parvocellular laminae (Shapley and Perry, 1986; Lennie and D’Zmura,
1988; Kaplan, Lee and Shapley, 1990). These are termed ‘P cells’ by those who record from
the LGN (Shapley and Perry, 1986) and ‘midget ganglion cells’ by those who work on the
retina (Polyak, 1941; Rodieck, Binmoeller and Dineen, 1985), and make up the great majority
of retinal ganglion cells (ca 80%). Because not all ganglion cells project to the parvocellular
laminae, the proportion of P cells that project to these laminae must be even greater.

P cells show both spatial and spectral opponency. Only they exist in sufficient number
to account for fine pattern discrimination as measured psychophysically (e.g. Perry, Oehler
and Cowey, 1984), and their preeminent role in this task is not in dispute. In the current
paradigm, these same cells are presumed to convey color information as well, as noted above.
Since it is accepted by all that information is conveyed via the rate of discharge of a cell (i.e. a
scalar signal), this implies that the message sent by a single P cell is necessarily ambiguous,
for it could be responding either to a spectral change, or to a spatial change, or to both. This
leads to the notion that the visual cortex must engage in some form of multiplexing, combin-
ing the signals of a number of different inputs, so as to extract either the combined spatial
signal or the combined spectral signal (e.g. Kaplan, Lee and Shapley, 1990). Since most cells
in the striate cortex show no spectral antagonism, some mechanism of this type is presumably
present as far as spatial coding is concerned. If the system can combine signals to remove
spectral dependencies, thereby extracting spatial information, then there seems no reason why
a similar mechanism might work the other way, extracting spectral information at the expense
of nonspectral gradients. In principle, at least, there appears to be no added difficulty in this
regard. Considerations of these sort appear to have lead to a hypothesis implicit in the current
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Fig. 1 Alternative hypotheses for the coding of color.

paradigm: P cells convey essentially all the information that passes through the parvocellular
laminae. Indeed, it is sometimes claimed that P cells compose the entire projection to the
parvocellular laminae, with the other cell types that have been reported considered to consti-
tute normal parametric variations within the P-cell group, varying only in degree and without
distinct functions (e.g. Lennie and D’Zmura, 1988). This notion is summarized schematically
in the left half of Figure 1 as the ‘Double Duty’ hypothesis.

To me, all this seems too pat, and when it comes to the ganglion cell types that project
to the parvocellular laminae, probably wrong. In order to sharpen the issue, I would like to put
forward and defend an alternative hypothesis: Color information is conveyed primarily or
entirely by a group of ganglion cells that show a bistratified morphology, and synapse onto a
minority population of cells in the parvocellular layers that have been termed Type Il by
Wiesel and Hubel (1966). This ‘Two Channel’ hypothesis is shown in the right hand portion of
Figure 1. In terms of this alternative hypothesis, what spectral information P cells do possess
plays either a subsidiary role in color processing (weak form of hypothesis), or possibly no
role whatsoever (strong form).

NOT ALL CELLS THAT PROJECT TO THE PARVOCELLULAR LAMINAE ARE P
CELLS

On the basis of receptive-field analysis of parvocellular cells, Wiesel and Hubel (1966)
described three distinct cells groups, their Types I, II and III. Briefly, and for point of refer-
ence, Type I cells show both spectral and spatial opponency, Type II cells show only spectral
opponency, and Type III cells show only spatial opponency. Their findings have been con-
firmed by Dreher, Fukada and Rodieck (1976) in the LGN. Cells with identical properties
have been described by DeMonasterio and Gouras (1975) and by DeMonasterio (1978) in
retinal recordings; this indicates that these receptive fields are constructed within the retina,
and relayed via the LGN. The Type I cells are equivalent to what are currently termed P cells;
and, as noted above, correspond to what are known morphologically as midget ganglion cells
(Leventhal, Rodieck and Dreher, 1981; Perry, Oehler and Cowey, 1984). For the purpose of
this paper, we need not consider the properties of Type III cells in further detail.
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Wiesel and Hubel (1966) characterized Type Il cells as ...in many respects the most
remarkable of the dorsal layer cells. Like type I they showed opponent-color responses,
but their fields differed in having no trace of any center-surround arrangement. Two
types were observed, one with a neutral point at about 500 nm, the other at about 600 nm.
The recorded incidence of these cells is as follows:

Table 1. Incidence of Type II cells in parvocellular laminae of macaque LGN

Reference Region 500nm 600nm %
Wiesel and Hubel, 1966 LGN 8 7 9
Dreher, Fukada and Rodieck, 1976 LGN 10 4 16
DeMonasterio and Gouras, 1975 Retina 6 3
DeMonasterio, 1978 Retina 5 2

There are two types of Type II cells, one with a neutral point near 500nm,
the other near 600nm. The values in these columns are the number of cells
of each type recorded. % is the ratio of Type II cells to Type I cells in each
sample. Percentages for retinal studies are not given, because they were done
near the fovea, where different ganglion-cell types stratify at different levels
within the ganglion-cell layer (Polyak, 1941; Perry and Silveira, 1988) and
direct recordings are strongly biased toward the most vitread somata.

TYPE II CELLS ARE DISTINCT FROM P CELLS

Figure 2 is a replot of receptive-field sizes of the color-opponent retinal ganglion cells
as determined by DeMonasterio and Gouras (1975). The color-coding cells form three distinct
clusters in this parametric space, indicating that they form at least three different types

Fig. 2 Receptive-field size plotted against distance from the fovea for color-
opponent retinal ganglion cells of the macaque retina, as determined by
DeMonasterio and Gouras (1975). Replotted from their Fig. 16. The
names they used are shown in parentheses, and the Discussion section
of their paper indicates the correspondences shown. Conversion from
visual angle to retinal distance assumed here and elsewhere to be 5°/mm
(DeMonasterio et al., 1985).
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(Rodieck and Brening, 1983). Ganglion cells that project to the magnocellular laminae of the
LGN lack these properties, and none of the ganglion cells that project to the superior
colliculus are color opponent (Schiller and Malpeli, 1977). Thus all three types may project to
the parvocellular laminae of the LGN. In any case, Wiesel and Hubel (1966) described Type
II cells as having larger receptive fields than Type I cells, and DeMonasterio and Gouras
(1975) have demonstrated this quantitatively at the retinal level.

Figure 3 includes the data of Figure 2 and adds to it the receptive-field diameters of M
cells, as determined by DeMonasterio and Gouras (1975), together with the dendritic-field
diameters of midget and parasol cells, as determined by Watanabe and Rodieck (1989). There
are two points to be made with regard to this figure. First, there is a reasonably close corre-
spondence between the anatomical measure and the functional measure for the two types (M
cell = parasol; P cell = midget ). Second, the receptive field diameters of Type II cells lie
within or slightly above the cluster of M cells.

There are more differences between Type I and Type II cells than simply their recep-
tive field sizes. The papers listed in Table 1 are in general agreement as to these additional
differences, as summarized in Table 2.

To summarize at this stage: Type I and Type II cells differ in a variety of ways, making it
difficult to accept the notion that ... there seem to be no distinct type I and type II groups.

Fig. 3 Receptive-field size plotted against distance from the fovea for differ-
ent retinal ganglion cells of the macaque retina, as determined by
DeMonasterio and Gouras (1975), together with the dendritic-field
diameters of midget and parasol cells, as determined by Watanabe and
Rodieck (1989).
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Table 2. Comparison of the properties of P cells and Type II cells.

Property P cell (TypeI) Type IT
Receptive-field size: Small Medium

Rod input: Yes No

Center/Surround: Yes No

Antagonistic response in  No Yes

center of receptive field:

Histogram of neutral Continuous from about Discrete at either about
points: 450nm to about 690nm 500nm or about 600nm
Neutral point variesasa  Yes No

function of position
within the receptive field:

The variation in neutral points for P cells was described by (De Valois,
Abramov and Jacobs, 1966).

THE PARVOCELLULAR LAMINAE RECEIVE FROM MORPHOLOGICALLY DIS-
TINCT GANGLION CELLS

In preliminary work aimed at determining the morphology of the different ganglion-
cell types that project to the parvocellular laminae, Rodieck and Watanabe (1988) made a
single central injection of a retrograde marker to the parvocellular laminae, which labelled a
patch of ganglion cells in the nasal portion of the retina, that lay about 7-8 mm from the
fovea. Histology showed that the injection site was confined to the upper portion of the
parvocellular laminae. Most of the labelled cells appeared to be midget ganglion cells; how-
ever within the patch we attempted to inject the labelled cells with the largest somata.

Figure 4 compares the parameters of these cells with those of parasol and midget
ganglion cells, taken from Watanabe and Rodieck (1989) and the receptive field sizes of the
cells studied by DeMonasterio and Gouras (1975). Two morphologic forms were observed,
which we have provisionally termed ‘giant’ and ‘bistratified’. Each had its own size distribu-
tion. The ‘giant’ group consisted of cells with large and sparse dendritic fields that differed in
their morphology from those that project to either the pretectum or the superior colliculus;
they are not further considered here.

As their name implies, the ‘bistratified’ cells have dendritic fields that ramify at two
different zones of the IPL. The lateral extent of the two ramifications were coextensive, and
about the same or slightly greater than that of (unistratified) parasol cells at the same eccen-
tricity. A drawing of a bistratified ganglion cell is shown in Figure 5. The ratio of their den-
dritic diameters to that of midget ganglion cells at the same eccentricity is about 4. Thus they
could achieve the same dendritic coverage factor as that of the midget ganglion cells if their
spatial density was about 6% of that of the midget ganglion cells.

Although we have not determined their levels of stratification within the inner plexi-
form layer (IPL), it seems probable that the two strata straddle the a/b border of the IPL. In
primates this border lies at the middle of the IPL (Watanabe and Rodieck, 1989). They are
thus candidates for coextensively receiving both ‘on’ and ‘off” signals.

Given that there is a reasonable match between the receptive fields and dendritic fields
of cells with known anatomical/functional correspondences (i.e. Fig. 3; M cell = parasol; P
cell =midget ), it is reasonable to expect the dendritic fields of Type II cells to be about the
same or slightly larger than those of M cells (i.e. parasol cells). Given that Type II cells show
two independent and coextensive center mechanisms of opposite sign (i.e. ‘on’ and ‘off’), it is
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Fig. 5 Upper: Bistratified ganglion cell labelled following an injection of a
retrograde marker to the parvocellular laminae of the LGN, and intracel-
lularly injected with HRP in an in vitro preparation. Lower: Cartoon of
the above cell, with the inner dendritic arbor shown as thin lines, and the
outer as thick lines.

reasonable to expect their dendritic field to extend coextensively into both sublaminae a and b
of the IPL. Thus the ‘bistratified’ cells that project to the parvocellular laminae appear to have
about the right properties one would expect Type II cells to have. Further work will be re-
quired to test this hypothesis. The relevant points here are: not all ganglion cells that project to
the parvocellular laminae are midgets, and at least one group has anatomical properties com-
patible with those of Type II cells.

TYPE II CELLS APPEAR TO HAVE ALL THE PROPERTIES NECESSARY TO
ACCOUNT FOR HUE DISCRIMINATION

The receptive-field properties of Type II cells (lack of center/surround antagonismy;
precise balance between opponent chromatic mechanisms, both within different locations of
the receptive-field of each cell, as well as from cell to cell; lack of rod input) are just those
needed to convey accurate color information. Indeed, DeMonasterio (1978) has remarked:
Type II cells may represent a “pure color” system whose opponent mechanisms have remark-
ably similar or perhaps identical retinal networks.

About the only issue that remains is the question of whether Type II cells exist in
sufficient number to account for the known psychophysical behavior of primates. The issue at
stake is the minimum sampling period necessary to account for color discrimination. It is
necessary to distinguish between studies in which the subject is asked to detect a color pattern
(irrelevant here) and studies in that require hue perception (see De Valois and De Valois,
1988, p.214). All investigators agree that spatial acuity for color is significantly less than for
luminance, the question is how much. Mullen (1985) found that, for either red/green and blue/
yellow gratings, the maximum spatial frequency that could be resolved in the absence of
luminance cues was down by a factor of about three compared to the maximum for an achro-
matic grating. Presuming a factor of about this magnitude, a minimum spatial density for
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color sampling of about 11% of that for the achromatic channel would be required. If the
ratio of chromatic sampling to achromatic sampling corresponds to the ratio of Type II
cells to P cells, then the values for this ratio thus far obtained (9% and 16%, Table 1)
suggest that Type II cells are present in sufficient numbers to convey all the color infor-
mation required by performance measures determined from psychophysical studies.

By comparison, P cells (Type I) convey a mixed signal of spatial contrast and a spectral
antagonism. Lennie (1980) pointed out that the spectral opponency of P cells might be a
trivial consequence of the receptive-field center being driven by a single cone, which is true
within at least 4° of the fovea, where most recording is done. This hypothesis is consistent
with the observation that, unlike Type II cells, P cells show a substantial variation from cell to
cell in the relative strengths of the inputs from the R and G cones (e.g. Lennie and D’Zmura,
1988). This difficulty led Shapley and Perry (1986) to suppose that, although the aim of P
cells was to distinguish color, the bipolar cells to which they were connected were unable
during development to reliably distinguish the R and G cones. That may be so, but it is clear
that the bipolars from which Type II cells receive their signals have no difficulty in this
regard.

There are many more of P cells than Type II cells, so that, even with somewhat unreli-
able signals, it may be possible that the cortex somehow combines their messages so as to
average out the variability in their chromatic properties and thereby extract reliable color
information. But this has not been shown, and, given the properties of Type II cells, may not
be required.

CHROMATIC GRATINGS, SPOTS, AND THE P/M PARADIGM

Chromatic gratings are elegant stimuli that provide one of the best means of relating the
firing patterns of single cells to psychophysical measures. A good example of their worth is
the correlation between the psychophysical measure of luminance and the spectral discharge
properties of magnocellular cells demonstrated by Lee, Martin and Valberg (1988).

Given that the response properties of LGN cells are approximately linear, at least for
low-contrast conditions, it might seem that the parametric domain encompassed by sinusoidal
gratings would be sufficiently rich to reveal the full repertoire of coding of information by
these cells. In highly linear systems, such as most optics and certain electronics, sinusoidal
stimuli are sufficient to fully characterize the system. Unfortunately, this does not appear to be
the case for P and M cells. For example, Derrington and Lennie (1984) demonstrated that
there is little difference between the receptive field sizes of P and M cells at the same retinal
eccentricity, when these sizes were calculated from the responses to a series of gratings. By
contrast, responses to spot stimuli show large and nonoverlapping differences (e.g. Figure 2).
The reasons why grating stimuli fail to find a sharp difference in this regard, even in the
peripheral retina, is unclear.

In any case, the apparent uniformity of response properties among parvocellular cells,
or among magnocellular cells, when tested with gratings, may have prompted the P/M para-
digm, which implies that one need consider only a single cell group in the parvocellular
laminae, and a single group in the magnocellular laminae. If P cells are a single group, and if
both chromatic and luminance signals pass through the parvocellular laminae, then two
inferences follow. First, P cells must somehow multiplex these two signals. But the converse
also follows; since all P cells convey the chromatic signal, the response of any P cell to a
chromatic stimulus becomes a measure of the manner by which color is coded.

The terms ‘P cell’ and ‘M cell” have been given two somewhat incompatible defini-
tions, the first as used above, and the second as designations of the zone of the LGN to which
a ganglion cell projects (e.g. Kaplan, Lee and Shapley, 1990). This is a terminological issue
that is without substance. By contrast, those who make use of the P/M paradigm accept its
implications, as well as the model shown schematically in left portion of Figure 1, thereby
allowing it to be falsified.

90



The finding that the receptive-field size distributions of retinal Type I and Type 11
cells do not overlap (Figure 2) constitutes a difficulty for the P/M paradigm and its implica-
tions. The finding that the parvocellular laminae receive from ganglion cells with dendritic-
field size distributions that do not overlap (Figure 4), likewise constitutes a difficulty -
independent of whether a correspondence exists between these functionally and morphologi-
cally characterized groups.

PROBLEMS WITH THE TWO-CHANNEL HYPOTHESIS

Finally, I would like to raise two difficulties associated with the strong form of the
hypothesis presented here. Firstly, the locations of the pair of neutral points of the Type II
cells (about 500nm and 600nm) define two unique colors within the spectrum. One might
expect each to lie along one of the axes in the perceptual space formed by the two opponent
color systems of Hering (1964). Now the perceptual change from yellow to blue occurs at
about 500nm (reviewed by Hurvich, 1981); this matches the neutral point for one of the
types of Type II cells (Table 1), and is thus consistent with the notion that these cells could
subserve the postulated Y-B channel. But the perceptual change from red to green occurs at
about 580nm (yellow) (Dimmick and Hubbard, 1939; Rubin, 1961; Hurvich and Jameson,
1964), over a total range of 568-588nm (Cicerone, 1987) or 568-598nm (Pokorny and Smith,
1987). By contrast, the neutral point for the other type of Type II cells in the LGN is reported
to occur at about 600nm (orange) - and thus fails to match the postulated R-G channel. The
set of interference filters used by both Wiesel and Hubel (1966) and by Dreher, Fukada and
Rodieck (1975) were spaced at 20nm intervals and each included a 600nm filter, so the
actual neutral point could have been as low as about 591nm. Macaques appear to categorize
colors in a manner similar to that of humans (Sandell, Gross and Bornstein, 1979), and there
is no evidence to support a trans-species difference in this regard. This discrepancy could
possibly be explained in terms of the spectral composition of the backgrounds used in these
studies. Some support for this notion comes from the fact that the Type II retinal ganglion
cell illustrated by DeMonasterio (1978) had a neutral point between 570nm and 580nm. But
it seems more useful at the moment to leave this as a problem to be resolved experimentally,
rather than attempting to explain it away.

Secondly, the apparent lack of a rod input to Type II cells, although plausible from the
point of view of reliable coding of spectral information, goes against the strong form of the
hypothesis presented here, since Stabell and Stabell (1977) have convincingly shown by
psychophysical methods that rod signals contribute directly to wavelength discrimination.
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P (PARVOCELLULAR) AND M (MAGNOCELLULAR) PATHWAYS

The concept of P and M retinogeniculate channels has emerged from attempts
to explain the layering of the primate Lateral Geniculate Nucleus (LGN). In the main
body of the Old World primate’s LGN there are six segregated layers of cells. The
four dorsal layers are composed of small cells and are named the Parvocellular layers.
The two more ventral layers, composed of larger neurons, are called Magnocellular
layers. Recent work on functional connectivity and the visual function of single neurons
has revealed that the different types of cell layers in the LGN receive afferent input
from different types of retinal ganglion cells. The evidence on functional connectivity
of retina to LGN came from Leventhal, Rodieck and Dreher (1981) and Perry, Oehler,
and Cowey (1984) who labeled axon terminals in specific LGN layers of the macaque
monkey with Horseradish Peroxidase (HRP) and looked back in the retina to see which
ganglion cells were labeled retrogradely.

Direct electrophysiological evidence about retinogeniculate connectivity was pro-
vided by Kaplan and Shapley (1986) who recorded excitatory synaptic potentials (from
retinal ganglion cells) extracellularly in different LGN layers and who found that differ-
ent types of retinal ganglion cell drove different LGN layers. For example, LGN cells
that are excited by red light but inhibited by green light (so-called red- green color oppo-
nent neurons) are only found in the Parvocellular layers. These “Red-Green Opponent”
LGN cells receive excitatory synaptic input from “Red-Green Opponent” ganglion cells;
“Red-Green Opponent” ganglion cells only provide direct excitatory input to Parvocel-
lular LGN neurons of the “Red-Green Opponent” type. The specificity of ganglion cell
types exactly matches that of their LGN targets (Kaplan and Shapley, 1986; Shapley
and Kaplan, 1989). Therefore, Shapley and Perry (1986) proposed that the ganglion
cells that drove Parvocellular LGN should be called P cells and the ganglion cells that
drove Magnocellualr layers should be called M cells. This is the nomenclature we use
here.

From Pigments to Perception, Edited by A. Valberg and
B.B. Lee, Plenum Press, New York, 1991 95



THREE PHOTORECEPTORS AND SPECTRAL SENSITIVITY

Discussion of the spectral sensitivities of the photoreceptors must precede consid-
eration of the how the chromatic properties of P and M ganglion cells are constructed
from their receptive field properties.

There are three cone photoreceptor types in human and macaque retinas. The
spectral sensitivities of these photoreceptors have been determined for macaque retina
by Baylor, Nunn and Schnapf (1987) and for human retina by Schnapf, Kraft, and Bay-
lor (1987), using suction electrodes to measure cone photocurrent directly. These direct
measurements of photoreceptor spectral sensitivities are in generally good agreement
with microspectrophotometric measurements of cone absorption spectra (Bowmaker
and Dartnall, 1980; Bowmaker, Dartnall, and Mollon, 1980). The photocurrent mea-
surements agree even more closely with estimates of cone spectral sensitivity based on
human psychophysics (Smith and Pokorny, 1975). The Smith and Pokorny fundamen-
tals (estimated cone spectral sensitivities as measured at the retina after the light has
been pre-filtered by the lens) are three smooth functions of wavelength peaking at 440
nm (S cones), 530 nm (M cones) and 560 nm (L cones).

Human sensitivity to light across the visible spectrum under photopic, daylight
conditions is called the photopic luminosity function, denoted V. The luminance of a
light source is its effectiveness in stimulating the visual neural mechanism that has as
its spectral sensitivity the photopic luminosity function. Thus, the luminance of any
light may be computed by multiplying its spectral radiance distribution, wavelength by
wavelength, by the photopic luminosity function, and summing all the products. The
procedure known as heterochromatic flicker photometry has been employed to measure
the luminosity function. Monochromatic light of a given wavelength is flickered against
a white light at a frequency of 20 Hz or above, and the radiance of the monochromatic
light is adjusted until the perception of flicker disappears or is minimized (Coblentz
and Emerson, 1917). This technique exploits the fact that neural mechanisms that
can respond to the color of the monochromatic light are not able to follow fast flicker.
The photopic luminosity function has been measured more recently using contour dis-
tinctness (Wagner and Boynton, 1972) and minimal motion (Cavanagh, MacLeod, and
Anstis, 1987) as response criteria. These measurements agree remarkably well with the
luminosity function determined by flicker in the same subjects.

COLOR EXCHANGE AND EQUILUMINANCE

Color exchange, or silent substitution (Estevez and Spekreijse (1974; 1982) is a
technique for identifying contributions from particular photoreceptors or spectral re-
sponse mechanisms. For any spectral sensitivity function, and any two lights with
different spectral distributions within the band of the sensitivity function, one can per-
form a color-exchange experiment that will provide a nulling color balance for that
particular spectral sensitivity. For example, if one chooses two monochromatic lights
with wavelengths such that they are equally effective at stimulating the L cone, then
temporal alternation between these two lights at equal quantum flux should cause no
variation in the response of the L cone. The same argument works for the photopic
luminosity function which presumably is the spectral sensitivity of a neural mechanism
that receives additive inputs from L and M cones. Two lights that, when exchanged,
produce no response from the V, luminance mechanism are called equiluminant.
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The results of a simulated color exchange experiment on cones and a macaque
M retinal ganglion cell with a V) spectral sensitivity are illustrated in Figure 1. The
calculations are based on the spectral sensitivities of the L and M cones and the photopic
luminosity function (Smith and Pokorny, 1975). The spectral distributions of the light
sources were those of the red and green phosphors on standard color television sets,
designated P22 phosphors. The experiment that is simulated is color exchange between
the red (denoted capital R) and green (denoted capital G) phosphors. We have scaled
the x-axis so that when the G/R ratio is 1.0, the green phosphor is equiluminant with
the red phosphor. In this experiment, the red phosphor’s depth of modulation was kept
constant while the green phosphor’s modulation depth varied. When the modulation
depth (in units of luminance) of the green phosphor is approximately 0.4 that of the
red (G/R ratio 0.4), the response of the M cones is nulled. When the G/R ratio is 1.25,

the L cone response is zero.
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Figure 1. Color exchange response functions for L and M cones and luminance.
The predicted response of the cones to different G/R ratios was calculated from the
cross- product of the G and R phosphors with the spectral sensitivities of the L and
M cones from Figure 1. Also shown are data from a single macaque M cell studied
with heterochromatic drifting gratings at a spatial frequency of 1 ¢/deg and a temporal
frequency of 4 Hz. Note the good agreement with the prediction from the LUM function.

A spectral mechanism that sums the responses of M and L cones will have a
null in a color exchange experiment at a G/R ratio between the nulls of the two cones.
If the spectral sensitivity of the summing mechanism is K * L + M, where K is a
number between zero and infinity, then when K approaches zero, the color-exchange
null approaches the M cone null from above. When K goes to infinity, the color-exchange
null approaches the L cone null, from below. The null of the luminosity curve between
the cone nulls in Figure 1 is a case in point. For that curve K is approximately 2.
One must qualify the assertion to include the condition that the photoreceptor signals
have the same time course, and that in the process of summation their time courses are
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unaffected. The existence of sharp V’s in color exchange experiments on M ganglion cells
and Magnocellular cells is reasonably good evidence that L and M cones have similar
time courses under the conditions of those experiments (Lee, Martin, and Valberg, 1988;
Kaplan et al, 1988; Shapley and Kaplan, 1989). An example is shown in Figure 1. The
points plotted in that figure are from the amplitudes of response of an M ganglion cell
in response to drifting red- green, heterochromatic gratings (see below). The response
plummeted near a G/R ratio of unity, the equiluminant point.

Next, we consider what happens in a color-exchange experiment on a color-
opponent neuron. In such a cell, L. and M cone signals are not summed but subtracted.
The results of Figure 2 would ensue. The luminosity color-exchange results are in-
cluded for comparison with three different possible color-opponent cells: one in which
the strength of L and M signals is equal but the sign is opposite (M — L); one in which
signals from M cones are twice as strong as those from L cones (2M — L); and one
in which signals from L cones are twice as strong as those from M cones (2L — M).
The curves would be unaffected if the signs of the cone inputs were reversed since only
magnitude of response is plotted. What is striking about these simple calculations is
that opponent neurons have no null response between the cone nulls along the G/R
axis. The M — L response is perfectly constant. The 2M — L and 2L — M cells show
response variation but no null. This result is general for any neural mechanism with a
spectral sensitivity equal to K * L — M where K is a number greater than zero and less
than infinity. As K goes to zero the null of the mechanism approaches the M cone null
from below; as K goes to infinity, the null of the mechanism approaches the L cone null
from above. As before, all these statements hinge on small-signal linearity, and identity
of temporal response properties for M and L cones, which are reasonable assumptions
for P cells at temporal frequencies of 16 Hz and below. As an example of what real P
neurons do, data from a M + L— neuron are plotted in Figure 2 also. The stimulus
was full-field, red-green color exchange at 4 Hz. Notice that the response amplitudes
were relatively constant at all G/R ratios, meaning that the cell responded to all color
exchanges. Such a neuron must have approximately equal input from M and L cones,
but the cone inputs must be antagonistic.

RESPONSES OF M AND P NEURONS TO EQUILUMINANT STIMULI

One particular color-exchange experiment has become a focus of interest because
of speculations by Livingstone and Hubel (1987). This is the measurement of the re-
sponses of P and M neurons to equiluminant color-exchange. In their paper on per-
ceptual effects of parallel processing in the visual cortex, Livingstone and Hubel (1987)
assumed that because Magnocellular cells were broad-band, their responses would be
nulled at equiluminance. This assumption is a non-sequitur. Based on Figure 1, and the
discussion of that figure in the preceding paragraphs above, one knows that there could
be a whole family of broad-band neurons in the visual pathway that summed signals
from L and M cones with different weighting factors Kj;, such that spectral sensitivity
of the :-th mechanism was K; x L + M. Each mechanism would have a null at a different
point on the G/R axis. The striking thing about M cells and Magnocellular neurons is
that, for stimuli that produce responses from the receptive field center mechanism, the
position of the null on the color-exchange axis is close to that predicted from the human
photopic luminosity function, Vi (Lee et al, 1988; Shapley and Kaplan, 1989; Kaplan et
al, 1990). Moreover, there is little variability in the position of the color-exchange null
in the neurophysiological data on M/Magnocellular neurons; the variability is less than

that measured in psychophysical experiments (Coblentz and Emerson, 1917; Crone,
1959).
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Previously, we have inferred that psychophysical tasks that tap the M cell center
will possess a spectral sensitivity like that of Vi . Thus, we suppose that heterochromatic
flicker photometry, minimally distinct border, and minimal motion are all psychophysi-
cal tasks that somehow select for the M-cell receptive field center because of its spatial
and temporal filtering characteristics, relative to the different characteristics of the M
cell receptive field surround.
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Figure 2. Color exchange functions for hypothetical chromatic opponent cells
compared to luminance. Response magnitude as a function of G/R ratio is plotted for
three different hypothetical chromatic opponent neurons, with cone balances as labelled.
The color exchange response function for luminance is again shown and labelled LUM.
Data plotted (as filled circles) are for an M+L-, M cone center, P ganglion cell, in
response to full field (spatial frequency=0 c¢/deg) chromatic modulation (G/R color
exchange) at 4 Hz temporal frequency.

There are other experiments that indicate that, under stimulus conditions where
the center of the receptive field is not the only response mechanism contributing to the
response, M and Magnocellular neurons do not have a color-exchange null at equilumi-
nance. Lee et al. (1988) reported that large disks that stimulate center and surround
have nulls away from equiluminance. Shapley and Kaplan (1989) used heterochromatic
sine gratings to study chromatic properties of receptive field mechanisms. Heterochro-
matic sine gratings are formed by producing a sine grating on, say, the red phosphor of a
color monitor, and producing an identical sine grating on the green phosphor except for
an exact 180 degree phase shift. Thus where the red phosphor has a bright red bar the
green phosphor has a dark green bar, and vice versa. The sum of these two grating pat-
terns in antiphase yields as a spatial pattern a red-green, ergo heterochromatic, grating.
Shapley and Kaplan (1989) reported that heterochromatic sine gratings of low spatial
frequency may produce no color null in Magnocellular neurons. Derrington, Krauskopf,
and Lennie (1984), using the technique of modulation in color space, found that many
Magnocellular units exhibited properties expected of color-opponent cells when stimu-
lated with spatially uniform fields. These results probably are related to the earlier work
of Wiesel and Hubel (1966) who found that many Magnocellular neurons had a receptive
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field surround that was more red-sensitive than the receptive field center, the Type 4
cells. Such neurons could behave as color-opponent cells to stimuli which covered both
center and surround if the spectral sensitivities of center and surround were different
enough. Similar M ganglion cells were reported by DeMonasterio and Schein (1980).
Thus, in psychophysical experiments, if the stimulus is designed to tap the receptive
field center of cells in the M pathway, it will elicit a spectral sensitivity function like
Va. Such a stimulus will be nulled in a color-exchange experiment at equiluminance.
However, stimuli detected by the M-Magnocellular pathway that drive both the M-cell
center and surround receptive field mechanisms will probably seem to be detected by a
color-opponent pathway.

PHOTORECEPTOR INPUTS TO P AND M CELL RECEPTIVE FIELDS

The precise mapping of cone types to receptive field mechanisms is a problem
not yet solved. Wiesel and Hubel (1966) postulated that color opponent cells received
excitatory (or inhibitory) input from one cone type in the receptive field center and
antagonistic inputs from a complementary cone type in the receptive field surround.
However, the detailed quantitative evidence that would be needed to support or to re-
ject this hypothesis was not available then. Though Wiesel and Hubel’s (1966) proposal
may be true, there are a number of other possibilities. One alternative hypothesis is that
there is mixed receptor input to the receptive field surround, and only or predominantly
one cone input to the center of the receptive field (Paulus and Kroger-Paulus, 1983;
Kaplan et al, 1990). We have now made some progress on this problem by a combi-
nation of two methods: spatiotemporal mapping with m- sequences, and photoreceptor
isolation by means of color exchange.

M-SEQUENCES AND THE MEASUREMENT OF SPATIOTEMPORAL PHOTORE-
CEPTOR INFLUENCES ON RECEPTIVE FIELDS

In order to understand the photoreceptor inputs to receptive fields, we have em-
barked on a program of measurement of the two-dimensional spatiotemporal weighting
functions of P and M neurons. In this paper we report some preliminary observations.

We have adapted an approach to spatiotemporal functional analysis pioneered by
Erich Sutter (1987), and called maximal length shift register sequences, or m-sequences.
An m-sequence of order n is a sequence of -1’s and 1’s of length 2n -1 within which no
strings of length n are duplicated. Thus, an m sequence is the binary sequence of
maximal diversity for its length. In our experiments, each picture element or pixel in
a 16 by 16 array is modulated in time by a 16th order m-sequence. The sequences
are derived by a computation to be described elsewhere (Reid, Victor, and Shapley,
In Preparation), with a technique similar to that described by Sutter (1987). One
important property of the m-sequence is that its power spectrum is white, and therefore
the value of the m-sequence at any moment is uncorrelated with any time shift of itself.
Such a signal can be used to recover the temporal weighting function of a linear system
by cross-correlation. Following Sutter (1987), we have exploited the whiteness of the m-
sequences by making each of the 256 pixels in the 16 by 16 array a time-shifted version
of the same basic m-sequence. Therefore, the temporal stimulus at each spatial position
is uncorrelated with all the others for all times less than the time-shift between pixels
(usually 4 seconds). Then the temporal weighting function at each of the positions in
the array can be recovered by computation of a single cross correlation between neuron
output and m-sequence input. The first order response from each pixel occurs at a

100



2 DEGREES

S334930 ¢

()
07/

Figure 3. Spatial map from a first order spatiotemporal kernels of a macaque P cell (clas-
sified as M-L+ with conventional stimuli) in response to color-exchange m- sequences
that only drove L cones (solid lines) and M cones (dashed lines). These are equiva-
lent to two-dimensional distributions of sensitivity or contrast gain across the receptive
field of the single cell. The kernel for each cone type was measured separately with a
color-exchange m-sequence. The cone contrasts were both around 0.2. The kernels are
plotted as contour plots in which each contour is equivalent to a response increment
of 0.02 impulses/sec. The spatial kernels for the two different cones in fact overlapped
almost completely. They have been separated by an arbitrary distance just to make
clear that they have roughly the same shape, same spatial scale, and that they each are
of one sign. The M cone input was much stronger as indicated by the higher density of
contour lines for the M cone kernel. There is no Center- Surround organization within
a cone class in P cells, as evidenced by the absence of a sign change for each separate
cone kernel. The time of the response is 48 msec, near the initial peak of the first-order
respomnse.
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separate, predetermined time in the cross correlation function. Another advantage of
m sequences is that the correlation functions of all orders may be recovered with a
single rapid computation referred to as the fast m-transform. Thus, first and second
order spatiotemporal kernels may be computed very rapidly (Reid, Victor and Shapley,
1989).

The combination of spatiotemporal kernel measurement with m-sequences, and
cone isolation by means of color-exchange (as in Figure 1), has produced experimental
results that may settle some of the important issues concerning the functional connec-
tions of monkey photoreceptors to ganglion cells (Reid and Shapley, 1990). The most
important results, in our opinion, are illustrated in Figure 3. There are shown the exci-
tatory (with solid contours) and inhibitory (with dashed contours) spatial kernels, taken
at the time of peak response, 48 msec, for the two different cone types (L and M) that
converge onto a single P cell, an M — L+ opponent neuron. This cell was classified as
an M-center neuron because of the stronger M cone input. The two contour plots have
been displaced from each other for clarity’s sake; in fact, they completely overlapped in
space. The spatial overlap is one important point and the other is the absence of any
sign change with position in either cone kernel. In other words, there was no center-
surround interaction within one cone type in this representative P cell. The implication
is that the standard “Center” and “Surround” mechanisms were cone-specific.

M ganglion cell fields were different in significant ways. For one thing, M and
L cone inputs to the center of the receptive field were synergistic, and their relative
strengths in the ratio of cone inputs to the photopic luminosity function; equiluminant
red-green m-sequences elicited spatial kernels with small or absent central responses in
M cells. In many M-cells the Surround received much stronger relative input from L
cones than did the Center. Such neurons were Type 4-like, though some had “Off”
Centers as mentioned above.

These new results on cone-specific response mechanisms in P cells and additive
cone convergence in M cells will have to be explained by a fresh attack on the neu-
roanatomy, and new models of functional connections, within the primate retina. They
may also provide new data that will help us understand the functional roles of these
different cell types in color vision and pattern perception.
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ON THE RELATION BETWEEN CELLULAR SENSITIVITY

AND PSYCHOPHYSICAL DETECTION
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INTRODUCTION

Recent interest in the parvocellular and magnocellular pathways within the primate visual
system has a dual origin. Firstly, the physiology of these systems is of intrinsic interest. Some
features appear unique to the primate, and are of relevance to wiring diagrams emerging from
primate retinal anatomy. Secondly, there is abundant psychophysical evidence for the existence
of chromatic and achromatic channels within the human visual system. The relationship of
different cell types and systems to these channels has been controversial (see Shapley and Perry,
1986; Kaplan et al., 1990 for review). Although the parvocellular and magnocellular systems
have been proposed as physiological substrates for the chromatic and achromatic channels (Crook
et al, 1987; Lee et al, 1988; Lee et al., 1989a; Kaiser et al., 1990), there is evidence contrary to this
viewpoint (e.g., Schiller et al., 1990). In this paper, I shall review physiological evidence relevant
to certain standard psychophysical paradigms and consider some of the problems associated with
specifying the substrates of performance from physiological data.

Linking physiological measurements with psychophysics is not straightforward. Assump-
tions are inherent in the linking hypothesis itself, and there are also practical considerations
as to the mode of operation of central mechanisms processing afferent signals. Over the past
three decades, there have been several attempts to provide a formal basis for such hypotheses.
The discussion over the roles of the parvo- and magnocellular systems in perception provides an
opportunity to test the applicability of some of these doctrines.

A primary assumption is the similarity of the visual systems of man and old-world monkeys
such as the macaque. At least as far as the anatomy of the afferent visual systems is concerned,
the evidence in favour is strong. It has yet to be shown that the similarity extends to all
details of the psychophysics, although present evidence indicates close correspondence. However,
more extensive monkey psychophysics seems desirable, for some of the linking hypotheses to be
described rely on a precise psychophysical correspondence between the two species.

LINKING HYPOTHESES AND NEURON DOCTRINES

Brindley’s (1962) distinction between class 4 and class B linking hypotheses is well known.
In a class A hypothesis, if two stimuli evoke identical responses when physiological measurements
are made, they must be indistinguishable psychophysically; it is implied that a change in one of
the stimuli would lead to a response both from an observer and from some physiological system
under study, further implying the physiological system is a necessary substrate for performance.
Trichromatic colour matching provided an example of a class A hypothesis; Brindley also drew
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threshold measurements into this category. Class B hypotheses involve some correlation between
psychophysical and physiological data, which need not imply a causal relationship between the
physiological response and behaviour. Although not without problems (Boynton and Olney,
1962), the distinction between class A and Bhypotheses has generally been perceived as valuable.
More recently, the implications of such hypotheses have been more fully explored (Teller and
Pugh, 1983; Teller, 1984).

It has become apparent that comparison of physiological and psychophysical data is much
less straightforward than might be thought on the basis of the distinction between class A and B
hypotheses. In practice, the distinction is seldom clear-cut. For example, cells of the M-pathway
are much more sensitive to luminance flicker than cells of the P-pathway. However, it could be
argued that cells of the P-pathway also contribute to detection, since they are more numerous.
Furthermore, since neural responses vary from trial to trial, it becomes necessary to formulate
class A hypotheses in statistical terms (Teller, 1984). These factors tend to blur the distinction
between class A and class B hypotheses. In fact, the difficulty in defining a neuronal ‘threshold’,
has tended to make comparisons of cellular and psychophysical sensitivities a rather disreputable
pastime.

A neuron doctrine relating signal units and sensation was formulated by Barlow (1972),
who proposed five ‘dogmas’ intended to relate neural activity to experience, based on evidence
partly derived from stimulus specificity in retinal ganglion cells and partly from responses of
cortical neurones. Although the presence of ‘trigger feature’ neurones may not be in accord
with more recent neurophysiological results, the arguments as to ganglion cell sensitivity remain
valid. In what follows, I shall consider some of the problems involved in linking physiological and
psychophysical data, taking examples from studies of the ganglion cells of the primate retina,
and show some of the kinds of evidence required to give support to such hypotheses.

Fig. 1. Response histograms of a phasic off-centre cell and a green on-centre cell to
heterochromatic flicker (10 Hz, 4° field), the composition of which is illustrated on the left.
White was alternated with 506 nm. Each histogram represents response to two cycles of flicker.
Luminance ratio (L, : L,,) is indicated for each histogram. The response of the phasic cell is
minimal close to a luminance ratio of one, at which point an abrupt change in phase is seen. For
the green on-centre cell there is a gradual change in response phase without any indication of
a minimum. B. Amplitude of fundamental and response phase plotted against luminance ratio
for the two cells. Reprinted from Lee et al. (1989c¢) with permission.
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HETEROCHROMATIC FLICKER PHOTOMETRY; A CLASS A TASK?

Heterochromatic flicker photometry (HFP) is a psychophysical task of some practical im-
portance, since it provided much data for specification of the human photopic luminous efficiency
function. Two lights are alternated at ca. 10-40 Hz, and the subject must adjust their relative
intensities until the sensation of flicker is minimised or abolished. By testing lights across the
spectrum against a reference wavelength, a spectral sensitivity curve may be obtained. Recently,
responses of ganglion cells have been studied under stimulus conditions made to match as closely
as possible the psychophysical paradigm (Lee et al., 1988). Typical results are shown in Fig. 1.
The stimulus paradigm is sketched at left, and in the centre panels are shown the responses of
a phasic, off-centre, M-pathway cell and a green-on P-pathway cell to two cycles of modulation.
White was alternated with 506 nm, and the luminance ratio for each histogram indicated. The
activity of the phasic ganglion cell goes through a minimum close to equal luminance (a ratio
of one), corresponding to the minimization of flicker sensation psychophysically. The responses
of the green-on cell show a gradual change in phase without any indication of a minimum; this
gradual phase drift can be attributed to a frequency-dependent centre-surround phase delay.
At first sight, the phasic ganglion cell thus displays the properties which might support HFP.
It was possible to show that all major photometric properties demonstrable psychophysically
(e.g., additivity, transitivity, frequency independence) were directly demonstrable in cells of the
M-pathway.

HFP appears to be a candidate for class A hypothesis status. If two lights are alternated
at equal luminance, little or no M-pathway response is present and no flicker is visible; the
alternated lights are indistinguishable from unmodulated light of the same mean chromaticity.
However, this is not an example of a class A hypothesis, or an identity proposition (Teller,
1984), because the two physiological states are not indistinguishable; very vigorous responses
are present within the P-pathway under such circumstances. As discussed by Teller (1984), if
two visual stimuli are statistically indiscriminable psychophysically, this does not imply that the
corresponding physiological states are also statistically indiscriminable. In fact, the paradigmatic
example cited by Brindley also suffers from this defect. Two metameric lights will generally not
produce equal quantal absorption in rods, and measures must be taken to minimize rod intrusion
into the matches.

It is remarkable that observers can carry out HFP in the face of these vigorous responses in
the P-pathway, and it is necessary to suppose that some low-pass filter operates on their signals
at a cortical level. However, their remains the possibility that a central achromatic mechanism is
generated from P-pathway cell activity, and that this mechanism is also nulled when performing
HFP. We might therefore postulate two alternative linking hypotheses; one is that HFP is solely
the responsibility of the M-pathway, and the other is that it is a collaborative effort between M-
and P-pathways. A hypothesis of this latter sort was proposed by Gouras and Zrenner (1979).

To distinguish between these alternatives, several types of ancillary evidence may be
utilised. Firstly, it can be shown that it is extremely difficult to generate a suitable achro-
matic channel for HFP from P-pathway activity. The centre-surround phase delay and cone
weightings varies among P-pathway cells, so some achromatic channel generated by vector sum-
mation of their activities would be very idiosyncratic; changing modulation frequency or the
colours used would necessitate a change in model parameters, which does not seem feasible
neurophysiologically.

Secondly, the more completely the properties of the M-pathway can be used to account
for psychophysical results with flicker photometry, the more probable it is that this pathway
provides the sole substrate for the task. For example, an oddity of HFP is that at frequencies
below 10 Hz, subjects can set a better flicker null if a small phase shift is introduced between
the flickering lights (e.g., Lindsey et al., 1986). This puzzling psychophysical effect is directly
reproduced in cells of the M-pathway, as described elsewhere in this volume (Smith et al.,
1991). A further example of a psychophysical effect finding a direct explanation in responses
of M-pathway cells is the effect of increasing retinal illuminance above about 200 td. With red
and green lights, HFP becomes very difficult for subjects under these circumstances, since no
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clear flicker minimum is present; flicker is always seen, unless the frequency is increased to, say,
40 Hz. The effects of changing retinal illuminance on the behaviour of a phasic ganglion cell
is shown in Fig. 2. Histograms for two cycles of flicker are shown at 200 and 2000 td. At
the higher retinal illuminance, a much more substantial frequency-doubled response develops,
apparently associated with a non-linearity of M- and L-cone summation (Lee et al., 1989b).
The curves at right show the amplitudes of first and second harmonic Fourier components as a
function of luminance ratio between the lights. It is plausible to suppose that this non-linearity
within the M-pathway at high retinal illuminance underlies the psychophysical result; the non-
linearity largely disappear at 40 Hz. Psychophysically, the residual flicker which interferes with
performance appears of elevated frequency, although this is difficult to quantify.

Fig. 2. Responses of phasic on-centre cell to red-green heterochromatic flicker (20 Hz), in
a similar format to Fig. 1, at two levels of retinal illuminance (A,B). In the histograms, and in
C, the development of a substantial frequency-doubled component at 2000td can be seen

It is thus possible to provide a convincing argument that cells of the M-pathway are the
sole substrate for HFP. This argument rests on the implausibility an achromatic mechanism built
from P-pathway cells and on a precise comparison of physiological and psychophysical results.
If properties of the M-pathway had failed to correspond to psychophysical results, this would
have substantially weakened the linking hypothesis.

DETECTION OF LUMINANCE AND CHROMATIC MODULATION

Comparison of cell sensitivity and psychophysical detection thresholds provides another
comparison that might be formulated in terms of a class A hypothesis. Psychophysical sensitivity
to luminance modulation is maximal around 10 Hz, and is attenuated at lower temporal fre-
quencies. To chromatic modulation, sensitivity is maximal at low frequency, and falls off rapidly
above 5 Hz. Evidence of this sort was used to support the notion that different post-receptoral
mechanisms supported detection in the two cases (Kelly and van Norren, 1976). Cells of the M-
pathway are much more sensitive to luminance modulation than those of the P-pathway, whereas
cells of the P-pathway are the most sensitive to chromatic modulation (Lee et al., 1989a). It is
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plausible to suppose they provide distinct substrates for the post-receptoral mechanisms postu-
lated psychophysically, but this linking hypothesis rests on several assumptions.

Firstly, when comparing psychophysical threshold with cell sensitivity, some measure of
the latter must be employed. Due to the statistical nature of neuronal firing, a cellular ‘thresh-
old’ can only be defined in probabilistic terms. Alternatively, cell sensitivity may be expressed
as ‘contrast gain’ (Shapley and Kaplan, 1983). Nevertheless, in a variety of paradigms (Crook
et al., 1987; Lee et al., 1989a) we have found that psychophysical thresholds appear to corre-
spond to a modulation in firing rate of about 10-20 impulses per second in the most sensitive
neurones encountered. For this generalization to be meaningful, it is necessary that the power
spectral densities of individual neurones’ maintained discharge are similar. This appears to be
approximately the case, for M- and P-pathway cells and their various sub-classes (Troy and Lee,
unpublished observations).
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Fig. 3. Ratio of psychophysical to cell sensitivity for different cell types for luminance
(A) and chromatic modulation (B) as a function of temporal frequency. For phasic cells and
luminance modulation, sensitivity ratio is similar (close to unity) at all illuminances up to 20 Hz.
Above 20 Hz, ratios fall steeply. Sensitivity ratio for tonic cells is much higher and dependent
on retinal illuminance, few tonic cells responding at 20 or 2 td. For tonic cells and chromatic
modulation, at low frequencies ratios are close to unity up to 5 Hz. Near 10 Hz, ratios for second-
harmonic responses for phasic cells reach a level (about unity) consistent with their participation
in detection. Curves shown indicate characteristics of hypothetical filters which may be present
more centrally. Reproduced by permission (Lee et al., 1990).
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Although it is plausible that the M-pathway thus underlies luminance flicker detection, it
could be argued that cells of the P-pathway, through some kind of summation (probability or
otherwise), are able to combine to provide higher sensitivity than individual neurones. Since
the P-pathway contains more cells than the M-pathway (by a factor of 7-8), this suggestion is
not unreasonable. Furthermore, vector-length models of psychophysical sensitivity implicitly
assume that multiple mechanisms may contribute to detection in this way. It can be difficult
distinguishing between a vector-length model and one in which separate, unique sets of visual
mechanisms are involved in detection (e.g., Poirson et al., 1990).

One way to better define a correspondence between M- and P-pathways and post-receptoral
channels is to show that a linking hypothesis holds along a variety of stimulus dimensions. We
have attempted to do this be comparing physiological and psychophysical sensitivities at different
adaptation levels.

As retinal illuminance is decreased, psychophysical sensitivity to luminance modulation
remains similar at low frequency but there is progressive attenuation at higher frequencies. For
chromatic modulation, sensitivity falls at all frequencies (Swanson et al., 1987). Measurements
of sensitivity of M- and P-pathway ganglion cells reveal changes in modulation transfer function
which closely resemble those seen psychophysically for luminance and chromatic modulation
respectively. Results are summarized in Fig. 3. To compare physiological and psychophysical
sensitivities, we have taken the ratios of psychophysical threshold to the modulation required to
generate a 20 imp/sec modulation in cell firing; a more extensive description of these experiments
may be found elsewhere (Lee et al., 1990). For luminance modulation and M-pathway cells, this
ratio varies around unity at all contrast levels at frequencies below 20 Hz. Sensitivity ratios are
much lower for P-pathway cells, and vary greatly as contrast level changes; it is difficult to evoke
responses from many P-pathway cells below 20 td. With chromatic modulation, sensitivity ratios
for P-pathway cells are close to one at lower temporal frequencies, implying that the decrease
in psychophysical sensitivity to chromatic modulation with decreasing retinal illuminance is
accompanied by a parallel change in P-pathway sensitivity.

At high temporal frequencies, P-pathway cells respond to chromatic modulation at fre-
quencies well above fusion for human subjects. This implies operation of a cortical filter. Since
M-pathway cells respond to luminance modulation up to 80 Hz at 2000 td, much higher than
the flicker fusion frequency, a cortical filter is also implied for this system. A suggestion as to
the properties of this filters is drawn into Fig. 3; their corner frequencies differ by a factor of
two to three (Lee et al., 1990).

The parallel and distinctive changes in M- and P-pathway sensitivity on comparison with
psychophysical sensitivity to luminance and chromatic modulation at different illuminances (and
at different temporal frequencies) provides evidence that they provide unique and separable
mechanisms for modulation detection, except perhaps for a ‘luminance intrusion’ in chromatic
modulation detection around 10 Hz. Furthermore, the fact that sensitivity ratios are similar for
the two comparisons indicate that the numerical advantage of P- over M-pathway cells does not
bring about substantial improvement in sensitivity of the P-pathway as a whole.

THE MINIMALLY DISTINCT BORDER AND PATTERN PERCEPTION

The minimally distinct border method (MDB) shares with HFP all the characteristics of
a photometric technique. This method, the parent of more recent psychophysical studies with
isoluminant patterns, involves adjusting the relative intensities of two abutting coloured fields
until the border between them is minimally distinct. It is parsimonious to suppose that M-
pathway cells form the physiological substrate of both photometric techniques, and it may be

shown that these cells display directly all the photometric properties observed psychophysically
(Kaiser et al., 1990).

Residual distinctness after minimization depends on the colours either side of the border,
and it can be shown that the residual responses of M-pathway cells (arising from the non-linearity
of M- and L-cone summation mentioned above) correlates very well with subjective estimates.
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Fig. 4 illustrates such estimates of residual distinctness for different wavelengths tested against
a white reference and normalised to equivalent achromatic contrast. They are compared with
averaged residual responses from M-pathway cells, normalized to their response to an achromatic
edge.

MDB results provide a good example of how a linking hypothesis must postulate how a
central mechanism handles afferent signals. With an edge moving across the retina, it would be
difficult to conceive how on- or off-centre cells alone could form the substrate of the task because
of the residual responses. It is necessary to postulate some mechanism which compares on- and
off-centre signals. For example, a zero-crossing detector resembling an even-symmetric cortical
receptive field would function in this way. Fig. b5 illustrates how this might work. A schematic
receptive field is show above, together with a sketch of the stimulus situation. Responses of
an on- and an off-centre M-pathway cell have been combined as indicated to generate an even-
symmetric field. On the assumption that the distinctness of the border is a function of the
output of such a detector, it can be seen that this output will be smeared spatially and of
minimum amplitude at isoluminance. This would seem to provide a plausible explanation for
the psychophysical result.
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Fig. 4. Residual distinctness, estimated by a human observer when different monochro-
matic lights bordered onto an isoluminant white field, plotted as a function of wavelength, scaled
relative to distinctness of an achromatic contrast (data of Tansley, taken from Boynton, 1978).
In B, the data points show residual responses (mean, s.d., n=21) of phasic cells, scaled for each
individual cell relative to its response to an achromatic contrast of 20%. Because our filters were
not monochromatic, it was necessary to calculate the equivalent wavelength producing the same
ratio of M/L cone excitations to make the comparison. Cell responses resemble psychophysical
data in both shape of the function and its absolute magnitude.

Thus the M-pathway provides a signal adequate to account for border distinctness both
in the presence and absence of a luminance difference. However, it has been proposed that an
achromatic channel for pattern perception may be generated from the activity of P-pathway cells
(e.g., Ingling and Martinez, 1983; Ingling, this volume). Although this viewpoint is supported by
selective lesion experiments (Schiller, this volume), its origin lay in early physiological evidence
that M-pathway cells were poorly represented foveally and did not respond to high spatial
frequency gratings. Both these suppositions are now known to be incorrect (see Kaplan et al.,
for review). Nevertheless, the Nyquist limit of M-pathway cells is certainly lower than might be



expected of a system supporting high resolution vision, probably by a factor of three to four.

If P-pathway cells played a significant role in pattern vision, it would be surprising if they
did not contribute to border distinctness. It is thus necessary to consider the feasibility of a
linking hypothesis for MDB in which an achromatic channel generated from some combination
of P-pathway cells plays a role. A scheme is illustrated in Fig. 6A. A red on-centre and a green
on-centre cell combine to provide input to some cortical neuron, which thus has a receptive field
structure consisting of summed M- and L-cones to centre and surround, much as is required from
an achromatic channel. There are several objections to such a model.Firstly, the diameter of the
surround must be large in comparison with the centre. Although this is generally thought to be
so, there seems to be substantial inter-cell variability, and some opponent surrounds seem to be
little larger than the centre (Purpura et al., 1990). Secondly, it would break down on blurring
the retinal image, but MDB is perfectly possible under those circumstances (Lindsey and Teller,
1989). Thirdly, actual responses of P-pathway cells are not consistent with the way such a model
should function. For example, P-pathway cells respond very vigorously to isoluminant borders,
and around equal luminance the response of the cell shows little change. This is illustrated in
Fig. 6B; responses of a green on-centre and a red on-centre cell have been combined such that at
equal luminance a minimum modulation of firing occurs. At luminance ratios of 0.4 and 2.5, the
combined signal shows little change from the isoluminant condition; only at very high luminance
contrasts do the predicted effects become apparent.

Fig. 5A. Sketch of a model in which an on- and an off-centre cell fields may be combined
to give an even-symmetric receptive field. B. Responses of the cells have been added after a
suitable shift in position to show how the output will vary as function of luminance contrast
across the edge. Note that the output has changed spatial location on reversing contrast. At
equal luminance a smeared, low amplitude response is present.

It thus seems unlikely that a signal produced by combining P-pathway cell activity can
play a significant role in MDB. This is not entirely consistent with lesion experiments, where
some MDB-like tasks are retained psychophysically after destruction of part of the magnocellular
layers of the geniculate nucleus (Schiller, this volume; Merigan, this volume). These two sets of
data appear in direct contradiction, and the resolution of this issue remains obscure.
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CONCLUSIONS; VALIDATION OF LINKING HYPOTHESIS

I have tried to show some of the problems that occur in practice when trying to link
physiological and psychophysical data. It seems that linking hypotheses can seldom be given a
clean bill of health and assigned class A status; the physiologist (or psychophysicist) is usually
faced with a set of alternative possibilities when seeking the physiological substrate of some
particular task, in that if a particular cell system has properties capable of supporting a specific
performance, this does not show that that system forms the sole substrate of the task; other sys-
tems may contribute. An example is the detection of small chromatic spots upon a background
(Crook et al., 1987). One can nevertheless attempt some recommendations as to the criteria
required to provide a secure link between physiological and psychophysical data.

Fig. 6A. Possible scheme for generation of an achromatic cell from combining P-pathway
cells. B. Responses of the cells have been added to show how output varies as a function of
luminance contrast across the edge; a small shift was introduced to give minimum output at
equal luminance.

Firstly, in order to convincingly demonstrate such a connection, it is necessary to compare
in some detail results acquired under very similar stimulus conditions; in the past, physiological
data have often been compared with psychophysical results in contexts much beyond those
under which they were acquired. Secondly, linking propositions require detailed examination of
underlying assumptions; Teller (1984) uses the oft-cited parallel between ganglion cell responses
and Mach bands as an example of an unsatisfactory, ad hoc linking hypothesis. To show a
simple parallel between cell response (or sensitivity) and psychophysical performance is not
enough; it is necessary to show such a parallel remains valid when as many stimulus dimensions
as possible are explored. If a previously puzzling psychophysical result then finds a direct
physiological substrate (such as the phase shift effect with HFP), this provides particularly
compelling evidence. Thirdly, there must be a plausible model of how central mechanisms make
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use of afferent information. In the case of MDB, it is easy to provide a model of how cells of the
M-pathway may support the task. Although the kind of model proposed whereby P-pathway
cells provide an achromatic channel is plausible a priori, examination of real cell responses, as
in Fig. 6, show it is difficult to implement. It is encumbent upon a cortical model to provide
a plausible central mechanism which works with actual physiological data, does not require a
change in parameters with changing stimulus conditions, and has reasonable assumptions as to
signal-to-noise ratios in the nervous system.

THE NEURON DOCTRINE REVISITED

I have tried here to defend the identification of different cell types and systems within
the primate visual pathway with different chromatic and achromatic channels postulated psy-
chophysically. This involves the assumption that the most sensitive cells generally set the limits
of detection. Such an assumption is not necessarily inconsistent with vector-length models of
detection, since if one cell set is much more sensitive than another, such models predict detection
primarily based on that set. Only when different elements have similar sensitivities are vector-
length models distinguishable from those with no interaction between different mechanisms. A
further complication is that individual cells within one pathway may vary in their properties
(e.g., variability in spectral sensitivity between M-pathway cells). If a system is made up of
non-homogeneous elements, it may not be univariant.

On the assumption that psychophysical detection threshold usually correspond to a mod-
ulation of firing of 10-20 imp/sec in the most sensitive ganglion cell, knowing variability of cell
responses it is possible to calculate how many cells’ activity need to be combined to achieve
an adequate signal-to-noise ratio. In the case of flash responses, standard deviations are of the
order of 20-30 imp/sec (Lee and Kremers, unpublished observations). This would indicate that
only a few cells are necessary to give a 50% probability of detection.

A very similar argument was used by Barlow (1972) in developing a single neuron doctrine
for perception. Referring to absolute threshold experiments, where absorption of only a few
quanta are involved, he states ‘quantitative knowledge of the noise level and reliability of single
retinal ganglion cells enables one to see that the performance of the whole visual system can be
attributed to a single cell’. The data presented here support the hypothesis that detection may
depend on a change in firing of only a few ganglion cells. However, extrapolation of this notion
to the cortical level would not generally be supported by recent evidence, which is generally
in favour of different attributes of a stimulus being processed in different cortical areas (see,
for example, van Essen, this volume), rather than specific ‘trigger feature’ neurones emerging
further into the cortical hierarchy.

Acknowledgements: I thank my co-workers who have participated in the experiments
described, and the several colleagues who provided comments on the manuscript.

REFERENCES

Boynton, R.M., 1978, Ten years of research with the minimally distinct border, in “Visual
Psychophysics and Physiology” J.C. Armington, J. Krauskopf and B.R. Wooten, p. 193,
Academic Press, London.

Gouras, P. and Zrenner, E., 1979, Enhancement of luminance flicker by color-opponent mecha-
nisms. Science, 205:587.

Ingling, C.R. and Martinez, E., 1983, The spatio-chromatic signal of the r—g channel, in “Colour
Vision; physiology and psychophysics” J. Mollon and L.T. Sharpe ed., Academic Press,
London.

Kaiser, P.K., Lee, B.B., Martin P.R. and Valberg, A., 1990, The physiological basis of the
minimally distinct border demonstrated in the ganglion cells of the macaque retina, J.
Physiol., 422;153.

Kaplan, E., Lee, B.B. and Shapley, R.M., 1990, New Views of primate retinal function, Progress
in Retinal Research, In Press.



Kaplan, E. and Shapley, R., 1986, The primate retina contains two types of ganglion cells with
high and low contrast sensitivity, Proc. Natl. Acad. Sci., 83;2755.

Kelly, D.H. and van Norren, D., 1977, Two-band model of heterochromatic flicker, J. Opt. Soc.
Am., 67;1081.

Lee, B.B., Martin, P.R. and Valberg, A., 1988, The physiological basis of heterochromatic flicker
photometry demonstrated in the ganglion cells of the macaque retina, J. Physiol., 404;323.

Lee, B.B., Martin, P.R. and Valberg, A., 1989a, Sensitivity of macaque ganglion cells to lumi-
nance and chromatic flicker, J. Physiol., 414;223.

Lee, B.B., Martin, P.R. and Valberg, A., 1989c, A non-linearity summation of M— and L—cone
inputs to phasic retinal ganglion cells of the macaque, J. Neuroscience, 9;1433.

Lee, B.B., Martin, P.R. and Valberg, A., 1989b, Amplitude and phase of responses of macaque
ganglion cells to flickering stimuli, J. Physiol., 414;245.

Lee, B.B., Pokorny, J., Smith, V.C., Martin, P.R. and Valberg, A., 1990, Luminance and chro-
matic modulation sensitivity of macaque. ganglion cells and human observers, J. Opt.
Soc. Am A, In press

Lindsey, D.T., Pokorny, J., and Smith, V.C., 1986, Phase-dependent sensitivity to heterochro-
matic flicker, J. Opt. Soc. Am. A, 3;921.

Lindsey, D.T. and Teller, D.Y., 1989, Influence of variations of edge blur on minimally distinct
border judgements; a theoretical and empirical investigation, J. Opt. Soc. Am. A, 6;
446.

Poirson, A.B., Wandell, B.A., Varner, D.C. and Brainard, D.H., 1990, Surface characterizations
of color thresholds, J. Opt. Soc. Am. A, 7;783.

Schiller, P.H., Logothetis, N.K. and Charles, E.R., 1990, Functions of the colour-opponent and
broad-band channels of the visual system, Nature, 343;68.

Smith, V.C., Lee, B.B., Pokorny, J., Martin P.R. and Valberg, A., 1990, Responses of phasic
ganglion cells of the macaque retina on changing the relative phase of two flickering lights.
Submitted.

Swanson, W.H., Ueno, T., Smith, V.C. and Pokorny, J., 1987, Temporal modulation sensitivity
and pulse-detection thresholds for chromatic and luminance perturbations, J. Opt. Soc.
Am. A 4;1992.



P and M PATHWAY SPECIALIZATION IN THE MACAQUE

William H. Merigan

Department of Ophthalmology
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The anatomical connections and physiological properties of the several
parallel visual pathways in the Macaque offer tantalizing hints of their func-
tional organization. One pathway is more robust than others, indicating dense
sampling of the visual image. One has many neurons with color-opponent physio-
logical responses, suggesting an important role in color vision. Some pathways
provide the major inputs to cortical regions thought to be important for motion
analysis, or the processing of visual shape.

Perhaps the best studied of these pathways are the two major retinogenicu-
late parallel pathways, the P pathway which projects from the retina through
parvocellular geniculate, and the M pathway which projects through magnocellu-
lar geniculate (Shapley and Perry, 1986). These pathways could not be more dif-
ferent in anatomical and physiological characteristics. The P pathway includes
many more retinal ganglion cells (about eight times as many as the M pathway)
(Perry et al., 1984), and these cells inhabit the vitreal side of the ganglion
cell layer (Perry and Silveira, 1988), they have small compact dendritic fields
and somewhat smaller axons (Leventhal et al., 1981; Perry et al., 1984), and
they show physiological color-opponency and rather low contrast sensitivity
(Derrington et al., 1984; Derrington and Lennie, 1984; Kaplan and Shapley,
1982) . The M pathway may have fewer cells, but each cell has a large, branched
dendritic field and large axon, and while these cells are not color-opponent
physiologically, they do show very high contrast sensitivity (Kaplan and Shap-
ley, 1982; Leventhal et al., 1981; Perry et al., 1984).

The functional role of these two pathways has been extensively studied
(Merigan and Eskin, 1986; Merigan et al., 1989; Schiller et al., 1990), and it is
the purpose of this paper to summarize our current understanding of this
research. It is not thought that these pathways play an important role in the
processing of visual information, since basic visual descriptors, such as
direction or orientation, are not seen physiologically before primary visual
cortex. On the other hand, there is growing evidence from both macaque (Gross,
1972; Newsome and Pare, 1988) and human (Damasio et al., 1980; Hess et al., 1989)
of the modular processing of particular dimensions of visual experience within
localized cortical regions. The P and M subcortical pathways could thus contri-
bute selectively to different aspects of visual perception if they provided
almost exclusive input to specialized cortical modules. We will argue here that
this possibility does not appear consistent with the results of lesion studies
in the P and M pathways. A second possibility, which we support, and which does
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appear consistent with lesion studies, is that, with the exception of color
vision, which is dominated by the P pathway, the P and M pathways differ pri-
marily in the range of spatio-temporal frequencies they provide to the visual
cortex. This approach suggests that potentially modular functions of visual
cortex, such as shape recognition, motion perception, or stereopsis can be done
without either the P or the M pathway if the stimuli are chosen to fall within the
spatio-temporal range of the remaining pathway.

SPATIO-TEMPORAL CONTRAST SENSITIVITY OF P AND M PATHWAYS

The first effort to separate the functions of P and M pathways followed the
observation that acrylamide monomer selectively damaged P cells in the macaque
retina (Merigan and Eskin, 1986). The major limitation of this model was the
possibility that the M pathway might have suffered some subtle alteration. This
remains a slight concern, although psychophysical and single unit physiologi-
cal results indicate a normal M pathway, and converging evidence from studies of
localized geniculate lesions (below) has confirmed the psychophysical observa-
tions made with this model.

Contrast sensitivity was measured in control and acrylamide exposed mon-
keys for several combinations of spatial and temporal frequency (Merigan and
Eskin, 1986). Results for two typical monkeys, shown in Figure 1, indicate a
very dramatic effect of degeneration of the P pathway. Spatial resolution was
reduced, and contrast sensitivity was decreased at high spatial and lower tem-
poral frequencies. On the other hand, contrast sensitivity at higher temporal
and lower spatial frequencies appeared to be unaffected. In addition to the
data shown here, sensitivity was also measured at 20 and 30 Hz (Merigan and
Eskin, 1986), and, at least at the lower spatial frequencies, sensitivity was
not affected by acrylamide exposure. These results suggest that the M pathway
is specialized for transmitting higher temporal and lower spatial frequencies,
while the P pathway is needed for vision at higher spatial and lower temporal
frequencies.

In subsequent studies, e.g. (Merigan et al., 1989), we took advantage of
the fact that the P and M pathways are spatially segregated in the lateral geni-
culate, making this the only location along these pathways in which localized
lesions can be made. Lesions were centered in either magnocellular layer 1
(Merigan and Maunsell, (in press)) or in parvocellular layers 4 and 6 (Merigan
et al., 1989), along the horizontal meridian about 6 deg from the fovea. Lesions

Fig. 1. Spatio-temporal contrast sensitivity of one control and
one acrylamide-exposed monkey. From Merigan and Eskin, (1986) .



were made by injecting ibotenic acid through a recording-injecting pipette
after establishing the correct location for the injection by physiological
recording. All psychophysical testing was done monocularly, using the eye con-
tralateral to the injected geniculate. This was necessary because the ipsila-
teral eye projects to lateral geniculate layers 2 (magnocellular), and 3 and 5
(parvocellular), and it is not possible to completely lesion layer 2 without
damaging layer 3, or vice versa. After making the lesions, we carried out a
number of psychophysical studies in which the test stimulus was either
presented within the visual field location corresponding to the lesion, or as a
control, outside the lesion, usually at a comparable location in the opposite
visual field. The results to be described here were collected to determine the
spatio-temporal response profile of the P and M visual pathways.

Spatial Resolution

Spatial resolution was measured in two macaques after lesions of the P
pathway, and in one of these monkeys after a lesion of the M pathway (Merigan et
al., 1989). The results suggest a striking difference in the resolution of P and
M pathways that is consistent with the substantially greater sampling density
of the P pathway. The M pathway lesion did not decrease visual acuity, suggest-
ing that the resolution of the P pathway was at least equal to or greater than
that of the M pathway. On the other hand, the P lesions caused a localized reduc-
tion in acuity of about a factor of four. This indicates that the acuity of the M
pathway is about four-fold worse than that of the P pathway, a result that is in
rough agreement with their relative retinal sampling densities.

Temporal Resolution

Temporal resolution was tested in two monkeys after lesions were made in
the M pathway (Merigan et al., 1989). Reconstruction of the lesion with physio-
logical and anatomical measures has been completed in one of these monkeys, and
the representation of the Mpathway in the tested part of the visual field was
completely destroyed. These same two monkeys were also used in measures of con-
trast sensitivity after M lesions described below. Thus, failure to find an
effect of M lesions is not due to incomplete lesions. The effects of the M path~-
way lesions on temporal resolution are shown in Figure 2. At the highest modula-
tion depth there was virtually no effect of the lesion on temporal resolution. This
suggests that the spatio-temporal envelope for the P pathway extends to temporal
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frequencies about as high as does that of the Mpathway. On the other hand, at
lower modulation depths, M lesions caused a reduction of temporal resolution.
This suggests that while P and M pathways may have similar temporal resolution,
the M pathway has considerable higher sensitivity to modulation at high tem-
poral frequencies.

Contrast Sensitivity

Contrast sensitivity was measured at particular spatio-temporal frequen-
cies chosen to indicate the shape of the contrast sensitivity envelope for P and
M pathways (Merigan et al., 1989; Merigan et al., 1989). The first was a very low
temporal frequency (slow onset, stationary grating) and moderate spatial fre-
quency (2 c/deg) . M lesions caused no effects, while P lesions severely reduced
sensitivity. This finding, like that described above for acrylamide exposed
monkeys, suggests that the M pathway makes little contribution to the detection
of low temporal frequencies, and that such stimuli are detected primarily by the
P pathway.

A second set of testing conditions involved a much higher temporal fre-
quency of stimulation (10 Hz counterphase modulation), but about the same spa-
tial frequency as used in the previous measurements (1 c/deg). M lesions in one
study (Merigan et al., 1989) produced little or no effect on sensitivity, while
in a second study, both P and M lesions caused slight decreases in sensitivity.
Measurements in subsequent studies have shown that M lesions cause little loss
at 2 Hz, inconsistent loss at 5 Hz, and substantial loss at 20 Hz. The implica-
tion of these findings for the contrast response of P and M pathways is that the
sensitivity of the P pathway appears to decrease, while that of the Mpathway is
increasing, at temporal frequencies of 2 to 20 Hz. The crossover in relative
sensitivity between the two is found somewhere in this temporal frequency
range.

Contrast sensitivity was also tested at much lower spatial frequency
(using an unpatterned gaussian blob as a stimulus) at a temporal frequency of 10
Hz (Merigan et al., 1989). Under these conditions (Figure 3), a lesion of the M
pathway made it impossible for us to measure a contrast threshold. This final
result explores the low spatial frequency portion of the spatio-temporal
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Fig. 4. Estimates of the spatio-temporal contrast sensitivity
of A) the P pathway alone and B) the M pathway alone.

space and indicates that the P pathway must have little or no sensitivity in this
region. It seems that sensitivity in this region is mediated solely by the M
pathway.

These results allow us to roughly sketch the spatio-temporal contrast sen-
sitivity of the P and M pathways. Figure 4 shows an estimate of these sensi-
tivity profiles derived from the above measurements. The primary implication
of these profiles is that the P and M pathways optimally transmit visual infor-
mation in different portions of the spatio-temporal frequency space. The peak
responsivity of the two pathways differs in both spatial and temporal fre-
quency, thus, it may be appropriate to describe the M pathway as responsive to
higher velocities (higher temporal and lower spatial frequencies), and the P
pathway as responsive to lower velocities. Two points should be kept in mind
when considering this analysis. The first is that both spatial and temporal
frequencies of best response vary with eccentricity across the visual field,
and thus, the locations shown in Figure 4 need to be scaled for different eccen-
tricities. The second is that eye movements greatly enhance sensitivity at low
temporal frequencies (Kelly, 1979) and that these profiles would be different
if our measurements had been done with stabilized stimuli.

CHROMATIC SENSITIVITY

Chromatic contrast sensitivity has been assessed after both acrylamide-
induced lesions of retinal P ganglion cells and lesions in the lateral genicu-
late nucleus of the P or M pathways. In our earlier study (Merigan and Katz,
1989), we tested chromatic contrast sensitivity along four different direc-
tions of color space in acrylamide exposed monkeys. Figure 5 shows the results
of this measurement for one monkey (310), that had a very substantial loss of P
ganglion cells, as well as results for a normal control monkey. Color direction
0 deg represents a reddish-greenish stimulus and 90 deg represents a tritanopic
(roughly yellowish-bluish) stimulus. These two are the major or "cardinal”
directions of color space (Krauskopf et al., 1982) and the other two directions
(45 deg and 135 deg) are intermediate between them. One can see from this figure
that loss of P ganglion cells had a devastating effect on chromatic sensiti-
vity, reducing it about 30 fold for all color directions. We are left with the
question of whether this result suggests a complete loss of color vision after
degeneration of the P pathway, (i.e. is the M pathway color blind?). In our
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view, it does not seem that the M pathway has any useful color vision, given that
it could be, at best, 30 fold less sensitive than the P pathway. Furthermore,
even this minimal residual sensitivity may overestimate that of the M pathway,
since it could reflect the function of a few remaining P cells, or luminance cues
introduced inadvertently in producing such high color contrasts.

We also tested chromatic sensitivity along one axis in color space after
lesions of P or M pathways in the lateral geniculate (Merigan et al., 1989).
These experiments resulted in a total inability to measure chromatic thresholds
after a complete P pathway lesion, and no effect on sensitivity after a lesion of
the M pathway. Together these and the above results suggest that the M pathway
has little or no sensitivity to chromatic variation, and thus, that all chromat-
ically mediated discriminations rely only on the P pathway.

WHAT ROLE DO P AND M PATHWAYS PLAY IN MOTION
PERCEPTION, FORM DISCRIMINATION, ETC.

As noted in the introduction, the P and M subcortical pathways are not
thought to be important centers of visual processing. However, they could still
be quite specialized for certain visual functions if they provided the major
input to cortical areas identified with particular functions, e.g. the M path-
way to areas MT and MST or the P pathway to area V4. This issue has not been
extensively explored, but what evidence there is to date suggests that particu-
lar visual capacities are not tied to particular retinogeniculate pathways.

We have measured three capacities relevant to this issue in acrylamide-
exposed and control monkeys. The first was contrast discrimination (contrast
increment thresholds) (Merigan, 1987). We used a two-alternative spatial
forced choice procedure, in which the monkey was required to choose whichever of
two grating stimuli were of higher contrast. A wide range of background con-
trasts were used and the two grating conditions were chosen to preferentially
stimulate the P or the Mpathway. The stimulus that favored the P pathway was of
2 c/deg spatial frequency and of very low temporal frequency (stationary, with
slow onset) . The stimulus chosen to favor the M pathway was of 1 c¢/deg spatial
frequency and 10 Hz temporal frequency. Contrast increment thresholds at 10 Hz
for acrylamide-exposed monkeys were virtually identical to those of controls,
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which was consistent with the lack of any change in absolute contrast threshold
for these conditions. On the other hand, absolute contrast threshold for the
stationary grating was elevated by acrylamide exposure (Merigan and Eskin,
1986) . With this stimulus, we found a uniformelevation of log contrast incre-
ment threshold of the same magnitude as the change in absolute contrast thres-
hold. This result suggests that contrast discrimination thresholds are not
especially dependent on either the P or M pathways, but rather that they can be
mediated by either as long as the test stimulus is within the spatio-temporal
range of the chosen pathway.

We subsequently measured formdiscrimination (Gross, 1972) in
acrylamide-exposed and normal monkeys (Merigan and Polashenski, unpublished) .
Form perception has been studied previously in monkeys to examine the effects of
inferotemporal cortex (IT) lesions (Gross, 1972). Initially we used stimuli to
be discriminated that were derived from IT lesion studies, circles vs. squares,
upright E vs a supine E, etc. We found no deficit in the performance of the
acrylamide monkey relative to the control, but both monkeys reached perfect
performance after only 5 to 10 trials. We then adopted more difficult stimuli
which increased the number of trials to reach criterion performance (over 90% in
10 trials) to 100 to 200. Nonetheless, the performance of the acrylamide-
exposed monkey was comparable to that of the control. This result suggests that
function of the P pathway is not crucial for form discrimination, although the P
pathway is thought to provide the major input to cortical areas important for
form processing (Maunsell and Newsome, 1987).

Just as the P pathway provides the major input to the cortical "form and
color"pathway, the M pathway provides the major input to the cortical "motion"
pathway. We examined the role of the M pathway in motion processing by measuring
opposite direction discrimination, and velocity difference thresholds after
lesions of the M pathway (Merigan et al., 1990). We found that velocity differ-
ence thresholds were elevated by M lesions, but that this effect could be over-
come by raising the contrast of the test stimuli. This suggested that M lesions
decreased the visibility of the test stimuli, but did not affect analysis of
their speed of motion. We also measured contrast thresholds for the detection
of drifting Gabor stimuli, as well as for the discrimination of their direction
of motion. We found that contrast thresholds for detection and direction
discrimination decreased together as velocity was changed from 1 to 20 deg/sec
velocity. This study suggests that while the Mpathway is crucial for contrast
sensitivity at higher velocities (see above), once the stimulus exceeds con-
trast threshold, velocity and direction can be processed normally.

A final example of the lack of dependence of specialized cortical visual
capacities on the P and M pathways is from the work of Schiller and colleagues
(Schiller et al., 1990). They were examining an earlier suggestion (Livingston
and Hubel, 1987) that stereopsis depends on input from the M pathway. They
tested stereo vision in monkeys after making lesions of either the P or M path-
ways (Figure 6), and found that disruption of the task by lesions depended on the
spatial scale of the stereo elements. After lesions of the P pathway, stereo
vision mediated by very small elements was disrupted, while performance medi-
ated by coarser elements was not affected. This is another example of a particu-
lar visual capacity that could be mediated by the M or P pathway depending on the
spatio-temporal content of the stimuli.

SUMMARY AND CONCLUSIONS

There is now substantial evidence from lesion studies that the P and M
retinogeniculate pathways are specialized for different regions of spatio-
temporal contrast space. The P pathway transmits information about the high
spatial and lower temporal frequencies in the stimulus, while the M pathway
transmits the higher temporal and lower spatial frequencies. In addition, it
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appears that the P pathway is specialized for the transmission of chromatic
information. Beyond this, there is, as yet, no indication that particular
visual functions, such as motion or shape processing, depend exclusively on one
of the retinogeniculate pathways. On the contrary, there is emerging evidence
that certain specialized visual capacities, such as stereoscopic depth, can be
mediated by either the P or M pathway, depending on the spatio-temporal charac-
teristics of the test stimuli.
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ABSTRACT

To better understand the functions of the color-opponent and broad-
band channels that originate in the primate retina, we examined
the visual capacities of monkeys following their selective disruption.
Color vision, fine but not coarse form vision and stereopsis are
severely impaired in the absence of the color-opponent channel
whereas motion and flicker perception are impaired at high but not
low temporal frequencies in the absence of the broad-band channel.
Much as the rods and cones of the retina can be thought of as
extending the range of vision in the intensity domain, we propose
that the color-opponent channel extends visual capacities in the
spatial and wavelength domains whereas the broad-band channel
extends them in the temporal domain.

INTRODUCTION

Physiological and anatomical studies have distinguished several distinct
classes of retinal ganglion cells in the mammalian retina, each of which
has been proposed to be involved in the analysis of a different aspect of
the visual scene'. Two major classes of cells originating in the retina are
the color-opponent and broad-band cells whose characteristics were first
delineated in single-cell recording experiments®®. The retinal ganglion cells
of both classes have concentric, antagonistic center-surround organization.
The color-opponent cells, as their name implies, receive input from different
cone types in their center and surround regions, whereas the broad-band
cells receive undifferentiated input from the cones throughout their
receptive fields. The size of the color-opponent cell receptive field is small,
the cells respond in a sustained fashion to visual stimulation, and they
have medium conduction-velocity axons. By contrast, the broad-band cells
have much larger receptive fields, are more sensitive to small changes in
luminance, respond transiently, and have rapidly conducting axons®’.

Examination of the central connections of these two channels revealed
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that they project to different laminae of the lateral geniculate nucleus of
the thalamus: the color-opponent cells, which comprise about 90 percent of
the neurons of the geniculo-striate system, terminate in the four
parvocellular layers of the lateral geniculate nucleus; the broad-band cells
on the other hand terminate in its two magnocellular layers®".

METHODS

To assess the functions of the color-opponent and broad-band channels
in vision we have undertaken to selectively block them in rhesus monkeys
and to then test their visual capacities on a wide range of visual tasks **.
We placed small lesions into either the parvocellular or the magnocellular
portions of the lateral geniculate nucleus by injecting minute quantities of
ibotenic acid subsequent to electrophysiological recordings which established
the proper layers and visual field representations to be lesioned.

To confine the stimuli to the lesioned or the intact portions of the
visual field, each trial was initiated by a small spot that appeared in the
center of a color monitor. Following fixation of this stimulus, as assessed
by eye-movement recordings, either a single stimulus or several stimuli
appeared and the animal’s task was to make a saccadic eye movement so
as to direct his gaze at the proper target. A number of different visual
capacities were assessed using either a detection or a discrimination
paradigm, which included color, form, brightness, depth flicker and motion
perception. In case of the detection paradigm a single target appeared
following fixation in any one of several locations. Target acquisition with a
single saccade was rewarded with a drop of apple juice. In case of the
discrimination paradigm several stimuli appeared following fixation
(typically eight), one of which was different from the other identical stimuli
in either color, form, brightness, depth, etc. The animal had to saccade to
the stimulus different from the others to be rewarded. Since the rhesus
monkeys used in this work willingly perform several thousand trials per
day and readily master all of the visual tasks, reliable psychophysical
functions can be generated efficiently.

RESULTS

Summary data obtained in our lesion experiments are shown in Figure
1 for seven visual capacities. They are as follows:

Color vision: When color vision is tested by having monkeys
discriminate stimuli only on the basis of color differences, severe deficits
are incurred following parvocellular lesions: animals can no longer discern
color differences at all. However, when a single, low spatial frequency
color stimulus appears on an isoluminant background, they have no
difficulty detecting it. These experiments establish then that parvocellular
lesions abolish the capacity for discriminating color differences (to ascribe
color values to various wavelength compositions) but do not interfere with
the capacity to "see" stimuli on the basis of wavelength differences.
Magnocellular lesions have no effect on color discrimination.

Form vision: At high spatial frequencies all three kinds of form vision

studied, pattern, texture and shape, are severely compromised following
parvocellular lateral geniculate nucleus lesions. The deficits are
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Figure 1

Percent correct performance is shown for color, texture, pattern
brightness, stereo, flicker and motion perception following
parvocellular (upper panel) and magnocellular (lower panel) lateral
geniculate nucleus lesions. In each case normal (N) and lesion (L)
data shown were collected concurrently at comparable retinal
eccentricities. Each point shown is based on a minimum of 100
trials. F = fine stereopsis, C = coarse stereopsis.

considerably less pronounced with low spatial frequency stimuli.
Magnocellular lesions have no discernible effect on any of these tasks.

Brightness perception: The detection or the discrimination of low
spatial frequency stimuli on the basis of luminance differences alone shows
no deficits with either lesion. This is true for both photopic vision
subserved by the cones and for scotopic or night vision, subserved by the
rods. Thus it appears that luminance information at low spatial
frequencies can be processed by both the color-opponent and the broad-
band systems. These findings also suggest that the broad-band channel
cannot be conceived of as a unique luminance channel.

Stereoscopic Depth perception: Studying stereopsis with random-dot
stereograms of various spatial frequencies and degrees of disparity shows
that parvocellular lateral geniculate nucleus lesions produce major deficits
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in fine but not coarse static stereopsis; no deficits are obtained at all with
magnocellular lesions. These findings dispute the claim that stereopsis is
processed exclusively by the broad-band system as has been proposed by
Livingstone and Hubel™.

Motion and Flicker perception: The major deficits that arise following
lesions of the broad-band system fall into the temporal domain. Most
dramatically affected is the perception of flicker and motion, especially at
low contrasts. Magnocellular lesions produce significant deficits in the
detection of both monochromatic and heterochromatic flicker at high
frequencies indicating that the temporal limits of flicker perception are set
by the broad-band system. These and the color vision results fit with the
observation that in the course of increasing red/green flicker rate, human
observers experience three perceptions: at low rates the stimulus is seen as
alternating between red and green; as rate is increased, the colors fuse and
a yellow flickering stimulus is perceived; at high rates the sensation of
flicker is lost and a steadily illuminated yellow stimulus is seen. The
presumption is that the color sensations are mediated by the color-
opponent system and rapid flicker by the broad-band system. It should be
emphasized that while deficits in motion and flicker following
magnocellular lesions are pronounced, neither of these capacities is
eliminated; at low temporal frequencies and high contrasts the deficits are
small, suggesting that the color-opponent system can make a significant
contribution to the temporal aspects of perception!*'**,

DISCUSSION

The results of the lateral geniculate nucleus lesion studies lead to the
conclusion that the color-opponent system is crucial for color discrimination,
and is essential for form and depth perception at high but not at low
spatial frequencies. The broad-band system plays an important role in
motion and flicker perception; however, the color-opponent system can
process these capacities at high contrasts and low temporal rates. Both
systems can process brightness, shape and stereo information at low spatial
frequencies. Thus while some of the perceptual losses incurred in these
lateral geniculate nucleus lesion experiments are profound, it is important
to note that except for color discrimination, the deficits for the various
visual capacities are not all or none; they are graded: at low spatial and
temporal frequencies, high contrasts and low disparities perceptual losses
for the most part are small. Deficits become pronounced as spatial and
temporal frequencies are increased and/or contrast and disparities are
decreased.

What general statement might be made about why the color-opponent
and the broad-band channels have evolved? In pondering this question it
may be profitable to turn, as an analogy, to another system, the receptors
of the retina, which were identified in 1866 by M. Schultze' to be dual in
nature. He correctly hypothesized that the cones are for day and the rods
for night vision. The hypothesis suggests that the evolution of rods and
cones extended the range of vision in the domain of light intensity. In a
similar vein, we propose that the evolution of the color-opponent and the
broad-band channels also extended the range of vision, with the former
extending it in the domain of wavelength and spatial frequency and the
latter in the domain of temporal frequency as shown in Figure 2. Why
could this not be accomplished within one system? Probably because of
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conflicting requirements. Conflicting, because for high resolution vision one
needs small windows to the world, small receptive fields that is, that are
available in relatively large numbers. One also needs cells that respond in
a sustained fashion to optimize the extraction of static spatial information
during each brief period of maintained gaze, the duration of which in
diurnal primates is typically 200 to 500 milliseconds followed by a rapid
saccadic eye movement to another part of the visual scene to repeat the
process. In addition, for color vision one needs spatially segregated input
from different cone types. The small degree of convergence of receptors in
this kind of system and the sustained responses it gives, limit sensitivity
and temporal resolution. For high temporal frequency selectivity and the
concomitant sensitivity required for it, large receptive fields with non-
specific convergence of receptors and with transient responses are required.
What is given up in the broad-band system as a result is the processing of
color and of pattern at high spatial frequencies.

In summary, we propose that the color-opponent and broad-band
channels form two separate but overlapping systems the function of which
is to extend the range of vision in the spatial, wavelength and temporal
domains.

Figure 2

Schematic showing processing capacity for the color-opponent and
broad-band channels along spatial and temporal frequency axes. In
the spatial frequency domain the ability of the broad-band system
for processing information falls off more rapidly with increasing
spatial frequencies than the color-opponent system. In the
frequency domain the opposite is the case: the broad-band system
can process information to higher temporal frequencies than the
color-opponent system. Further insights about the functions of
these two channels could be gained in psychophysical experiments
by testing subjects within the shaded areas of the figure. The Y
axis shows information processing capacity where H stands for high
and L for low. On the X axis L and H stand for low and high
spatial or temporal frequencies.
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DISCUSSION: P- AND M-PATHWAYS I

Eberhardt Zrenner

Universitdts Augenklinik
Tibingen
W. Germany

Zrenner: We have heard a number of conflicting views; it is natural to believe most
strongly those things we have measured ourselves. I would like to start with a sketch of what is
generally accepted. We have three different cones which input to both parvo- and magnocellular
systems, although we have not discussed today if there is any or only minimal S-cone input to
the magnocellular system. At the bipolar cell level, there are some data that S-cones have their
own CCK- (cholycystokinin) bipolar. Certainly, we know we have rod bipolars and on- and
off-bipolars of the midget type which presumably input to the parvocellular system. Coming to
the magnocellular system, it is plausible that they have their own bipolars, perhaps the diffuse
or brush bipolars, so they have their own, additive pathway. The role of different types of
horizontal cells has not received much attention, and indeed recent data from Kolb suggests a
differential input of S-cones to different horizontal cell types (H1,H2,H3), although this is not
in accord with the analysis of Wissle’s group.

What we have heard today concerns the tasks and structure of the parvocellular and
magnocellular systems. Do the type I and type II parvocellular systems have different functions
and what is the role of any non-opponent cells in the parvocellular system? As far as the
magnocellular system is concerned, there seems to be an interesting failure of linearity. Also,
whatever the role of the magnocellular system for luminance, the monkeys of Peter Schiller
could still make brightness discriminations with the magnocellular system lesioned. There seem
to be conflicting tasks; each cell can only transmit information in a limited range. Rather like
having two cars, a small manceuvrable one and a large fast one, does the visual system just run
with these two cars or are there more? This brings me to the question of how much variability
there is within the two systems, so that tasks are shared within them as well as between them.
Contrast can be processed in both systems, but with lower gain in the parvocellular system.
At high temporal frequencies flicker is well signalled by the magnocellular system. In this slide
of Peter Gouras and myself three magno cells follow very nicely the V), function. However, we
should not disregard the parvocellular system, in which cells vary their spectral sensitivity with
temporal frequency. We finally heard that lesion studies have created insight into function either
at the ganglion cell level or at the geniculate level. We also have not spoken of opponent signals
between rods and S-cones which can give good colour vision under some conditions, and there
may be opponent interaction between the rods and the other cone systems as well. I would like
to start the discussion by focussing on the differences that we have heard in the last talks; is
the sharp distinction between parvo- and magno-systems valid or should we have a closer look
at the variation in these systems and the tasks that can be handled by both systems.

Kaplan: To Bob Rodieck, from the fact that these cells are bistratified do you expect
them to be on-off?.

From Pigments to Perception, Edited by A. Valberg and
B.B. Lee, Plenum Press, New York, 1991 133



Rodieck: Yes.

Kaplan: In recordings from hundred of cells in the P layers Bob and I have found one
cell that gave such a response, and I think others find similar results. That is one point, The
other is that you refer to type I as P and type II as something else, but I would keep P for all
the cells that project to the parvocellular layers.

Rodieck: My comment is that you can’t have it both ways. You can’t both say that
everything that projects there is a P-cell, and at the same time P-cells have certain receptive
field sizes, and they have spectral this and they have spectral that. This is why I wanted to use
the term type I, I wanted to deal with empirical issues and not terminological ones.

Spekreijse: In those responses you were showing for the M-cell, the impulse response for
the M-cones was different from that of the L-cones, and does not that pose a problem for flicker
photometry?

Shapley: I think that if you look at the center response mechanisms, the impulse responses
go together very well. It is in the surround that they don’t correspond. Vivianne Smith has a
whole story about that. For the center mechanism, they would have to go together to explain
the deep trough you get with the center isolating stimuli. So I don’t think there is a problem.

Schiller: Since cones in central retinae are not stacked on top of another, and since we
believe now that a single cone comprises the center mechanism of colour opponent cells, how
can you have overlapping center and surround mechanisms.

Shapley: I don’t think we can resolve single cones optically. I think we’re measuring
functionally how cell’s look at natural stimuli. We’re looking at spatial responses with the
optics in series with the cell measurement.

Van Essen: Might not annuli evoke responses from the surround of P cells which you do
not see with your spot technique?

Shapley: There might be weak inputs, but we think we can describe receptive field
organisation on the basis of the measurements we have made. The contribution of the inhibitory
cone to spatially displaced inhibition seems too weak too measure.

Spillmann: To Barry Lee, have you compared HFP and MDB with the same cells?
Lee: No, I'm afraid not.

Shapley: We have made comparisons with flicker and drifting gratings, and get very
similar red-green ratios for a given cell.

Spillmann: If Bill Merigan’s results can be related to those of Kelly in man, do the en-
velopes of P and M cells resemble the spatiotemporal and chromatic envelopes found in humans?

Merigan: Many of Kelly’s recent measurements were done on stabilized images, but apart
from that they look very similar.

Richter: I would like to bring up a question from psychophysical experiments. If you
have a scene, you have a median luminance and you have different luminance ranges for one
or the other task. By studying contrast effects over these ranges, I concluded there must be
two different systems, one covering a small luminance range, about 1 log unit, compared to the
median luminance and another system covering a large luminance range. The magno system
may cover a small luminance range, and the other system - the parvo-may cover a larger range.
Is this feasible?

Schiller: I would address this point about such a huge luminance range. Most of our
vision is based on reflectances, which seldom exceed 70-80% contrast, so that most of our vision
is in a range of less than a log unit. I do not see how these two systems could play significant
differential roles in spanning luminance ranges.

Rodieck: I think that this makes the discussion too diffuse to explore boundaries that
the speakers have not explored. There is enough interesting things on the differences that they
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have explored, and to try to push the results into frameworks of ‘This does it’ and ‘That does
it’, is not that interesting. It’s more interesting to see where the differences lie. As a comment,
I think one of the terms that we have to address is the notion of P-cells, I am almost happy
with any definition of that term, but I think that it has to be seen in the context of the different
things that have been described. It looks like different types of cells in the parvocellular layers
are not only functionally different, but that they are anatomically different, and we need a
nomenclature to describe that. I would encourage either the type I and type II nomenclature
at the geniculate level, at the retinal level the nomenclature of phasic, broad-band or tonic, and
at the morphological level the terms midget and parasol. To call all of those cells either P-cells
or M-cells fails to make a distinction that I think we need to incorporate into our thinking. In
the same spirit, I am rather surprised that Peter Schiller calling the parvocellular layers the
colour opponent channels, when he goes on so elegantly to show they do other things which
have nothing to do with colour opponency.

Kaplan: I am not sure if my name is Kaplan or Kapley. I support the view of Rodieck.
I have been impressed with your data showing the cells that project to the parvocellular layers
that we may have not recorded from yet. So I completely agree that the term P-system as we use
it, including all the cells which project to the parvocellular layers, is probably a heterogeneous
group, and various sub-groups have different capacities, and it is because of that there is so much
controversy. I would apply that too to the magnocellular layers. We have suggested that there
are two kind of magnocellular cells, and I would be perfectly happy to meet new ones at the end
of an electrode. Secondly, Bob Rodieck has so nicely described the classical view of which cells
do what. I want to read from a recent paper by Hubel and Livingstone (J. Neuroscience, 1990).
“This leads us to wonder whether the geniculate type I cells with their strange center-surround
colour opponency play any role in colour perception. They may simply be used to build up
cortical cells that are sensitive to both luminance and colour contrast. Type I geniculate cells
were recognized at the start (1966 is the start; FE.K.) as unlikely to play any part in colour
constancy. The geniculate type II cells and cortical double opponent cells seem more likely
candidates for colour perception.”

Zrenner: This brings us back to the original question of the variability of the parvocellular
system.

Shapley: I wanted to talk about the degree of heterogeneity in the magno system and
emphasize a couple of points. One is that in studying the spectral characteristics of the M-cell
system with heterochromatic red-green stimuli, either with gratings or with spots, at spatial fre-
quencies high enough to isolate the central mechanism, we get very good agreement with what
you would expect from a V) -like mechanism. However, if we include large spots or full-field
stimulation, indeed, as others have found, and as we find, we do not get the same kind of colour-
blind, V) -like responses that one observes with center isolating stimuli. The psychophysical
tasks that tend to be associated with the luminance mechanism, high-frequency flicker, minimal
distinct border or motion, are those which tend to isolate the center mechanism of the neurons,
which seems to be very stereotyped in its spectral properties. And so I think that under neutral
adaptation conditions, there isn’t much variability. That is why I was surprised about Peter
Schiller’s results that these cells were not colour-blind with the red/green small spot flicker.
Maybe in those experiments the background conditions were not such as to prevent light scatter
on the surround, and the surround contributed to the response. But generally if you use condi-
tions where you isolate the centers in the magno system, my belief is that you are working with
the luminance system.

Zrenner: What you say then is that in a limited range of conditions there is very reduced
variability, though there may be more under other conditions.

Schiller: In the 70s after Richard Gregory visited MIT, I recorded from the lateral genic-
ulate but was disappointed to find under my conditions that the magno cells frequency-doubled
and varied slightly, a tenth of a log unit, in their balance points. We then went on to record
multiple units and were struck by magno responses at equal luminance. Quantitatively, with
multiple units, we found there was no major difference in the degree to which responses in these
two systems declined at isoluminance. When you lesion the magno system, you get a loss in
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flicker sensitivity, both for luminance and heterochromatic flicker. When you use heterochro-
matic flicker, at low temporal frequencies you see red and green alternating, which is probably
the P-system. As you increase frequency, it becomes yellow but you still see flicker and it is my
opinion that this is the magno system. In the spatial domain, with a red-green grating as you
increase frequency you see yellow but you still see a grating, but this is different; what this is I
cannot tell you.

MacLeod: Perhaps Merigan could comment on the discrepancy between his results and
the physiological data, which show very low P-cell achromatic contrast sensitivity.

Merigan: It is clear from our studies that the sensitivity of the P-pathway as a whole is
much higher than its individual cells. Going through the visual system, sensitivity doesn’t seem
to change very appreciably in V1. Where it occurs, or what is occurring, probability summation
or whatever, is open.

Krauskopf: This intoxication with isoluminance causes us a lot of trouble, and I think
it’s time to once again point out some of the problems with it. Bob Rodieck and Peter Schiller
both made mistakes in analyzing Cathy Mollon’s data. You have to first decide how to measure
contrast before you know where to place those curves on the vertical axis. Dave Williams and I
studied temporal sensitivity to isoluminant stimuli and to luminous stimuli, and showed that if
you equate cone contrast you get exactly the same temporal contrast sensitivity. And in the case
of the Cathy Mollon data, if you plot in terms of cone contrast sensitivity, the high-frequency
portions of those curves superimposed. Mark Farrell and I did similar experiments on vernier
acuity with similar results. So the point is that you have to first have a theory about how
you are going to use the signals, and maybe the correct one is that the cone contrasts are the
fundamental element of the stimuli that you want to deal with. There are probably cases where
once you have equated cone contrast, that you still get different answers; motion seems to be a
case of this sort, When you get differences then you have something that is interesting to talk
about.

Kulikowski: Perhaps we should remember that the visual system is not designed for our
convenience as scientists but for seeing, and it consists of series of overlapping mechanisms, and
depending of what kind of stimuli you use, you can get different results. I see absolutely no
contradiction between the results of Schiller and Merigan because they used different stimuli.
Schiller definitely biased his results towards the so-called parvo system. From working with the
selective stimuli for some 20 years, we can say that with the sole exception of colour analysis,
neither the parvo or magno systems are completely selective. It’s been said that flicker is
observed by the magno system, and I agree that this is so under normal circumstances for
normal observers, but we have a patient after severe multiple sclerosis who did not show any
evidence of the magno system working, but at 25 Hz showed a distinct peak of sensitivity in
the blue, but with admittedly very low sensitivity. So 25 Hz is still within reach of the parvo
system. The concept of selective stimuli should be treated with a pinch of salt.

Merigan: One of the major differences between Peter Schiller’s work and ours is in the
area of flicker. We have verified complete magnocellular lesions, and measured flicker resolution
for small targets at 35 Hz although sensitivity is enormously reduced. In any case results indicate
that the parvo system, as you would expect from the physiology, is not that slow, as indicated
by Barry Lee’s physiological measurements. Although flicker resolution may be subserved by
the M-pathway, the P-pathway is close behind.

Zrenner: This also consistent with our physiological data.

Schiller: The degree of deficit one gets depends on the contrast that you use. When you
use a very high contrast stimuli, the parvo system can follow to much higher rates. We were
limited because we used LEDs which are fairly low contrast devices. Relative to what Kulikowski
said of his patient, this might be correct, but there are several studies out that in those patients
who supposedly lacked the magno system, there is a severe loss in flicker sensitivity.

Mollon: How important in Peter Schiller’s experiments are the several non-geniculate
visual pathways, and is this not especially important since the response is an eye movement.
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Schiller: With lesions of the whole geniculate, moneys are virtually blind, so whatever
the direct retino-tectal pathway subserves it doesn’t help with the tasks we use here. With other
evidence, I feel these pathways do not play a significant role.

Van Essen: I'd like to raise a puzzle in relation to yesterday, particularly David William’s
talk, and to some of the physiology we heard today from Bob Shapley. This stems from an issue
Peter Schiller raised. If given cones do not physically overlap one another, how does one build
opponent mechanisms that are spatially near by. David Williams showed a nice illustration of
a randomly distributed collection of L- and M-cones in which large domains were dominated
by one type or another, particularly by L-cones. It would seem to me difficult in those regions
to find ganglion cells with strongly overlapping opponent mechanisms; one would expect to see
much more spatial segregation in many parts of the retina. So either the cone mosaic is not
so random, or there must be more spatial segregation than the impression I got from Shapley’s
description. Maybe one or both of them can comment on that.

Shapley: The question that you bring up is one that Dave Williams and I were talking
about yesterday. We think in fact exactly as you do that models of the cone mosaic may be
constrained by physiological data of the kind that we obtained, having to do with the degree of
overlap or lack of overlap in cone mechanisms feeding into opponent cells. That is one constraint.
Another constraint that one might use also is the degree of variability of the spectral sensitivity
of the M-cell’s centers. Again that would be something that might test these models of the
cone mosaic. And I feel as you do, that a purely Poisson arrangement of cones with a 2 L- to 1
M-cone ratio seems to be inconsistent with the physiological data. But I think in this case more
facts are needed before we can rule out one theory or another. But I think the direction things
are going is that we think the cone mosaic may be more regular than random on the basis of
these preliminary results.

Rodieck: As far as Dave Williams was concerned for his Brewster colours, he says that a
systematic or a random array gives the same result, but Bob Shapley makes a very good point
that the electrophysiology might clarify the situation. I would point out that de Monasterio in
1978 described profiles of two opponent mechanisms so much in balance throughout the entire
extent of that receptive field that it seems difficult to believe that they could have resulted from
a pure Poisson distribution. Bob Shapley’s work is indeed a more powerful way of analyzing the
receptive field.

Zaidi: I have a joint question to Bob Shapley and Dave Williams. Isn’t there a difference
in the size of the stimuli that you are talking about. Dave is talking at a level of the clusters,
maybe a few cons together, but would that show up in the kind of experiment that you are
doing?

Shapley: Judging from Dave Williams’ picture, there were clusters that were on the order
of 10 receptors wide in some places, and we have the resolution to see that. These predictions
are so largely different from the physiology, I think it could put a constraint on the mosaic.

Williams: At this point we really don’t know whether the physiology is inconsistent or
not. Part of the reason is that the optics of the eye can in a physiological experiment do quite
a lot to make these stimuli larger that they would otherwise be, and that could obscure subtle
aspects in the organisation of receptive fields that might be revealed under other circumstances,
namely with interferometry.

Dow: The genetics of the cones have been defined by Nathan’s group. If the mosaic is
really regular and not random, then the genetics are going to have to specify not only the cones
but their positions in the retina.

Zrenner: If there are specificities in the horizontal cell, they may tap to a certain extent
one or the other cone system.

Schiller: That claim is still under considerable debate, I don’t think that we can take as
a fact that there are three different horizontal cell types which differently sample cones. The
opposite claim has been laid by Boycott and Wassle in the monkey retina.
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Shapley: Something Peter Schiller said I just can’t let go. He said that in his experiments
they found that the parvocellular cells were compromised at equal luminance. We do not find
this. We have done extensive experiments using heterochromatic gratings, and Read and I have
done these spot experiments I described. We have also used spot that isolate the centers as well
as larger spots that cover the whole receptive field. And in general our number of parvo cells
that are compromised at equal luminance is vanishing small. Certainly under the conditions
that the experiment that Peter reported on, I am certain that the parvocellular responses to
red/green colour exchange were quite strong.

Spillmann: We shouldn’t end the discussion without returning to the findings suggest-
ing that there is selective impairment of vision under certain pathological conditions, showing
that there maybe selective loss of colour or brightness vision or motion vision, and that seems
to indicate that in man there are indeed highly specialized systems subserving these various
functions.

Schiller: Just to be the perennial opponent here, I think that this kind of experimentation
causes the biggest statistical biases that I ever encountered. There are hundred of thousands of
patients with various cortical damage in the world. Most of them show little specific results of
the damage, then you trot out one person which has this specific damage, and then you carry
that analysis to the conclusion that you did. I think that that is a real fallacy.

Zrenner: I don’t think it nice to end the session with such a statement!

Kaplan: With relation to Peter Schiller’s idea that the magno system extends the spatial
range relative to the parvo system, this comes from the idea that receptive fields of magno cells
are larger, but these cells are also much more sensitive. The visual resolution of individual
magno and parvo cells is similar, as found by Barry Lee and friends, and by Colin Blakemore
and friends and by us. From the vantage point of someone with a microelectrode, I have a
problem with that notion that the magno system is really a lower resolution system.

Merigan: To talk of the resolution of the individual cell makes about as much sense as
talking about the resolution of one photo receptor. The important point is the matrix properties,
and they suggest the P-system is a high resolution one, by more than a factor of three relative
to the M-system.

Kaplan: For different tasks, for tasks that require identification rather than detection.

Merigan: Detection is a complicated problem because it is very likely that the M system
aliases, and if aliased information can help in a detection task, then the M-system can do it
perfectly well.
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TEMPORAL CHARACTERISTICS OF COLOUR VISION:

VEP AND PSYCHOPHYSICAL MEASUREMENTS
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Recently there has been a great deal of interest by both physiologists and
psychophysicists in the extent to which colour and luminance signals are
processed independently by the visual system. The series of experiments
reported in this chapter were designed to investigate the temporal
properties of colour and luminance processing in human vision. The results
of both the psychophysical and electrophysiological studies show that
visual mechanisms responsible for processing colour patterns are more
sustained than than those that process luminance patterns. The more
sustained nature of the chromatic system was revealed by measures of
temporal acuity, response latency and the form of the temporal frequency
response curve, measured both at and above contrast threshold.

The stimuli for most experiments were plaid patterns modulated
sinusoidally both horizontally and vertically, made by summing red and
green sinusoidal plaids of equal but opposite contrast (see equation 1 in
caption to figure 1). Following the procedure used by Mullen (1985), the
ratio of the red-to-total mean-luminance (r in equation 1) could be varied
from 0 to 1, where r=0 defined a green-black pattern, r=1 a red-black
pattern and intermediate values a red-green pattern. For each observer
there exists a value of r (near 0.5 for colour-normals) where the red and
green luminances are exactly matched, making the pattern iso-luminant. To
produce steady state VEPs, the patterns were reversed sinusoidally in
contrast, and EEGs recorded with surface electrodes (0OZ, CZ, with earth
half way between). They were suitably filtered (1-100 Hz), amplified, and
fed into a computer which performed on-line Fourier analysis.

The traces on the right of figure 1 show examples of VEP records at
various colour ratios r. At all ratios, the records modulated smoothly at
twice the counter-phase frequency (as previously shown by Regan,
1973; Regan and Spekreijse 1974), but modulation amplitude varied with
colour ratio. On the 1left the second-harmonic amplitude and phase are
plotted as a function of colour ratio. At this moderate contrast (30%) and
high temporal frequency (7.5 Hz), amplitude varied with colour ratio
symmetrically about a minimum value at 0.47. This ratio was very similar to
the flicker-photometry estimate of iso-luminance, showing consistency
between VEP and psychophysical techniques.

Having evaluated the iso-luminance colour-ratio for each observer,
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that ratio was used for all further studies, both for chromatic and
luminance stimuli. The chromatic stimuli were made as before by adding the
red and green plaids of opposite-phase (6=mn in equation 1) and the
luminance stimuli by adding them in-phase (6=0). This procedure ensured
that both classes of stimuli had the same mean luminance and mean colour (a
deep yellow). For all experiments spatial frequency was kept constant at 1
c/deg (minimizing possible chromatic aberrations: Flitcroft, 1988), while
we varied temporal frequency to study the temporal properties of luminance
and colour vision.

Figure 2 shows three representative VEP contrast response curves
measured at three temporal frequencies (1, 4 and 10 Hz). One major
difference between the luminance and chromatic responses was that at 1 Hz a
reliable response could not be obtained from luminance stimuli of any
contrast (although the stimuli were clearly visible to observers), while
the chromatic responses were strong and reliable, and increased almost
monotonically with contrast. Another difference 1is that the chromatic
curves tend to be more linear than the luminance curves (on semi-
logarithmic plot). The luminance curves have a shallow limb at 1low
contrasts, followed by a steeper section at high contrasts (often separated
by a local minimum). Curves of this form are quite characteristic for
luminance stimuli, and have been interpreted as reflecting activity of
separate visual mechanisms: M-neurones at low contrasts and P-neurones at
high contrast (Nakayama and Mackeben, 1982). That the curves for chromatic
stimuli (at all temporal frequencies) could be well fit by a single line is
consistent with suggestions that only one class of neurones (presumably P-
neurones) responds to these stimuli (see also Zeemon et al., 1990). But
irrespective of speculations about M and P mechanisms, the fact that the
curves are not simple translations of each other along the contrast axis is
evidence for different neural mechanisms responsive to colour and luminance
stimuli.

The arrows under the abscissa of figure 2 A-C show the psychophysical
thresholds for detecting the stimuli, evaluated by a two-alternative
forced-choice procedure. The psychophysical thresholds are close to those
predicted by extrapolating to zero-amplitude the contrast response curves.
The close correspondence between psychophysical and electrophysiological
estimates of threshold gives us confidence that the VEP measurements
reflect functional properties of luminance and colour vision.

Figure 2 D shows how contrast sensitivity for luminance and chromatic
counter-phased stimuli varies as a function of temporal frequency. The
squares depict psychophysical measurements and the circles estimates from
extrapolation of VEP amplitude response curves to zero. The two curves are
not simply translations of each other along the contrast axis, but have
quite different form. The luminance thresholds are band-pass, peaking at
around 6 Hz, while the chromatic thresholds are clearly low-pass, and start
to decline at frequencies above 4 Hz. The difference in chromatic and
luminance thresholds varies systematically with temporal frequency, from a
factor-of-two at 1 Hz, to a factor-of-20 at 16 Hz.

One would expect chromatic contrast thresholds to be higher than
luminance thresholds, for physical reasons. As the cone spectral
sensitivity curves are broad and largely overlapping, the chromatic stimuli
have a lower effective cone contrast than do the luminance stimuli. Our
calculations suggest that the chromatic stimuli have an effective contrast
3-6 times lower than the luminance stimuli (depending on assumptions of how
M and L cone output is combined). This factor does not vary with temporal
frequency, and cannot explain the selective depression of chromatic
contrast sensitivity at high temporal frequencies (cf Geisler, 1989).
However, the ratio of best sensitivity for chromatic and luminance stimuli
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is within the range predicted by cone-contrast, in agreement with a
physical limitation to both luminance and chromatic sensitivity.

The differences in temporal properties was even more evident in the
supra-threshold VEP response. Figure 3A plots the VEP amplitude as a
function of temporal frequency for luminance stimuli of 25% contrast, and
chromatic stimuli of 90% contrast (equating for cone-contrast). At moderate
to high temporal frequencies (above 6 Hz) the response to luminance stimuli
was stronger than that to chromatic stimuli. However, at low temporal
frequencies, the chromatic response was much stronger than the luminance
response. At 1 Hz, the second-harmonic (and higher even-harmonic) response
to luminance stimuli were barely reliable (although the contrast was 12
times detection threshold), while the amplitude to chromatic stimuli was
near maximal at this frequency. Even at 0.25 Hz (one reversal every two
seconds), the response to chromatic stimuli was of similar amplitude to the
maximal response obtainable (at 8 Hz) from luminance stimuli. The response
at very low temporal frequencies indicates that the chromatic responses are
far more sustained than the luminance response.

Figure 3B plots the phase of the VEP response against temporal
frequency on linear axes. Phase decreased linearly with temporal frequency
for both luminance and chromatic stimuli, but at different rates. If one
assumes that decrease in phase with temporal frequency results from
response latency, then the slope of the linear regression of phase against
temporal frequency gives an estimate of the latency (Regan, 1966). A
weighted regression predicts delays of 88 ms for luminance and 128 ms for
chromatic stimuli.

Figure 3 C and D show the response to an abrupt change of contrast of
luminance (C) or chromatic (D) pattern (transient evoked potential). As
previously observed (Murray et al., 1986), the responses to the two stimuli
have different form. The primary component of the luminance VEP is a
positive lobe at 92 ms, whereas the primary component for the chromatic
response is a negative lobe at 139 ms. The latencies of these peaks and
troughs are quite consistent with the estimates of response latency
obtained from the phase response curves of the steady-state VEPs, and again
point to the sustained nature of the chromatic VEP response.

Ohzawa and Freeman (1988) have recently devised a technique to
investigate the response of binocular neurones with evoked potentials. In a
dichoptic display, a drifting horizontal grating is displayed to each eye,
drifting upwards for one eye and downwards for the other. Alone neither
grating generates a VEP, as there is no systematic modulation of contrast.
However, combination of the two drifting gratings (either physically or by
binocular combination) produces a counter-phased grating, and this stimulus
produces a phase-locked VEP. Thus any VEP produced by the dichoptic display
must result from excitation of binocularly driven cortical neurones.

We used this technique with both chromatic and luminance stimuli. With
both types of stimuli, the monocular display produced no measurable VEP
while the binocular display produced strong and reliable VEPs at
appropriate temporal frequencies. Figure 4A shows how VEP amplitude varied
with temporal frequency for both chromatic stimuli (filled circles) and
luminance stimuli (open circles). Again, the response to chromatic stimuli
was confined to a lower frequency range than that to luminance stimuli.

We also applied the technique to investigate interactions between
luminance and chromatic processes, by presenting a luminance grating to one
eye and a chromatic grating to the other. This stimulus also produced a
measurable VEP, but only over a very confined range of temporal
frequencies. This suggests that there exist neurones that respond to both
chromatic and luminance stimuli.
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Figure 1
Examples of VEP recordings in response to coloured plaid patterns caused to

reverse in contrast over time. On the right are five examples of VEP
traces, for different colour ratios (r of equation 1 below). The records
were obtained by averaging the VEP response in synchrony with the rate of
contrast reversal (ft in equation 1). The dotted lines show the response
averaged at 1.1 times this frequency, giving an indication of the noise
level. It is apparent that response amplitude varies with colour ratio,
being minimal at r=0.47. The effect of colour ratio is more apparent in the
curves at left, that plot second-harmonic amplitude and phase as a function
of colour ratio r. The dotted line shows the amplitude of asynchronous
noise, and the error bars the standard error of the amplitude and phase
distributions. At this contrast (30%) the minimum was quite clear, at 0.47.
There was also a slight but systematic phase change around the point of
iso-luminance.

The pattern was generated on a Barco oscilloscope by modulating the
luminance of the red and green phosphors (Lp and Lgz) over space and time:

LR(x,y,t)=r.Lo{1+%m.cos(23ftt).[cos(ZHfsx)+cos(2nfsy)]}

(1)
LG(x,y,t)=(1—r).Lo{1+%m.cos(2&ftt+e).[cos(ZHfsx)+cos(23fsy)]}

r is the ratio of red-to-total mean-luminance, L_ the total mean-luminance,
m contrast, ft temporal frequency and fs spatial frequency. 6 determines
the phase in which the red and green plaids are added together. For this
experiment 6=n, so the red and green plaids were added out-of-phase to
produce red-green patterns. Spatial frequency was 1 c/deg, temporal
frequency 7.5 Hz and contrast 0.3. The pattern was viewed through an orange
filter (Kodak wratten number 16), to filter wavelengths less than 500 nm,

ensuring that the spectral range of the stimuli was within the Rayleigh
region.
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Fiqure 2

A B and C Examples of contrast response curves to chromatic and luminance
stimuli contrast reversed at 10, 4 and 1 Hz. The stimuli were given by
equation 1 of figure 1, with r=0.47 (judged as isoluminant by both flicker-
photometry and minimum VEP amplitude), and fs 1 c/deg. Chromatic stimuli
were made by adding the red and green plaids of opposite-phase (©6=n), and
luminance stimuli by adding them in-phase (6=0). In this and all following
graphs, open symbols represent results from luminance stimuli and closed
symbols chromatic stimuli. The curves for chromatic gratings tended to be
linear (on semi-logarithmic plot), and could be well fit by a single
regression line. The luminance curves tended to comprise to sections of
different slope, so the linear fit was applied only to the low-contrast
limb of the curve. The arrows under the abscissa indicate psychophysical
thresholds, measured by a two-alternate forced-choice technique. In all
cases (except the luminance curve at 1 Hz, where there was virtually no
response), extrapolation of the VEP curve to =zero amplitude predicted
contrast thresholds close to those obtained by psychophysical means.

D Contrast thresholds as a function of temporal frequency. The circles
indicate estimates obtained form extrapolating VEP contrast response curves
(above), and squares psychophysical estimates (two-alternate forced-
choice). In all cases the two estimates correspond well, giving us
confidence in the VEP technique.
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Figure 3
A Second-harmonic amplitude as a function of temporal frequency for
luminance stimuli of 25% contrast (open-symbols) and chromatic stimuli of
90% contrast (closed-symbols). The contrasts were chosen to equate the
effective cone-contrasts of the stimuli. However, we also measured
responses for luminance stimuli of 90% contrast, and found results
substantially similar to those shown here.

B Second-harmonic phase as a function of temporal frequency (on linear
scale) for chromatic and luminance stimuli. The slope of the curves provide
an estimate of response latency, 88 ms for the luminance stimuli and 128 ms
for the chromatic stimuli. Measurements were also made for luminance
stimuli of 90% contrast, yielding a latency estimate of 94 ms, indicating
that precise choice of contrast is not crucial.

€ and D Transient responses to an abrupt contrast reversal of a luminance
pattern of 25% contrast (C) or chromatic pattern of 90% contrast (D). The
pPrimary response to the luminance stimulus was a positive peak around 92
ms, while the chromatic stimulus produced a negative trough at 139 ms.
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Figure 4

VEP response to dichoptic presentation. Each eye saw a horizontal grating
of 1 c/deg. The direction of drift was upwards for the left eye, and
downwards for the right. To compensate for the effects of cone contrast,
luminance gratings were displayed at 25% contrast and chromatic gratings at
90% contrast. The open symbols of figure A show results for luminance
gratings, and the closed symbols for chromatic gratings. For figure B, a
luminance grating was presented to the left eye and a chromatic grating to
the right eye.
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In another series of experiments, we have applied psychophysical
techniques to investigate the temporal properties and response latency of
luminance and chromatic vision. We monitored visual summation, by measuring
contrast sensitivity for detecting a pair of brief stimuli, separated in
time by variable intervals. The manner in which sensitivity varies with
presentation delay gives information about the temporal response properties
of the visual mechanisms detecting the stimulus configuration (see for
example, Ikeda 1965; Roufs and Blommaert, 1981).

Figure 5 A and B plots sensitivity for detecting the double flash
(relative to that for a single flash) as a function of delay of the second
presentation. In figure A the two stimuli had identical contrast (of the
same "contrast-sign") while in figure B they were of equal but opposite
contrast. For the same-contrast condition, there was an initial period of
strong positive summation, occurring at different latencies for the
luminance and chromatic stimuli. The difference in time-to-asymptote was
about 40 ms, comparable with that observed with the VEPs. The opposite-
contrast presentations have a different summation course, an initial stage
of negative summation, followed by positive summation. Again there were
differences in time course for the luminance and chromatic stimuli, with
the time-to-peak differing by about 40 ms. Both these estimates of response
latency agree reasonably well with the VEP latency estimates.

Finally, we asked what functional consequences may arise from the
difference in temporal properties of the luminance and chromatic systems.
An obvious candidate is motion perception, as all current models suggest
that motion perception requires a band-pass temporal filter (e.g. Van
Santen and Sperling, 1985; Burr, Ross and Morrone, 1986). We measured
contrast thresholds for discriminating the direction of motion of a
drifting grating (using a two-alternative forced choice procedure) and
compared these thresholds with simple detection thresholds (see also
Cavanagh, this volume). Figure 6 A and B reports the two classes of
thresholds for both chromatic and luminance stimuli, as a function of
temporal frequency. For luminance stimuli (A), discrimination thresholds
were similar to detection thresholds at all temporal frequencies, showing
that provided the pattern was visible, its direction of motion could be
discerned. This was also true for chromatic stimuli of high temporal
frequency. However, at frequencies of 2 Hz and below, the detection and
discrimination curves diverge: the discrimination curve becomes band-pass,
while the detection curve remains low-pass (as for detection of counter-
phased plaids: figure 2). The extra chromatic sensitivity at low temporal
frequencies clearly contributes nothing towards motion perception. These
results agree with previous studies showing impairment of motion perception
at iso-luminance (Ramachandran and Gregory, 1978; Cavanagh et al., 1984)
and may explain why under some conditions (high temporal frequencies)
colour may be an effective cue for movement (Gorea, 1989; Cavanagh, this
volume).

All the experiments outlined above, both electro-physiological and
psychophysical, point to major differences in the temporal properties of
the mechanisms that process 1luminance and chromatic information. The
chromatic mechanisms are more sustained, shown by the low-pass nature of
the temporal contrast sensitivity curve (figure 2), by the strong VEP
response at very low temporal frequencies (down to 0.25 Hz: figures 3 and
4), and by the longer latency predicted by both transient and steady-state
VEPs (figure 3) and by two-shot summation studies (figure 5). The
relatively poor performance of the chromatic system at motion
discrimination at low temporal frequencies (figure 6) also reflects the
lack of temporal inhibition in chromatic sensitive mechanisms.
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Summation between two pulses of the same contrast (A) and opposite contrast
(B), as a function of onset latency of the two presentations. The stimuli
were luminance (open symbols) or chromatic (closed symbols) gratings,
presented for 8 ms. The pattern of summation with time gives an indication
of the temporal response of luminance and colour mechanisms.
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Contrast sensitivity for detecting drifting sinusoidal gratings (triangles)
and for discriminating the direction of drift (circles). The gratings were
presented within a Gaussian envelope of stand deviation 230 ms. Both
discrimination and detection thresholds were measured by two-alternative
forced-choice. For luminance gratings (left) the two types of thresholds
were similar at all temporal frequencies. For chromatic gratings (right),
however, they diverge at low temporal frequencies.

The differences in temporal properties are consistent with recent
suggestions that colour information is processed primarily by the parvo-
cellular stream, and luminance information by both parvo and magno streams
(see chapters by Merigan, Rodieck, Schiller and Shapley as well as several
discussion sections for a critical treatment of these claims). The fact
that chromatic contrast response curves tend to have a single slope, while
the luminance response curves have two distinct limbs also supports this
suggestion. However, it is strange that there is no VEP response whatsoever
to luminance gratings of temporal frequency below 1 Hz. If both magno- and
parvo-neurones respond to luminance stimuli of 1 Hz, why is it not possible
to register a response from the sustained parvo-neurones at this frequency,
as it is with chromatic stimuli? Certainly some neurones respond to the
stimulus, as it is clearly visible. To account for this result one would
have to begin to speculate that the response of parvo-neurones to colour
patterns is more sustained than that to luminance patterns, or for some
reason the luminance response does not appear in the VEP at low temporal
frequencies. While these possibilities are quite plausible,
caveats of this nature begin to erode the usefulness
classification for psychophysical data.

introducing
of the P-M

To conclude, the experiments presented in this chapter implicate
separate neural mechanisms for colour and luminance processing, both at and
above detection threshold, but whether these mechanisms can be usefully

divided along the anatomically defined lines of M- and P-neurones remains
to be proven.
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THE CONTRIBUTION OF COLOUR TO MOTION

Patrick Cavanagh

Department of Psychology
Harvard University
Cambridge, MA 02138

U. S. A

INTRODUCTION

Anstis (1970) and Ramachandran and Gregory (1978) showed that the motion
normally visible in random dot kinematograms could not be seen when the dots were
presented in equiluminous colours. Based on this evidence, Ramachandran and Gregory
suggested that colour and motion analyses were functionally independent and that the
motion pathway responded only to luminance information. However, more recent studies
(Cavanagh, Tyler & Favreau, 1984; Cavanagh, Boeglin & Favreau, 1985; Cavanagh &
Favreau, 1985; Derrington & Badcock, 1985; Gorea & Pappathomas, 1989; Mullen &
Baker, 1985) have shown that this may not be the case. There is a motion response,
although somewhat degraded, to equiluminous coloured stimuli. In this chapter, I shall
review several experiments that have examined the contribution of colour to motion in an
attempt to identify whether the contribution is mediated through the magnocellular (M) or
parvocellular (P) stream.

First, despite the dramatic examples of loss in motion perception at equiluminance
(Moreland, 1982; Cavanagh, Tyler & Favreau, 1984), the visual system actually shows a
high degree of sensitivity to the motion of chromatic stimuli when the stimulus strength is
expressed in terms of cone contrast (Stromeyer, Eskew, & Kronhauer, 1990). A major
factor in the losses at equiluminance may be due to the restricted contrast range available for
chromatic stimuli.

Second, in collaboration with Stuart Anstis, I have measured the relative
contributions of colour and luminance to motion (Cavanagh & Anstis, 1990). These results
demonstrate that the contribution is based on opponent-colour mechanisms.

Third, we also tested the phase lag in the relative contributions of red and green to
motion at equiluminance (Cavanagh & Anstis, 1990). These phase lags were similar to
those for P units in the retinal ganglia and very different from those for M units.

Finally, motion can be seen for drifting patterns defined by attributes other than
colour which do not stimulate luminance-based motion detectors (Cavanagh & Mather,
1989). In particular, stereo-defined (random dot stereograms) and texture-defined stimuli
are detected only by the parvocellular stream (Schiller, Logothetis, & Charles, 1990), so
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that the perception of the motion for these stimuli must rely on signals carried by the
parvocellular stream. Since the parvocellular stream can contribute to the perception. of
motion for these stimuli, it would be reasonable to assume that it also contributes to motion
in the case of colour stimuli. In fact, it would be unreasonable to assume the opposite.

PATHWAYS

The luminance pathway takes its input from the sum of the long- and medium-
wavelength sensitive cones (R- and G-cones, respectively) although some psychophysical
studies indicate that the short-wavelength senstive cones (B-cones) may also contribute to
some extent (Drum, 1983; Lee & Stromeyer, 1989; Stockman, MacLeod, & DePriest,
1987). The chromatic signals arise from the differences between cone signals: R-G and B-
(R+G) for the red/green and blue/yellow opponent-colour pathways, respectively. An
equiluminous stimulus is one that varies in colour but not in luminance. The purpose of
such a stimulus is to provide information to the chromatic pathway but not the luminance
pathway in order to test the capacities of the chromatic pathways in isolation.

The notion of equiluminance presumes one luminance pathway that has a single
null, that is, one relative luminance between any two colours for which there is no response
of the luminance pathway. In truth, however, there may many luminance pathways. Image
information from separate spatial frequency bands pass through separate units in the visual
system — each of these could be considered a separate luminance pathway (low-pass,
high-pass, etc.) with potentially a different equiluminance point. Many physiological
studies have revealed a variation in the equiluminance points of M units that project to the
directionally selective cells in the cortex. In particular, Shapley and Kaplan (1989) and Lee,
Martin, and Valberg (1988) have shown that individual M units do show a null activity
point at a particular luminance ratio between the two colours of the stimulus and that this
null ratio varies somewhat from unit to unit. Given that many pathways may be
contributing to a final luminance stream, it is remarkable that there is a fairly well defined
equiluminance point around which performance is degraded.

There have been many attempts to link the luminance and chromatic pathways
identified psychophysically to the magnocellular and parvocellular streams (DeYoe & van
Essen, 1988; Livingstone & Hubel, 1987; Maunsell & Newsome, 1987) of the primate
visual system. The units in the magnocellular stream have little colour sensitivity and
respond best to low spatial and high temporal frequencies whereas those in the
parvocellular stream generally have colour-opponent responses and prefer high spatial and
low temporal frequencies (see Schiller, Logothetis, & Charles, 1990; and Shapley, 1990,
for reviews). However, there is no simple relationship between these properties and those
of the luminance and chromatic pathways. For example, it has been argued (De Valois &
De Valois, 1975; Ingling, & Martinez-Uriegas, 1985; Schiller et al, 1990) that both
magnocellular and parvocellular streams are involved in carrying luminance information:
The magnocellular stream is principally non-opponent but the parvocellular stream,
although carrying colour-opponent information for low spatial and low temporal
frequencies, also carries non-opponent (luminance) information at high spatial and temporal
frequencies. Moreover, units in the magnocellular stream exhibit colour-opponency for
large stimuli (Type IV units, Wiesel & Hubel, 1966). Several studies have revealed
residual, opponent-colour responses in the magnocellular stream both in the retina (Gouras
& Eggers, 1982) and in the magnocellular layers of the LGN (Krueger, 1979; Schiller &
Colby, 1983; Derrington, Krauskopf & Lennie, 1984). No physiologically distinct
structures have yet been identified whose properties correspond in a straightforward way to
those of the luminance and chromatic pathways (see for example, Lennie, Krauskopf, &
Sclar, 1990).
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Schiller et al (1990) have directly tested the role of the magnocellular and
parvocellular streams of macaque monkeys in various visual tasks. They made small
lesions in the lateral geniculate in the magnoclelluar and parvocellular layers destroying
cells that responded to different spatial areas in the two systems. They then presented tests
to areas subserved by both magnocellular and parvocellular units, by only magnocellular or
by only parvocellular. Two of their findings are of particular interest for this review. First,
within areas subserved only by parvocellular units, motion detection was very poor if the
temporal frequency was greater than 6 Hz but was little affected at lower rates. This
indicates that the parvocellular stream can mediate motion responses although only for
lower temporal frequencies. Second, areas subserved only by magnocellular units were
unable to support the perception of either texture or random-dot stereograms. This will be
important when we consider the substrate responsible for the perception of motion of
stimuli defined by texture and by stereo.

CONTRAST THRESHOLD FOR MOTION

In collaboration with Stuart Anstis (Cavanagh & Anstis, 1990) I measured
thresholds for one normal observer (colour-deficient observers were also tested but their
results are not discussed here) on two threshold tasks. We collected the contrast thresholds
for detection and for direction discrimination with chromatic stimuli (red/green), and
luminance stimuli (yellow/black).

FIG. 1. Sensitivity (reciprocal of threshold cone contrast) for detection and
direction discrimination as a function of spatial and temporal frequency. (Adapted
from Cavanagh & Anstis, 1990.)

As has been reported previously for comparable stimuli, there is no difference
between detection and motion thresholds for the achromatic stimuli and sensitivity increases
with temporal frequency between 2.0 and 8.0 Hz (Kelly, 1979). The red/green detection
sensitivity drops with increasing temporal frequency, as expected (Kelly, 1983), and the
motion sensitivity drops with temporal frequency as well suggesting that the motion
threshold is based on chromatic mechanisms. The sensitivity for direction discrimination is
lower than that for detection and between these two thresholds, in the shaded area on the
graphs, the colour bars could be seen but did not appear to move.
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When expressed in terms of cone contrasts, the sensitivity to chromatic stimuli is
quite high, comparable to that for luminance stimuli at the lowest spatial and temporal
frequencies. Stromeyer et al (1990) measured even higher sensitivity to chromatic stimuli
(as much as four times higher than to luminance stimuli) in a direction discrimination
experiment. The difference between their results and those of our one observer may simply
be that our observer (myself) falls on the low end of normal colour vision. Among the four
normal observers in the next experiment to be described, my results were next to lowest in
strength of contribution of colour to motion (Cavanagh & Anstis, 1990).

How can we reconcile this high sensitivity to chromatic stimuli with the many
reports of degraded motion response at equiluminance? The explanation lies in the contrast
available in chromatic and luminance stimuli. Luminance stimuli can modulate each cone
class by as much as 100%, whereas the maximum differential modulation of the R- and G-
cone classes attainable on a colour monitor is between 15 and 25%. In other words, the
biggest loss for chromatic stimuli may be a stimulus factor and not a processing factor:
luminance modulation drives the cones more effectively than chromatic modulation.

Our data (Cavanagh & Anstis, 1990) and the data of Stromeyer et al (1990)
demonstrate that the visual system is in fact quite sensitive to chromatic stimuli but these
data do not identify definitively the pathway that mediates the response. In the next
experiment that I shall describe, the characteristics of the response help to identify the
source.

OPPOSING MOTION

The contrast of an unknown grating can be measured by varying the contrast of an
otherwise identical grating moving in the opposite direction. The direction of perceived
motion of the combined gratings is determined by the grating with the higher contrast.
When the two gratings have equal contrast, a motion null—counterphase flicker—is
obtained. This same technique can be used to compare the relative contributions of
luminance and colour to motion.

To do so, a red/green grating drifting in one direction was superimposed on a light
yellow/dark yellow grating drifting in the opposite direction (Cavanagh & Anstis, 1986).
Four normal and nine colour-deficient observers were tested. Observers nulled the motion
of a drifting luminance grating of fixed contrast by varying the luminance contrast of a
colour grating (the contrast between the luminances of the red and green components of the
colour grating) that drifted in the opposite direction. At motion null, the total effective
contrast of the colour grating is equal to that of the luminance grating whose motion it has
nulled. In Fig. 2, the total effective contrast of the colour grating is shown as a function of
its luminance contrast. Results for two observers — a normal observer, SA, and a deutan
observer, BA, — are given for tests at 0.5 cpd and 2 Hz. The V-shaped dotted lines of unit
slope rising from the origin indicate the effective contrast that the colour grating would have
if colour made no contribution to the perception of motion. In this case, the effective
contrast of the colour grating would be equal to its luminance contrast. The lines plotted
through the data points indicate the observed effective contrasts in these two examples. The
shift of these lines from the dotted lines indicates an increase in the effective contrast and
the amount of the shift, shown as a vertical arrow, is the contribution of the colour: We
labeled this the equivalent luminance contrast of the colour in the colour grating. Note that
the equivalent luminance contrast is substantial, more than 10%, for the normal observer
(note also that there is only one data point per line in this example!), but very small, less
than 1%, for the colour-deficient observer.
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FIG. 2. Total effective contrast as a function of the luminance contrast between the
red and green in the colour grating. Data from two observers, SA and BA, for 2

Hz, 0.5 cpd, red/green stimuli. The equivalent contrast of the colour in the grating

is the difference (shown as a vertical arrow) between the luminance contrast of the
colour grating (the dotted V rising {rom the origin) and the total effective contrast.
(Adapled from Cavanagh & Anstis, 1990.)

What should we expect to see if the response to the colour grating is a residual
response of a luminance pathway, due to the variation of equiluminance points among the
units in the pathway? The left panel of Fig. 3 shows the response of a single unit in a
luminance pathway to a drifting red/green grating as a function of its luminance contrast.
The response function is given by the grating's absolute luminance contrast. At the centre
of the horizontal scale, the red and green have equal luminance as measured by a
photometer and the unit “sees” a uniform field with no contrast. At the right end of the
horizontal scale, the grating is bright red and dark green while at the other end it is is bright
green and dark red. In both cases, however, the unit merely detects an identical light and

dark grating.

Single Equiluminance
Point

Response

R<G R=G

Luminance Contrast
of Colour Grating

R>G

Multiple Equiluminance
Points

individual
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FIG. 3. The response of luminance-based units to a colour grating as a function of
the luminance contrast between the two colours in the grating. On the left, the
response for a single unit is shown and the response function follows the absolute
value of the luminance contrast. On the right, different units have different
equiluminance points. The total response is shown for graphical convenience as the
average of the individual responses and indicated by the heavy curve. The curve has
a minimum but the response is greater than zero at the minimum value.



We assumed that the contrasts sensed by individual units are summed to produce
the net contrast. If all units had the same null point, there would be a single, true response
null in the luminance pathway and the overall function would look like that of the single
unit shown on the left in Fig. 3. On the other hand, in righthand panel of Fig. 3, we have
the more likely situation of variable null points for individual units and overlapping
functions. If we take the response to be the sum of the activity of the individual units
(thick, curved line in right panel of Fig. 3 shows the average value for graphical
convenience), we see that there is no longer a true null. The mean function dips to a
minimum at photometric equiluminance but this minimum response is not zero. The shape
of the actual function depends on the response characteristic of the individual units (shown
as linear in Fig. 3) and the distribution of equiluminance points. We do not know either of
these factors exactly, but we do know that M units have a moderate degree of scatter
(probably not more than +10% around the population average, Shapley & Kaplan, 1989;
Lee et al, 1988). This allows us to predict that the V-shaped functions should be rounded
off at the bottom within +10% of equiluminance but should follow the V-shaped curve of
the luminance contrast outside that range. That is, the net effectiveness of the colour
grating in a luminance pathway only deviates from its luminance contrast within the range
of scatter where the responses from some units are rising while others are falling.

Luminance o Opgonent Colour

Component ontribution = Total Response

R<G R=G R>G R<G R=G R>G R<G R=G R>G

Luminance Contrast Luminance Contrast Luminance Contrast
of Colour Grating of Colour Grating of Colour Grating

FIG. 4. The total response to a colour grating as the sum of luminance and
opponent-colour contributions. Since the chromatic contrast and, therefore, the
opponent-colour response, is fairly constant over the moderate range of luminance
contrasts of the colour grating that were tested, the total effective contrast will be an
elevated, V-shaped curve.

What would the total effective contrast look like if colour made a contribution to
motion through an opponent-colour pathway and not through residual activation of a
luminance pathway (i.e. if there were no interunit variation in equiluminance points)? We
can assume that a contribution from an opponent-colour pathway would be a function of
the chromatic contrast of the stimulus and this is fairly independent of its luminance
contrast, at least over the range we looked at (maximum of +30%). Assuming a simple
linear model in which the colour contribution sums with the luminance contrast to produce
the total effective contrast, the function would just be a V-shaped curve that is raised
everywhere by the same amount (Fig. 4).

The data of Figure 2 are sufficient to state that, as expected, the colour-deficient
observer gets no contribution from colour so that the response is purely determined by a
luminance pathway. However, there are insufficient data in Figure 2 to draw any
conclusions about the normal observer. In order to see the pattern of response for a normal
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observer across a wider range, we extended the luminance contrasts tested to +25% and
included a test at the equiluminance point. We used only one spatial and one temporal
frequency (1 cpd and 8 Hz). Fig. 5 shows the total effective contrast of the red/green
grating as a function of its luminance contrast. The data again appear to be V-shaped over
this larger range.

There appears to be a fairly constant contribution of colour to motion at all the
physical contrast values measured producing an elevated, V-shape curve that does not
rejoin the dotted luminance contrast function. This behavior is more like that of a chromatic
contribution than that of a luminance pathway with scattered equiluminance points.

30, Total Effective
Contrast (%)

R<G

1 "k 1

1 0 1
-20 -10 0] 10 20

Luminance Contrast of Colour Grating (%)

FIG. 5. Total effective contrast of a red/green grating at 1.0 cpd and 8 Hz as a
function of the luminance contrast of the grating for two observers. The dotted lines
show the total effective contrast the colour grating would have if its contribution to
motion were determined solely by its luminance contrast. Vertical bars show
standard errors (=1 S. E.) where they are larger than the data symbols. (Adapted
from Cavanagh & Anstis, 1990.)

Could the contribution have resulted from some luminance artifact due to display
alignment or calibration or to the optics of the eye? Any luminance artifact in the colour
stimulus will add directly to its effective contrast, increasing it uniformly within a fairly
wide range of luminance contrasts around equiluminance — a pattern very similar to that
which we had measured. However, the luminance artifact sets a lowest possible value for
the contribution of colour that will be present in all the measurements and, for colour-
deficient observers who have little or no colour-opponent response, it must be the main or
only contributor to the measured equivalent contrast of the colour. Figure 6 shows the
equivalent contrast of a red/green grating (the difference between its total effective contrast
and its luminance contrast) for normal and colour-deficient observers as a function of
spatial frequency (averaged over the two temporal frequencies tested, 0.5 and 1.0 Hz).
Note that the colour-defective observers had little or no equivalent contrast for the colour
stimuli at 0.5 and 1.0 cpd. We can conclude that the stimuli at these low spatial frequencies
produce luminance artifacts of less than 1% and that the readings for the normal viewers are
true readings of the contribution of colour to motion.
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FIG. 6. Equivalent contrast of colour for red/green gratings as a function of spatial
frequency for normal and colour-deficient observers. The curved line is the
predicted luminance artifact produced by chromatic aberration.

The theoretical value of the luminance contrast generated by chromatic aberration
increases with the square of the spatial frequency (Cavanagh & Anstis, 1990) and the data
of colour-deficient observers for spatial frequencies covering the range of 0.5 to 4 cpd
(averaged over the three temporal frequencies) showed this squared increase. The normal
observers show a U-shaped curve resulting from two factors: 1) the colour contribution to
motion that decreases with spatial frequency; and 2) the chromatic aberration artifact that
increases with spatial frequency.

To summarize, the data showed a motion response to colour that did not arise from
display or optical artifacts and was not due to interunit variability in equiluminance points in
a luminance pathway. The evidence supported an opponent-colour source for the
contribution of colour to motion.

PHASE LAG

Although the magnocellular pathway is characterized as broad-band or non-
opponent (see Schiller et al, 1990), it is capable of colour-opponent responses. In
particular, Type IV retinal ganglion cells (Wiesel & Hubel, 1966) show colour-opponency
between centre and surround. Could this colour-opponency in the magnocellular stream
account for the results described in previous sections? I shall use the phase characteristics
of responses to chromatic stimuli to examine this point.

Cushman and Levinson (1983), deLange (1958), von Griinau (1977), Lindsey,
Pokorny, and Smith (1986) and Swanson, Pokorny and Smith (1987) have reported that
the relative phase between red and green producing minimum flicker sensitivity can deviate
from the expected 180° by as much as 180°. We measured phase lags in the motion
response using quadrature motion techniques (Cavanagh & Anstis, 1990; Cavanagh,
Anstis & MacLeod, 1987; Shadlen & Carney, 1986) where a counterphasing luminance
stimulus is positioned as a lure so that it will generate a moving stimulus when combined
with the luminance artifact produced by the phase lag.
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FIG. 7. a) The sum of red and green sine-waves, 180° out of phase, produces no
net luminance modulation if the amplitudes of the two sine-waves are equal and the
phase offset is exactly 180°. b) The sum of red and green sine-waves having the
same amplitude produces a net luminance modulation if their phase difference is not
exactly 180°. The luminance waveform is a sine-wave with the same frequency as
the colour waveforms and its phase is the mean of the phases of the two colour
waveforms, about 90° as shown here. A luminance lure combined in quadrature
phase will produce motion only when the luminance artifact is present.

A stationary red/green stimulus is set in counterphase temporal modulation and a
stationary luminance lure is introduced having the same spatial and temporal frequencies
but 90° out of phase with the chromatic stimulus in space only (Fig. 7). Since it is not in
quadrature phase with the red/green stimulus, it does not produce any motion. However,
any phase lag between the red and green waveforms in the red/green stimulus will produce
a luminance component at 90° from the peaks and troughs of the red and green waveforms
(Fig. 7). This artifact will then be in quadrature phase with the luminance lure that we have
introduced in the stimulus and the combination of the two will produce motion. If there is a
phase lag between the two colours in the neural response at some point, it can be canceled
by introducing the opposite phase lag in the stimulus. When it has been exactly canceled,
no motion will be visible and when it has been overcompensated, the motion will reverse
direction. The motion reversal point can therefore be used to accurately measure phase lag
in the pathways responding to counterphasing gratings.

The measured phase lags (Fig. 8) were much smaller than those reported for
minimum flicker settings by Cushman and Levinson (1983), deLange (1958), von Griinau
(1977), Lindsey et al (1986) and Swanson et al (1987). This may be due to the direct
measurement technique that involves only the response of the motion pathway. There may

be additional phase lags in a form pathway that contribute to flicker judgements especially
at low temporal frequencies.
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FIG. 8. Temporal phase lag for red/green stimuli as a function of spatial and
temporal frequency for two observers. Vertical bars show standard errors.

The lags are comparable to those for parvocellular stream units reported by Smith,
Lee, Pokorny, Martin, and Valberg (1989). M-stream units generate much larger phase
lags at low temporal frequencies (Smith et al, 1989). These data argue strongly for the
participation of the parvocellular stream in the contribution of colour to motion.

MOTION PERCEPTION FOR OTHER EQUILUMINOUS STIMULI

The typical motion detector in area V1 of visual cortex responds principally to
drifting luminance contours. However, there are several motion phenomena that cannot be
explained by these motion detectors. Ramachandran, Vidyasagar and Rao (1973) reported
the perception of apparent motion in a two-frame display consisting of two completely
uncorrelated dot patterns. The perception of motion in the absence of correlated luminance
information has also been reported for stimuli defined by relative motion (Petersik et al.,
1978; Anstis, 1980; Prazdny, 1986a, 1986b, 1987), random-dot stereograms (Julesz,
1971; Prazdny, 1986a, 1986b, Papathomas, Gorea, Julesz & Chang, 1988), flicker
(Lelkens & Koenderinck, 1984; Mather, Cavanagh & Anstis, 1985; Prazdny, 1986a,
1986b, 1987; Chubb & Sperling, 1988) and texture (Cavanagh & Mather, 1989; Pantle,
1978; Turano & Pantle, 1989).

In collaboration with Martin Arguin and Michael von Griinau, I have replicated and
extended these observations (Cavanagh, Arguin & von Griinau, 1989). The stimulus
consisted of two disks which alternated at 2.0 Hz. Each disk could be defined by a
difference in luminance, colour, binocular disparity, texture, or motion with respect to the
random dot background. The observer’s task was to decrease the separation between the
two disks until motion was just visible. This separation was taken as an indication of
motion strength. When the two disks that alternated were defined by the same attribute, the
motion strength was comparable for all attributes, varying by at most a factor of 2. Motion
could also be seen between disks defined by any two different stimulus attributes and the
motion strength showed no systematic variation as a function of the attributes involved.

According to Schiller et al (1990), at least two of these stimulus types — texture
and random dot stereograms — are detected entirely by the parvocellular stream (a lesion of
the parvocellular layers drastically reduces texture and random dot stereo detection while a
magnocellular lesion does not affect either). Since moving texture or random dot stereo
borders produce impressions of motion, the parvocellular stream must be capable of

160



mediating the motion responses for at least these stimuli. It seems illogical to propose that
in the case of colour stimuli, but not texture or stereo, the parvocellular stream somehow
becomes incapable of mediating motion responses.

CONCLUSIONS

The data reviewed here indicate that the visual system is quite sensitive to motion of
chromatic stimuli. On the other hand, the restricted contrast range available in physical
chromatic stimuli reduces their effective strength compared to luminance stimuli. The
results of the opposing motion experiment showed that the contribution of co'lour .is
mediated by opponent-colour mechanisms and the phase lag data linked the mechanisms in
question to the parvocellular stream. The evidence of motion perception for texture and
random dot stereogram contours — stimuli detected by the parvocellular stre_am — also
supported the motion capabilities of the parvocellular stream. Since the directionally
selective units of MT have been shown to respond to drifting equiluminous stimuli defined
by colour or texture (Albright, 1987; Charles & Logothetis, 1989; Saito, Tanaka Isono,
Yasuda, Mikami, 1989) these responses may be mediated by signals projecting to MT from
structures in the parvocellular stream such as area V4.
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The last decade has seen an explosion of renewed interest in the
presence and function of multiple parallel pathways in the visual system
(e.g., Ungerleider and Mishkin, 1982). Most of this has centered around
analyses of the so-called M and P pathways which originate in the retina and
remain largely separated through several visual cortical regions. The
excitement results in large part from new evidence for remarkable
differences in the sensitivity of the M and P systems to different visual
dimensions, in association with psychophysical evidence for similar and
potentially related behavioral differences.

The anatomical separation between the two pathways or processing streams
is most obvious in the lateral geniculate nucleus (LGN) of the thalamus,
where the dorsal four layers (numbered 3-6) (which contain cells with small
somata) are collectively called parvocellular layers, and the ventral two
layers (1 and 2) (with fewer cells and larger cell bodies) are referred to
in turn as magnocellular layers. It is from the magnocellular and
parvocellular LGN layers that the M and P nomenclature is derived, but the
distinction begins in the retina, where morphologically different cell types
provide separate inputs for the M and P pathways. The separation continues
at least through several prestriate visual cortical regions. The
characterization of the M and P streams on anatomical and physiological
grounds has been extensively reviewed (see, for example, Shapley, 1990, or
Maunsell and Newsome, 1987 for relevant references) and need not be
belabored here. There are a few distinctions, however, which should be
reviewed briefly.

The P system in its early stages contains neurons with small receptive
fields (RFs) and high sensitivity to chromatic contrast. The cells in V1
that show fine orientation tuning are generally assumed to belong to this
processing stream, as well. Although the P system is sometimes further
subdivided into two additional streams corresponding to the striate cortex
regions rich in cytochrome oxidase (cytox)--the so-called blob regions--and
those intervening regions with less cytox (Livingstone and Hubel, 1984),
agreement about this distinction is less widespread. We shall consider all
the P system to form a single processing stream for purposes of this
discussion. In part because of the concentration of neurons with high
selectivity for color and for spatial structure, it is suggested that the P
system may be responsible for the processing of information about color and
form (e.g., Van Essen and Maunsell, 1983).

Most neurons of the M system, to the contrary, show little selectivity
for or sensitivity to chromatic contrast, but many of them are highly
selective for direction of motion (Blasdel and Fitzpatrick, 1984;
Livingstone and Hubel, 1984; Movshon and Newsome, 1984). Partly because of
the high incidence of direction selectivity in M pathway neurons, this
system is assumed to be responsible for the analysis and encoding of visual
motion.
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It is not merely the presence and high incidence of neurons responsive
to chromatic and spatial parameters (in the case of the P system) or
direction of movement (for the M system) that has led to current models of
separate processing streams for these parameters. There is other evidence,
as well. For example, there are many demonstrations that lesions restricted
to one system or the other selectively affect the perception or the ability
to respond differentially to a particular visual dimension. In some cases
this comes from the clinical literature (e.g. Zihl et al., 1983; King-Smith,
1987); in others, from experimental behavioral research using restricted
lesions (e.g., Newsome et al., 1985; Wild et al., 1985).

This model is also supported by much psychophysical evidence. When the
tasks and stimuli are appropriately chosen, pronounced perceptual
differences rivaling those seen physiologically can be demonstrated. It is
presumed that these reflect the differences between the M and P systems.
The usual tactic is to choose a stimulus that is believed to be processed
exclusively (or almost so) by one of the two streams and then examine the
behavior of that system in isolation. One example of this is the use of
isoluminant stimuli to eliminate substantial input from the M stream (see
Livingstone and Hubel, 1987). For example, the perceived speed of a moving
isoluminant heterochromatic grating can be markedly lower than the perceived
speed of a similar luminance grating moving at the same velocity (Cavanagh,
Tyler and Favreau, 1984). Motion segregation of a random dot kinematogram
is severely compromised at isoluminance (Ramachandran and Gregory, 1978).%*

Current models suggest that each stream, while operating essentially in
parallel with the other stream(s), displays serial processing internally.
Any given dimension (at least those of color and motion) is analyzed
primarily within one or the other of these two processing streams. Evidence
for serial processing of movement within the M stream and color within the P
stream comes from studies in which neurons with new, emergent properties
have been demonstrated.

One example of this is cells that show color constancy. Under normal
viewing conditions objects generally appear to have the same color, even
though the spectral content of the light they reflect can change drastically
as the illuminant changes. This property does not appear in neurons in area
V1, but Zeki (1983) reports that it can be found in some neurons in area V4
(part of the P system). These cells show strong effects from stimulation
outside the classical RF similar to the spatially extended interactions seen
in color constancy.

In the motion domain Movshon et al. (1986) provided evidence for a
physiological analogue of motion transparency and rigidity. They examined
the responses of cells to a moving plaid pattern comprising two orthogonally
oriented sine wave gratings. If the two component gratings are identical in
all respects save orientation and are seen through a round aperture, the
pattern will appear to move coherently in a single direction. The two
individual components will meld to produce a cohesive whole that appears to
move as a rigid object. No cells in striate cortex respond to this coherent
pattern movement direction, but a significant subset of neurons within area
MT (part of the M system) do, suggesting that the latter area is
functionally specialized for the analysis of pattern motion. The existence
of such neurons with emergent properties reflecting the serial processing
within each stream is perhaps the most compelling evidence for the
functional specialization of these parallel pathways.

Eventually, the visual system must integrate across all the incoming
information, building a complete representation of the seen object.
Ultimately, information about each dimension is attributed to the visual
object of interest. How can this integration be achieved? It has been
suggested that not only are color and motion independently analyzed, but the

*Despite these observations, all of which support largely independent
analysis of color/form and motion, it is clear that not all M system
neurons are silent at isoluminance (Derrington et al., 1984; Lee et al.,
1988; shapley and Kaplan, 1989). There is also psychophysical evidence
that color has a measurable input into the motion system (Cavanagh et al.,
1984; Troscianko and Fahle, 1988). The relationship between the residual M
system neural responses at isoluminance and the psychophysical influence of
color on motion perception is not clear, however.
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motion signal derived from luminance is then attributed without modification
to the colored object. When several black dots are scattered on top of a
yellow blob that is isoluminant with its background, coherent movement of
the dots can make the blob appear to move in concert, even though it is
actually stationary (Ramachandran, 1987). Carney et al. (1987) also
demonstrated that the color information could be captured by the motion
properties of the luminance component.

It is the nature and implications of separate processing followed by
recombination that we wish to discuss. We shall argue that although there
is a considerable degree of separateness in the processing of different
dimensions at early stages, eventually the system both should and does allow
the activity within one stream to influence either the activity or the
interpretation of the responses within the other.

We have studied the relationship between the color and motion systems
using two different paradigms. Kooi (1990), noting the fact that the
apparent speed of stimuli is not perfectly correlated with their real

speeds, predicted and confirmed the existence of a novel illusion. The
direction in which a coherent sinewave plaid pattern appears to move is not
always veridical. For example, the apparent direction of motion of a plaid

with components that differ in contrast will appear to be biased in the
direction of the higher contrast component. If the component-to-pattern
transform (Adelson and Movshon, 1982) were to be based on a signal related
to perceived speed rather than real speed, then the apparent direction of
movement of the pattern is expected to deviate from the real direction in a
predictable fashion. We have tested and confirmed this prediction with
several different luminance-varying plaid patterns (Kooi, 1990; Kooi et al.,
1990). It is possible to predict the apparent direction of plaid motion
quite accurately, given knowledge of the spatial frequency, contrast and
velocity of each of the components.

This paradigm now gives a new method by which to examine the possible
input of color to the motion system (Kooi, 1990; Kooi and De Valois, 1990).
The relative motion strength of a given chromatic and luminance grating can
be measured using a plaid made of one luminance grating and one isoluminant
chromatic grating. The chromatic component is fixed in contrast while the
luminance component varies. The luminance contrast at which the apparent and
real plaid directions are equal (zero direction bias) is defined to be the
"equivalent luminance contrast" of the chromatic grating.

Figure 1 shows data from three subjects on this task. Direction bias,
the measure of perceived direction error in degrees, is plotted against the
contrast of the luminance-varying component. The contrast of the chromatic
component was about 32 times detection threshold. When the direction bias
is positive, the luminance component is dominant; when the bias is negative,
the chromatic component dominates. It can be seen that for each of the
subjects only 1-2% luminance contrast was required to balance (zero
direction bias) the high-contrast chromatic component. Thus a luminance
contrast of only 3 to 4 times detection threshold is equivalent to a
chromatic contrast of 32 times threshold on this task, making the luminance
a roughly 8 times more powerful motion stimulus. These results confirm the
parallel processing hypothesis and support the notion ot Troscianko and
Fahle (1988) that a moving high-contrast chromatic pattern can be considered
to be equivalent to a low-contrast luminance pattern.

In a related experiment we examined the effect of adding a chromatic
component to a low-contrast luminance-luminance plaid (Kooi and De Valois,
1990). If the chromatic pattern behaves simply like a low-contrast
luminance signal, then its equivalent luminance contrast should add linearly
to the component to which it is added. This does not occur. The
interactions between color and luminance in this case are in general quite
small, but they do not reflect a simple linear addition of the luminance and
chromatic signals. Under most conditions the presence of chromatic contrast
added to one of the luminance components ‘reduces the effective strength of

that component rather than increasing it. It is as though the color
inhibits or reduces the effectiveness of the luminance input. These results
are analogous to the slowdown of a luminance grating produced by the
addition of color (Cavanagh et al., 1984) and are very reminiscent of the

effect of a chromatically varying mask on a simultaneously presented
luminance test pattern. The color mask, once it exceeds its own threshold,
significantly reduces the detectability of a luminance test (De Valois and
Switkes, 1983; Switkes et al., 1988).
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Fig. 1. Direction bias for plaids made of one luminance and one
red-green color component. The color contrast is fixed at
47%, the variable luminance contrast is plotted on the x-
axis. A positive direction bias indicates that the
luminance component dominates the direction of motion; a
negative direction bias indicates that the color
component dominates the motion direction. For quite small
luminance contrasts (1 to 2.0%) the direction bias is
zero. We define this to be the "luminance equivalent
contrast" of the color component.

To this point, then, color and motion appear to be processed largely
separately at early levels, with color providing only a weak input to the
motion system, although the situation is complex, since the interaction of
luminance and chromatic inputs to the motion system is not a simple linear
one. This is acceptably consistent with the general model of parallel
processing within multiple visual streams, after which the output of each
processing stream is attributed unchanged to the final object percept.

From the results of Ramachandran (1987) and Carney et al. (1987) the
integration of attributes across multiple subsystems appears to occur
without interactions between the subsystems. (Note that we use the term
"jnteraction” in a different sense than Ramachandran; 1987). Although our
results, like those of several other laboratories (see above), suggest that
there is a weak color motion signal, Ramachandran's conclusion could be
accepted in principle with minor modifications. Specifically, one could
argue that one system (perhaps the M system) determines everything there is
to know about the motion attribute without any influence from the system
that determines the color attribute (perhaps the P system). We need only
assume that there is a minor degree of chromatic sensitivity within the M
system. Each system could act independently, sending its information to
some eventual synthesizer. The final object construction could simply adopt
unchanged each attribute characteristic as it is relayed by the lower-level
analyzers.

But logical considerations force us to question this model. Although
such a strictly non-interactive, feed-forward system might be easy to design
and build, it would be not only simple, but simplistic. For any one object
there are many visual attributes such as color and motion. The ultimate aim
of the visual system must be to identify each object of interest and to
correctly determine all of its attributes. For a single object the non-
interactive, feed-forward system will work fine, but it is rare indeed that
only a single object is present. Only in a vision laboratory does such an
unnatural stimulus exist. In natural scenes there is a profusion of
objects, each with its own attribute signature. The first problem faced by
the visual system is to determine which parts of the scene go together.

Suppose there are n different motion signals within a restricted region
of the scene. They could arise from a complex single object which is
actually moving coherently. In that case, the appropriate response would be
to integrate across all the individual signals to determine a single
coherent direction of motion. On the other hand, the n motion signals could
be derived from n separate objects, each moving independently. 1In that
case, the appropriate response would be to keep each signal separate and
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attribute each to its individual object. In essence, the component-to-
pattern transformation should not occur at a low level before object
segregation is accomplished. First, the visual system should determine what
parts of the scene go together--segregate the objects--and only then should
it begin to attribute particular features to the objects.

It is well known that object segregation can be based upon a variety of
lower-level attributes such as similarity of color, brightness, depth or
direction and speed of movement. (We use dimension to refer to an axis
along which a visual stimulus can vary--e.g., color, direction of motion,
orientation. Attribute refers to a particular value on a dimension--for
example, 45° orientation.) Surely the visual system should combine
information from as many of these as possible to arrive at an optimal
decision about object segregation. Otherwise it is more likely that an
error would be made. (For example, partially overlapping and transparent red
and yellow objects could be perceived as orange.) But if object segregation
based on information from all dimensions influences the final determination
of each attribute, the "parallel" streams do not operate completely in
parallel. The influence could be of. three types. Either the processing
streams must interact at a relatively low level, or object segregation must
occur prior to and feed into the level at which attributes are determined,
or there could be an iterative process with repeated cycles of feed forward
and feed back until an optimal solution is achieved.

Thus a more complex scheme than a parallel feed-forward system should be
employed. In the face of mounting evidence for independent, dimension-
specific processing, however, it is reasonable to ask whether the visual
system may have sacrificed versatility in the interests of simplicity. It
has proven to be remarkably difficult to demonstrate any profound influence
of some dimensions (such as color) on the decision made about others (such
as motion or stereo). Recall the very impoverished contribution of color to
the motion direction task described above.

The key to the problem was the realization that the tasks in which
little cross-dimensional interaction is seen are ones in which objects have
already been segregated (see Kooi, 1990). In order to determine the extent
of possible interactions, one must devise a measure in which object
segregation can vary and its influence can be observed. Accordingly, we
(Kooi et al., 1989) examined the coherence versus sliding decision for a
variety of colored plaid patterns.

When two orthogonally-oriented, moving sinewave gratings which are
otherwise identical are superimposed, the result will most often appear to
move in a coherent fashion. 1If the gratings are vertical and horizontal,
the plaid will move on a diagonal. If the component gratings differ
significantly on any dimension, the pattern will be less coherent and the
two gratings may appear to separate and move independently. Visual
transparency occurs. In this case, the directions of movement--clearly a
motion attribute--will be quite different. Each grating will appear to move
perpendicularly to its stripes. Using a 5-point scale in which 1 is
completely coherent and 5 is completely sliding, we have examined the
influence of color on the sliding versus coherence judgment.

With two luminance gratings that are identical in spatial frequency,
contrast, speed and space-averaged chromaticity, the resulting plaid is
coherent when viewed through a round aperture. (With other kinds of
apertures, however, it is possible to produce a fair amount of sliding.)
Changing either the spatial frequency or the contrast of one component will
increase the degree of pattern sliding, as Adelson and Movshon (1982)
reported. The most striking effects occur, however, when color is added.

If the two components are identical isoluminant chromatic gratings, the
plaids become virtually completely coherent. As Kooi (1990) notes, it is as
though the color acts as a "glue"”, binding the two component gratings into a
single, coherently moving object. If color is added asymmetrically to the
components, however, the plaid will split and the two gratings will appear
to move more independently. For example, the two gratings could lie along
different axes in color space, or color variation could be added to one
component but not the other, or identical color variation could be added to
the two luminance gratings but with opposite spatial phase. Thus color
symmetry reinforces apparent rigidity of motion; color asymmetry reinforces
apparent transparency. Figure 2 illustrates averaged ratings showing the
degree of coherence for 6 patterns. It can be seen that the effect of color
on this motion decision is profound indeed.
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Fig. 2. Results of the rating experiment of six plaids. The
median rating results of 8 subjects are plotted
vertically (1 is complete coherence and 5 complete
sliding). The six plaid cases are in order of
increasing sliding to the right, their essential
component characteristics being described below:
1: equiluminant, equal contrast and spatial
frequency. )

2: equiluminant, unequal spatial frequency.

3: luminance (yellow-black), equal contrast and
spatial frequency

4: luminance, unequal contrast

5: luminance, unequal spatial frequency

6: luminance, unequal hue (red-black and green
black).

These observations lead us to the disquieting conclusion that whether
the multiple streams of visual analysis seem to operate independently and in
parallel depends largely on the experiment. That a supposedly high-level
task like object segregation can have strong effects on a supposedly low-
level judgment like direction of motion should not be surprising. It
reflects a visual system designed for versatility and accuracy in the face
of a complex natural world. It may also help explain the puzzling, massive
back projections seen at virtually every level in visual cortex. An
iterative system in which processing at each level can be modified by
feedback from higher centers (and probably extravisual input, as well) could
appear in simple tests to show independent, serial processing. But when
appropriate questions are asked, it becomes clear that the visual system is
much more complex, and thus much more interesting.
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INTRODUCTION

The responses of retinal ganglion cells depend on the temporal characteristics of the visual
stimulus, and on the way visual information is processed in the retina. A powerful mathematical
tool in relating the in- and output of the retinal system is linear systems analysis. If a system
is linear, its output to a sinusoidal input is again a sine wave with the same frequency, although
amplitude and phase may be modified. The modulation transfer function (MTF), in which
amplitudes and phases are given as function of sine wave frequency, completely determines
the system’s properties. Thus, when the temporal MTF of a linear system is known, one
can calculate the system’s response to every temporal stimulus. We discuss here how far the
responses of macaque retinal ganglion cells to complex temporal waveform can be predicted from
the cell’s temporal MTF. We further relate the cells’ responses to human detection thresholds
for complex waveforms.

METHODS OF ANALYSIS

Extracellular responses of macaque retinal ganglion cells were recorded as described else-
where (e.g. Lee et al., 1989). Visual stimuli were generated by computer controlled modulation
of a pair of red and green diodes. It was possible to apply different stimuli of any desired fre-
quency, contrast, and type of temporal waveform e.g. sinusoidal modulation, sawteeth, square-
waves. The first harmonics of the response to sinusoidal modulation as a function of contrast
were fitted by a Naka-Rushton equation (Lee et al., 1990). Sensitivity (contrast gain) is given
by the initial slopes of these functions. The sensitivities and response phases were measured for
different frequencies. Intermediate values were approximated by linear interpolation between
these points.

A more complex periodic waveform, can be decribed by a Fourier expansion containing
the first harmonic, and some combination of higher harmonics. The Fourier spectrum of a
linear system’s response to such a complex waveform can then be predicted by multiplying the
factors of the Fourier expansion with the sensitivities and introducing a response phase term
for each frequency. The predicted responses were compared with the measured responses to the
appropriate stimuli.
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A peak detector algorithm was applied to responses of tonic and phasic cells to luminance
sawteeth stimuli, providing as output the peak firing rate to the stimulus within a 32 msec
window. Sensitivity of this peak detector was calculated by fitting the responses at different
contrasts with the Naka-Rushton equation and taking the inverse of the contrast at the threshold
response of 20 imp/s.

RESULTS

Fig. 1 shows the amplitude and phase of the temporal MTF’s of a tonic red on-centre cell
to chromatic modulation and of a phasic on-centre cell to luminance modulation. Typically, the
responses of the phasic cell to luminance modulation is more band-pass and has a higher cut off
frequency than the tonic cell to chromatic modulation.
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Fig. 1. Amplitude (left) and phase (right) plot of temporal MTF’s of a phasic-on cell to
luminance modulation (open symbols) and a red-on tonic cell to chromatic modulation
(closed symbols).

Predicted and measured responses of the two cells, with the temporal MTF presented in
Fig. 1, to chromatic sawteeth, squarewaves and pulses are compared in Fig. 2. For the tonic cell,
there is a close resemblance, implying substantial linearity of the processes leading to this cell’s
response. Such results were common for all tonic P-cells, and for nearly all stimulus conditions.
Near threshold, the predicted and measured responses of the phasic cell resemble each other
closely. Suprathreshold responses were more spiky, larger, and earlier than the predictions.
Often, at frequencies between 5 and 20 Hz, two or more bursts of spikes can be observed in an
extremely rapid sequence, which could not be predicted.

The sensitivities of 6 red- and green-on centre tonic cells, 9 phasic-on, and 6 phasic-off
cells to luminance sawteeth were analysed using the peak detector algorithm. The results are
shown in Fig. 3. Clearly, sensitivities to rapid-on and rapid-off sawteeth of all cells are different
for frequencies below about 40 Hz. Above 40 Hz, however, the cells respond equally to rapid-
on and rapid-off sawteeth. Further, phasic-on cells showed the highest sensitivity to rapid-on
sawteeth, whereas phasic-off cells were the most sensitive to rapid off sawteeth. Bowen et al.
(1989) measured sensitivities of human subjects to luminance rapid-on and -off sawteeth. The
mean sensitivities are presented in a seperate plot. The physiological and psychophysical data
are only qualitatively comparable, because of differences in mean retinal illuminance, and in
colour and retinal eccentricity of the stimulus.
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Fig. 2. Predicted and measured responses of the cell with the MTF’s shown in Fig. 1. The
two panels on the left present the red-on tonic cell’s responses to 1.22 Hz, 50 % contrast,
chromatic square waves (upper left) and sawteeth (lower left). The two panels on the
right present the phasic-on cell’s responses to 1.22 Hz, 6.25 % contrast, luminance square
wave (upper right), and to 4.88 Hz, 12.5 % contrast, luminance sawteeth (lower right).

Fig. 3. Mean sensitivities of cells to luminance sawteeth using a peak detecting algorithm (left
panel). Triangles: mean of 9 phasic-on cells to rapid-on sawteeth; squares: mean of 6
phasic-off cells to rapid-off sawteeth; circles: mean of phasic-on cells to rapid-off and of
phasic-off cells to rapid-on sawteeth; diamonds: mean of tonic-on cells to rapid-on saw-
teeth; other conditions resulted in much lower sensitivities. The right panel shows mean
human sensitivity to rapid-on (triangles) and to rapid-off (squares) luminance sawteeth
as presented by Bowen et al. (1989).
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DISCUSSION

Comparing measured and predicted responses for tonic cells leads to the conclusion that
the processing of the visual information between photoreceptors and these cells is very linear. Lee
et al. (1991) modelled the tonic cell’s response as a simple subtraction of centre and surround
signals with a latency difference. This linear model provided an excellent account of a tonic
cell’s behaviour. Phasic cells show less linearity. An accelerating non-linearity is present: the
response is always larger than the predicted response for supra-threshold stimuli. Further, the
responses are very ’spiky’ and rapidly alternate with more or less silent periods, which could
not be predicted. Possible explanations might be a short term (50 msec) adaption in the spike
generating mechanism, as described by Lankheet et al. (1989) in cat ganglion cells, or non-linear
cone interactions in the surround of the receptive field (Lee et al., 1989).

Using a peak detector algorithm, off-centre cells are the most sensitive for rapid-off saw-
teeth, and on-centre cells for rapid-on sawteeth. The resulting sensitivity curves as function of
frequency are low pass, and resemble those found in psychophysical studies (Bowen et al., 1989).
This suggests the existence of some kind of central peak detector, and further that detection of
luminance sawteeth is mediated by the magnocellular pathway. The suggestion that two differ-
ent parts of the magnocellular pathway (the “on-” and “off-” parts) are involved in detection
of the two types of sawteeth, is in agreement with the notion that adaptation to each type
selectively affects sensitivity to incremental or decremental steps or pulses (Krauskopf, 1980).
Bowen et al. found that human subjects are more sensitive to rapid-off than to rapid-on saw-
teeth. However, our cell data did not reveal such a difference. This might reflect an asymmetry
between the on- and off- elements of the magnocellular pathway at a later stage. Physiologi-
cal and psychophysical sensitivity curves differ in cut off frequency, which is about 80 Hz for
the physiological sensitivity and 40 Hz for the psychophysical sensitivity. These results are an
indication for the existence of a cortical low pass filter in the luminance pathway, with corner
frequency of about 20 Hz, as suggested by Lee et al. (1990) on the basis of similar discrepancies
between physiological and psychophysical sensitivities to luminance sine wave modulation.
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Colour constancy and the appearance of surfaces in natural scenes is dependent
on the presence of extended surrounds. Surface colours in general, and dark colours
like black, grey, brown, and olive, are only perceived with brighter surrounds, and are
therefore often called ‘related’ colours.

Neurophysiologically, colour-coded cells in V4 of macaque monkeys may exhibit
partial colour constancy (Zeki, 1983), because their responses are influenced by light
stimuli outside their ‘classical’ receptive fields. Here, we report that remote surrounds
also influence the responses of colour opponent parvocellular cells (P-cells) in the lateral
geniculate nucleus (LGN) of macaques. Steady white annuli, well outside the classical
receptive field set the contrast gain and provide for a spectral tuning of these cells that
varies much less with the size of the stimulus area than when such stimuli are presented
without a surround.

Previously we have shown that, in the presence of remote white surround annuli,
the intensity-response curves for flashed, 300 ms, 4 or 8 deg. stimuli, large enough to
cover centre and surround of receptive fields, are parallel shifted towards higher intensity
by the addition of white surrounds (Valberg, Lee, Tigwell, and Creutzfeldt, 1985). An
effect can be elicited with inner radii 20-30 deg. from the receptive field centre. This
is an adaptive gain control that implies a von Kries sensitivity reduction by the same
factor for both excitatory and inhibitory cone mechanisms having input to the opponent
cell.

For small 0.3 deg. spots, flashed on the receptive field centre, spectral sensitivity
in the appearance of a surround is broad due to isolation of the excitatory mechanism
(Wiesel and Hubel, 1966). In this case, the addition of a white surround annulus, well
outside the ‘classical’ receptive field, brings about both a sensitivity reduction and a
narrowing of centre spectral selectivity through opponent inhibition (Figs. 1 and 2).
Opponency is thus reintroduced by the peripheral white annulus. Effects were measured
for annuli with up to 50 deg. inner diameter.

Consequently, with fields set in a context, the result is a more constant spectral
tuning for small and large spots. This behaviour, combined with the parallel shift for
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(B) the white surround. The cell is a L-M geniculate P-cell stimulated with a 0.3
deg. spot in the receptive field centre, without and with a 120 cd/m? steady white
surround. The surround causes a shift of the curves toward higher luminance
ratios, smaller amplitudes, and a change in spectral selectivity (see Fig. 2).
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2. A: The spectral sensitivity of the cell of Fig. 1 with spots of different sizes
presented in a dark surround. Opponency increases as spot size increases. B: The
spectral sensitivity for a small spot of 0.3 deg without and with a white surround
annulus. With a surround, absolute sensitivity decreases and opponency increases,
as for a medium size spot in A.
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Fig. 4. Model of the change in the response to a small spot of the same L-M cell as
in Figs. 1 and 2 when a white peripheral annulus is added. The change in the
response is brought about by two processes: A: A von Kries coefficient adaptation
(multiplicative sensitivity reduction) with a factor of 0.1 for both opponent cone
mechanisms (causing a parallel shift of response curves as in Fig. 3). B: Subtrac-
tion by the inhibitory M-cone mechanism of the surround reducing the response
amplitude. In this example the weight of the surround mechanism is 0.8 of that of
the centre. Subtraction causes opponency and a reduced maximum reponse. This
model accounts well for the results of Figs. 1 and 2.
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large stimuli mentioned above, seems to imply a two-process model of multiplicative and
subtractive adaptation controlling the excitability of cells through remote surrounding
fields (Figs. 3 and 4).

In conclusion, retinal illuminance far from the receptive field centre exerts some
kind of ‘gain control’ over cell responses. Surrounds are most important in determining
the perceived colour of objects; they provide for colour constancy, simultaneous contrast
and light adaptation (Valberg and Lange- Malecki, 1990; Creutzfeldt et al., 1990).
Surround phenomena at a retinal and geniculate level must therefore be considered
before one searches for a physiological substrate of more global effects higher up in the
visual pathway, and their relation to psychophysics.
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ON NEUROPHYSIOLOGICAL CORRELATES OF SIMULTANEOUS COLOUR AND

BRIGHTNESS CONTRAST AS DEMONSTRATED IN P-LGN-CELLS OF THE MACAQUE
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INTRODUCTION

The colour of objects depends not only on the spectral composition and intensity of light
reflected from them, but also on the spectral composition and intensity of objects surrounding
them. Set in a monochromatic environment, the colour of an object generally appears as to
be shifted in a direction complementary to that of the environment and its brightness also
changes (colour and brightness contrast). Although simultaneous colour and brightness contrast
phenomena have been investigated extensively, little is known about its neuronal correlate and
the level at which it arises within the visual pathway. Some follow Helmholtz (1866) and place
it in the primary visual cortex or beyond (Zeki, 1983; Land et al., 1983; Livingston and Hubel,
1984), while others find evidence supporting Mach’s location of the mechanism in the retina
(Po6ppel, 1986) or even at a prereceptoral level (Walraven, 1973).

We present here some evidence that simultaneous colour and brightness contrast is encoded
already at a subcortical level, in colour-opponent P-LGN- and retinal ganglion cells of macaques.

SIMULTANEOUS COLOUR CONTRAST

We have investigated in 281 colour-opponent P-LGN-neurones of anaesthetized macaques
the effects of constant remote surrounds of achromatic light stimuli. The responses were deter-
mined for spots (0.2°-5°) flashed on the receptive field center for 3 sec. presented either alone
or in the presence of an annular surround (inner dia. 5°; outer dia. 15°-20°). Center spots
and surround illuminations were presented isoluminant to each other. Surround colours were
usually red (664 nm) or blue (452 nm). Cells were classified for their spectral sensitivity (short-,
middle-, longwavelength) and bandwidth (wide-, narrowband) (Creutzfeldt et al., 1979).

During blue surround illumination, neurones with a weak or strong excitatory input from
S- or M-cones (WS- or NS-cells, respectively) showed a strong attenuation of responses to blue
and green center spots and an increase of their maintained discharge rate (MDR). During red
surround illumination the responses of NS- and WS-cells showed a clear increment. Fig. 1 shows
a typical example of these effects for a WS-cell (responding over a wideband of shortwavelength).
Conversely, L-cone excited WL- and NL-cells showed a decrement of spectral responses to red,
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yellow and green center spots during red surround illumination and in the majority also an incre-
ment of MDR.. Blue surround illumination affected WL-cell responses little and less consistently
M-cone excited and S-cone suppressed WM-cells (3% of the P-LGN-cell population) were ex-
ceptional, because their responses were unaffected by non-opponent red surround illumination,
but strongly suppressed by opponent blue surround illumination.

Fig. 1. Effects of red and blue surround illumination on spectral responses of a WS-cell (M-cone
excited).
A: Responses to equiluminant 1.5° diameter stimuli of different wavelengths (as indicated
on the abscissa) without surround illumination (control response). B, C: Same center
stimulus as in A, but now with continuous surround illumination with blue (B) or red
(C) light (inner dia. 5°; outer dia. 20°), respectively. Sum of 3 stimulus runs. MDR =
maintained discharge rate. BW = binwidth.

BRIGHTNESS INDUCTION

To analyze the brightness induction effect we calculated the population response of P-LGN-
neurones by summing up the activity of all weak opponent wideband-cells and subtracting that of
all strongly opponent narrowband-cells. The resulting function deviates slightly from the equal
luminosity function, but closely resembles the spectral brightness function. This corresponds to
previous results that the activity of W-cells is positively, that of N-cells negatively correlated
with the luminance of a spectral stimulus in relation to a white background (Creutzfeldt et al.,
1986).
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With red or blue surround illumination, the [WS+WL+WM-NS-NL]-population response

was lowered nearly parallel to about 0.7 of the amplitude of the control (i.e. without surround
presentation). Fig. 2 (hatched columns) demonstrates this for some selected colour stimuli.
In a psychophysical test on 4 observers we estimated the brightness induction of an equilu-
minuous surround in a stimulus arrangement identical to the neurophysoplogical experiment,
and found a brightness reduction for white, blue, green and red center stimuli to 0.5-0.7 of the
brightness values without surround. A comparison of the neurophysiological and psychophysical
results is given in Fig. 2.
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Fig. 2. Comparison between changes of neuronal population responses (hatched columns) and
of psychophysical brightness perception (open columns) during surround illumination.
Dashed horizontal line: Control values without surround. The brightness values of center
spots of different colours (as indicated on the abscissa) during blue (A) and red (B)
surround illuminations are the means from 4 observers with standard deviations from
all measurements. The relative amplitudes of the neuronal population responses are
the activity sums of all colour-opponent P-LGN-neurones with the following weighting:
[WS+WL+WM-NS-NL]. For further informations see text.
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DISCUSSION

We have demonstrated that the responses of P-LGN-neurones to light stimuli are altered
by continuous surround illumination. The spectral bandwidths of colour-opponent cells were
narrowed and their maximum responses were decreased by surround illuminations of a non-
opponent wavelength (i.e. blue for blue-green sensitive cells and red for red-sensitive cells). In
contrast, the spectral bandwidths were broadened and the maximum responses increased by
surround illumination of the opponent colour. The direction of these changes is consistent with
the psychophysical experience that perceived colours are shifted by a coloured surround in a
direction complementary to the surround colour.

These surround effects are present in neurones of the P-LGN. They can also be demon-
strated in prepotentials from retinal ganglion cells from which we recorded occasionally. They
are therefore not due to corticofugal feedback, but must be present already at the retinal level.

The effects of continuous illumination of a surround far outside the ‘classical’ receptive
field can be described as a steady excitation and gain reduction of the excitatory or inhibitory
(opponent) cone inputs by the appropriate wavelengths. Such an effect is in the same direction
as that exerted by direct illumination of the receptive field center with light of the same spectral
composition but of lower intensity. As possible mechanisms lateral interaction through horizontal
connections or physiological intraocular scattered light or a combination of both is possible.
Lateral horizontal cell interaction meets with the difficulty that there is no evidence for spectral
selectivity of retinal horizontal cells. Therefore, intraocular scattered light must be seriously
considered as an early mechanism leading to the complex sensation of colour contrast phenomena,
and data in support of this are presented.

The population response of P-LGN-cells was decreased by surrounds of any colour. This
decrease comes close to the brightness reduction which a human observer recognizes during
surround illumination. This indicates that the results may be directly related to brightness per-
ception, and that P-LGN-cells not only signal for chroma but also for brightness, by combining
their signals in a different way.

REFERENCES

Creutzfeldt, O.D., Lee, B.B., Elepfandt, A., 1979, A quantitative study of chromatic organi-
sation and receptive fields of cells in the lateral geniculate body of the rhesus monkey,
Exp.Brain Res., 35: 527-545.

Creutzfeldt, O.D., Lee, B.B., Valberg, A., 1986, Colour and brightness signals of parvocellular
lateral geniculate nucleus neurones, Exp.Brain Res., 63: 21-34.

Helmholtz, H. von, 1866, Handbuch der physiologischen Optik, L. Voss, Hamburg, Leipzig.

Land, E.H., Hubel, D.H., Livingstone, M.S., Perry, S.H.,Burns, M.M., 1983, Colour-generating
interactions across the corpus callosum, Nature, 303: 616-618.

Livingstone, M.S., Hubel, D.H., 1984, Anatomy and physiology of a colour system in the primate
visual cortex, J. Neurosci., 1: 309-356.

Péppel, E., 1986, Long-range colour generating interactions across the retina, Nature, 320:
1739-1753.

Walraven, J., 1973, Spatial characteristics of chromatic induction; the segregation of lateral
effects from straylight artefacts, Vision Res., 13: 1739-1753.

Zeki, S., 1983, Colour coding in the cerebral cortex: The responses of wavelength-selective
and colour-coded cells in monkey visual cortex to changes in wavelength composition,
Neurosci., 4: 767-781.

184



DEVELOPMENT OF INFANT CONTRAST SENSITIVITY

AND ACUITY FOR COLOURED PATTERNS

David C. Burr, M. Concetta Morrone and Adriana Fiorentini

Istituto di Neurofisiologia del CNR
Via S. Zeno 51, Pisa
Italy

In this study we apply the technique of recording visual evoked potentials
(VEPs) to investigate how the spatial characteristics of the infant colour
system develops over the first six months. The stimuli for our experiments
were plaid patterns modulated sinusoidally both horizontally and
vertically, made by summing red and green sinusoidal plaids of equal but
opposite contrast (see Fiorentini et al., this volume, for details). The
patterns were reversed in contrast at frequencies from 2 to 5 Hz, and VEPs
were recorded from the infants in synchrony with the patttern reversal.

We first measured VEPs as a function of the colour ratio to establish
the point of iso-luminance for each infant. Whereas for adults, there was a
strong response for all colour ratios (see figure 1 of Fiorentini et al.,
this volume), for very young infants (less than about 6 weeks of age) no
reliable VEPs could be recorded near the colour ratio 0.5 (the isoluminant
point for most adults). The existence of a point (presumably the iso-
luminant point for the infant) where no VEP could be elicited indicates
that the infant had no response to purely chromatic stimuli at this age. By
8 or 9 weeks of age responses began to be recorded from iso-luminant
stimuli, but only at low spatial frequencies.

To quantify the development of colour vision, we measured both
contrast sensitivity and acuity of eight oung infants, using the
extrapolation technique of Campbell and Maffei~. VEPs for both chromatic
and luminance stimuli were recorded as a function of contrast and of
spatial frequency, and the VEP amplitude curves extrapolated to zero
response, to give estimates of both contrast sensitivity and spatial
acuity.

Contrast sensitivity was measured at 0.1 c/deg, to favour the colour
system which prefers lower spatial frequencies™, and to minimize chromatic

aberrations®. Before 4-7 weeks (varying from infant to infant) there was no
response to chromatic stimuli, even at 100% contrast (figure 1A). At the
same time, however, contrast sensitivity to luminance stimuli was 5-8
(threshold of 12-20% contrast). Both chromatic and luminance sensitivity

increased with age, first rapidly then more slowly. Over the first 20
weeks, chromatic sensitivity increased 0.073 log-units per week, whereas
luminance sensitivity increased at 0.060 log-units per week. As the
standard errors of measurement were about 0.001, the difference in slope is
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Figure 1

A Development of contrast sensitivity (the inverse of contrast threshold)
for chromatic stimuli (open symbols) and luminance stimuli (filled
symbols). The different symbol types refer to longitudinal measurements of
the eight infants. The arrows below the abscissa indicate the latest
recording session at which no-response could be elicited by chromatic
stimuli at 100% contrast. Spatial frequency was always 0.1 c/deg, and
temporal frequency varied with age, chosen to yield maximal response to
chromatic stimuli: 2 Hz from 4 to 8 weeks, 3 Hz from 8 till 20 weeks, and 5
Hz thereafter. Over the first 20 weeks, chromatic sensitivity increased at
the rate of 0.073 +- 0.001 LUs/week, and luminance sensitivity at 0.060 +-
0.001 LUs/week.

B Development of acuity for chromatic and luminance stimuli (open and
closed symbols respectively). Contrast was always 0.8, and temporal
frequency varied with age (see above). Over the first 20 weeks, chromatic
sensitivity increased at the rate of 0.138 +- 0.002 LUs/week, and luminance
sensitivity at 0.045 +- 0.001 LUs/week.
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clearly significant. By about six months, both chromatic and luminance
contrast sensitivity levels approached those of adults.

At the earliest age at which chromatic VEPs could be recorded, only
very low spatial frequencies (around 0.1 c/deg) would elicit a response
(figure 1B). During this period, the acuity for luminance stimuli was
around 2 c/deg, 20 times higher. Like contrast sensitivity, chromatic and
luminance acuity developed at a different rate: chromatic acuity at 0.138
log-units per week and luminance acuity at 0.045 log-units per week (SEs
around 0.001 log-units/week). The rate of improvement of luminance acuity
is consistent with previous studies . By six months chromatic acuity was
1/3 luminance acuity, a ratio similar to that observed with adults~.

As infants are tri-chromatic by 3 months, with adult-like spectral
sensitivity curves>, the different rate of development of chromatic
compared with luminance acuity and sensitivity probably reflects maturation
in the organization of chromatically opponent receptive-fields. Although we
cannot speculate on what level of processing limits infant colour
thresholds, we can be reasonably certain that the development of post-
receptoral neural mechanisms are implicated in the differential maturation
of chromatic spatial processing.
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PSYCHOPHYSICAL EVIDENCE OF TWO GRADIENTS OF NEURAL SAMPLING IN
PERIPHERAL VISION

N Drasdo, C M Thompson and RJ Deeley
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INTRODUCTION

Parvocellular (p) and magnocellular (m) processing systems have been studied extensively
in primates. The p system processes fine detail, high contrast and colour, whereas the m
system processes rapidly changing achromatic images of low contrast and lower spatial
frequency (De Yeo and Van Essen, 1988; Livingstone and Hubel, 1988; Tootel et al., 1988).
These may relate to transient/movement and sustained/pattern systems identified in
psychophysical experiments, though the temporal frequency responses are slightly reduced
(Kulikowski and Tolhurst, 1973; Anderson and Burr, 1985). Some evidence suggests that the
p mechanism and sustained systems tend to be dominant in central vision, whereas the m and
transient systems are increasingly evident in the periphery (Connolly and Van Essen, 1984;
Schein and De Monasterio, 1987; Harwerth and Levi, 1978; Drasdo and Thompson, 1989).
However, some contrary histological evidence has recently emerged. Perry and Silveira
(1988) and Livingstone and Hubel (1988) have suggested that the numbers of m and p
neurons do not vary in their relative proportions across the retina and striate cortex. We
therefore applied stimuli based on these theoretical models to determine spatial threshold
gradients in peripheral vision, which are believed to relate to receptive field centre separation
(Weymouth, 1958; Klein and Levi, 1987).

Methods and materials

According to the physiological model, the threshold for a low contrast briefly presented
grating would depend on m neurons, whereas p neurones would be dominant for a prolonged
presentation at high contrast (Kaplan and Shapley, 1986; Tootel et al., 1988; Crook et al.,
1988). We therefore determined the distribution of resolution threshold along the principal
meridians by a perimetric staircase technique using appropriate stimuli (Fig 1). Square wave
gratings with a circular field of five cycles diameter were projected in a Zeiss Kugel Perimeter
fitted with a high speed magnesium alloy shutter, on a background luminance of 31.5 asb.
Monocular stimulation was applied to the preferred eye of six normal subjects, two female and
four male, aged 23 to 32 years.

According to psychophysical studies the sustained channel has a low pass response and
the transient channel responds maximally at 5 to 9 Hz (Kulikowski and Tolhurst, 1973) or 7
to 13 Hz (Anderson and Burr, 1985). In another experiment therefore we aimed to determine
the distribution of spatial selectivity of these channels along the horizontal meridian, for five
normal volunteer subjects. Static, and 8 Hz counterphasing grating patterns with sinusoidal
temporal and spatial luminance profiles were generated on a video monitor. A logarithmic
series of spatial frequencies were presented in random order, using the increasing contrast
paradigm (Ginsburg and Cannon, 1983) with an increment rate of .02 log units per second.
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The stimulus field measured 2.5 cycles horizontally and 5 cycles vertically. The response
criteria were detection of a static or moving unidirectional grating orientated vertically. The
average pupil size was 5 mm for which the ocular modulation transfer function (MTF) can be
approximated by the expression EXP-((F/8.4)0-8). A correction was therefore applied to
counteract the effects of optical degradation. The observed sensitivity was divided by this
MTF, to yield a neural contrast sensitivity function (CSF).

Results

The group averaged data from the first experiment were fitted with polynomial functions
(Fig 1a). The eccentricities (denoted E2) at which the threshold of resolution for the m and p
stimuli had twice the foveal value (Klein and Levi, 1987) were 6.4° and 1.77° respectively. A
marked difference in acuity was noted for central vision 1(Fig 1b). Similarly, in the second
experiment, the spatial period for peak sensitivity, SFmax~! had an E2 value of 6° at 8Hz and
2.1° for the static grating (Fig 2b). The spatial dimensions for the p/sustained stimuli
therefore varied more markedly with eccentricity from the fovea than did those for the
m/transient stimuli.

Discussion

The results in Fig 1 seemed paradoxical at first acquaintance, causing us to recheck the
data; because the thresholds for two paradigms were almost equal in the periphery even
though there was a twenty-fold difference in the integrated contrast. Two possible
explanations might be offered for this phenomenon and the correct one could only be
identified by further experiments.

The first explanation is that envisaged at the outset of the experiment, which is that the
spatial sampling of the two systems falls off at different rates with eccentric visual angle.
However, in addition, it is necessary to suppose that there is a relatively higher efficiency in
resolution for the m system compared to the p system for a given receptive field centre
separation. This is conceivable for gratings, though not for small acuity targets, because of the
spatial filtering properties of the m neurones (Crook et al., 1988) in an irregular array. When
sampling an extended grating stimulus, these cells might exceed the predictions of the
sampling theorem because this relates to a simple one dimensional array of linear detectors.
The fact that the foveal resolution for the p stimulus was 2.4 times greater than for the m
stimulus, despite the effects of optical degradation, is assumed to reflect the local difference in
sampling density.
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Fig 1 a) Group averaged resolution thresholds for gratings presented for 90 ms at 10%
contrast, and for 400 ms with a filtered temporal wave-form at 80% contrast. b) The
same data plotted in reciprocal form, emphasises the surprising similarity of grating
acuity for the above m and p paradigms outside an eccentric visual angle of 5°.
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However, due to the nature of the experiment it is difficult to exclude a second alternative
possibility. This is that aliasing of spatial frequency may have occurred (Thibos et al 1987).
Whether assuming disproportionate or proportionate m and p sampling densities across the
visual field, a recent quantitive model (Drasdo 1990) predicts undersampling for the m but not
for the p neurones for the gratings which were detected in the periphery (Fig 1). The previous
literature shows that aliasing with moving gratings may occur in the periphery without optical
bypass techniques, though these are usually necessary to reveal the effect with static gratings.
This suggests that movement aliasing may relate to m neurones which correspond to a lower
Nyquist limit in spatial frequency. However, an explanation of our data as an aliasing
phenomenon is not totally convincing because no atypical appearances were reported by the
observers, and the threshold eccentricity was quite similar when approaching from either
direction.

Both of the above explanations are based on the assumption that the strategy used to
isolate the m response was successful. The data on spatial selectivity from the second
experiment could not be affected by aliasing and therefore supports the concept of differences
in the gradients of spatial sampling for the two systems (Fig 2). We might expect this to
correlate with receptive field centre diameter, but due to the broad bandpass, extensive overlap
of receptive fields and the effects of spatial summation this also may tend to reflect receptive
field centre separation.

Perry and Silveira (1988) and Livingstone and Hubel (1988) considered that the ratio of
densities of the m and p neurons may be uniform across the ganglion cell layer of the retina
and in the striate cortex. However, as we have seen, our experimental results, like some
earlier studies, suggest a disproportion in spatial sampling by different sets of (m and p)
neurones. This appears to be most marked in the central field up to 5° angular radius, which
represents only 1 mm of the retina in the cynomolgus monkey. It coincides with the area of
excavation, where the different types of ganglion cell are displaced laterally making it difficult
to evaluate their relative densities. Furthermore according to Wassle et al. (1989), 5% of the
neurons in the ganglion cell layer at the fovea and >50% in the periphery are displaced
amacrines. Due to their size and laminar location these would tend to be counted as p cells,
and thus to reduce the difference in m and p gradients of cell density.
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Fig 2 a) Contrast sensitivity functions (CSFs) for static and 8 Hz counterphasing
gratings were divided by the estimated MTF of the eye, to yield neural CSFs.
Group averaged data are shown for the static stimulus. Sensitivity declined with
eccentricity (0,2,4 and 8°). b) Plots of the spatial frequency -1 for the CSF peak
value, against eccentric visual angle for counterphasing and static stimuli were
normalised with respect to the foveal value to demonstrate the different gradients
which may relate to spatial sampling by transient and sustained systems.
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The observations of Perry and Silveira (1988) are not therefore very conclusive evidence
in favour of proportional m and p sampling. The findings of Livingstone and Hubel (1988)
are more persuasive, though in their discussion they did not press their argument with total
conviction and in the light of the above evidence we conclude that it would be premature to
reject the concept of different distributions of sampling by m and p neurones across the visual
field.
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DISCUSSION: P- AND M-PATHWAYS II

Ehud Kaplan

Rockefeller University
New York
N.Y., U.S.A.

Kaplan: We have witnessed a remarkable afternoon — three prominent scientists, working
in related areas, agree among themselves. All three presented evidence of interactions between
the M and P pathways; I wonder if we can find disagreement on this question in this group. I was
glad to see these presentations, since it has become very fashionable recently to describe these
pathways as very different and separable. I think that it is possible that such separation exists
at the earliest levels of the visual system, in the retina and the Lateral Geniculate Nucleus, but
once the information reaches the the cortical network, where the various elements are allowed
to interact, we have ample opportunity for crosstalk between the systems, and reverberations
and feedback within them. I feel that at least some of the phenomena that were discussed this
afternoon can be attributed to what happens at a cortical level. Perhaps we can hear from van
Essen something about the possible pathways for such interactions in V1 and beyond.

Another issue I hope will be discussed is relating the quantitative physiological knowledge
we have from single cell studies to Visual Evoked Potentials (VEPs). Creutzfeldt once said that
these potentials are very easy to measure and very hard to interpret, and that accounts for the
huge literature about VEPs. In this context, I would like to relate one of the major differences
between M and P cells to what we just heard from Dr. Fiorentini and her colleagues. M cells are
eight times more sensitive to luminance contrast than are P cells, as Shapley and I have shown
in 1986. It is tantalizing to interpret Fiorentini’s results in relation to this difference in contrast
sensitivity, but the relationship is not simple. She showed response vs contrast functions for
luminance and for chromatic stimuli, and they had different slopes and different thresholds.
The difficulty is that the responses to chromatic stimuli had a higher threshold, as you would
expect, but they had a steeper slope than would be expected from the single cell responses.
The luminance responses had a low threshold, again as expected, but with surprisingly shallow
slopes. This is reminiscent of the results published by Nakayama and Mackeben (Vis. Res.,
1982) on VEPs in the alert monkey. I was puzzled by their results, as I am by the ones we heard
today.

Cavanagh: For the VEP, multiply the P cell data by 10, for that is the relative number
of cells.

Kaplan: There are problems with this idea, because it requires that P cells should respond
with little variation, if you assume algebraic summation of inputs to the cortex. There are great
variations in the phase relationship of P-cells to the kind of luminance stimuli that we use. The
incoherent of the response makes the summation much less effective. If you propose probability
summation then you need many more P cells than are available.

Cavanagh: I didn’t want to be so complicated. On Adriana’s slide her axis was logarith-
mic, so that I don’t think there are any problems with her data. The other question I had was
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relating to the link between psychophysics and the physiology. The more physiologists tackle
the properties of cortical neurons with respect to colour and luminance, the less it seems likely
that they will ever be a luminance and a chromatic pathway found anywhere in the cortex. So I
wanted to ask physiologists if we should really give up the ideas of luminance and chrominance.

Kulikowski: In 1983 we published a comparison of field potentials and spikes of multiunit
and single unit recordings, and we found that there is a completely different transformation
between the number of spikes against contrast and the amplitude of field potentials. Field
potentials are definitely logarithmically related to contrast, but the spikes are a power function
of contrast. This may be heretical, but the power function looks as if it was a mixture of P and
M. Secondly, if you want really to analyse the pure colour response you have to be tremendously
restrictive to a certain subtype of cells, showing linear antagonism.

Lee: Pat Cavanagh showed residual movement with equal luminance patterns was not
due to phase, or inter-M-cell variability in spectral sensitivity, but what about the residual
frequency-doubled response, because that is equivalent to about 10% achromatic contrast in the
M-pathway.

Cavanagh: We tried to measure second-harmonic distortion components with our stimuli
by a cancellation technique in the same way as we did for phase, and they were less than
one percent, which is not to say that they could not have been much larger had we increased
chromatic modulation amplitude or temporal frequency.

Lee: I don’t think you can cancel out signals from both on- and off-centre cells by those
means, by a linear compensating signal.

Valberg: Did you test the yellow-blue or tritanopic directions?

Cavanagh: In the opposing motion test we did test with tritanopic stimuli, there was
much less contribution to motion than the red-green direction. The best red-green grating
required about 12% luminance contrast to null its motion and the best tritanopic grating required
only about 3-4%, which could be due to chromatic aberration. The contribution of tritanopic
stimuli to motion was not strong enough to discriminate between luminance and truly chromatic
motion.

Rodieck: Going on to Pat Cavanagh’s and Karen DeValois’ talks, one other thing which
I feel strongly about is the fundamental difference between a percept and a pathway, and I think
that these two things are being confused. It also came up with the emphasis of Bill Merigan
versus Peter Schiller. Bill Merigan said motion is basically carried by both systems, and Peter
was saying, well, look under these conditions of motion you just wipe out this system, or you
just wipe out that system. Those two things reflect a difference of attitude. I think perhaps the
easiest way to explain this is in terms the evolution of the visual system. Evolutionary pressures
drive the organisation of this system, and not the notions of colour, motion etc. We can easily
fall into a categorisation scheme which we think relates to the construction of the system. To
give a simple example, take two critical issues in vision. First, you are looking off into the
horizon and saying if something is there or isn’t there. The other is that you are running for
your life, either to catch something because you are very hungry, or to make sure that your not
caught yourself. In the first situation movement has to do with the little motions of your eye as
you gaze, in the second situation movement is because your visual world is jumping all over the
place. Both of these situation we have to live with, and the convenient notion that all of this is
contained within the concept of motion sensitivity, sort of misses the point - the pathways are
results of evolution, they are not a result of a sort of theoretically analyses of what vision might
be all about.

Cavanagh: To respond to Bob Rodieck’s point about evolution. I can imagine that
evolution does tend toward developing different streams, that’s why the same cells don’t control
digestion and perception; it would be sloppy. I assume that the same thing must happen in vision,
and I assume it’s to capture independent attributes of the visual world. e.g. an object is an
object, no matter what colour you present it. The visual system has an advantage in separating
different attributes for the same reason that would separate digestion and perception. Each can
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then evolve optimally without having to rewire the entire system when one changes slightly.
Anyone who does computer programming knows the enormous advantages of independent sub-
routines, which I see as equivalent to perceptual streams.

Rodieck: That’s a good point. Let me give a specific example to clarify this. This is the
direction selective system in the rabbit that is geared for image motion. There are four different
types of cell, each pointing in different direction, and each is aligned to one of the four muscles of
the eye and is concerned with a optokinetic nystagmus. There is another system also concerned
with retinal image motion which is aligned with the three semicircular canals, and is concerned
with the vestibular-ocular reflex. This may be a trivial example, but here are two examples of
motion perception each of which is involved with a different pathway and a specific function. It
was this sort of notion as to the distinction between percepts and pathways which I was trying
to clarify. Here is a good example of two distinct pathways with no percept whatsoever.

Dow: Sometimes when we are busy looking at attributes we forget that in the real world
they are attributes of stimuli, and even if there are these pathways at some point information
has to combine to produce a final percept. We need somehow to tag the object in each pathway,
and allow the common object in all these pathways to get back together.

Shapley: I just want to respond to a couple of things that Patrick Cavanagh said - one in
the discussion and one in his talk. In his question about whether we should give up luminance
pathways or chromatic pathways as a concept because we are having difficulty finding them in
the visual cortex, I would just say that these concepts are very much test dependent and related
to very precise psychophysical tasks. I think following the kind of approach that Lee and Valberg
have done of trying to measure neurophysiological responses in situations which are very close
to the psychophysical tasks, may actually illuminate why we are having difficulty and what the
resolutions may be.

Schiller: I would like to turn this discussion to some considerations of what various
streams might be doing in the system. I would like to use two analogies, and I would like to see
if people could relate either or both of them to the M- and P-pathways as we discussed all day.
The first one is the idea that two systems extract two different aspects of the visual environment,
and as result, they can combine these two different impressions, and come up yet with another
one, as yellow derives from an interactive process of M- and L-cones. Another analogy was to
the rods and cones which interact very little. Rather what they do is to look at different aspects
of the environment and feed into the same cells. By virtue of their existence, you extend the
range you can see; they support two modes of operation. Is there any evidence in any of the
physiological or human work which suggests that if the two systems extract different aspects
of the environment, do they somehow combine to give you a kind of impression that neither of
them have alone?

Richter: I think this may have to do with what I said this morning; combining the systems
extends the luminance range.

van Essen: The idea of iterative processes Karen put forward is an attractive hypothesis,
but I think we do not yet have a convincing example for her suggestion or for others in which
the mechanisms can be tied down to feedback pathways between visual areas.

Creutzfeldt: Karen, could you comment more on what you think these reciprocal con-
nections do. Is it more than saying that the brain has something to do with these perceptions
and this is the the anatomy, or do you actually have a model. I can’t imagine any model an
engineer might design.

Karen DeValois: What strikes me thinking about it as a engineering problem is that
you do not want to make either of these decisions, a decision about characteristics of motion
colour or whatever, or a decision about segregation of objects in isolation from the other kind
of information. There are a variety of ways and theories than one could build something to do
that. I certainly have no compelling evidence for a strong model, wish I did.

Gilbert: An alternative mechanism to back connections is cross-talk between compart-
ments at each stage, and so the iterative progress could be a progressive one.
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Karen DeValois: It could indeed, and there are other suggestions as well. One reason
I don’t favour crosstalk is that with other tasks we find much better separation between the
systems. With massive crosstalk, this might be difficult to get.

Krauskopf: Bart Farrel and I did very similar work. According to Edelson and Movshon’s
view, coherence was more likely to occur if the two gratings were similar, in contrast or spatial
frequency, and we studied in particular the effect on coherence of chromatic gratings with differ-
ent cardinal directions in the MacLeod-Boynton colour space. With different cardinal directions,
the gratings always slid, were incoherent, but with the slightest bit of luminance contrast, coher-
ence occurred. The striking result was that at 45° angles in the colour space, perfect coherence
occurred. The similarity rule thus extends to colour space.

Kaplan: I would like to ask whether anyone thinks that the results that we heard this
afternoon about interactions between M and P systems shed any light on the perplexing results
that we heard before lunch about the lesion experiments. Can one reinterpret the lesion exper-
iments in view of this demonstration of interaction between the supposedly separate streams.

Cavanagh: I didn’t see any difference between this morning and this afternoon, one
seemed to support the other. I guess we didn’t have the right people here.

Schiller: A brief comment to follow up on what Bruce Dow said. I think it’s the opposite
of what Patrick was saying, that different systems evolve to analyse different aspects of the
environment. Bruce said the opposite, and the example I would like to use is to talk about
motion and colour. Colour vision may have evolved to defeat camouflage by colour. Now you
add motion to this. When a perfectly camouflaged animal begins to move, we can again extract
from the motion the shape of the object. So I think that both of these kind of processes have
evolved in the course of time, the one that Patrick has talked about as well as the one that
Bruce has.

van Essen: I want to elaborate on the point which Rodieck raised, in a somewhat different
context. He drew the distinction between pathways and perception. The related point I have in
mind is that we as neurophysiologists find certain properties in cells which is often a certain kind
of selectivity or tuning, and our natural inclination is to assume not only that this information is
used, but that it is used explicitly for certain kinds of perception, such as wavelength selectivity
leads to colour perception. That need not be the case, however, and I think we alsc have seen
examples where spectral information can serve as a cue, perhaps a concealed cue, which can
help in a different kind of task, not in the perception of particular colours, but in tasks of figure
segregation or motion analysis. Perhaps certain cell properties or certain pathways can be used
in both direct and indirect fashion.
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ON THE NATURE OF VISUAL EVOKED POTENTIALS, UNIT RESPONSES

AND PSYCHOPHYSICS

J.J. Kulikowski

Visual Sciences Laboratory, University of Manchester
Institute of Science and Technology
P.0. Box 88, Manchester (UK) M60 1QD

INTRODUCTION

There are two main electrophysiological measures of visual cortical
responses: frequency of action potentials (spikes) and amplitude of slow
potentials. Spikes are recorded with a microelectrode from single units, or
groups of units. Slow field potentials (FP) can be recorded by the same
microelectrode, or with another (local) macroelectrode. Another type of
recording, occipital visual evoked potential (VEP), reflects global cortical
activity and can be used in human as well as animal experiments. Although
each of these electrophysiological responses is a different measure of visual
cortical activity, and may reflect different neural processes (thereby
providing complementary information about the visual system), all of them can
be shown to have a general link with psychophysical thresholds, provided that
visual stimuli are suitably chosen.

The present study illustrates how the neural basis of selected
psychophysical phenomena can be elucidated by using global recordings. The
choice of visual stimulus and its mode of presentation is particularly
critical since this determines the range of mechanisms activated. If the
range is too broad suprathreshold global responses (FP, VEP) reflect summed
responses of various neural systems, each having a different threshold.
Single unit recordings depend less on responses of other systems. With
appropriately chosen visual stimuli, however, FPs and VEPs, have the
advantage that they continuously sample neuronal responses.

The stimuli of choice used here to link psychophysical and electro-
physiological experiments (see APPENDIX) are gratings switched on and off or,
for comparison, reversed in contrast, The on-off presentation reveals linear
components of responses (those which follow the fundamental frequency of
presentation), characteristic of early stages of processing in pattern and
colour vision (see separate on- and off- systems, Schiller 1982); reversal
reveals even harmonics. Further emphasis may be put on the temporal aspects
of responses, i.e. on testing such fundamental psychophysical functions as
spatio-temporal sensitivity and resolution of linear elements of pattern and
colour vision mechanisms. Specifically, with the aid of VEPs it may be
concluded that spatial and temporal resolution of linear colour vision is low
and determined by the cortical mechanisms, which provide the neural basis for
clasical photometric phenomena.
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BACKGROUND PSYCHOPHYSICAL AND VEP EXPERIMENTS

The electrophysialogical studies summarised here have been selected for
their correspondence with psychophysical phenomena in order to establish
possible neurophysiological correlates with psychophysics. The following key
psychophysical findings are relevant (see also APPENDIX: TERMINOLOGY):

1. Transient and sustained detection of luminance-modulated gratings

a. Coarse sinusoidal gratings (below 1 c/deg) are detected at threshold by a
purely transient mechanism when presented abruptly. The threshold is then
solely determined by a change in contrast irrespective of whether the grating
is turned on or off, reversed in contrast (Kulikowski 1971; Kulikowski and
Tolhurst 1973), incremented in contrast (Bain 1977; Kulikowski and Gorea
1978), or shifted abruptly sideways (Murray and Kulikowski 1984).

All these presentations produce a similar illusion of motion and also elicit
similar occipital VEPs (Bain 1977; Kulikowski 1974; 1978).

b. Fine gratings (above 30 c/deg) are detected only by sustained mechanisms.
The threshold is determined by standing contrast. Neither contrast reversal,
nor abrupt sideways shifts are detectable (Murray an Kulikowski 1984).

No contrast reversal VEPs (which reveal transient components associated with
apparent movement) are recordable (Kulikowski 1978; Russell et al. 1988).

c. Both mechanisms process intermediate spatial frequencies (see also 3).

d. Detection of apparent movement, connected with a transient mechanism, has
a band-pass temporal frequency characteristic with a peak around 5-9 Hz for
all spatial frequencies (Kulikowski and Tolhurst 1973).

e. Pattern detection (Kulikowski and King-Smith 1973; King-Smith and
Kulikowski 1981) is based on sustained mechanisms (Tolhurst 1975) which are
low-pass in the presence of eye movements; stabilised images have a decay
time constant of about 2.5 s (King-Smith 1978).

2. Detection of chromatic gratings by sustained, low-pass mechanisms

Spatial and temporal characteristics of detection of isoluminant gratings
depend critically on elimination of chromatic aberration effects (otherwise
the eye focusses on one colour - Mullen 1985; Granger and Heurtley 1973).
Chromatic aberration can be minimised by using gratings with few spatial
cycles (8-10 for red-green). Spatial resolution limit at high chromatic
contrast is around 11-12 c¢/deg, but only 8-9 c/deg at a contrast of 0.1.
Beyond 13 c/deg it is not possible to identify colours of both chromatic
components of chromatic patterns and textures, although such patterns may be
visible, mainly due to chromatic aberation. At low contrasts (0.1), chromatic
VEPs are obtained between 1 and 7 c/deg; above 7 c/deg chromatic gratings
generate only residual achromatic-like VEPs (Murray et al. 1987).

3. VEPs and thresholds

Grating stimuli near psychophysical threshold elicit just resolvable VEPs in
man (Kulikowski & Kozak 1967). Contrast thresholds can be predicted by
extrapolation from the VEPs against a logarithmic scale of contrast (Campbell
& Maffei 1970). Analysis of the VEP-contrast relationship can be further
developed for low-rate presentations (< 3Hz), at which individual components
(with different latencies) are separable. These different components predict
different thresholds (note that stimuli which generate apparently simple,
nearly sinusoidal waveforms, e.g. 8 Hz reversal, confound these components).
Two modes of presentation, ON-OFF and REVERSAL, can be used.

(a) ONSET DURATION: TEMPORAL SUMMATION. For a brief onset (<60ms) the total
VEP size is proportional to log suprathreshold contrast. Longer onset times
reduce contrast thresholds, but the early components (~100ms) are hardly
affected since they appear before the grating offset (Kulikowski 1972). The
late components, mot the early complex representing the initial responses of
the visual cortex, account for temporal summation.
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(b) REVERSAL reveals only transient components of global responses; hence the
reversal VEPs correlate with motion detection thresholds (Kulikowski 1978).

METHODS

Stimuli. Vertical gratings were the main stimuli, common to all acute single-
and multi-unit experiments on anaesthetised and paralysed monkeys, as well as
in VEP experiments on sedated rhesus monkeys and humans. In single-unit
(acute) experiments, bars, segments (and edges) were used to map the
receptive fields; they were generated on a Tektronix display (phosphor P4).
When necessary, hue was adjusted by using broad-band coloured filters
combined with an additional front-projected neutral background to create
coloured stimuli. This was particularly important when testing chromatic
cells whose responses to luminance-modulated stimuli are generally weak,
unless their wavelength composition is adjusted to elicit excitatory
responses (Fig.1lA).

In VEP studies, chromatic and achromatic gratings were generated on a
Grundig colour TV monitor as described previously (Murray et al. 1987;
Kulikowski et al. 1989a) and presented on and off, or in contrast reversal
mode. The colour (hue) and luminance of the grating stripes were adjustable.
The colour components of the chromatic gratings R (red) and G (green) are
described by their luminance ratio R/(R+G). This ratio for monochrome-
luminance modulated gratings has a value of either 0 (green-dark green), or 1
(red-dark red). Intermediate values of R/(R+G) then provide a numerical value
for the relative intensity of the red and green bars.

For isoluminant, hue-modulated gratings, R/(R+G) was measured for human
subjects, using heterochromatic flicker photometry (HFP), and was found to be
around 0.5 for normal observers. In monkeys, the electrophysiological
equivalent of HFP can be performed by recording fast reversal VEPs at
different values of R/(R+G). The response is reduced to noise levels at
around 0.5, and this is interpreted as indicating that macaque and human
isoluminance are comparable in our subjects.

The achromatic stimulus consisted of yellow, luminance-modulated gratings
(red and green gratings superimposed in phase). In all cases, the mean
luminance and mean hue of the screen were kept constant throughout the
presentation. Luminance contrast was defined as (Lmin-Lmax)/(Lmin+Lmax) for
luminance-modulated gratings. The stimulus subtended 10 or 20 deg, i.e. 5 or
10 spatial cycles for the 0.5 c/deg grating (note that transverse chromatic
aberation for up ta 10 cycles of a red-green gratings is minimal).

Recordings. In acute animal experiments, under anaesthesia (nitrous oxide
plus Nembutal) and paralysis (Flaxedil and Tubarine, details in Kulikowski
and Vidyasagar, 1986) a tungsten microelectrode was used to record 3 types of
neuronal responses which were directed to 3 separate channels: single-units,
multi-units and slow field potentials (filter: 1-30 Hz).

VEP recordings were from occipital disc electrodes (placed 10% of inion-
nasion distance and 10% either side of the midline, or 15% in macaques), with
a mid-frontal or linked-ears reference using a Medelec averager ER94 (filters
with corner frequencies 10-30 Hz for 12.5 Hz reversal and 1-30, or 3-30 Hz
for 2 Hz presentations). Typically 128 or 256 sweeps of the averager were
used and each average took 1 or 2 minutes respectively to obtain.

Subjects. Overall, 10 Rhesus macaques were used in these experiments. VEPs
were obtained in 6 animals; recordings were made whilst the animal was seated
in a primate chair. Sedation with Ketamine (initial dose: i.m. 10-20 mg/Kg),
augmented with Diazepam if necessary, was used.
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ELECTROPHYSIOLOGICAL EXPERIMENTS

The experiments reported here are designed to show the response
characteristics of units belonging to different sub-systems, with particular
attention paid to linear mechanisms. To isolate mechanisms, visual stimuli
were often chosen to activate channels described as achromatic-transient and
chromatic-sustained (Kulikowski et al. 1989a). The results are grouped in 3
parts: (1) single unit recordings, (2) recordings of multi-unit responses and
field potentials (1 and 2 under anaesthesia and paralysis); and (3) VEP
recordings without anaesthesia in man (under slight sedation in macaques).

PROPERTIES OF SINGLE UNITS RECORDED IN THE STRIATE CORTEX

Single units in the macaque striate cortex were classified as concentric
(chromatic and achromatic), simple (end-stopped included), complex or
hypercomplex, according to standard criteria (Hubel & Wiesel 1968), modified
by Kulikowski & Vidyasagar (1984, 1986) to select for further analysis cells
(concentric and simple) with a substantial degree of linearity (Enroth-Cugell
and Robson 1966; Kaplan and Shapley 1982).

Chromatic opponent cells were those which responded much less to white
spots flashed on their receptive field centres than to spots whose colour was
optimally adjusted (see also Hubel and Wiesel 1968; Dow and Gouras 1973).
Chromatic opponency could not be easily verified in most receptive field
surrounds, partly because of low-levels of spontaneous activity. Some
chromatic opponent cells resembled the "modified type II" cells described by
Ts'o and Gilbert (1988) in having conspicuous chromatic opponency in their
receptive field centres, but differed by responding to long bars (which were
used as search stimuli). Only 2 out of 14 cells examined could be
unambiguously identified as double opponent, i.e showing opponent arrangement
both in the receptive field centre and surround (Michael 1989; Thorell et al.
1984; Kulikowski and Vidyasagar 1987a); three cells gave small reponses to
the complementary colour bar from the surround (see Kulikowski et al. 1989b,
Fig.1.1) and the responses of two others were also consistent with double
opponency. Such cells may project to colour areas and form the basis of
colour perception (Zeki 1980). Cells not showing specific spectral biases
were classified as achromatic.

Example of spatial and temporal properties of chromatic and achromatic units

The recordings obtained in the same electrode penetration allow the
comparison of units representing the same location in the visual field. An
important landmark is recording from fibres in lamina 4, whose properties
resembled those of LGN cells (Wiesel and Hubel 1966; Hicks et al. 1983). An
example is shown below. Figure 1A,B shows spatial and spatial frequency
properties of units which were located between lower layer 3 and layer 4C and
represented the visual field about 4 deg below the visual axis. There is a
conspicuous difference in receptive field sizes of the input fibres (which
are similar to those encountered in the parvo-cellular layers of the LGN) and
of both types of cortical cells. Typically, chromatic-opponent cells in the
visual cortex have larger receptive fields than parvo neurons in the LGN and
this is illustrated in Fig 1A; the cell is chromatic-opponent only in the
centre since a response to a light green bar was not obtained. If such LGN
afferents were the main inputs to chromatic units, directly or via another
neuron (see Livingstone and Hubel 1984; 1987; Ts'o and Gilbert 1988; Michael
1989), this would suggest extensive spatial summation with several LGN
afferents contributing to the receptive field centre of a cortical unit.

An alternative is that completely different LGN units form the inputs to
linear chromatic cells (see below), whereas the type I LGN signals may be
inputs to texture processing cells (Logothetis et al. 1989).
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Fig. 1. The response characteristics of 3 types of units in V1 (one track,
from above lamina 4 to the site of LGN afferents): chromatic-opponent
cell, achromatic cell and a fibre with opponency type I.

(A) Responses to bars (light - upper histograms and dark lower
histograms), moving across the receptive fields. Calibration bars: 10
spikes/s; note a weak response of the chromatic opponent cell in spite of
high luminance-contrast (0.5) and red hue of bars.

(B) Contrast sensitivity against spatial frequency for all 3 units,
obtained with luminance-modulated (red) gratings drifting at constant
temporal frequecies (1 Hz for the chromatic cell, 5 Hz for the other
units). Note low sensitivity of both chromatic units.

(C) Responses of units to a 0.2 c/deg luminance-modulated grating,
presented on and off and contrast reversing. Contrast change is 0.5.

(D) Modulation sensitivity against temporal frequency of a drifting
grating (0.2 c/deg) for all units. Note similar temporal resolution limits
of the achromatic cell and the fibre.
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Figure 1B shows contrast sensitivity as a function of spatial frequency of
drifting luminance-modulated gratings for the same units. The poor spatial
resolution of both cells is consistent with the sizes of their receptive
field centres. However, the achromatic cell has much higher luminance
contrast sensitivity and narrower spatial frequency tuning than the chromatic
cell. There are many other achromatic units, having higher resolution limits,
each covering a section of a broad range of spatial frequencies (see Fig.2,
and Kulikowski and Vidyasagar 1986). The overall contrast sensitivity for
this cortical recording site is best visualised by multi-unit responses
(dash-dotted line). The achromatic cell in Fig 1 was specifically selected
since (a) it represents a similar spatial frequency preference to the
chromatic cell and can, therefore, be driven by the same grating stimulus);
(b) it exhibits extremely transient responses to an onset or reversal of a
grating (Fig.lC). Note that only fast, transient bursts of spikes are
elicited and the temporal frequency increase up to 10 Hz hardly reduces the
response. Moreover, onset of a grating of the same spatial frequency elicit
the same transient responses provided that the step change of contrast is
also the same (Fig.1lC).

Responses of the chromatic cell to the same luminance-modulated grating
stimulus have very different properties. These responses are rather weak,
increase slowly, do not follow high temporal frequencies and also show a
sustained component, which, although small (see below), is best visualised
when comparing the response to the grating onset (Fig.lC, top histograms).

The parvo-fibre's responses do not exhibit the sluggish properties which
are characteristic of cortical chromatic cells (although specific tests do
reveal such properties in the receptive field surround, see - Dreher et al.
1976). The fibre'’'s response shows both transient and sustained components.
The transient response can follow high rates of presentation. These results
are consistent with the responses of the parvo-LGN cells and their retinal
inputs (Gouras and Zrenner 1979; Hicks et al. 1983; Lee et al. 1989; Zrenner
1983). Modulation sensitivity curves for the units in Fig.lD are consistent
with their response properties to reversal (C) in that they show high
temporal resolution limits. Thus it is obvious that temporal properties of
chromatic opponent cortical cells are different from most P-LGN cells. This
suggests that either some temporal integration mechanism, which slows the
responses of chromatic cells must be sited in the striate cortex, a
conclusion which has been reached independently by several researchers (Hicks
et al. 1983; Lee et al.1988; Kulikowski and Russell 1989), or that completely
different, as yet unidentified, inputs feed cortical cells.

Spatio-temporal properties of chromatic and achromatic cortical cells:
Optimal velocities of cortical cells

Fig.l showed an example of a chromatic cell in V1 combined with an
achromatic cell of similar receptive field size which responded transiently.
How typical are they? Fig. 2 shows a scatter plot of combined spatial and
temporal properties of cortical cells. The choice of drifting stimuli to
examine temporal properties is important for paralysed preparations since
flashing stimuli reveal strong nonlinear relations in the temporal domain and
also because moving (but not flashing) images can be perceived in the absence
of eye movements (Sharp 1972).

All cells in this sample which showed linear chromatic opponency in their
receptive field centres (Fig.2A cirles with dots) had both low spatial and
temporal resolution and low achromatic contrast sensitivity. The other
chromatic cells show similar properties. Conversely, the achromatic cells
have a broad range of properties. The cells tuned to low spatial frequencies
(with optimal spatial frequencies close to the maximal sensitivity for a
site) responded transiently and had high contrast sensitivity with a peak at
about 5 Hz (Fig. 2A); this temporal preference is comparable to that of the
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motion detection (transient) channel (Kulikowski and Tolhurst 1973).
Transient achromatic cells tuned to higher spatial frequencies (5 Hz line in
Fig.2A) have lower peak sensitivity than the cells with slower velocity
preferences and sustained properties (see Kulikowski et al. 1989b), which is
in accord with psychophysical findings (Kulikowski & Tolhurst 1973). Fig. 2A
does not include cells with the finest receptive fields (with the highest
spatial resolution and most sustained) whose linearity could not be verified.
The cat visual cortex has no comparable chromatic cells; achromatic units in
V2 are very fast and transient, whereas the simple cells tuned to high
spatial frequencies are slow (Fig. 2B).

In summary, recording from individual cells in the visual cortex (V1)
helps to define the different properties of chromatic and achromatic cells.
The linear chromatic cells.are generally sluggish, whereas those achromatic
cells which respond at low contrasts have high temporal frequency responses
and exhibit transient characteristics. In addition, by comparing responses
obtained from fibres in the input layer of V1 (considered to be inputs to
colour cells - see Michael 1989) with those of individual cells, it is
plausible to suggest that a substantial reorganisation of signal processing
occurs in the visual (striate) cortex, since the same stimuli elicit
different responses in the retina/LGN and V1 (see also responses in Fig.4).
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Fig. 2. Optimal velocities for "linear" visual cortical cells tuned to
various spatial frequencies, in macaque (A) and cat (B). The cells
described in: A: Kulikowski and Vidyasagar, 1984, 1986, 1987a,

B: Kulikowski and Bishop, 1981. The optimal velocity determined as giving
the maximal peak responses to drifting bars (or similar responses profiles
in both directions). The cells tuned to low spatial frequencies and high
velocities (optimal temporal frequency about 5 Hz) have highest contrast
sensitivities. Note similar optimal velocities are shared by simple cells
tuned to different spatial frequencies (as would be required by Gabor-like
analysis of moving retinal images); concentric chromatic double opponent
cells (marked by circles with a dot) and other chromatic cells (not shown
here) have low optimal spatial and temporal frequencies.
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MULTI UNIT RESPONSES AND FIELD POTENTIALS

Multi-unit responses and FPs both coincide with threshold responses (when
extrapolated to zero amplitude), but they are different functions of
suprathreshold contrast (Kulikowski and Vidyasagar 1983). Multi-unit spike
responses are close to power functions with an exponent close to one, similar
to human suprathreshold contrast sensation (Kulikowski 1976), but do not
reflect contrast constancy (Hess and Lillywhite 1980). Conversely, FPs, like
VEPs, are best fitted by the function: log(C/threshold). Hence it is possible
to compare either FPs or VEPs for various spatial frequencies at equal
suprathrathreshold contrasts since the amplitudes are similar, as Fig. 3D,E
indicates for a parafoveal representation of V1, around lamina 4. It is
interesting that, in spite of similar amplitudes, the FP latency increases
with spatial frequency, thereby indicating activity of different cell types.
A similar effect in human VEPs to fine gratings (15-30 c/deg see Russell et
al. 1988) was interpreted as the evidence for increasing involvement of slow
units, probably of parvo-type. This notion is substantiated by the recordings
from lamina 4 of V1 and from the responses of both (A) phasic (4Ca) and (B)
parvo (4Cb) neurons (transient and sustained respectively in Fig.3). It is
likely that cells with parvo inputs dominate the detection of finest gratings
at a site, in Fig.3 above 8 c/deg, in human central vision above 45 c/deg.

VISUAL EVOKED POTENTIALS IN MAN AND MACAQUE: SIMILARITIES AND SPECIFICITIES

Macaque and man have two slightly different topographies of V1, although
their visual performance and basic visual cortical architecture may be
similar. The macaque V1 has the foveal representation placed laterally and
the lower field to 6 deg is represented on the upper surface (operculum),
whereas in man only the central foveal representation emerges at the
occipital tip. This partly accounts for relative weak human VEPs elicited by
coarse sinusoidal gratings. Thus 2 c/deg may be used as a compromise and
chromatic VEPs can be recorded for gratings up to 7 c/deg (Murray et al.
1987). In macaques, coarser gratings may conveniently be used, e.g. 0.5 c/deg
(Fig. 4A,B), which minimises effects of inaccurate fixation.
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Fig. 3. Single-unit, multi-unit and field potential (FP) responses evoked
by (A) achromatic and (B) chromatic (red-yellow) gratings (centered on
the receptive field). FP responses at either a fixed contrast (C) or (D) 8
times above thrseshold (see also circles in F). Thresholds verified with
drifting gratings and reducing contrast until the modulated dischange of
many units just ceases to be noticed (F). Calibration: 10 spikes/s and
10 uV, respectively (Kulikowski and Vidyasagar 1987b).
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Two features characterise VEPs elicited by low contrast coarse gratings:
1) At low temporal frequencies luminance-modulated and chromatic grating (A)
elicit VEPs of different properties, transient and sustained respectively.
2) At high temporal frequencies contrast-reversal VEPs show a distinct
minimum at isoluminance (Fig. 4B). Fig. 4C shows the corresponding recording
in man (Kulikowski and Russell 1989) combined with a psychophysical task of
setting minimum flicker. Minimal sensation coincides with a minimal VEP.
Conversely, the pattern electroretinogram (Fig. 4D) elicited by the same
stimulus has no minimum, in agreement with retinal recordings.

In summary the VEP data suggests that few or no chromatic units respond to
fast flickering gratings, although such units exist at precortical stages.
Human VEP studies can also illustrate that there are no units responding to
low contrast chromatic gratings above 7 c/deg in a manner characteristic of
linear processing (i.e. responding differently to onset than to offset).

CONCLUDING REMARKS

A. Occipital VEPs can be used to record the activity of isolated mechanisms.
It is possible to examine the presence or absence of neural responses in man
and animals without anaesthesia under normal and pathological conditions.

B. If the VEPs are to serve as an index of responses from separate parallel
pathways, investigators should choose visual stimuli which selectively
activate a single channel with minimal interference, but at the expense of
the VEP magnitude. A paradigm case of stimulus specificity is the use of low
contrast and low spatial frequency, chromatic or achromatic gratings, which
dichotomise the VEP responses into two classes:

1: Parvo-cellular specific, linear, non-transient and chromatically sensitive
2: Magno-cellular specific, nonlinear, transient and luminosity sensitive.
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Fig. 4. Occipital Visual Evoked Potentials (VEPs in macaque and man) and
human pattern Electroretinogram (ERG) elicited by gratings with different
chromatic contents, determined by luminance ratio of red (R) and green (G)
phosphors, R/(R+G). Pure red (R=1) and green (G=0) gratings are luminance-
modulated, in fact achromatic: the corresponding records are broken lines.
For R=0.5 gratings are isoluminant (equal luminance of red/green stripes).
(A) VEPs elicited by on-off and reversal presentations (2 Hz) at the same
change in contrast (0.11); note the similarity of onset and reversal
achromatic VEPs and the difference at isoluminance. (B) VEPs to 12.5 Hz
reversal. (C) and (D) A comparison of human VEPs and ERGs for different
chromatic contents: unlike VEPs, the ERG is not reduced at isoluminance.
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C. When VEPs are closely correlated with thresholds and unit responses, they
can be considered functionally and physiologically meaningful. Moreover, VEPs
provide information about suprathreshold responses and separate visual
mechanisms can be isolated by combining the VEP and behavioural responses.
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APPENDIX: TERMINOLOGY

Psychophysical experiments make it possible to formulate certain concepts
of mechanisms whose physiological basis are discussed. To avoid confusion
these concepts will be explicitly defined, as used in this study.

* Chromatic opponent mechanisms are those which lead to identification of
unitary hues in a stimulus. Thus, for example, at least two extreme colours
have to be identified in a hue-modulated isoluminant grating. Isoluminance is
determined by heterochromatic flicker photometry (minimum flicker).

* Transient and sustained mechanisms are those which lead the contrast
thresholds being defined, respectively, by a transient change in contrast or
a standing contrast (revealed by a comparison of thresholds obtained with
ONSET and CONTRAST REVERSAL presentations of gratings, see Kulikowski and
Tolhurst 1973). These mechanisms are also called according to their band-pass
and low-pass temporal frequency characteristics (by analogy to amplifiers).
* Essentially linear mechanisms are those which show (substantial) summation
at threshold, and preserve polarity, or phase sensitivity (e.g. light versus
dark, green versus red) and whose threshold sensitivities to bars, edges and
gratings were interrelated according to standard mathematical equations
(Kulikowski and King-Smith 1973). Linear units are associated here with the
X-units of Enroth-Cugell and Robson (1966), giving modulated responses to
drifting gratings, predominantly first-harmonic response to ON-OFF grating
presentations and a null response at a specific spatial phase.

* Psychophysical detectors are defined here as processing units whose
sensitivity is highest for a given stimulus. In some cases, certain stimulus
features can be identified at the detection threshold (King-Smith and
Kulikowski 1981; Mullen and Kulikowski 1990). Note that the above units are
not trigger-feature detectors (except in colour vision). For example, visual
detection of 25 Hz flicker is normally determined by a specific type of unit
(M) with luminosity spectral sensitivity; however, when in a disease, these
units are damaged, completely different types of units must fulfill this
role, since the spectral sensitivity curve has a second peak at 450 nm.
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* Correlation between global responses (multi-unit discharges, FPs and VEPs)
and psychophysics is claimed only if a specific threshold can be predicted
(by extrapolation) from an electrophysiological threshold of a distinct
response component; both thresholds must be elicited by the same stimulus.
The VEP response component must be functionally related to the stimulus being
processed, e.g. only onset VEPs (but no offset or reversal VEPs) can reflect
sustained responses involved in processing of colour and fine pattern
information (Kulikowski 1972, 1978; Russell et al. 1988; Kulikowski et al.
1989a). Occasionally, temporal filtering of the VEPs is needed to reveal
correlation with psychophysics (Regan 1970). So far, no electrophysiological
measure of suprathreshold sensation of contrast has been found; the closest
fit was provided by multi-unit responses (Kulikowski and Vidyasagar 1983).
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LOCALIZATION OF THE ELECTROMAGNETIC SOURCES OF THE PATTERN ONSET

RESPONSE IN MAN

Henk Spekreijse

The Netherlands Ophthalmic Research Institute and The
Laboratory of Medical Physics and Informatics
P.0. Box 12141, 1100 AC Amsterdam-Z0, The Netherlands

INTRODUCTION

The recent technological developments in PET, SPECT and NMR allow
for detailed images of the anatomical structures or metabolical
activity of the human brain. Given these non-invasive imaging
facilities, one may wonder whether there remains a future for mapping
the electromagnetic fields produced by the brain. Their spatial (3-D)
resolution for localizing activity is comparable to e.g. NMR; in
temporal resolution they will, however, remain superior to the above
mentioned imaging techniques. Only recording of the electromagnetic
fields enables to study the function of the brain with a time
resolution comparable to the processing speed of the brain, i.e. of
the order of 10 to 100 ms. I will illustrate in this review by means
of the visual pattern onset response that such a time resolution is
needed to discriminate between the various sources of activity within
the human brain. In man these fields can be recorded by either
measuring the gradient of the magnetic flux near the scalp surface or
by metal macro-electrodes attached to the scalp. Examples of such
recordings to left half field checkerboard onset stimulation are
given in Fig. 1, which is taken from the Ph.D.-study of Stok (1986).
The visual evoked potentials (VEPs) and the magnetic fields (MEFs)
were recorded from the same subject to answer the question whether
MEFs can be used to validate or extend results based on VEPs. The
responses are displayed in accordance to the recording sites on the
back of the head. Since the head is magnetically transparent a finer
spatial sampling is needed for magnetic than for electric recording.
In this example the spacings are 3 cm for the VEPs and 2 cm for the
MEFs. To have a comparable sampling of the field shape, a grid of 1
cm for the latter would have been preferable (Stok, 1987).

If the same current sources underlie both sets of responses and if
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the part of the head from which the recordings are made is

rotationally symmetric, then on theoretical grounds 3 gross

differences can be expected:

a) the magnetic and electric response sets are rotated 90° to each
other for sources oriented tangentially with regard to the surface
of the head;

b) the gradient of the magnetic response set is about 3 times steeper
than that of the electric one;

c) the magnetic response set contains contributions of tangentially
oriented current sources only.

Fig. 1.
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Visual evoked potentials (VEPs) and fields (MEFs) of subject

JM to the onset of a checkerboard pattern of 3° with 19’

checks of 40Z contrast and a mean luminance of 60 cd.m2.
Horizontal scale: 50 ms per division. Vertical scale VEPs: 1

wV per division, negativity upwards; scale MEFs: 75 fT per
division. The y and z coordinates are in cm; with the inion
at y = 0 and z = -2. The MEFs were recorded with a symmetric
second order gradiometer oriented vertically at a distance of
12 mm from the back of the head. Positivity at a location
near the inion indicates that the field lines enter the head.
For further details see Stok et al., (1990).



Let’s now inspect Fig. 1 keeping these 3 rules of thumb in mind:
the VEPs show a positive deflection at 100 ms after checkerboard
onset and a negative one at 130 ms. Within this time window also the
MEFs show a clear peak which inverses in polarity going from the back
of the head to the front. Since the polarity inversion occurs in the
electric response set going from left to right, the two fields are
rotated 90°. Secondly, the magnetic response amplitude reduces by
about a factor of 2 between neighbouring recording sites, whereas for
this a step of 6 cm is needed in the electric response set. Thirdly,
the polarity inversion in the electric map is more outspoken for the
130 ms than for the 100 ms peak, indicating that the 130 ms peak has
to be attributed to a more tangentially oriented current source than
the 100 ms peak. Since the 3 rules of thumb seem to hold
qualitatively, one has to conclude that the same generators underlie
both fields, and that in this example electric and magnetic maps are
equivalent for localizing bio-electromagnetic sources. Therefore
preference for a particular type of map is mainly based on practical
grounds (e.g. no electrodes needed for MEFs) or costs (low for VEPs).
For both maps holds that an infinite number of sources can account
for each field measured, since always source configurations are
possible that yield zero fields. These silent sources are different
for the magnetic and electric fields. Remember, for example, that a
radial dipole in a rotation symmetrical volume conductor does not
produce a MEF.

SOURCE LOCALIZATION

To localize brain activity from a set of electric or magnetic
potential values, the medium that contains the sources of the
activity has to be described, and the number and the character of the
sources to be postulated. For a recent overview, see Van Dijk and
Spekreijse, 1990.

Since it is difficult to characterize the volume conductance
properties of the head realistically, one has to rely on model
descriptions that cover as adequately as possible the most important
features of the volume conductor. However, for visual evoked activity
no realistic shape of the volume conductor model is needed since it
can be proven that only the shape and the conductivity of the medium
between the sources and the recording sites plays a role in
localization (De Munck, 1989). Since both the operculum and the
occiput are spherical (Fig. 2), a concentric sphere model or at worst
a confocal spheroid model is sufficient for visual evoked source
localization. Usually the head is described by three concentric
spheres, each homogeneous and isotropic but with a different
conductivity. The innermost representing the brain, the second the
skull and the outermost compartment the skin.

For localization of electromagnetic activity also assumptions have
to be made about the character of the sources. The sources of brain
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Fig. 2. Left: CT scan showing an approximate transversal section 2 cm
above the inion of subject HS. The drawn line depicts the
outer contour of the best fitting sphere used for the ED
locations, as presented in Fig. 3.

Right: the equivalent dipole (ED) model. Activation of an
area in the cortex gives current loops that are radial to the
cortical surface.

activity are locally impressed current loops which result from the
release and uptake of potassium by neurons and glial cells. Since the
main cells of the cortex, the pyramidal neurons, have elongated forms
constituted by the apical dendritic tree, the current sinks and
sources may be distributed at different sites along the soma-
dendritic tree. These current sinks and sources are organized in
discrete layers since a) the pyramidal cells have the same
orientation within the cortex with the somata in deep layers and the
dendritic arborizations near the cortical surface, and b) the
synapses that are activated by sensory inputs are also in well
defined layers along the soma-dendritic membrane. This is the reason
why a dipole layer is an adequate description for electromagnetic
fields of the brain. In most localization procedures this dipole
layer (right hand Fig. 2) is replaced by an equivalent dipole (ED) in
the centroid of the patch of cortex that is assumed to be activated
homogeneously (Nunez, 1981; De Munck et al., 1988). More generally,
it can be shown that at each time instant an ED can represent the
activity in a layer with a continuous current source density, and
that the position of the ED is determined by the contour. An electric
field caused by such a dipole has 6 degrees of freedom: 3 for
position, 2 for orientation and one for strength. Since in a
spherically symmetric conductor a radial dipole does not produce a
magnetic field, such a field has only 5 degrees of freedom. So, if
the signal-to-noise ratio of the magnetic and electric recordings are
identical, and if the same number of derivations is used, then a
localization procedure based upon the magnetic field may give a more
accurate answer for the tangential ED.
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There is another difference between the electric and magnetic
fields due to a dipole source in a rotationally symmetric conductor:
the magnetic fields do not depend on the conductivity profile in the
conductor i.e. the head is magnetically "transparent". In that
situation magnetic fields have been said (Hari & Ilmoniemi, 1986) to
be superior for source localization since these fields are 1)
invariant with volume conductor properties, 2) less dependent on
derivations between the real volume conductor and the model, and 3)
insensitive to radial currents.

This implies that the depth of a dipole can be estimated directly
from the locations of the maximum and minimum of the magnetic field
recorded. Depth is equal to the distance between these extremes/v2,
and the dipole lies in between. Application of this rule on the
magnetic response set of Fig. 1 reveals immediately the existence of
an ED lying near the midline of the head, pointing from the right
into the left hemisphere and situated about 2 cm above the inion.
Since the left visual field projects on the medial wall of the right
hemisphere, this activity seems to originate in the primary visual
cortex, Brodman area 17. However, this is not the only patch of
cortex being activated by the pattern onset stimulus, since visual
inspection of the electric response set of Fig. 1 shows that the
peaks at 100 and 130 ms have a different distribution across the back
of the head. Note that this is the first moment in our analysis so
far that time is taken into consideration. It is important to stress
that cortical activity is not only described by spatial but also by
temporal parameters.

MULTIPLE SOURCES

If a single ED is responsible for a set of VEP or MEF recordings,
then at all recording sites the same time function (except for sign)
should be found. When this is not the case, as in Fig. 1, then more
sources have to be assumed to be active, either simultaneously or
not. The question to be answered is how many sources are minimally
responsible for a response set? Two main strategies are commonly
used. One is based on the assumption that the source can be modeled
by a single dipole that may change position, orientation and strength
with time. Therefore for each time sample an ED is estimated. If the
successive EDs form a cluster within a circumscribed brain area, the
successive EDs may be represented by a single average ED. However, a
discontinuity in the series of EDs indicates that two or more EDs
with distinct localizations may be needed to account for a given
response set. Another strategy is to estimate the dimensionality of
the response space on the basis of the signal-to-noise ratio of the
map. In that case one determines the minimal number of time functions
needed to account for the significant power of the data set (Kavanagh
et al., 1976; Maier et al., 1987). Principal component analysis is
one way to find this minimum number. By making linear combinations of
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the factor loading distributions of- these principal components such
that they yield on a least square basis spatial distributions that
are in accordance with dipole sources, the significant power in the
response set is explained in terms of EDs. In this analysis the EDs
are assumed to have fixed positions and orientations with variable
strengths in time. The present state of the art allows localization
of no more than two simultaneously active sources with unknown a
priori positions, since the inverse solutions become unstable with
increasing number of sources (Scherg and Von Cramon, 1986; Achim et
al., 1988; De Munck, 1990).

Both the above procedures have been applied to the pattern onset
response sets of Fig. 1. The clustering of successive single ED
estimates yielded two main EDs for the onset pattern VEP: one was
radially oriented and mainly active within the interval 80-115 ms,
while the other was mainly tangentially oriented and appeared at 140-
160 ms. The principal component analysis showed also a radial and a
tangential ED but, in this case, both were simultaneously active,
although the radial one more in the first interval and the tangential
one more in the second interval of the time window chosen. In both
cases two dipoles were necessary to account for the electric and
magnetic fields generated by the pattern onset stimulus. A detailed
analysis can be found in Lopes da Silva and Spekreijse (1991).

TOPOGRAPHIC REPRESENTATION OF THE PATTERN ONSET EDS

The analysis discussed so far dealt with the first two peaks in
the pattern onset response. The VEP to the appearance of a
checkerboard consists, however, of 3 successive peaks -positive,
negative, positive- which are commonly labelled C;, Cy;; and Cipp
(Jeffreys and Axford, 1972a,b). The strength of each of these peaks
varies in a characteristic way with stimulus condition. For example,
blurring of the pattern reduces mainly C;;, and binocular instead of
monocular presentation enhances the Cy;; peak (Spekreijse et al.,
1973). The presence of the 3 peaks varies also with checksize: C;
dominates the response to coarse checks, whereas C;; is most outspoken
upon stimulation with fine checks of low contrast. So, by
manipulation of the stimulus always situations can be created in
which only two peaks dominate the VEP response set. This is important
since our dipole localization algorithms can handle no more than 2
simultaneously active sources. Furthermore, stimulation should be
restricted to one hemifield so that the evoked activity is restricted
to a single hemisphere, since 2 sources at different locations with
identical time functions cannot be distinguished, leading to
erroneous localization results. The results of such a step-by-step
analysis (Ossenblok and Spekreijse, 1991) of the complete pattern
onset EP are summarized in Fig. 3. The left side gives the positions
of the EDs that dominate the positive peaks in the response sets
recorded in 5 subjects. The right side shows for subject HS the

216



60
Cc
50 Ohd

40 CE> ép

30{3 @ @ ®

20

Bbatads
I
w

0 (deg)

C
50 3

40

@

o @ @@ e

o 5 10
616 C}D 8

20 40

30

0 (deg)

-40 -20 0

@ (deg)

Fig. 3. Left: the positions of the EDs dominating respectively the
early (top) or the late positivity (bottom) of the EP to the
onset of a hemifield checkerboard of 8° with 48’ checks of
802 contrast and a mean luminance of 65 cd.m 2. Phi and theta
are the azimuth and the elevation coordinates of the best
fitting sphere with the inion at (0,0). The theta values of
the late positivity are for all five subject smaller than
those of the early one. As an indication for the phi scale,
the EDs in the two hemispheres (of each subject) are about 8
cm apart.
Right: projections of the EDs to stimulus fields presented to
subject HS at the eccentricities indicated. A transversal
plane through the three sphere model volume conductor is
shown.

location of the ED that dominates the negative peak in the response
set generated by left half stimulus fields presented at the
eccentricities indicated. This part of the figure is based on data
described in Van Dijk and Spekreijse (1989).

Since the EDs accounting for the two positive peaks to half field
stimulation are situated far apart and clearly contralateral with
respect to the midline of the head, it can be concluded that these
peaks have a mainly extrastriate origin. Their intersubject
variability is an indication of the variability in the geometry of
the extrastriate cortices amongst subjects, and the intrasubject one
reflects the inter-hemispheric differences. The finding that the EDs
accounting for the early and late positive peaks are displaced
systematically, and that the first one has a retinotopic
representation and the later one not, is indicative that these EDs
represent activity from different extrastriate regions.
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As stated before, ED localizations are strongly dependent on the
assumed properties of the volume conductor model used (Stok et al.,
1987). The most important parameters are: conductivity of brain
tissue, including its anisotropia, and the conductivity of the skull.
Fortunately, the relative positions of the sources are much less
influenced by these errors, except in case of anisotropia of brain
tissue (Van Dijk et al., 1991). So, if position and orientation of
one source is known, then the other sources can be localized with an
accuracy of a few millimetres. Since relative positions can be
determined accurately, retinotopic maps of the brain surface can be
constructed, as illustrated in the right hand of Fig. 3. For the most
foveal left half stimulus field (0-1°) the ED is radial and lies on
the occipital lobe. For more peripheral stimuli the orientation
becomes tangential and the ED moves over the medial wall into the
interhemispheric cleft. These data are in agreement with the
retinotopic map of area 17, so that the negative peak in the pattern
onset response has a mainly striate origin. It is surprising that in
man the activity originating in the extrastriate cortex has a shorter
peak latency than the striate activity, since in rhesus monkey the
subdural pattern onset responses from area 18 have a 15 ms longer
peak latency than from area 17 (Dagnelie, 1986). However, visual
processing occurs parallel with projections from retina to visual
cortices that are strongly species-dependent and virtually unstudied
in man.

MATURATION OF THE STRIATE GENERATOR

The pattern onset EP can be used to monitor maturation of the
visual pathways at both distal and proximal level (Spekreijse, 1983).
This becomes evident when the amplitude of the pattern onset response
is plotted as a function of checksize. The results are summarized in
Fig. 4 which is taken from Spekreijse and Apkarian (1986). Two main
changes can be seen. 1) From birth on till about 8 months post-term
there is a gradual shape invariant shift of this curve towards finer
checks and a gradual reduction in amplitude. 2) From about 8 months
on the maximum of the curve becomes age invariant but the tail of the
curve continues to shift to smaller checks till about puberty. The
initial process parallels the morphological maturation of the retina,
particularly the foveal region with increasingly finer spacing of the
receptors and the consequent transmission of finer details. The
gradual amplitude reduction is likely to reflect changes in the
volume conductor properties of the head, and therefore not relevant
for the maturation of the visual system. The second process reflects
maturation of the striate cortex, since it is parallelled by a
gradual change in the waveform of the response. The finding that the
optimal checksize does not change during this period implies that
mean receptive fieldsize remains constant. The change in waveform is
illustrated in the inset of Fig. 4. During the first year of life the
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Fig. 4. Pattern EPs to the onset of a checkerboard as a function of
age (left insert). Responses depicted were recorded with the
checksize which yielded the maximum amplitude and a
presentation duration as indicated by the bar underlying each
record. At 2 months, the wave shape of the response is
simple, consisting of a single positive peak with a latency,
as seen here, of about 190 ms. By 5 months of age there is an
increase in wave shape complexity. However, the incidence and
adult-like latency of particularly the C;; component (second
solid vertical line) are not fully developed before puberty.
Onset latency of the response (left most solid vertical line)
seems independent of age. The amplitude vs checksize
functions illustrate the optimum and minimum pattern sizes as
a function of age.

pattern onset response consists mainly of a single positive peak with
a relatively long gradually decreasing peak latency. From about 2
years on the negative peak becomes manifest, reaching an incidence of
nearly 1007 around 6 years of age, and the adult peak latency near
puberty (Spekreijse, 1983). This development of a positive striate
response into one with a negative polarity coincides with the slow
improvement phase of acuity as estimated both subjectively and
objectively. Although it remains an intriguing question which neural
and/or synaptic changes account for this reversal in polarity, it
demonstrates clearly that for studying the function of the human
brain maps with a time resolution of 10 to 100 ms are essential.
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DISCUSSION: EVOKED POTENTIALS

Neville Drasdo

Department of Vision Sciences
Aston University
Birmingham, U.K.

Drasdo: My colleagues have shown formidable techniques which are perhaps difficult for
those without direct experience of evoked potentials. Nevertheless, we have a unique opportunity
with the assembled expertise in neurophysiology at this meeting to consider evoked potentials in
detail. Spekreijse has expounded new techniques, which can examine virtually every generator
in the brain, because the activity in fissures is largely concealed during conventional evoked
potential recording. His contribution with principal component analysis has revealed a number
of interesting phenomena which I dare say will attract some questions. It is unusual to have
in an audience where we are dealing with evoked potentials, authorities on such matters as the
cortical projections in the macaque, which have greatly modified our thoughts on where the
evoked potentials might come from. It is a remarkable thing that when somebody places an
electrode on the scalp, knowing how many processing areas there are in the brain, and being
unable at this moment to very precisely select those areas with our stimuli, that we expect
to obtain an intelligible result. Clearly it requires considerable expertise and insight to do
this. Coming to Kulikowski’s contribution, his experiments have revealed to us the value of
evoked potentials. One often says when looking at a single unit recording, how does this relate
to perception. We have no computer models, for example, to add together effective receptive
fields. The very concept of difference of Gaussian receptive field has not really advanced very
far, and perhaps people in psychophysics and also in microelectrode recording could relate their
results to evoked potentials a little more frequently. Kulikowski has shown that the summated
effect of neurones can be sensibly related to psychophysics, although the experiment must be
carefully designed, and by this I mean designed with insight.

I would like to point out that whereas Spekreijse has been able to investigate generators
in the most inconvenient or convenient positions by use of magnetometry, it is a fairly basic
situation when looking at evoked potentials related to complex phenomena in foveal vision. The
projection on the human cortex, though variable in individuals, is not very variable in the sense
that all the exposed association areas are involved in processing a pattern. We get a different
distribution of activity with different types of stimulation. This can only arise from the nature of
the stimulus and therefore must relate to the different cortical areas. When we are dealing with
stimuli projected on a localised area of exposed cortical surface, we don’t need to venture very
far into principle component analyses. For example, with local (1°x1°) flash and pattern onset
checkerboard stimuli on the same area of retina, responses may be quite differently lateralized.
We can simulate these responses with equivalent electrical fields based on single dipoles. So it
seems to me that the use of evoked potentials, even to investigate subtle aspects of perception,
may be pursued without too much difficulty. Future development will depend very much on the
nature of the stimuli that are designed to look at these higher-level areas. We can relate these
results in many ways to primate physiology, and we ought not to ignore the possibility that in
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the temporal region there must be more advanced processes, because it has been claimed that
face recognition can be recorded as an evoked potential in humans relatively easily, and although
I was sceptical initially, I think I have been converted to that point of view. We need now to
consider the scope of evoked potential recording, and the origin of these signals.

van Essen: I have a couple of comments relating to this curious set of observations
about an apparently extrastriate onset of the patterned evoked potential. First of all, it is
really quite well established in monkeys that the striate cortex is the first cortical area to
respond to a significant degree, with latencies of the order of 30 or 40 msec. In the human,
the expected latency may be 60 msec so the proposal that the human striate cortex doesn’t
respond substantially until 130 msec or so is rather incongruous. Drasdo showed slides that
showed simpler stimuli to give a response latency of 90 msec, more consistent with striate
origin. Given that and given the effects of human striate lesions, it would seem to me that the
most parsimonious explanation might be that a large field complex stimulus may simply lead to
vigorous striate cortical responses, but a cancellation of the measurable evoked potentials.

Spekreijse: The latency I mentioned was the peak latency. If you look at the onset
latency that fits in with what you expect from monkey data, starting at about 60 msec for all
responses including the striate. The problem is that when I look at the responses, you have
two simultaneous activities starting at 60 msec after stimulus onset. One reaches its maximum
rather fast, at 100 msec, then it slows down, while the other reaches its maximum at 130 msec
and then dies out again, and this late one is the striate component. So the puzzling thing is
that the largest response is obtained preceding the largest response from the striate area. I do
not know what response amplitude means, of course that is always a problem.

Drasdo: Could you comment on actual input to the area of V2 in humans? The classical
idea is that we only have direct geniculate input to V1.

van Essen: It has been established in monkeys that there is a very weak projection from
a tiny population of geniculate cells to extrastriate cortex, and also that the area MT can give
very weak responses on the absence of striate projections. It is rather difficult to believe that
such weak projections could give rise to the magnitude of evoked potentials. So I am heartened
to hear that the latencies are adequate for striate cortex to be necessary for transmission of
extrastriate responses.

Spekreijse: The problem I have is if you take into account the amplitude of the response,
if the extrastriate cortex is being activated through the striate cortex, then you would assume
that striate activity would resemble the size of the extrastriate component. That would be the
more simple model.

van Essen: It might be the most simple model, but there may be, over the course of
the first 130 msec, literally dozens of different areas being activated, so then even a 1, 2, 3 or 4
dipole model is going to be a great oversimplification. The alternative that the dipole associated
with striate cortex could be much smaller would seem to me to be plausible.

Drasdo: Could you comment on the relative magnification of area V4 and the striate
area. In humans the classical idea is that we have greatly expanded association areas compared
with the macaque. Yet I believe in the macaque that foveal magnification is greater in V4 than
in V1.

van Essen: I don’t think that is well established. In different cortical areas there are not
dramatic differences in the central versus peripheral magnification for V1, V2, V4 or MT. If you
take the evidence from the Gross lab, there doesn’t look to be a dramatic difference.

Drasdo: If the generator is suitable placed to give a big signal, it might dwarf this striate
signal.

Dow: We have unpublished data on foveal magnification in V4, and it is substantially
smaller then in V1. With regard to latencies, perhaps the magnocellular fibers and systems deep
in V1 are not seen very much on the surface, but they activate something like MT or the human
equivalent and maybe you see that activity.
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Kulikowski: There are many parallel pathways, but they are all of different strength.
Somehow I cannot accept that the small pathway from LGN to V2 could sustain these responses.
Nevertheless there are stronger projections from LGN to V3 and especially V5. Unfortunately
we don’t know the location of V5 in man.

The various types of potentials contribute differently from different depths. If there is a
very good heterochromatic flicker photometry correlation from the surface of the cortex, or even
the surface of the skull, why don’t the synaptic potentials of LGN axons mess it up. Obviously
this is a much weaker component. So deep potentials do not generate very much signal on the
surface. I am rather worried that the same happens to magnetic potentials, though magnetic
potentials supposedly penetrate deeper.

Spekreijse: Magnetic potentials also decrease with the square of the distance.

Van Essen: With regard to the activation of MT or V5 in the absence of striate input,
again Charly Gross’s lab has reported that MT cells can respond after striate ablations, but they
have also reported that this disappears after additional superior colliculus ablations, making a
geniculate to V5 projection unlikely as a driving source for MT. I would also point out that
there is some evidence from John Maunsell that in the macaque the increments in latency of
response from one area to the next, e.g. from V1 to MT, or V1 to V4 is only 5 or 10 msec per
stage, and so over the say 30 msec between 100 and 130 msec peaks, there is room for quite a
few additional areas, particularly if you allow for parallel processing. I just re-emphasize that
one needs a many dipole model to really think about the details of localization.

Shapley: To Henk Spekreijse, in view of your striking findings of the absence of pat-
tern onset extrastriate potentials up to 10 years old, you think there should be psychophysical
investigations of 10 year olds to find out what the extrastriate cortex might be doing?

Spekreijse: I am mystified just as much as you are, but with children up to 4, none shows
the extrastriate component, and then you see the incidence growing. There are visual changes
in a simple measure like visual acuity up to puberty. What it means I don’t know, but it is only
in the pattern onset response. The pattern reversal response, reflecting motion mechanisms,
matures rather early and is normal.

Fiorentini: There may be a contribution form callosal fibres to the evoked potential,
because in children callosal fibres have a very long maturation period.

Drasdo: There are examples, for example from the clinical normative data, of changing
VEP without apparently changing perception. Even the flash evoked potential changes with age
and yet we don’t observe any correlation in perception.

Kulikowski: A very important point is to engage some kind of a cognitive task to maintain
attention. From our experiments on V4 we know that this is a very important centre which
modifies attention. You can get zero cognitive potentials from a subject who is completely
passive and bored, and you can immediately make his potentials jump when you reward him for
every good potential with a few dollars. I wonder whether young children are just not suitable
subjects and do not overcome boredom. Therefore the activity of secondary visual areas which
are so much modified by attention and motivation is just too weak to be recorded.

Creutzfeldt: I am quite taken by these methods of developing equivalent dipoles. You
have to make certain assumptions. The evoked potentials are of course related to cellular activity.
The phase relationship is not always as one would expect from these dipole models. It is true
for certain cases where you have a straightforward dipole, this is of course afferent fibre activity.
As soon as you come into the cortex, as we don’t know even how the synapses are distributed
across the pyramidal cell, we can’t say very much. We were glad when we saw excitation going
together with surface negativity. This is against the simplified dipole or the equivalent dipole,
but you can use large numbers of dipoles through principle component analysis. However, the
degrees of freedom are reduced if you have the magnetoencephalogram.

Drasdo: Any further comments from our two contributors, anything left unsaid which
you regret?
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Spekreijse: The absolute localization of our dipoles only makes sense if the number
of underlying dipoles is rather restricted, and there can be substantial error, though error in
relative position is much smaller. By combining human and monkey studies we hope to improve
the physiological parameters for isotropia and anisotropia. We are interested in this kind of
approach for clinical use to localise epileptic foci. We can update our localization procedures
on those few patients that have intracortical electrodes, which can be used as a reference point.
Then you can improve your procedures for the other areas.
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INTRODUCTION

Most primates are highly visual creatures, capable of a wide variety of difficult
tasks that must be carried out in a complex visual environment. It is therefore hardly
surprising that a very large expanse of cerebral cortex is devoted to analyzing and in-
terpreting the relatively raw messages transmitted from the retina. Over the past three
decades, much progress has been made in elucidating the organization and function of
visual cortex. In this chapter we briefly review recent progress in understanding several
aspects of visual processing in the macaque monkey, as revealed by both anatomical and
physiological studies. The first topic concerns the nature of information flow through
the visual cortex as revealed by analysis of the numerous pathways that interconnect
different visual areas. The guiding hypothesis is that the cortex is arranged as a dis-
tributed hierarchical system, in which there are many distinct levels of analysis. The
second topic concerns parallel processing streams and their relationship to the M and
P pathways established within the retina. The third topic deals with the functional sig-
nificance of the feedback pathways that form a prominent characteristic of the cortical
hierarchy. The function of feedback pathways in sensory processing has been an intrigu-
ing but elusive issue. There are probably many such functions, and here we emphasize
their possible role in modulating neural responses according to the broader context of
the visual environment.

HIERARCHICAL ORGANIZATION OF VISUAL CORTEX
Visual areas. Visual cortex in the macaque can be subdivided into a remarkably
large number of distinct visual areas, based on a combination of anatomical, physiolog-
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ical, and/or behavioral evidence obtained from studies in many different laboratories.
The distribution of these areas can best be appreciated by displaying them on an un-
folded map of the cortex, as shown in Figure 1. The shaded regions on the map and on
the lateral and medial brain views include a total of 32 visually related areas - 25 areas
that are predominantly or exclusively involved in vision plus 7 visual association areas
that are implicated in other tasks as well, such as polysensory, visuomotor, or limbic
functions. Based on surface area measurements on the map, we estimate that these 32
visually related areas occupy 54% of the cerebral neocortex, including all of the occipital
lobe, the posterior half of the parietal lobe, the ventral half of the temporal lobe, and
even part of the frontal lobe (Felleman and Van Essen, 1991).

The specific criteria used in their identification vary for the different areas, but
in descending order of practical importance they include: i) a specific pattern of con-
nections as revealed by various pathway-tracing techniques; ii) a distinct topographic
map of the contralateral visual hemifield (albeit an irregular and/or incomplete map for
some areas); iii) a distinctive architecture as revealed by classical cell or myelin stains or
by more modern histochemical or immunocytochemical reagents; and iv) a distinctive
behavioral deficit after localized lesions. Ideally, each area would be independently iden-
tifiable using any of the above approaches, but at present the identification of many areas
is based on only one or two criteria. Moreover, some of the subdivisions are tentative
or controversial, and plausible alternative partitioning schemes exist for some regions,
such as the inferotemporal complex. Hence, the overall scheme should be regarded as a
progress report that will surely be subject to refinement in the future. Nonetheless, the
general conclusion that visual cortex in the macaque comprises an impressively large
number of distinct visual areas is likely to be secure.

This principle also applies to other species that have been appropriately examined,
such as the owl monkey (Kaas,1988; Sereno and Allman, 1990), cat (cf. Rosenquist,
1985), and even much smaller animals such as the rat and mouse (Olavarria and Mon-
tero, 1984, 1989). Much less is known about the layout of visual areas in the human
brain. However, it is surely relevant that areas V1 and V2 in humans show strik-
ing similarities with other primates in many specialized characteristics such as ocular
dominance stripes and cytochrome oxidase patterns (Horton and Hedley-Whyte, 1984).
There are also basic similarities in connectivity patterns that have been revealed by the
recent application of tracers that work on fixed, post-mortem tissue (Burkhalter and
Bernando, 1989). Thus, it seems highly likely that homologies will be found for many
other visual areas besides V1 and V2 (cf. Sereno and Allman, 1990).

Connectivity. Even more striking than the increase in number of identified visual
areas has been the explosion in the number of identified pathways that interconnect
these areas. In the early 1970’s it was widely presumed that each visual area received
at most a few cortical inputs and had only a few outputs to other areas. During the
intervening period, a powerful arsenal of highly sensitive pathway-tracing techniques
has arisen, and dozens of studies have applied these techniques to the macaque visual
system. As of mid-1990, a total of 305 connections among the 32 identified visual areas
had been reported (Felleman and Van Essen, 1991). This represents nearly a third of
the number of connections that would be found in a fully interconnected network. Given
that only about two thirds of the possible pathways have been tested systematically, it
is likely that the actual degree of connectivity is closer to 40 - 50%. However, different
pathways vary enormously in strength. Although quantitative data are scarce, it is
likely that the great majority of physical connections (i.e., numbers of axons and of
synapses) arise from a small minority (perhaps 20 or 30%) of the identified pathways.

The sheer number of known cortical connections raises the specter of a network so

228



Figure 1. A two-dimensional map of cerebral cortex in the right hemisphere of the
macaque monkey. Stippling indicates cortical areas implicated in visual processing.
Copied, with permission, from Van Essen et al. (1990).

complex and chaotic as to be virtually impossible to decipher. Hence, it is critical to
look for organizing principles that might help to understand the nature of information
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