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Preface

This book continues a series called “Logic at the Crossroads” of which the first vol-
ume appeared in 2007." The series title reflects a view of our discipline as a vantage
point for seeing new developments across academic fields, as well as a catalyst in
making them happen. In particular, the editors feel that the deep insights from the
classical phase of mathematical logic can form a harmonious mixture with a new,
more ambitious research agenda of understanding and enhancing human reasoning
and intelligent interaction in their full extent, whence our title “Games, Norms and
Reasons”.

This broad view of logic animated the Second Indian Conference on “Logic and
its Relationship with other Disciplines” held at IIT Bombay, Mumbai 2007, the
origin of most of the papers in this volume, while a few additional ones have been
solicited by the editors to round out coverage. But the Mumbai conference also
added a very concrete focus, by honouring one person who embodies the general
trend described, namely Professor Rohit Jivanlal Parikh. Rohit stands at the cross-
roads of many academic disciplines, and of two major human cultures, and why and
how this is so, is admirably explained in the Congratulatory Citation that was read
at a special event at I[IT Bombay celebrating Rohit’s 70th birthday. This document
has been reprinted here, after the following brief editorial description of contents.

The papers in this volume do two things. First, they paint a lively portrait of
modern logic as it is expanding today with many new themes and concerns. But
at the same time, they include a gallery of friends and colleagues of Rohit’s who
eagerly responded to our call for honouring him. The chapters to follow highlight
major dimensions of his work and influence, in particular, his “Social Software”
program for studying the procedural behaviour of interactive human agents with
beliefs and preferences.

Horacio Arlé Costa and Arthur Paul Pedersen start off with a key interest of
Parikh’s, viz. bridging between realistic models of human behaviour and logic based

! Logic at the Crossroads: An Interdisciplinary View, Amitabha Gupta, Rohit Parikh and Johan van
Benthem, editors, Allied Publishers, New Delhi. Recently reissued by Springer Publishers under
the new title Proof, Computation and Agency: Logic at the Crossroads.
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ones. They analyze Gigerenzer’s “Take the Best” algorithm for successful decisions
by bounded-rational agents, and show how it can be understood and taken further
using formal models of choice and preference. Sergei Artemov continues with an
account of “justification logics”, which merge ideas from proof theory and prov-
ability logic with epistemic logic to arrive at rich and more realistic accounts of
evidence in human reasoning that link up with formal epistemology. Next, Akeel
Bilgrami discusses a key aspect of what holds communication together, viz. mean-
ingful discourse, and argues that linguistic meanings are not normative in any deep
sense — while still fully acknowledging Wittgenstein’s insights about the norma-
tivity of human intentions. Melvin Fitting follows up on his long-standing formal
studies of logics of proofs, and gives a new proof of a “realization theorem” link-
ing the epistemic logic S5 to its justification counterpart. Next, Sujata Ghosh and
Fernando Veldzquez-Quesada discuss current models of belief and belief change
based on networks, and relate these to the more qualitative ones found in epistemic
and doxastic logic, including an account of successive dynamic steps that change
a current belief network. Patrick Girard analyzes another crucial dynamic social
scenario, viz. merge of individual preferences into a group-based one over a set of
outcomes. He shows how preference merging in structured groups receives a per-
spicuous semantic and axiomatic formulation using the tools of modal and dynamic
preference logic. Amy Greenwald, Amir Jafari and Casey Marks develop new links
between the fields of game theory and computational learning theory, both crucial
ingredients of intelligent interaction — based on a new notion of “no-®-regret”. Vin-
cent Hendricks returns to Parikh’s interests in the fit between formal models and
our natural ways of understanding knowledge and information. He gives an insight-
ful discussion of the intuitive distinction between “first person” and “third person”
perspectives, linking this to a wide range of issues from philosophy to economics.
Dexter Kozen and Ganesh Ramanarayanan present another innovative social use
of classical ideas from proof theory, developing a universal Horn equational logic
with dynamic operations of “publish”, “cite” and “forget” which describe the ac-
tual construction and maintenance of mathematical knowledge. Lawrence Moss re-
turns to the use of natural language in human interaction, and shows how reasoning
in natural language has interesting syllogistic subsystems allowing for negations
that form a hitherto hardly explored level in between the classical Syllogistic and
full-fledged first-order predicate logic. Jeff Paris and Alena Vencovska consider an-
other major aspect of our natural reasoning, namely, its use of probabilistic features,
whether quantitative, or qualitative with tags like “probably”. Linking up with De
Finetti’s foundations of probability, they develop a sophisticated new version of
Carnap’s inductive logic for monadic predicates which handles the right inference
relations between agents’ degrees of belief. They also generalize this approach to
binary and higher-order predicates, and develop its mathematical theory further, us-
ing a new principle of “Spectrum Exchangeability”. Finally, R. Ramanujam and
S.P. Suresh look at the central role of knowledge in reasoning about security pro-
tocols. The semantics of conventional epistemic logics throws up challenges, since
cryptographic primitives in communication lead to problems of unboundedness and



Preface vii

undecidability. The authors propose an alternative epistemic logic which is expres-
sive enough while its protocol verification procedure is decidable.

Taken together, these papers show how logic can extend its scope without any
sacrifice in rigour or focus. Moreover, their quality, and their cast of authors, speaks
for itself about Rohit Parikh’s intellectual breadth and influence. It has been a plea-
sure to arrange this tribute, and beyond logistics, the editors have learned a lot in the
process.

We end with a citation which was read during the 2007 Mumbai conference.
The present volume has taken some time to appear, due to circumstances beyond
our control, but the editors feel that the sentiments expressed then are as fresh and
appropriate as ever.

Stanford Johan van Benthem
Bombay Amitabha Gupta
Tilburg Eric Pacuit
Dedication

On the occasion of his seventieth birthday, we, the participants and organizers of the
“Second Indian Conference on Logic and its Relationship with Other Disciplines”,
acclaim and honour Professor Rohit Jivanlal Parikh and celebrate his many extraor-
dinary achievements and outstanding contributions in his pursuit of knowledge.

Born on November 20, 1936, he was educated at Mumbai, and then at Harvard
University, where he obtained degrees with highest honors in Physics (A.B.) and
Mathematics (Ph.D.). Parikh’s romance with Logic began with a course by Quine.
Later on he was supervised by Burton Dreben and Hartley Rogers, writing his dis-
sertation on transfinite progressions, influenced by and extending work of Kreisel.
Subsequently, Rohit Parikh taught at several prestigious institutions, including Stan-
ford, Boston and Punjab University. He has had a long and distinguished profes-
sional career that continues to be productive and influential. A full survey would be
lengthy indeed, but the following may be highlighted:

e formal language theory, especially inherently ambiguous languages and semilin-
ear sets,

e mathematical logic, specifically lengths of proofs and feasible arithmetic,

e logic in computer science, specifically dynamic logic and logics of knowledge,

e philosophical logic, especially vagueness, nonmonotonic reasoning, and belief
revision,

e social software, including the logic of games.

In a research career spanning five decades, these contributions were not only
seminal, but shaped the direction of a field, sometimes even creating it. The work
ranges broadly, from mathematics, to computer science, economics, and philosophy.
No wonder then that his current affiliation is: “Distinguished Professor of Computer
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Science, Mathematics and Philosophy, Graduate Center, and Dept. of Computer Sci-
ence, Brooklyn College, City University New York.”

At the start of his career when working with Noam Chomsky as a research assis-
tant, Parikh published a fundamental paper in automata theory. This subject essen-
tially started with a paper of Kleene in 1956, and Parikh’s paper appeared in 1966,
so he was there almost at the beginning. Today Parikh’s theorem and the Parikh
map are standard tools. The Parikh map sends each word over an n-letter alphabet
to an n-dimensional vector whose components give the number of occurrences of
the letters in the word. His theorem says, in part, that the image under this map of
any context-free language is always a semi-linear set, a finite union of linear sets. It
follows that the emptiness problem for context-free languages is decidable. As with
many of Parikh’s contributions, this was not an end-point, but a starting point for
others. A quick internet search turns up many current papers using the automata-
theoretic tools that Parikh introduced.

It is a common observation today that some things computable in principle are
not so in practice. Here Parikh made important early contributions. To study the
strength of exponentiation relative to addition and multiplication, one needs a weak
background theory. In 1971 Parikh introduced bounded arithmetic, which is both
weak and strong enough for the purpose. A vast stream of research in the founda-
tions of proof and computation has made essential use of this theory. One fascinating
result from Parikh’s 1971 paper is his demonstration that there is a theorem of Peano
Arithmetic for which any proof is substantially longer than a proof that the formula
has a proof. Another concerns “feasible” integers, and is related to the Sorites para-
dox. Suppose we add to Peano Arithmetic conditions asserting that O is a feasible
number, adding 1 to a feasible number yields another feasible number, and there is
an explicitly designated huge number that is not feasible. Of course this is an incon-
sistent theory, but Parikh showed that any result provable in this theory without the
use of the notion of feasibility in inductions, and whose proof is of feasible length,
will in fact be a theorem of Peano Arithmetic itself. In particular, provable contra-
dictions must have infeasible proof lengths—the feasible part of the theory is safe to
use.

Moving to logics of computation, propositional dynamic logic is a famous logic
of action, designed to establish facts about computer program behavior. Complete-
ness of a proposed axiomatization was a difficult problem, with more than one in-
correct solution proposed at the time. Parikh (and independently, Gabbay) gave the
first correct completeness proof, then he gave a second along different lines in a joint
paper with Dexter Kozen. In addition to its impact on dynamic logic itself, this work
has had a substantial spill-over effect, since Parikh’s methods turned out applicable
to similar logics as well.

In recent years, much of Parikh’s work has fallen under the general program
of “social software.” Here the idea is to investigate the reasoning used by people
in social interactions. Many apparently separate topics come together under this
rubric. Our reasoning often involves vague terms. Parikh has created and analyzed
algorithms that work even with vagueness present (in one paper this is whimsically
applied to sorting socks into pairs, where color matching can be only approximate).
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Also, everyday reasoning is often non-monotonic—we tend to make plausible de-
fault assumptions, but may have to retract them when further information comes in,
and Parikh has worked on this, as well as well as the related area of belief revision.
Next, common sense reasoning may be approximate, but the approximation may be
improved at the cost of further work. Parikh has, with his colleagues, created an
interesting family of logics that take expenditure of effort into account. Finally, how
society values things, from election candidates to stocks and norms of social behav-
ior, is studied mathematically in terms of game theory. In recent years, Parikh has
made interesting contributions to game theory, and has trained students who have
continued this work.

It is not easy to say, in simple terms, what the common thread to an oevre of
Parikh’s scope and depth might be, over many years and across several areas. But
perhaps it is this. Our actual reasoning, as opposed to the ideal represented by the
tradition beginning with Principia Mathematica, is subject to limitations of time,
space, uncertainty of real-world facts, vagueness of concepts, and the complexity of
interaction between people. Parikh has made a series of formal contributions that,
together, say that what we do in practice is not without form. There is logic and
structure there, though it may be complex and still imperfectly understood. Parikh
has let the light of reason shine on some of the terra incognita of human thought and
understanding. Thus, he is an investigator in the Wittgenstein tradition, rather than
in that of Russell.

Today, his students, colleagues and friends wish to express their admiration for
all that Rohit Parikh has done and the many contributions he has made. He has been
a source of inspiration for all of us.

Also practically, the idea of creating a logic base at IIT Bombay is as much his
as ours. He has been instrumental in urging his Indian colleagues to put in place
an ambitious plan of not merely organizing Conferences and Schools, but building
something that will last for years, eventually becoming the foundation of a strong
Indian School in Logic. He says: “There are already strong Indian logicians outside
India. What we need now is a strong group inside India to train brilliant Indian minds
and to take our rightful place in this rich intellectual community in the world.”

This citation is presented to Professor Rohit Jivanlal Parikh in recognition of
his seminal contributions and outstanding achievements in research, teaching, in-
stitution building, and especially, for his dedication and wisdom, admired by his
colleagues and students, and respected by all.

The Participants of ICLA 2
IIT Bombay, Mumbai, January 9 - 11, 2007
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Chapter 1

Bounded Rationality: Models for Some Fast and
Frugal Heuristics

Horacio Arl6 Costa and Arthur Paul Pedersen

1.1 Introduction

Herb Simon pioneered the study of bounded models of rationality. Simon famously
argued that decision makers typically satisfice rather than optimize. According to Si-
mon, a decision maker normally chooses an alternative that meets or exceeds spec-
ified criteria, even when this alternative is not guaranteed to be unique or in any
sense optimal. For example, Simon argued that an organism — instead of scanning
all the possible alternatives, computing each probability of every outcome of each
alternative, calculating the utility of each alternative, and thereupon selecting the
optimal option with respect to expected utility — typically chooses the first option
that satisfies its “aspiration level.”

Simon insisted that real minds are adapted to real-world environments. Simon
writes, “Human rational behavior is shaped by a scissors whose two blades are the
structure of task environments and the computational capabilities of the actor” [19,
p- 7]. Yet by paying undivided attention to the heuristics used by real agents, a
very influential line of work on models of bounded rationality privileges one of
these two blades over the other. This is the tradition initiated by the heuristics-and-
biases program championed by Kahneman and Tversky (see the classic [12] and
the more recent [11]). According to followers of this tradition, laws of probability,
statistics, and logic constitute normative laws of human reasoning; descriptively,
nevertheless, human reasoners follow heuristics that are systematically biased and
error-prone. But this is hardly Simon’s idea, who insisted on the accuracy of adapted
and bounded methods.

Gerd Gigerenzer and his research group in Germany have followed Simon’s view
about bounded rationality more closely than many other researchers also deriving

Horacio Arlé Costa

Department of Philosophy, Carnegie Mellon University, Pittsburgh, PA 15213, USA,
e-mail: hcosta@andrew.cmu.edu

Arthur Paul Pedersen

Department of Philosophy, Carnegie Mellon University, Pittsburgh, PA 15213, USA,
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2 H. Arl6 Costa and A. Paul Pedersen

inspiration from Simon. The following gives an idea of Gigerenzer’s main interests
and goals:

We wish to do more than just oppose the Laplacian demon view. We strive to come up
with something positive that could replace this unrealistic view of the mind. What are these
simple, intelligent heuristics capable of making near-optimal inferences? How fast and how
accurate are they?...[W]e propose a class of heuristics that exhibit bounded rationality in
both of Simon’s senses [this is a reference to Simon’s scissors metaphor]. These ‘fast and
frugal’ heuristics operate with simple psychological principles that satisfy the constraints
of limited time, knowledge and computational might, rather than those of classical rational-
ity. At the same time they are designed to be fast and frugal without a significant loss of
inferential accuracy because they can exploit the structure of the environments.

A way to reconcile this view with the normative status of laws of logic and statis-
tics is to argue that the cognitive role of the fast and frugal heuristics is to approx-
imate the standards of these laws: When the methods in question are sufficiently
well adapted to the environment, we will have a happy convergence on recommen-
dations of these normative laws. This is, for example, Dawkins’ view of the “rules
of thumb” converging on optimality provided by natural selection [5]. Indeed, this
is a nice way of interpreting the role of the fast and frugal heuristics that Gigeren-
zer discusses. But Gigerenzer has quite emphatically denied that this is his view.
In fact, Gigerenzer has argued that it is rational to use his fast and frugal heuristics
even when they conflict with the dictates of the traditional conception of rationality.

In this article we focus on one fast and frugal heuristic that Gigerenzer and his
colleagues advertise called Take The Best. There are at least two varieties of the
heuristic, defined in [7-9]. So more precisely, there are two heuristics, and we will
investigate these heuristics in this article. One goal of this article is a study of the
choice-theoretical properties of these heuristics. In order to do so, both varieties of
Take The Best have to be extended beyond two-alternative-choice tasks, presently
the primary application of Gigerenzer’s fast and frugal heuristics. We provide here
a first approximation to this problem. Our strategy is to extend choice beyond two-
alternative-choice tasks by maximizing the binary preference relations induced by
both varieties of Take The Best. This permits the study of abstract conditions of
choice that completely characterize both varieties. The methodology employed ex-
tends techniques that are commonly used in the theory of choice functions.

The characterization results presented in this article are complemented by a dif-
ferent model offered in a companion article [3]. In this article we consider an ex-
tension that is psychologically more plausible (in the sense that it only appeals to
satisficing methods).

We will see that one version of Take The Best violates some basic rationality
constraints like transitivity and that important axiomatic properties of choice func-
tions are violated as well. We will also see that the other variant of the heuristic is
fairly well behaved and compatible with some salient norms of rationality and ax-
iomatic properties of choice. Accordingly, we claim that speed and frugality can be
obtained without renouncing basic norms of rationality. Gigerenzer seems to argue
in various places against this view, suggesting that speed and frugality cannot be
reconciled with the traditional norms of rationality. Perhaps his claim can be recon-
structed as asserting that psychologically plausible fast and frugal heuristics cannot
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be reconciled with norms of rationality. But even in this case there is a general the-
ory of choice functions that can be developed for these fast and frugal heuristics.
Of course, the interpretation of the choice functions used in the characterization of
(both varieties of) Take The Best is not the usual one. The idea is to develop an
empirical (descriptive) theory of choice functions. The main interpretation of ax-
iomatic properties of choice is not that of imposing normative constraints on choice,
but as describing patterns of inference permitted by the underlying heuristic, which
is taken as an epistemological primitive.

1.2 Take The Best

The best manner of making clear Gigerenzer’s position is by means of an example.
Consider the heuristic Gigerenzer, Goldstein, and their collaborators call Take The
Best [8]. The main idea behind this heuristic is that for a given domain of objects X,
an agent decides between two objects with respect to a set of cues ordered by cue
validity. We can make this idea more precise as follows.

Definition 1.1. Let X be a collection of objects.

(i) A cue for X is a function Cue : X — {—,?,+1},
(ii) A recognition heuristic for X is a function Rec : X — {—,+}. If Rec(a) = +,
we say that a is recognized.
(iii) Let Y be the collection of all subsets of X of cardinality 2. A randomizer for X
is a function Ran : Y — X such that Ran(A) € A foreach A € Y. If Ran({a,b}) =
a, we say that a is chosen at random.

Definition 1.2. Let (Cue;);<, be a finite collection of cues for X, where Cuey is a
recognition heuristic. We call the pair (X, (Cue;)i<,) a cue validity ordering over X
(and say that (Cue;);<p is ordered by cue validity) if for every a € X, if Cueg(a) = —,
then for each i with 0 < i < n, Cue;(a) =?.

Definition 1.3. If € is a cue validity ordering over a set X and Ran is a randomizer
for X, we call the pair (€, Ran) a Take The Best frame over X.

We denote Cueq by Rec. Intuitively, (Cue;)i<, is ordered according to the relia-
bility of the cues, a recognizer is nothing more than a cue with the demand that its
range is {—, 4}, and a randomizer is employed to make a guess when no cue pro-
vides sufficient information to make a choice between a pair of objects, i.e., when
no cue discriminates or is decisive between a pair of objects.

The following algorithm for binary choices with respect to a Take The Best frame
over X comprises the Take The Best heuristic.

Step 0: Recognition Heuristic. If only one of two possible objects is recognized,
then choose the recognized object. If neither of the two objects is recognized,
then choose randomly between them. If both of the objects are recognized, then
proceed to Step 1.
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Step 1: Search Rule. Choose the cue with the highest validity that has not yet
been tried for this choice task. Look up the cue values of the two objects.

Step 2: Stopping Rule. If one object has a positive cue value and the other does
not, then stop the search and go to Step 3. Otherwise go back to Step 1 and search
for another one. If no further cue is found then guess.

Step 3: Decision Rule (one-reason decision making). Predict that the object with
the positive cue value has the higher value on the criterion.

Step 0 demands that if Rec(a) # Rec(b), then one should choose the object from
{a,b} to which Rec assigns a positive value. But if Rec(a) = Rec(b) = —, then one
should choose the object from Ran({a,b}). In the remaining case when Rec(a) =
Rec(b) = +, one should proceed to Step 1. Observe that in the case that Rec(a) =
Rec(b) = —, it follows that for each i with 0 < i < n, Cue;(a) = Cue;(b) =?.

Hence, Steps 0-3 together require one to search for the least i < n for which
Cuei(a) = + and Cue;(b) € {—,?} or Cue;(b) = + and Cue;(a) € {—,?}, whereby
the object from {a,b} to which Cue; assigns a positive value is chosen. However, if
there is no such i, then one should choose the object from Ran({a,b}).

Observe that search operates only on a fraction of the total knowledge in memory
and is stopped when a cue discriminates between a pair of objects. Thus, Take The
Best is similar to Simon’s satisficing algorithm insofar as it terminates search when
it finds the first cue that discriminates between a pair of objects and thereupon makes
a choice. Also observe that the algorithm does not integrate information, reducing all
aspects of information to a single dimension; rather, it employs one-reason decision
making, thereby conflicting with the classical economic view of human behavior.

Gigerenzer and his collaborators considerstwo-alternative-choice tasks in various
contexts where inferences on a quantitative dimension must be made from mem-
ory under the constraints of limited time and knowledge. Gigerenzer offers various
examples of two-alternative-choice tasks in [7]. As an illustration, consider the fol-
lowing prompt:

Which city has a larger population?

(a) Hamburg
(b) Cologne

Now suppose that an agent neither knows nor can deduce the answer to this question
and so must make an inductive inference based on related real-world knowledge.
Thus, the problem is how such an inference can be made. According to the theory
of probabilistic mental models that Gigerenzer and his colleagues adopt, the first
step is to search knowledge about a reference class, e.g., “Cities in Germany.” The
knowledge itself consists of probability cues and their corresponding values for the
objects in the reference class. For example, a candidate for a cue may be a function
of whether a city has a professional soccer team in the major league. According to
this cue, if one city has a team in the major league and the other does not, the city
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with the professional soccer team in the major league is likely — but perhaps not
certain — to have a larger population than the other city. Furthermore, according to
Gigerenzer and Goldstein’s Take The Best heuristic, if this cue is the first cue to
discriminate between the two cities, the city with the professional soccer team is in-
ferred to have a larger population than the other city. Other examples of cues for the
population demographics task are functions of answers to the following questions:
(Intercity Train) ““Is the city on the Intercity line?”’; (University) “Is the city home to
a University?”’; (Industrial Belt) “Is the city in the Industrial Belt?”

Gigerenzer and his collaborators utilize probabilistic mental models which are
sensible to the fact that an agent typically does not know all the information upon
which it could base an inference. These probabilistic mental models reflect at least
two aspects of such limited knowledge: On the one hand, an agent can have incom-
plete knowledge of the objects in the relevant reference class; on the other hand, the
person might have limited knowledge of values of cues.

We have seen that each cue has an associated cue validity. The validity of a cue
specifies the predictive reliability or predictive power of the cue. More precisely,
the ecological validity of a cue is the relative frequency (with respect to a given
reference class) that the cue correctly predicts the target variable (e.g., population).
Returning to the aforementioned example, in 87 percent of the pairs in which one
city has a professional soccer team and the other does not, the city with the pro-
fessional soccer team has a larger population. Thus, 0.87 specifies the ecological
validity of the soccer team cue (see [7, p. 176]). In the model adopted by Gigeren-
zer and his collaborators, it is required that there are only finitely many cues and
that no two cues have the same ecological validity.

In Gigerenzer’s original article [7, pp. 125-163], Take The Best has a different
stopping rule. In this earlier version, search terminates only when one object has a
positive value and the other has a negative value:

Step 2': Stopping Rule. If one object has a positive cue value and the other has a
negative value, then stop the search and go to Step 3. Otherwise go back to Step
1 and search for another one. If no further cue is found then guess.

According to Gigerenzer, the Take The Best heuristic presented above follows em-
pirical evidence that agents tend to use the fast, simpler stopping rule expressed in
Step 2 [7, p. 175]. Nonetheless, we will consider both varieties of the heuristic in
this article. We will thereby call the original heuristic (with Step 2’ instead of Step
2) the Original Take The Best heuristic.

Definition 1.4. Let (X, (Cue;)i<n,Ran) be a Take The Best frame over X. For each
i < n, define a binary relation > over X by setting for all a,b € X,

a >; b if and only if Cue;(a) = + and Cue;(b) = —.
Similarly, for each i < n, define a binary relation > over X by setting forall a,b € X,
a >; b if and only if Cue;(a) = + and Cue;(b) € {?,—}.

For each i < n, we say that Cue; is decisive for a,b € X if a >; b or b >; a. We also
call Cue; discriminating for a,b € X if a >; b or b >; a.
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We are now in a position to define the notion of a Take The Best model with
respect to a Take The Best frame.

Definition 1.5. Let (X, (Cue;)i<y,Ran) be a Take The Best frame over X. Define a
binary relation > over X by setting for every a,b € X,

a > b if and only if a >; b for the least i < n for which Cue; is decisive for a, b,

or there is no decisive cue for a,b and Ran({a,b}) = a.
Similarly, define a binary relation > over X by setting for a,b € X,

a>Db ifand only if a >; b for theleast i < n for which Cue; is discriminating for a, b,

or there is no discriminating cue for a,b and Ran({a,b}) = a.

We thereby call the quadruple (X, (Cue;)i<n,Ran,>=) an Original Take The Best
model. Similarly, we call the quadruple (X, (Cue;)i<y,Ran,>) a Take The Best
model.

Definition 1.6. Let (X, (Cue;)i<n, Ran, >) be an Original Take The Best model, and
let (X, (Cue;)i<n,Ran,>) be a Take The Best model.

(1) We say that > is decisive if there is a decisive cue for every distinct a,b € X.

(i1) We say that > is discriminating if there is a discriminating cue for every distinct
a,beX.

(iii) We call (X, (Cue;)i<n,Ran,) decisive (asymmetric, connected, transitive,
modular, etc.) if > is decisive (asymmetric, connected, transitive, modular,
etc.).

(iv) We call (X, (Cue;)i<p,Ran,>) discriminating (asymmetric, connected, transi-
tive, modular, etc.) if > is discriminating (asymmetric, connected, transitive,
modular, etc.).

Observe that by definition both > and > are asymmetric (and so irreflexive) and
connected.

As Gigerenzer points out, both the Original Take The Best heuristic and the Take
The Best heuristic are hardly standard statistical tools for inductive inference: they
do not use all available information and are non-linear. Furthermore, the binary rela-
tions for models of both heuristics may violate transitivity if they fail to be discrim-
inating or decisive. But an Original Take The Best model may violate transitivity
even if it is decisive. Let’s see an example of the latter feature.

Example 1.1. Consider a collection X of three objects, a, b and ¢, a recognition
heuristic Rec, and three cues, Cue|, Cue;, and Cues (any randomizer will do), as
presented in the table below:
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Clearly, a > b in view of the decisive cue Cue; for a and b. Also, b > ¢ in light of
the decisive cue Cue; for a and b. But according to the third cue, ¢ > a.

d

Not only does this constitute a violation of transitivity, but it also induces a cy-
cle of preference. So an Original Take The Best model may violate various salient
norms of rationality, even if there is no guessing involved, i.e., even if it is decisive.

The first thing that one can say in defense of Take The Best is that it seems
descriptively adequate.! This is interesting per se, but this does not indicate anything
regarding other potential cognitive virtues of the heuristic. It is at this point that
Gigerenzer turns to the ecological aspect of the argument for bounded rationality.
Gigerenzer contends that if fast and frugal heuristics are well-tuned ecologically,
then they should not fail outright. So in [7], Gigerenzer proposes a competition
among Take The Best and other inferential methods which are more costly but which
integrate information. These rival methods (like linear regression) obey norms of
rationality that Take The Best could violate. The idea of the competition is that the
contest will go to the strategy that scores the highest proportion of correct inferences
(accuracy) using the smallest number of cues (frugality).

And in [7] Gigerenzer presents surprising results showing that Take The Best
wins the contest. All results are computed for simulations taking into account em-
pirical constraints that are determined by the results of behavioral experiments.

As Bermiidez points out in [4], Gigerenzer claims to have replaced criteria of
rationality based upon logic and probability theory with a heuristic-based criteria
of real-world performance. There is an innocuous way of interpreting such a claim
via a “long run” argument. One might claim that it is beneficial to stick to certain
heuristics given the long run benefits it provides, even if in the short run it might lead
you astray. But this does not seem to be the argument that Gigerenzer sets forth for
his heuristics. Apparently he wants to argue that something more controversial than
this flows from the result of the competition between different inferential methods
(after all, the long run argument still presupposes the normativity of laws of logic
and statistics). The fast and frugal heuristics can trump normative theories when
adapted to the ecological environment.

Simon was centrally interested in discovering the inferential strategies that hu-
mans use in the real world. His interest was not to provide a new theory of rationality
but to engage in psychology. It is unclear the extent to which Gigerenzer might be
interested in replacing standard norms of rationality with fast and frugal strategies
of inference that, when adapted, are also accurate and successful. Undoubtedly, the
strategies in question remain interesting under a purely descriptive point of view. In
this article we propose to begin a study of the theory of choice that applies to these
methods. In a companion article we intend to apply this theory of choice to study
the structure of bounded methods of belief change.

! See [7, pp. 174-175] for an account of the empirical evidence supporting Take The Best.
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1.3 Rational Choice: The Received View

One of the central tools in the theory of rational choice is the notion of choice
function. Here we present this notion, largely following the classical presentations
of Amartya Sen [17] and Kotaro Suzumura [20].

Definition 1.7. Let X be set, and let s be a collection of non-empty subsets of X.
We call the pair (X,S) a choice space. A choice function on (X,S) is a function
C: 5 — 2(X) such that C(S) C S for every S € S.

For a choice function C on a choice space (X,s), we call C(S) the choice set for
S. Intuitively, a choice function C selects the “best” elements of each S, and C(S)
represents the “choosable” elements of S.

When the context is clear, we will often talk of a choice function C on a choice
space (X,s) without reference to the choice space. Thus, we may simply speak
of a choice function C. For our purposes it is convenient to restrict our attention to
choice functions each of which has a domain that is the family of all nonempty finite
subsets of a collection of objects. We wish to emphasize, however, that many of the
results presented in the remainder of this article are preserved when less restrictive
conditions are imposed on the domains of choice functions.

The following condition demarcates a special class of choice functions. Often in
the literature it is assumed that choice functions satisfy this condition.

Regularity. For each S € 5, C(S) # &.

We call a choice function satisfying Regularity regular.

The idea that a choice function C picks the “best” elements of each S € $ has been
made more precise by assuming that there is some binary relation over the elements
of X according to which C(S) distinguishes the best elements of each S € S. A choice
function with this property is called a rational choice function. Two formalizations
of the idea of a rational choice function have been widely utilized in the literature.
We discuss these formalizations here.

The first formalization of a rational choice function demands that a choice func-
tion C selects the optimal (greatest) elements from each set S € S. Here we need
some notation. The set of greatest elements of a set S with respect to a binary rela-
tion > is defined as follows:

G(S,>)={xeS:x>yforallye S}
Using this notation, we now offer a definition.

Definition 1.8. A binary relation > on a universal set X G-rationalizes (or is a G-
rationalization of) a choice function C on a choice space (X, ) if for every S € s,
C(S)=G(S,>).

We also say that a choice function C is G-rational if there is a binary relation >
that G-rationalizes C. This formalization of a rational choice function is what Sen
and others often call an optimizing notion of rationality.
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The second formalization of a rational choice function captures a less stringent
notion of rationality, demanding only that a choice function selects the maximal
elements from each set S € 5. Again, we require some notation. The set of maximal
elements of a set S with respect to a binary relation > is defined as follows:

M(S,>):={xeS:y>xfornoyeS}
With this notation at hand, we again offer a definition.

Definition 1.9. A binary relation > on a universal set X M-rationalizes (or is a M-
rationalization of) a choice function C on a choice space (X, ) if for every S € s,
C(S) =M(S,>).

As with G-rationality, we say that a choice function C is M-rational if there is a
binary relation > that M-rationalizes C. Sen and others call this a maximizing notion
of rationality. We will assume this notion of rationality in this article.?

In the following, let 24, (X) denote the family of all finite subsets of a collection
of objects X. The next proposition establishes that any reasonable binary relation
that M-rationalizes a choice function on a choice space (X, i, (X)) is unique.

Proposition 1.1. Let C be a choice function on a choice space (X, ®fin(X)). Then
if > is a irreflexive binary relation on X that M-rationalizes C, > uniquely M-
rationalizes C.

Proof. Let > be a irreflexive binary relation on X that M-rationalizes C, and let >’
be a binary relation on X that also M-rationalizes C. Now since > is irreflexive,
C({x}) = {x} for every x € X, whereby it follows that >’ is irreflexive. Now for
reductio ad absurdum, suppose >=>'. Without loss of generality, we may assume
that for some x,y € X, x> ybut x ' y. Theny ¢ M({x,y},>),buty € M({x,y},>'),
yielding a contradiction.

Remark 1.1. Observe that the irreflexivity of > is a necessary condition for Proposi-
tion 1.1. To illustrate, consider a choice space (X, ?fi,(X)), where X := {x,y}, and
choice function C on (X, 25, (X)) defined by setting C({x}) := @, C({y}) = {y},
and C(X) := {y}. We can define two binary relations > and >’ by setting >:=
{(x,x)} and >":= {(x,x), (y,x)}. Clearly neither > nor >’ is irreflexive, both > and
>’ M-rationalize C, yet >#>'.

We call a choice function C acyclic (asymmetric, connected, transitive, modu-
lar, etc.) M-rational if C is M-rationalized by an acyclic (asymmetric, connected,
transitive, modular, etc.) binary relation. Using this terminology we can state the
following lemma with ease.

Lemma 1.1 ([20], p. 35). A choice function C on a choice space (X,Psin(X)) is
acyclic M-rational if and only if it is regular M-rational.

2 It is well known that if we require that > be understood as the asymmetric part of >, then an
M-rational choice function is G-rational, but not vice-versa in general.
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Proof. For the direction from left to right, suppose C is acyclic M-rational. We must
show that C is regular. For reductio ad absurdum, assume that C is not regular, and
let S € 25, (X) be such that C(S) = @&. Choose xo € S. Since S is finite, there are
X1y...,Xp—1 € S such that xo > x,—1 > --- > x1 > X, contradicting that C is acyclic
M-rational.

For the direction from right to left, suppose C is regular M-rational, and let
> be an M-rationalization of C. For reductio ad absurdum, assume that > is not
acyclic. Then there are xo,...,x,—1 € X such that xop > x,—1 > --- > x1 > xp. But
then C({xo,...,x,—1}) = M({x0,...,xn—1},>) = &, contradicting that C is regular.

There has been some work on the project of characterizing the notion of ratio-
nality axiomatically using so-called coherence constraints. One salient coherence
constraint is the condition Sen calls Property o [17, p. 313], also known as Cher-
noff’s axiom [20, p. 31].

Property o.. For all S,T € 5,if S C T, then SNC(T) C C(S).

There are two lines of argument for the characterization of rationality, one pro-
posed by Sen in [17] (and reconsidered in [18]) and another proposed by Kotaro
Suzumura in [20]. Both use the notion of base preference ([17, p. 308, 18, p. 64, 20,
p. 28]). We modify their respective arguments in terms of maximization.

Definition 1.10 (Base Preference). Let C be a choice function on a choice space
(X, P5in(X)). We define (strict) base preference by setting

>C={(x,y) eXxX :xe C({x,y}) and y ¢ C({x,y})}

Observe that >C must be asymmetric and so irreflexive.

We now present Suzumura’s line of argument. As a first step we can add a new
coherence constraint [20, p. 32] which we have reformulated in terms of maximiza-
tion:

Generalized Condorcet Property. For all S € s, M(S,>¢) C C(S)
The first general result that Suzumura presents is the following (modified for our
purposes):

Theorem 1.1 ([20], p. 35).
A choice function C on a choice space (X,®,(X)) is acyclic M-rational if and
only if it is regular and satisfies Property o and the Generalized Condorcet Property.

Proof. By Lemma 1.1, it suffices to show that a regular choice function C on a space
(X, ?4ix(X)) is M-rational if and only if it satisfies Property o and the Generalized
Condorcet Property.

(=) Suppose C is M-rational, and let > be a M-rationalization of C.
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Property a. Let S,T € 2;,(X). If SC T and x € SNC(T), theny > xfornoy € T,
whence y > x fornoy € S, soy € C(S).

Generalized Condorcet Property. Let S € 25;,(X ), and suppose x € M(S,>C). Then
because C is regular, x € C({x,y}) for all y € S, whereby y > x for no y € S and so
xeC(S).

(<) Suppose C satisfies Property o and the Generalized Condorcet Property. We
must show that >C M-rationalizes C. By the Generalized Condorcet Property, we
must only verify that C(S) C M(S,>C) for all S € 2y, (X). So let S € 25, (X), and
suppose x € C(S). Then by Property «, for every y € S, x € C({x,y}) and so y #€ x,
whereby x € M(S,>C), as desired.

The proof relies heavily on the assumption that choice functions are to pick non-
empty subsets of the sets from which they make selections. So Suzumura’s axiomatic
characterization of rationality depends in both cases on the use of regular choice
functions.

We now present the second line of argument for the characterization of rationality
due to Sen [17]. The argument also proceeds in terms of regular choice functions
and (as indicated above) uses the notion of base preference. We need an additional
axiom in order to present the argument:

Property y. For every nonempty I C s such that Jg; S € 5,
NserC(S) € C(UsesS)
With this we can state the following theorem:

Theorem 1.2. A choice function C on a choice space (X,Psin(X)) is acyclic M-
rational if and only if it is regular and satisfies Property o and Property 7.

Proof. By Lemma 1.1, it suffices to show that a regular choice function C on a space
(X, P4in(X)) is M-rational if and only if it satisfies Property o and Property 7.

(=) Suppose C is M-rational, and let > be a M-rationalization of C. In light of the
proof of Theorem 1.1, we only show that C satisfies Property 7. Let I C 25;,(X) be
such that se; S € 2fin(X), and suppose x € (ge; C(S). Then for each S € 1, y > x
fornoye€ S, sox € C(User S).

(<) Suppose C satisfies Property o and Property y. We must show that >¢ M-
rationalizes C. Again, in light of the proof of Theorem 1.1, we only show that
M(S,>C) CC(S) forall S € 2, (X). So let S € 25, (X ), and suppose x € M(S,>C).
Then y >€ x for no y € § and therefore by Regularity x € NyesC({x,y}), so by
Property ¥, x € C(S).

Corollary 1.1 (cf.[20], p. 28). A regular choice function C is M-rational if and only
if >€ uniquely M-rationalizes C.
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Proof. The direction from right to left is trivial. For the other direction, observe that
by Theorem 1.2, if C is M-rational, then C satisfies Property o and Property 7, so
by the proof of Theorem 1.2, >¢ M-rationalizes C, whence by Proposition 1.1 >¢
uniquely M-rationalizes C.

We will see below that Theorem 1.2 can be generalized to a larger class of choice
functions. Indeed, we will see that this result holds for choice functions that fail to
be regular.

Many important results involving the role of Chernoff’s axiom presuppose that
the choice functions used are regular. As Sen points out, Fishburn, Blair, and Suzu-
mura seem to think that Property o guarantees that the base relation is acyclic. But it
is easy to see that this is incorrect, for it is Regularity that corresponds to acyclicity
of the base relation, and Property « is independent of Regularity.

1.4 Choice Functions for Take The Best

The first step in the definition of a choice function for Gigerenzer and his colleagues’
heuristics is to articulate a notion of binary preference for a Take The Best frame.
We offered two such notions of preference in Definition 1.5. Thus, we are now in a
position to define choice functions for heuristics.

Definition 1.11. Let $ = (X, (Cue; )<y, Ran, =) be an Original Take The Best model.
We define a choice function Cg on (X, 2,(X)) by setting for every S € 25, (X),
Cq(S) :=M(S, ). We thereby call C¢ an Original Take The Best choice function,
or an OTB choice function for short, and we say that Cg is based on $).

Definition 1.12. Let $) = (X, (Cue;)i<n,Ran,>) be a Take The Best model. We
define a choice function Cg on (X,?s,(X)) by setting for every S € 25, (X),
Cy(S) :=M(S,>). We call Cg, a Take The Best choice function, or just a TB choice
function for short, and we say that Cg is based on ).

To illustrate the use of the choice functions defined above, let us return for a
moment to the population demographics task described earlier. It is clear that we
can interpret the relation > as “has a larger population than.” This binary relation is
revealed by two-alternative-choice tasks of the sort we presented earlier (Hamburg
or Cologne?). Now, when we construct a choice function as in one of the definitions
above, we go beyond these two-alternative-choice tasks in such a way that one can
ask a question such as the following:

Which city has the largest population?

(a) Hamburg
(b) Cologne
(c) Munich
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We can thereby represent choices from sets of cardinality greater than two. We
believe that this is reasonable extension of Gigerenzer’s program. The extension is
constructed in terms of an underlying binary preference relation which is determined
by a satisficing algorithm.

Of course, in order to construct a choice function for triples and larger sets, we
maximize the underlying binary preference relation. One might argue that this does
not satisfy the requirement (satisfied by the probabilistic mental models adopted
by Gigerenzer) that inductive inference is carried out by a satisficing algorithm (in
Simon’s sense). Nevertheless, working with maximization seems to be the first ob-
vious step toward extending the algorithm beyond two-alternative-choice tasks.

We will see that this extension requires the introduction of important changes
into the traditional theory of choice. It seems that any “fast and frugal” extension
of Take The Best (or Original Take The Best) will require (at least) the introduction
of identical changes. In this article we therefore limit ourselves to the study of the
aforementioned extension by means of maximization. We present, nevertheless, the
sketch of a “fast and frugal” extension in the last section of this article (this extension
is analyzed in detail in a companion article).

Let’s focus now on the structure of the choice functions for take the best we just
defined. Obviously, an OTB or TB choice function will not in general be a regular
choice function. In fact, even a decisive Original Take The Best model may induce
an OTB choice function that is not regular, as we saw in Example 1.1. We must
therefore develop a theory of choice functions that does not impose Regularity in
order to find a representation of the choice functions induced by Gigerenzer and his
colleagues’ algorithms.

We can add to the results of the previous section a generalization linking choice
functions to Property o and Property 7. Indeed, Sen’s result need not require Regu-
larity. To illustrate why this is so, let us first define a somewhat peculiar preference
relation.

Definition 1.13 (Preference). Let C be a choice function on a choice space
(X, 2fin(X)). We define a binary relation >C on X by setting

>Ci={(x,y) eXxX:y¢ C({x,y})}

We then have the following general result.

Theorem 1.3. A choice function C on (X,?in(X)) is M-rational if and only if it
satisfies Property o and Property .

Proof.
(=) This direction proceeds as in the proofs of Theorems 1.1 and 1.2.

(<=) Suppose C satisfies Property & and Property 7. We show that >¢ M-rationalizes
C. Let S € 2£;,(X). We first show that M(S,>C) C C(S). Suppose x € M(S, >°).
Then y>Cx for no y € § and therefore x € (N, C({x,y}), so by Property ¥, x € C(S).
Now to show that C(S) C M(S,>C), suppose x € C(S). Then by Property «, for
every y € S, x € C({x,y}) and so not y > x, whereby x € M(S, >C).
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One may have observed that this result demands very little of a binary relation
that rationalizes a choice function. To see why, consider a choice space (X, fi, (X)),
where X := {x,y,z}, and a choice function C on (X, (X)) defined by setting
C({x,y,z}) := @ and

C({x}):={x} C({y}):={} C{z})=2
C({xzh) == {x} C({y.2}) == {y} C{x,0}) i= 2.

It is easy check that C thus defined satisfies Property o and Property y. Observe that
among other things, the relation >C is neither asymmetric nor irreflexive.

The lesson to be drawn from this is that although a generalization of the results
of the previous section would involve conditions weaker than Regularity, a better
generalization would ensure that a binary relation that M-rationalizes a choice func-
tion is asymmetric or at least irreflexive. We can guarantee irreflexivity with the
following property:

Property p. For every x € X such that {x} € 5, C({x}) = {x}

We can also guarantee asymmetry with the following property:
Property 6. For every x,y € X such that {x,y} € 5, C({x,y}) # 2.

Observe that as one should expect, Property o entails Property p. We obtain our
first better result.

Theorem 1.4. A choice function C on (X, ?5,(X)) is irreflexive M-rational if and
only if it satisfies Property o, Property Y, and Property p.

Proof. The proof here proceeds as in the proof of Theorem 1.3. Clearly C is irreflex-
ive M-rational only if it satisfies Property p as well as Property o« and Property 7.
If C satisfies Property p, > is irreflexive, and if C also satisfies Property o and
Property ¥, >¢ M-rationalizes C.

We then have a corollary similar to Corollary 1.1.

Corollary 1.2. A choice function C on (X,®f,(X)) satisfying Property p is M-
rational if and only if >€ uniquely M-rationalizes C.

But of course, an M-rational choice function satisfying Property p is not nec-
essarily rationalized by >¢, which guarantees asymmetry. Yet both OTB are TB
choice functions are M-rationalized by asymmetric binary relations, so we should
seek a representation result that ensures as much. The next result ensures that any
binary relation that M-rationalizes C is asymmetric, and of course, for this >C meets
the task.

Theorem 1.5. A choice function C on (X, ?i,(X)) is asymmetric M-rational if and
only if it satisfies Property o, Property Y, and Property ©.
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Proof. As before, the proof proceeds as in the proof of Theorem 1.3, and obviously
C is asymmetric M-rational only if it satisfies Property ¢ in addition to Property
and Property 7. For the converse, observe that if C satisfies Property o, then x >€ y if
and only if x € C({x,y}) and y ¢ C({x,y}), and the latter holds just in case x > y. Of
course, if C also satisfies Property o and Property ¥, > and so >¢ M-rationalizes
C.

We again have a corollary.

Corollary 1.3. A choice function C on (X,?s,(X)) satisfying Property ¢ is M-
rational if and only if >€ uniquely M-rationalizes C.

It also follows that a choice function C satisfying Property ¢ is M-rational just
in case »>€ M-rationalizes C. Moreover, OTB and TB choice functions are at most
singleton-valued. That is, if Cg is an OTB or TB choice function, then for every
S € 2in(X), if Cy(S) # @, then |Cg (S)| = 1. (For an arbitrary set A, we write |A|
to denote the cardinality of A.) Why is this? This is so because every OTB or TB
choice function is also connected M-rational, as indicated in Section 5.1 . We can
guarantee connectivity with the following condition:

Property m. For every S € s, if C(S) # @, then |C(S)| = 1.

As one should expect, Property 7 is independent of Property ¢, and in the pres-
ence of Property o, a choice function C on (X, 2, (X)) satisfies Property 7 if and
only if for every x,y € X, |[C({x,y})| = 1.

Now that we have briefly indicated how to generalize the results of the previous
section, we present a result most relevant for our study of OTB and TB choice
functions.

Theorem 1.6. A choice function C is asymmetric, connected M-rational if and only
if it satisfies Property o, Property 7y, Property ©, and Property T.

Proof. The direction from left to right is trivial. For the converse, observe if C satis-
fies Property «, Property 7, and Property o, > M-rationalizes C and is furthermore
asymmetric. If C also satisfies Property 7, clearly >C is connected.

Of course, OTB and TB choice functions satisfy Property «, Property 7, Property
o, and Property 7. We thereby have the following theorem.

Theorem 1.7. Every OTB or TB choice function satisfies Property o, Property Y,
Property o, and Property T.

Indeed, the converse holds for OTB and TB choice functions.

Theorem 1.8. Every choice function satisfying Property o, Property 7, Property o,
and Property 1 is both an OTB and TB choice function.

What about OTB choice functions based on an Original Take The Best model
that has no guessing? Somewhat surprisingly, such OTB choice functions can be
classified by the same properties of the previous theorem.
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Theorem 1.9. Every choice function C satisfying Property o, Property Y, Property
o, and Property 7 is an OTB choice function Cg based on a decisive Original Take
The Best model $).

Can we produce a similar representation for a Take The Best model? It is easy
to see that if $) is a discriminating Take The Best model, then § is asymmetric,
connected, and transitive, whereby it follows that ) is also negatively transitive and
acyclic.

Lemma 1.2. If §) is a discriminating Take The Best model, then > is transitive.

Proof. Let x,y,z € X be such that x > y and y > z. Let i be the least index for which
x >;y, and let j be the least index for which y >; z. First, assume i < j. Then it
must be the case that Cue;(z) € {—,?}, for otherwise, if Cue;(z) = +, then >; is
discriminating between z and y, yielding a contradiction; thus, Cue;(z) € {—,?}.
Furthermore, i is the least index for which Cue; is discriminating between x and
z, for otherwise, either j is not the least index for which Cue; is discriminating
between y and z or i is not the least index for which Cue; is discriminating between
x and y. Thus, x > z. A similar argument shows that if j < i, then x > z.

Choice functions based on a discriminating Take The Best model are “super”
rational, and in addition to Property 7, satisfy the following conditions:

Property B.  Forevery S,T € 5,if SC T and C(S)NC(T) # @, then C(S) C C(T).

Aizerman’s Property. For every S,T € 5, if SC T and C(T) C S, then C(T) C
C(S).

Property1. Forevery S €, |C(S)|=1.

We then have the following general result.
Theorem 1.10. Let C be a choice function. Then the following are equivalent:

(i) C is asymmetric, transitive, connected M-rational.
(ii) C is asymmetric, negatively transitive, connected M-rational.
(iii) C is acyclic, connected M-rational.
(iv) C satisfies Property o and Property 1.
(v) C is regular and satisfies Property o and Property T.
(vi) C is regular and satisfies Property a, Property Y, and Property T.
(vii) C is regular and satisfies Property o, Property B, and Property T.
(viii) C is regular and satisfies Property ., Aizerman’s Property, and Property T.

Proof. Left to the reader.
Such properties characterize a Take The Best model for which there is no guessing.

Theorem 1.11. Every TB choice function C¢ based on a discriminating Take The
Best model $) satisfies Property o and Property 1.

Theorem 1.12. Every choice function C satisfying Property o and Property 1 is a
TB choice function Cg based on a discriminating Take The Best model ).
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Proof. Let C be a choice function satisfying Property o and Property 1. We first
define a sequence of sets recursively. In the following, let n := |X|. Set Xy := C(X).
Then assuming X1, ..., X, are defined, set

X, — C(ni<m (X\Xl)) if ﬂi<m (X\Xl) 7& %)
" %] otherwise.

Clearly {X; : i < n} is a partition of X. We now define a collection of cues (Cue;)<p.

Define Cue by setting Cueq(x) := + for every x € X. Then for each i with 0 <i < n,

define Cue; by setting for every x € X,

Cuer(x) == 4 T T¥EUjaiXi
' ?  otherwise.

Now let ) := (X, (Cue;)i<n,Ran,>), where > is defined as in Definition 1.5 and
Ran is picked arbitrarily. It is easy to verify that §) is a discriminating Take The Best
model and that >=>€, whence C = Cg, as desired.

1.5 Conclusion and Discussion

There is an on-going discussion about the psychological plausibility of probabilistic
mental models in general and Take The Best in particular (see [6, 9]). Much of this
discussion centers on the methods needed to obtain a cue validity ordering required
to implement Take The Best. Some critics have suggested, for example, that cue
validities cannot be computed because memory itself does not encode missing in-
formation. According to [9], this view is misinformed and the relevant cue orderings
can arise from evolutionary, social, or individual learning.

It seem obvious that the plausibility of Take The Best very much depends on
finding computationally feasible ways of determining cue validity orderings. In this
article we presuppose that Gigerenzer and his colleagues are right and that the rel-
evant cue validity orderings are computable. Then the main remaining problem is
how to use cue validity orderings. Of course, it is important to take note that an
Original Take The Best model and a Take The Best model are two fundamentally
different ways of using the information provided by cues.

We saw that an Original Take The Best model, even without guessing, is com-
patible with violations of transitivity and the existence of preference cycles. On
the other side of the spectrum, we have seen that the discriminating Take The Best
model is particularly well behaved. The ordering that this model induces obeys tran-
sitivity, and the corresponding choice function obeys not only classical coherence
constraints like Property o and Property 7y but also other important constraints like
Aizerman’s Property and Property 3.

Gigerenzer compares both heuristics in [7, pp. 194, 195]. He does not recom-
mend one in particular but he mentions that it has been demonstrated that there are
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systematic intransitivities resulting from incommensurability along one dimension
between two biological systems. This is the example he has in mind:

Imagine three species a, b and c. Species a inhabits both water and land; species b inhabits
both water and air. Therefore the two only compete in water, where species a defeats species
b. Species c inhabits land and air, so it only competes with b in the air, where it is defeated
by b. Finally, when a and ¢ meet, it is only on land, and here, c is in its element and defeats
a. A linear model that estimates some value for the combative strength of each species
independently of the species with which it is competing would fail to capture this non-
transitive cycle.

Gigerenzer seems to suggest that models that do not allow for the possibility of
non-transitive cycles would not be rich enough to capture intransitivities exhibited
by biological systems. This argument seems to favor the use of the Original Take
The Best heuristic. But the argument based on the example is nevertheless notori-
ously weak. The non-transitive cycle appears only if one adopts a particularly poor
representational strategy. Gigerenzer seems to argue that there are intrinsic cycles
out there in the world to be captured by our models. Therefore, the imposition of
transitivity on a model allegedly limits its representational capacity. But this is not
the case. The existence of cycles is relative to a choice of representational language
(where the predicate “defeats” is not relativized to air, land or water). The cycle
vanishes if the language is rich enough to represent the example more thoroughly.

On the other hand, one might argue that the agent exhibiting non-transitive pref-
erences could be threatened by a smart bookie who can always take advantage of
him. These pragmatic arguments, nevertheless, are plagued by all sort of controver-
sial assumptions that limit their use.

Even if one is convinced that there is no reason to use the stricter stopping rule
characteristic of the Original Take The Best heuristic,> we remind the reader that
the use of guessing can reintroduce non-transitive cycles. So it seems that a general
theory of choice functions for Take The Best should allow for the possibility of
cycles and therefore should abandon Regularity.

Of course, a theory of choice functions of this sort does not have a prescriptive
or normative role, but a descriptive role. Its sole function is not to impose ratio-
nality constraints on choice but to faithfully register patterns of choice permitted
by the algorithm. As we argued above, the theory that thus arises still retains some
of the central coherence constraints of normative theories. But the interpretation of
these constraints is different in the context of the descriptive theory. The coherence
constraints (like Property ) reflect regularities verified by the choice functions that
correspond to the algorithm, which, in turn, is taken as an epistemological primitive.

One of the central points that Gigerenzer wants to make is that fast and frugal
methods, when adapted, can be as accurate or more accurate than linear models that
integrate information. But he seems to suggest as well that speed and frugality can-
not be reconciled with the traditional norms of rationality, like transitivity.* As we

3 For example, if one thinks that the stopping rule used in Take The Best is psychologically more
adequate.

4 In fact, Gigerenzer’s interest is to question the view — that he sees as common and widespread —
that only “rational” methods are accurate.
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showed in this article, Gigerenzer has failed to make a strong case for questioning
this view. Indeed, there are frugal methods that are fairly well behaved from the
normative point of view (like a discriminating Take The Best model).

1.5.1 Future Work

In Section 1.3 we noted that it would be nice to have a “fast and frugal” extension
of TB. We are working on such an extension in a companion article [3]. Here is the
basic idea of the extension: when an agent has to decide what is admissible from
a set S of cardinality larger than two the decision involves first an act of framing
where the set is ordered producing a list. So, if the set has three elements the initial
stage consists on producing a list:

L(S) = (a1,a2,a3)

After the set S has been framed as a list, the list is used to pick an element as
follows: one starts with the first pair (a;,a;) and compares the two elements (by
using the binary relation < that we have used in this article). Say that the dominant
element is a;. Then a; is compared with the third element az. We take the dominant
element from this pair and the process terminates by selecting this dominant element
(say a3).

This type of choice has been studied in a recent article by A. Rubinstein and Y.
Salant [16]. The authors call it successive choice. As a matter of fact [16] offers an
interesting model of choice from lists that is obviously relevant for our extension of
TB.

Among other things, Rubinstein and Salant discuss various axioms that apply
to choice from lists. A salient one is a version of the independence of irrelevant
alternatives (another name of the condition we called & above). They call this axiom
“List Independence of Irrelevant Alternatives” (LIIA):

LITA A choice function from lists C satisfies LIIA for every list (ay,...ay), if
C(ai,...ay) =aj, then C(ay,...,aj_1,aj11,...,ar), forall 1 < j <k, j#1i.

The axiom says that deleting an element that is not chosen from a list does not
alter the choice. They then prove a representation result for choice from lists in terms
of this axiom (in fact in terms of a condition that is equivalent to LI[A).

As Rubinstein and Salant remark in [16] not every successive choice function
satisfies LIIA. In our case, when the underlying preference relation allows for cy-
cles, it is easy to see that the choice function induced by our extension of the Take
The Best algorithm fails to obey LIIA.

When the underlying preference relation does obey transitivity the extended
choice function is better behaved and we can use Rubinstein and Salant’s main
representation result to characterize it. In any case, it is clear that that this exten-
sion does meet the requirement of representing inductive inference via a satisficing
algorithm (it turns out that satisficing itself is a particular type of choice from lists).
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There are many possible areas of application of the theory sketched here. One
of these applications is the area of belief change. One can study, for example, the
notion of contraction of a sentence A from a set of sentences K, which consist on
effectively eliminating A from K. Notice that in order to do so it is not enough to just
delete A because the sentence might be implied by other sentences in K. So one has
to choose what elements of K one wants to delete in order to contract A from K. Re-
cently there has been some work studying the general properties that an operator of
contraction should have. And there has been some work as well exploring system-
atic relations between standard axioms in the theory of choice functions (conditions
like o, etc) and salient axioms in the theory of contraction. So, it seems that an obvi-
ous thing one can do is to consider the constraints on contraction functions imposed
by bounded conditions on choice. The corresponding conditions can axiomatize a
bounded notion of belief change where one choses among possible contractions in
a fast and frugal way.

We consider the application sketched above in a second companion article. We
also consider there in more detail some foundational issues related to the model pre-
sented in this article (issues related to the reasons for looking at the choice functions
induced by fast and frugal methods).
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Chapter 2
Why Do We Need Justification Logic?

Sergei Artemov™

2.1 Introduction

Since Plato, the notion of justification has been an essential component of epistemic
studies (cf. [17, 24, 26, 28, 38, 44, 51], and many others). However, until recently,
the notion of justification was conspicuously absent in the mathematical models of
knowledge within the epistemic logic framework. Commencing from seminal works
[30, 55], the notions of Knowledge and Belief have acquired formalization by means
of modal logic with modals F is known and F is believed. Within this approach, the
following analysis was adopted: For a given agent,

Fisknown ~  F holds in all epistemically possible situations.

The deficiency of this approach is displayed most prominently, in the Logical Om-
niscience feature of the modal logic of knowledge (cf. [19, 20, 31, 43, 46]). This
lack of a justification component has, perhaps, contributed to a certain gap between
epistemic logic and mainstream epistemology [28, 29]. We would like to think that
Justification Logic is a step towards filling this void.

Justification Logic had been anticipated in [25] (as the logic of explicit mathe-
matical proofs) and in [54] (in epistemology), developed in [2, 3, 36, 42] and other
papers (as the Logic of Proofs), and then in [4, 6, 7, 9, 14, 22, 23, 27, 33, 35, 45,
48, 50, 56] and other papers in a broader epistemic context. It introduces a long-
anticipated mathematical notion of justification, making epistemic logic more ex-
pressive. We now have the capacity to reason about justifications, simple and com-
pound. We can compare different pieces of evidence pertaining to the same fact.
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We can measure the complexity of justifications, which leads to a coherent the-
ory of logical omniscience [8]. Justification Logic provides a novel mechanism of
evidence-tracking which seems to be a key ingredient in the analysis of knowledge.
Finally, Justification Logic furnishes a new, evidence-based foundation for the logic
of knowledge, according to which

Fisknown ~  F has an adequate justification.
Justification assertions have the format 7:F', which is read generically as
t is a justification of F.
There is also a more strict “justificationist” reading in which #:F is understood as
t is accepted by the agent as a justification of F.

Justification Logic is general enough to incorporate other semantics. Arithmetical
semantics of proofs has been the original motivation for the early Justification Logic
systems [2, 3, 7, 13]. Game theoretical semantics for Justification Logic has been
developed in [47, 48]. The topological semantics of Justification Logic has been
studied in [10, 11]. Furthermore, [5] quotes Tudor Protopopescu, who suggests that
t:F could also be assigned an externalist, non-justificationist reading, something like

F satisfies conditions t.

In this setting, + would be something like a set of causes or counterfactuals.
Justification Logic has been built so far on the simplest base: classical Boolean
logic, and it is a natural next step to extend these ideas to more elaborate logical
models, e.g., intuitionistic and substructural logics, conditionals, relevance logics,
and logics of counterfactual reasoning. There are several good reasons for choosing
a Boolean logic base for our first meaningful step. At this stage, we are concerned
first with justifications, which provide a sufficiently serious challenge on even the
simplest Boolean base. Once this case is sorted out in a satisfactory way, we can
move on to incorporating justifications into other logics. Second, Boolean-based
Justification Logic seems to cover known paradigmatic examples, e.g., Russell’s and
Gettier’s examples [6] and Kripke’s Red Barn example, which we consider below.
Within the Justification Logic framework, we treat both — justifications, which
do not necessarily yield the truth of a belief, and factive justifications, which yield
the truth of the belief. This helps to capture the essence of discussion about these
matters in epistemology, where justifications are not generally assumed to be factive.
In this paper, we consider the case of one agent only, although multi-agent Justi-
fication Logics have already been studied [4, 9, 56].
Formal logical methods do not directly solve philosophical problems but rather
provide a tool for analyzing assumptions and ensuring that we draw correct conclu-
sions. Our hope is that Justification Logic does just that.
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2.2 Justifications and Operations

In order to build a formal account of justification, we will make some basic structural
assumptions: justifications are abstract objects which have structure, agents do not
lose or forget justifications, agents apply the laws of classical logic and accept their
conclusions, etc.

We assume two basic operations on justifications, Application “-” and Sum “+,”
both having clear epistemic meaning and exact interpretations in relevant mathe-
matical models.

The Application operation ““-” performs one epistemic action, a one-step deduc-
tion according to the Modus Ponens rule. Application takes a justification s of an
implication F — G and a justification ¢ of its antecedent, F', and produces a justifi-
cation s -t of the succedent, G. Symbolically,

[T3E2]

5:(F D G) D (t:F D (s-1):G). (2.1)

This is a basic property of justification-type objects assumed in combinatory logic
and A-calculi (cf. [52]), Brouwer-Heyting-Kolmogorov semantics [53], Kleene re-
alizability [32], the Logic of Proofs LP [3], etc. Application principle (2.1) is related
to the epistemic closure principle (cf., for example, [39])

one knows everything that one knows to be implied by what one knows.  (2.2)

However, (2.1) does not rely on (10.3), since (2.1) deals with a broader spectrum of
justifications not necessarily linked to knowledge. If justifications s and ¢ are formal
Hilbert-style proofs, then s-# can be understood as a new proof obtained from s and
t by a single application of the rule Modus Ponens to all possible premises F — G
from s, and F from ¢:

st=s*xt*x"Gy 'x...x" G, ",

where * is concatenation, "X ' denotes the Gddel number of X, and G;’s are all
formulas from ¢ for which there is a formula F — G; from s.

The second basic operation Sum “+” expresses the idea of pooling evidence to-
gether without performing any epistemic action. Operation “4-” takes justifications
s and ¢ and produces s+ ¢, which is a justification for everything justified by s or by
t.

s:F D (s+1):F and s:F D (t+5):F.

In the context of formal proofs, the sum “s+¢” can be interpreted as a concatenation
of proofs s and ¢
S+1=s5%t.

Such an operation is needed to connect Justification Logic with epistemic modal
logic. Justification Logic systems without “+4” have been studied in [12, 34, 35].

Justification terms (polynomials) are built from justification variables x,y,z,...
and justification constants a,b,c,... by means of the operations “.”” and “+.” Con-
stants denote atomic justifications which the system no longer analyzes; variables
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denote unspecified justifications. For the sake of technical convenience, we assume
that each constant comes with indices i = 1,2,3... which we will omit whenever it
is safe.

More elaborate Justification Logic systems use additional operations on justifi-
cations, e.g., verifier “!” and negative verifier “?” [3, 6, 45, 49, 50], but we will not
need them in this paper.

2.3 Basic Logic of Justifications

Formulas are built from propositional atoms as the usual formulas of Boolean logic,
e.g., by means of logical connectives A, V,—, - with the additional formation rule:
whenever t is a justification term and F is a formula, t:F is again a formula.

The basic Logic of Justifications Jy contain the following postulates:

Al. Classical propositional axioms and rule Modus Ponens,
A2. Application Axiom s:(F O G) D (t:F D (s-1):G),
A3. Sum Axiom s:F D (s+t):F, s:F D (t+s):F.

Jo is the logic of general (not necessarily factive) justifications for an absolutely
skeptical agent for whom no formula is provably justified, i.e., Jo does not derive #:F'
for any ¢ and F. Such an agent is, however, capable of making relative justification
conclusions of the form

ifx:A, y:B, ..., z2C hold, then t:F.

Jo is able, with this capacity, to adequately emulate other Justification Logic systems
within its language.

Well-known examples of epistemic reasoning reveal that logical axioms are of-
ten assumed justified. Justification Logic offers a flexible mechanism of Constant
Specifications that represents different shades of this kind of logical awareness.

Justification Logic distinguishes between assumptions and justified assumptions.
Constants are used to denote justifications of assumptions in situations where we
don’t analyze these justifications further. Suppose we want to postulate that an ax-
iom A is justified for a given agent. The way to state it in Justification Logic is to
postulate

e:A

for some justification constant e; with index 1. Furthermore, if we want to postulate
that this new principle e;:A is also justified, we can postulate

622(6 1 ZA)
for the similar constant e; with index 2, then

e3:(ex:(er:A)),
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etc. Keeping track of indices for “in-depth justifications” is not really necessary, but
it is easy and helps in decision procedures (cf. [37]). By e,:e,—1:...:e1:A, we mean
en:(en—1:...:(e1:A)...). A set of assumptions of this kind for a given logic is called
a Constant Specification. Here is a formal definition.

A Constant Specification CS for a given logic .Z is a set of formulas

enien_1:...;e1:A (n>1),

in which A is an axiom of ., and ey, e»,...,e, are constants with indices 1,2,...,n.
We also assume that CS contains all intermediate specifications, i.e., whenever e, :
ep—1:...:e1:Aisin CS, then e,_;:...:e1:A is in CS, too. Here are typical examples
of constant specifications:

o empty: CS = &. This corresponds to an absolutely skeptical agent (cf. a comment
after axioms of Jg).

e finite: CS is a finite set of formulas. This is a representative case, since any spe-
cific derivation in Justification Logic concerns only finite sets of constants and
constant specifications.

e axiomatically appropriate: For each axiom A, there is a constant e; such that ej:A

e fotal: For each axiom A and any constants e, e, ..., e,
epiey_1:....e1:A€CS.

Naturally, the total constant specification is axiomatically appropriate.

Logic of Justifications with given Constant Specification

Jes = Jo + CS.

Logic of Justifications
J=Jp+R4,

where R4 is the Axiom Internalization Rule:
For each axiom A and any constants e,ey,. .. ey, infer e, e,_1:...:e1:A.

Note that Jg is Jg, and J is Jgg with the total Constant Specification CS. The lat-
ter reflects the idea of the unrestricted logical awareness for J. A similar principle
appeared in the Logic of Proofs LP.

For each constant specification CS, Jcs enjoys the Deduction Theorem because
Jo contains propositional axioms and Modus Ponens as the only rule of inference.

Logical awareness expressed by axiomatically appropriate constant specifica-
tions ensures an important Internalization Property of the system. This property
was anticipated by Godel in [25] for the logic of explicit mathematical proofs, and
was first established for the Logic of Proofs LP in [2, 3].



28 S. Artemov

Theorem 2.1. For each axiomatically appropriate constant specification CS, Jcs en-
Jjoys the Internalization Property:

If= F, then \- p:F for some justification term p.

Proof. Induction on derivation length. If F' is an axiom A, then, since CS is axiomat-
ically appropriate, there is a constant e; such that e;:A is in CS, hence an axiom
of Jes. If F is in CS, then, since CS is axiomatically appropriate, e,:F is in CS for
some constant e,,. If F is obtained by Modus Ponens from X D F and X, then, by
the Induction Hypothesis, - s:(X D F) and I #:X for some s, 7. By the Application
Axiom, F (s-2):F.

Internalization in J is an explicit incarnation of the Necessitation Rule in modal
logic K:
FF = FOF

Let us consider some basic examples of derivations in J. In Examples 2.1 and
2.2, only constants of level 1 have been used; in such situations we skip indices
completely.

Example 2.1. This example shows how to build a justification of a conjunction from
justifications of the conjuncts. In the traditional modal language, this principle is
formalized as

OAANOB—O(AAB).

In J we express this idea in a more precise justification language.
1.A D (B D AAB), a propositional axiom;
2.¢:[AD (B DAAB)], from 1, by R4;
3.¢:[A D (BDAAB)] D [x:A D (c-x):(B D AAB)], axiom A2;
4.x:A D (c-x):(B D AAB), from 2 and 3, by Modus Ponens;
5. (c-x):(BDAAB) D (y:B D ((c-x)-y):(AAB)), axiom A2;
6.x:A D (y:B D ((¢-x)-y):(AAB)), from 4, 5, by some propositional reasoning;
7. x:ANy:B D ((c-x)-y):(AAB), from 6, by propositional reasoning.
Derived formula 7 contains constant ¢, which was introduced in line 2, and the
complete reading of the result of this derivation is

x:AAy:B D ((c-x)-y):(AAB), given c:[A D (B D AAB)].

Example 2.2. This example shows how to build a justification of a disjunction from
justifications of either disjuncts. In the usual modal language, this is represented by

0OAVOB—O(AVB).

Let us see how this would look in J.
1.A>AVB, by Al
2. a:[A D AVB], from 1, by R4;
3. x:A D (a-x):(AVB), from 2, by A2 and Modus Ponens;
4. B D AVB, by Al;
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5. b:[B D AVB], from 4, by R4;

6.y:B D (b-y):(AVB) from 5, by A2 and Modus Ponens;

7. (a-x):(AVB) D (a-x+b-y):(AVB), by A3;

8. (b-y):(AVB) D (a-x+b-y):(AVB), by A3;

9. (x:AVy:B) D (a-x+b-y):(AVB) from 3, 6, 7, 8, by propositional reasoning.

The complete reading of the result of this derivation is
(x:AVy:B) D (a-x+b-y):(AVB), given a:[A D AVB] and b:[B D AVB].

These examples, perhaps, leave the (correct) impression that J can emulate
derivations in the corresponding modal logic; here it is K, but at the expense of
keeping track of specific justifications. A need for such additional bureaucracy re-
quires explanation and illustration, which is the main goal of this paper. Before we
proceed to Section 2.4, in which such an example is provided, we briefly list appli-
cations of Justification Logic so far:

e intended provability semantics for Godel’s provability logic S4 with the Com-
pleteness Theorem [2, 3];

e formalization of Brouwer-Heyting-Kolmogorov semantics for intuitionistic propo-
sitional logic with the Completeness Theorem [2, 3];

e a general definition of the Logical Omniscience property and theorems that evi-
dence assertions in Justification Logic are not logically omniscient [8];

e an evidence-based approach to Common Knowledge (so-called Justified Com-
mon Knowledge) which provides a rigorous epistemic semantics to McCarthy’s
“any fool knows” systems [1, 4, 40]. Justified Common Knowledge offers formal
systems which are less restrictive than the usual epistemic logics with Common
Knowledge [4];

o formalization of Gettier examples in Justification Logic with missing assump-
tions and redundancy analysis [6], which demonstrates that Justification Logic
methods can be applied in formal epistemology;

e analysis of Knower and Knowability paradoxes [15, 16].

The Correspodence Theorem [2, 3, 6, 13, 50] is a cumulative result stating that
for each of the major epistemic modal logics K, T, K4, S4, K45, KD45, S5, there is a
system of justification terms and a corresponding Justification Logic system (called
J, JT, J4, LP, J45, JD45, and JT45) capable of recovering explicit justifications for
modalities in any theorem of the original modal logic. This theorem is proven by
a variety of methods ranging from cut-elimination in modal logics to a semantical
proof using Kripke-Fitting models (cf. Section 2.5).

Complexity issues in Justification Logic have been addressed in [14, 33, 35—
37, 41].
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2.4 Red Barn Example and Tracking Justifications

We illustrate new capabilities of Justification Logic on a paradigmatic Red Barn
example which Kripke developed in 1980 (cf. [39], from which we borrow the for-
mulation, with some editing for brevity).

Suppose I am driving through a neighborhood in which, unbeknownst to me, papier-maché
barns are scattered, and I see that the object in front of me is a barn. Because I have barn-
before-me percepts, I believe that the object in front of me is a barn. Our intuitions suggest
that I fail to know barn. But now suppose that the neighborhood has no fake red barns,
and I also notice that the object in front of me is red, so I know a red barn is there. This
juxtaposition, being a red barn, which I know, entails there being a barn, which I do not, “is

5 ]

an embarrassment”.

We consider the Red Barn example a test for theories that explain knowledge. From
such a theory, we expect a way to represent what is happening here which main-
tains epistemic closure principle, but also preserves the epistemic structure of the
example.

We present formal analysis of the Red Barn example in epistemic modal logic
(Sections 2.4.1 and 2.4.2) and in Justification Logic (Sections 2.4.3 and 2.4.4). We
will show that epistemic modal logic only indicates that there is a problem, whereas
Justification Logic provides resolution.

To make our point, we don’t need to formally capture every single detail of the
Red Barn story; it suffices to formalize and verify its “entailment” portion. Let

e B be the sentence “the object in front of me is a barn,”
e R be the sentence “the object in front of me is red.”

2.4.1 Red Barn in Modal Logic of Belief

In our first formalization, logical derivation will be performed in epistemic modal
logic with “my belief” modality 0. We then externally interpret some of the occur-
rences of O as “knowledge” according to the problem’s description. In the setting
with belief modality O, episitemic closure principle (10.3) seems to yield

if OF and O(F — G) are both cases of knowledge, then OG is also knowledge.
(2.3)
The following is a set of natural formal assumptions of the Red Barn example in
the language of epistemic modal logic of belief:

1. OB, “I believe that the object in front of me is a barn”;

2. O(BAR), “I believe that the object in front of me is a red barn.” At the met-
alevel, we assume that 2 is knowledge, whereas 1 is not knowledge by the problem’s
description.

! Dretske [18].
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In the basic modal logic of belief K (hence in other modal logics of belief), the
following hold:

3. BAR D B, as a logical axiom;
4. O(BAR D B), obtaned from 3 by Necessitation. As a logical truth, this also
qualifies as knowledge.

Within this formalization, it appears that the modal epistemic closure principle (2.3)
is violated: line 2, O(BAR), and line 4, O(BAR D B) are cases of knowledge whereas
OB (line 1) is not knowledge. As we see, the modal language here does not help to
resolve this issue, but rather obscures its resolution.

2.4.2 Red Barn in Modal Logic of Knowledge

We will now use epistemic modal logic with ‘my knowledge” modality K. Here is a
straightforward formalization of Red Barn example assumptions:

1. =KB, “I do not know that the object in front of me is a barn”;
2. K(BAR), “T know that the object in front of me is a red barn.”

It is easy to see that these assumptions are inconsistent in the modal logic of knowl-
edge. Indeed,

3. K(BAR— B), by Necessitation of a propositional axiom;
4. K(BAR) — KB, from 3, by modal logic reasoning;
5. KB, from 2 and 4, by Modus Ponens.

Lines 1 and 5 formally contradict each other.
Hence, the language of modal logic of knowledge leads to an inconsistent set
of formal assumptions and does not reflect the structure of the Red Barn example

properly.

2.4.3 Red Barn in Justification Logic of Belief

Justification Logic seems to provide a more fine-grained analysis of the Red Barn
example. We formalize the Red Barn example in J where #:F is interpreted as

“I believe F' for reason t.”

This interpretation leaves a possibility to conclude, by some meta-level considera-
tions, that certain assertions ¢:F are in fact cases of knowledge. The epistemic clo-
sure principle (10.3) can be naturally formulated according to Application principle
(2.1) as
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ift:F and s:(F — G) are both cases of knowledge, then (s-1):G is also knowledge.
24)

Note that (2.4) is more precise than (2.3). In (2.3) we postulate that whenever OF
and O(F — G) are knowledge, the conclusion OG is also knowledge, regardless of
how this conclusion was obtained. In (2.4), we claim that given that both ¢:F and
s:(F — G) are knowledge, (s-1):G is also knowledge for specific justification s-z.
This is how the ambiguous modal language fails to represent the epistemic closure
principle: one cannot claim (2.3) when justification behind conclusion OG is not
linked to those behind premises OF and O(F — G). This is the essence of the Red
Barn example, and a peril which Justification Logic naturally avoids by virtue of its
explicit language.

We naturally introduce individual justifications u for belief that B, and v for belief
that BAR. The list of assumptions is

1. u:B, “u is the reason to believe that the object in front of me is a barn”;

2. vi(BAR), “v is the reason to believe that the object in front of me is a red
barn.” On the metalevel, the description states that 2 is a case of knowledge, and not
merely a belief, whereas 1 is belief which is not knowledge.

Let us try to reconstruct the reasoning of the agent in J:

3. BAR D B, logical axiom;

4. a:[BAR D BJ, from 3, by Axiom Internalization. This is also a case of knowl-
edge;

5. v:(BAR)— (a-v):B, from 4, by Application and Modus Ponens;,

6. (a-v):B, from 2 and 5, by Modus Ponens.

Closure holds! By (2.4) principle on the meta-level, we conclude that (a-v):B is a
case of knowledge. The fact that u:B is not a case of knowledge does not spoil the
closure principle, since the latter claims knowledge specifically for (a-v):B. Hence,
after observing a red fagade, I indeed know B, but this knowledge has nothing to do
with 1, which remains a case of belief rather than of knowledge, and Justification
Logic formalization represents this fairly.

2.4.4 Red Barn in Justification Logic of Knowledge

Within this formalization, ¢:F is interpreted as
“I know F for reason t.”

As in Section 2.4.2, we assume

1. —~u:B, “u is not a sufficient reason to know that the object is a barn”;
2. v:i(BAR), “v is a sufficient reason to know that the object is a red barn.”

This is a perfectly consistent set of assumptions even in the logic of factive justifi-
cations
J + Factivity Principle (t:F —F).
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As in Section 2.4.3, we can derive (a-v):B where a:[BAR D B, but this does not
lead to a contradiction. Claims —u:B and (a-v):B naturally co-exist. They refer to
different justifications u and a-v of the same fact B; one of them insufficient and the
other quite sufficient for my knowledge that B.

2.4.5 Red Barn and Formal Epistemic Models

It appears that in Sections 2.4.3 and 2.4.4, Justification Logic represents the structure
of the Red Barn example in a reasonable way which was not directly captured by
epistemic modal logic.

In all fairness to modal tools, we could imagine a formalization of the Red Barn
example in a sort of bi-modal language with distinct modalities for knowledge and
belief, where both claims hold: “OB,” by perceptual belief that B, and “KB” for
knowledge that B which is logically derived from perceptual knowledge K(B AR).
However, it seems that such a resolution will, intellectually, involve repeating Justi-
fication Logic arguments from Sections 2.4.3 to 2.4.4 in a way that obscures, rather
than reveals, the truth. Such a bi-modal formalization would distinguish u:B from
(a-v):B not because they have different reasons (which reflects the true epistemic
structure of the problem), but rather because the former is labelled “belief” and the
latter “knowledge.” But what if we need to keep track of a larger number of different
unrelated reasons?

By introducing a number of distinct modalities and then imposing various as-
sumptions governing the inter-relationships between these modalities, one would
essentially end up with a reformulation of the language of Justification Logic itself
(with distinct terms replaced by distinct modalities). This suggests that there may
not really be a “halfway point” between the modal language and the language of
Justification Logic, at least inasmuch as one tries to capture the essential structure
of examples involving the deductive failure of knowledge (e.g., Kripke’s Red Barn
example). Accordingly, one is either stuck with modal logic and its inferior account
of these examples or else moves to Justification Logic and its superior account of
these examples. This move can either come about by taking a multi-modal language
and imposing inter-dependencies on different modals — ending up with something
essentially equivalent to the language of Justification Logic — or else one can use the
language of Justification Logic from the start. Either way, all there is to move to is
Justification Logic.

2.5 Basic Epistemic Semantics

This section will provide the basics of epistemic semantics for Justification Logic,
the main ideas of which have been suggested by Fitting in [22]. The standard epis-
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temic semantics for J (cf. [6]) has been provided by the proper adaptation of Kripke-
Fitting models [22] and Mkrtychev models [42].

A Kiripke-Fitting J-model .#Z = (W,R,&, I) is a Kripke model (W,R, IF) en-
riched with an admissible evidence function & such that &(¢, F) C W for any jus-
tification ¢ and formula F. Informally, & (¢,F) specifies the set of possible worlds
where ¢ is considered admissible evidence for F.?

The intended use of & is in the truth definition for justification assertions:

u Ik t:F if and only if

(a) F holds for all possible situations, i.e., vI-F for all v such that uRv;
(b) t is an admissible evidence for F at u, i.e., u € &(t,F).

An admissible evidence function & must satisfy the closure conditions with respect
to operations ““-” and “4:

e Application: &(s,F D G)N&(t,F) C &(s-t,G). This condition states that when-
ever s is an admissible evidence for F O G and ¢ is an admissible evidence for F',
their “product,” s-¢, is an admissible evidence for G.

o Sum: &(s,F)U&(t,F) C &(s+t,F). This condition guarantees that s+¢ is an
admissible evidence for F' whenever either s is an admissible evidence for F or ¢
is an admissible evidence for F'.

Given a model .# = (W,R, &, IF), the forcing relation I+ is extended from sentence
variables to all formulas as follows: for each u € W,

(a) I respects Boolean connectives at each world (ul-F A G iff ul-F and ulF G,
ulk=F iff ul/F, etc.);
(b) ulkt:F iffu € &(¢,F) and v F for every v € W with uRv.

Note that an admissible evidence function & may be regarded as a Fagin-Halpern
awareness function [10] equipped with the structure of justifications and closure
conditions.

A model # = (W,R,&, IF) respects a Constant Specification CS at u € W if
u € &(c,A) for all formulas c:A from CS. Furthermore, .# = (W,R, &, |V) respects
a Constant Specification CS if ./ respects CS ateachu € W.

Theorem 2.2. For any Constant Specification CS, Jcs is sound and complete for the
class of all Kripke-Fitting models respecting CS.

Mkrtychev semantics is a predecessor of Kripke-Fitting semantics [42]. Mkrty-
chev models are Kripke-Fitting models with a single world.

2 Admissible evidence here is not certain evidence, but rather relevant evidence. Here is an exam-
ple from [22]. “What might serve as admissible evidence for the statement, ‘George Bush is editor
of The New York Times’? Clearly the editorial page of any copy of The New York Times would
serve, while no page of Mad Magazine would do (although the magazine might very well contain
the claim that George Bush does edit the Times). Admissible evidence need not be evidence of a
fact, nor need it be decisive — it could happen that The New York Times decides to omit its edi-
tor’s name, or prints the wrong one by mistake. Nonetheless, what the Times prints would count as
evidence, and what Mad prints would not.”
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Theorem 2.3. For any Constant Specification CS, Jcs is sound and complete for the
class of Mkrtychev models respecting CS.

Theorem 2.3 shows that the information about Kripke structure in Kripke-Fitting
models can be completely encoded by the admissible evidence function. Mkrtychev
models play an important theoretical role in Justification Logic [14, 33, 36, 41].
On the other hand, Kripke-Fitting models can be useful as counter-models with
desirable properties since they take into account both epistemic Kripke structure
and evidence structure. Speaking metaphorically, Kripke-Fitting models naturally
reflect two reasons why a certain fact F' can be unknown to an agent: F fails at some
possible world or an agent does not have a sufficient evidence of F.

Another application area of Kripke-Fitting style models is Justification Logic
with both epistemic modalities and justification assertions (cf. [4, 9]).

2.6 Adding Factivity

Factivity states that a given justification of F is factive, i.e., sufficient for an agent to
conclude that F is true. The corresponding Factivity Axiom claims that justifications
are factive:

t:F DF,

which has a similar motivation to the Truth Axiom in epistemic modal logic
KF D F,

widely accepted as a basic property of knowledge.

The Factivity Axiom first appeared in the Logic of Proofs LP as a principal fea-
ture of mathematical proofs. Indeed, in this setting Factivity is valid: if there is a
mathematical proof ¢ of F, then F' must be true.

We adopt the Factivity Axiom for justifications that lead to knowledge. However,
factivity alone does not warrant knowledge, which has been demonstrated by Gettier
examples ([24]).

Logic of Factive Justifications:
JTo = Jo + Factivity Axiom,

JT = J + Factivity Axiom.

Systems JT¢s corresponding to Constant Specifications CS are defined similarly to
JCS.

JT-models are J-models with reflexive accessibility relations R. The reflexivity
condition makes each possible world accessible from itself, which exactly corre-
sponds to the Factivity Axiom. The direct analogue of Theorem 2.1 hold for JT ¢y
as well.
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Theorem 2.4. For any Constant Specification CS, JT¢s is sound and complete with
respect to the class of JT-models respecting CS.

Mkrtychev JT-models are singleton JT-models, i.e., JT-models with singleton
W’s.

Theorem 2.5. For any Constant Specification CS, JT¢cs is sound and complete with
respect to the class of Mkrtychev JT-models respecting CS.

2.7 Conclusions

Modal logic fails to fully represent the epistemic closure principle whereas Justifi-
cation Logic provides a more adequate formalization.

Justification Logic extends the logic of knowledge by the formal theory of jus-
tification. Justification Logic has roots in mainstream epistemology, mathematical
logic, computer science, and artificial intelligence. It is capable of formalizing a
significant portion of reasoning about justifications.

It remains to be seen to what extent Justification Logic can be useful for analysis
of empirical, perceptual, and a priori types of knowledge. From the perspective of
Justification Logic, such knowledge may be considered as justified by constants
(i.e., atomic justifications). Apparently, further discussion is needed here.
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Chapter 3
Why Meanings Are Not Normative

Akeel Bilgrami

1. This paper is a response prompted by a dissatisfaction with the prevalent discus-
sion of the last many years on the subject of meaning and normativity following the
publication of Kripke’s book on Wittgenstein’s discussion of rule-following. It will
present an argument to put into doubt what is a fairly widespread assumption about
the normative nature of linguistic meaning by looking at the relation that linguistic
meaning bears to an agent’s linguistic intentions. The heart of the argument will be
constructed using considerations from Frege on the nature of meaning and sense
and its relation to questions of self-knowledge. But before presenting the argument,
I will need to set the stage with some discussion of Wittgenstein and Grice.

In several passages in his mature work where Wittgenstein discusses the nature
of intentional phenomena, focusing most particularly on intentions (as well as ex-
pectations), he is keen to distinguish viewing them as mental processes and experi-
ences from viewing them in terms of the intentions’ (or expectations’) fulfillment.
This latter is the idea of elements in the world (including our own actions) that are
in accord with these intentional states. Thus, just as Rohit Parikh’s arriving at an
Indian restaurant in midtown Manhattan one evening is a fulfillment of a certain
expectation that I have (the expectation that we will have dinner together there that
evening) so is my act of taking an umbrella a fulfillment of my intention to do so on
a rainy morning. Both are described as being in “accord” with the intentional states
in questions.

The terms “fulfillment” and “accord” convey something that is describable as
“normative” in a very broad sense of the term. Things are “right” in some sense
when there is accord and fulfillment of this kind, wrong if not. Such is the minimal
normativity of intentional states. Sticking with “intentions”, which will be the par-
ticular intentional state that is the focus of my paper, if I were to intend to take an
umbrella but took a walking stick instead of an umbrella by mistake, then it would
be, well, “a mistake” by these broadly conceived normative lights. So Wittgenstein’s
view (not explicitly made in these terms, but implicitly very much part of his picture
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of intentionality in his mature work) is that the very idea of intention is such that it
generates an ideal or norm of correctness, something by the lights of which one can
assess one’s actions for being correct or wrong, depending on whether they are or
fail to be in accord with the intention.

What is the philosophical force behind such talk of the normativity of intentional
states? Its force is contrastive: not merely a contrast with the apparently processual
and experiential aspects of mentality just mentioned, but also with what Kripke
brought to centre stage in his book on Wittgenstein, the dispositional character of
mental states. Put most generally, the contrasts are asserted with anti-psychologistic
ends in mind: the normative is set against the psychologism of process and of inner
experiences as well as of mental tendencies and propensities. Since these contrasts
are well known in the discussion of these topics, I will not labour them here beyond
saying that normativity, so conceived, is said to be constitutive of intentional states,
and if that is so, it puts into doubt that the processual, the inner experiential, and the
dispositional, can really be what is primary in our philosophical understanding of
intentionality.

There is no gainsaying the centrality of such a normative element in the very idea
of intentions, in particular, and intentionality, in general. What I want to question is
whether what is true as a general point is true in the case of linguistic intentions, in
particular the intentions that speakers have regarding the meanings of their words.
Might these not be a very special kind of exception to the generality of this truth,
providing a sort of limiting or degenerate case of intention and intentionality?

Here is how I have allowed myself to think of it.

2. Let us ask: what are the intentions one has when one says things or means things
with one’s words (restricting ourselves to assertoric statements for the sake of sim-
plicity and convenience)?

Since Grice’s canonical analysis (I should say “analyses” since he fortified his
initial analysis in subsequent work) of meaning linked meaning with intention, let
us take that as a point of departure.

The first part of his analysis points out that when we say things we have certain
nested intentions to have some effect on hearers. In the assertoric case, the intention
is to get them to acquire certain beliefs — say, about the world in one’s near vicinity.
Thus for instance, someone says “That is a snake” with the intention to get someone
else to believe that there is a snake in one’s path. (In Grice’s analysis this intention,
as I said, nests with two others — at least — whose point is to ensure that the case is a
case of getting someone to believe something by felling someone something rather
than merely getting it across to them, something that could not be ensured with just
that one intention. What prompts these other two nesting intentions that go into the
first part of the analysis are not relevant to the concerns of this paper.)

But, in Grice, this analysis invoking these three nested intentions is supposed
to be just the beginning of an analysis of meaning. One has to add various things
to move from an analysis of speaker’s meaning, which this analysis provides, to
an analysis of sentence meaning. The speaker’s meaning of the words uttered is
analyzed in terms of the specific purpose or intention that the speaker has on that
occasion (in the assertoric cases, to get someone to believe something). The sentence
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meaning is the meaning of the words that the speaker takes his words to have — in
Grice’s rhetoric — “timelessly”. This contrast between what the analysis provides in
this first stage with the three nested intentions (i.e., speaker’s meaning) and sentence
meaning is most explicitly visible when they fail to coincide even on the surface,
as for instance in metaphors or in indirect speech acts. In a metaphor, one might
say some words, such as the familiar, “Man is a wolf” with the intention of getting
someone to believe that “Human beings are competitive”, in indirect speech acts one
might say some words, such as, “The train is about to leave” with the intention to
get someone to believe that they ought to walk faster and get on the train. The three
intentions of Grice’s analysis do not provide the analysis of the sentence meaning,
only of what the speaker meant to convey to the hearer on that occasion with the
utterance of those words. The speaker does not take the respective sentences to
mean that human beings are competitive or that someone ought to walk faster. He
does intend to get the hearer to believe that human beings are competitive in the
one case and that he ought to walk faster in the other, but that is merely speaker’s
meaning; what he takes the sentences he utters to mean is something quite else.
Grice gave additional analysis of the sentence meaning that the utterance pos-
sesses and I will not expound here what that is since it is not Gricean exegesis that
I am primarily interested in. In a careful commentary on Grice, Stephen Schiffer
was the first to argue that Grice needs to bring in something like a truth-conditional
analysis of the sentence meaning — “timeless meaning” — that the speaker takes
his words to have, over and above what he means on that occasion with the ut-
terance of that sentence. Since truth-conditional analyses of sentence meaning are
very familiar by now, let me for the sake of convenience assume that it is they rather
than some other analysis which will be the best account of sentence meaning. (If
someone were to doubt Schiffer’s claim and give some other analysis of sentence-
meaning, that should not spoil what I want to say here, since all I want to say, is that
even in Grice there is a distinction between speaker’s meaning given in his initial
analysis with those three nested intentions, and sentence meaning. Which analysis
best accounts for the latter makes no difference to my purposes.) In my examples,
the truth-conditions of the sentences by no means coincide with the initial Gricean
analysis of the speakers’ meaning. It would be quite wrong to say that the speaker
has in mind that ““Man is a wolf” is true if and only if human beings are competi-
tive” or “‘The train is about to leave’ is true if and only if the hearer ought to walk
faster and get on the train”. Rather, he takes it to be the case that “*Man is a wolf’
is true if and only if man is a wolf” and “‘The train is about to leave’ is true if
and only if the train is about to leave”. These are his sentence-meanings and they
depart on the visible surface, in these examples, from the speaker’s meaning. And
the important point remains that even in cases where there is no visible departure
of this obvious kind as there is in metaphors or indirect speech acts, one should
nevertheless acknowledge the difference between speaker’s meaning and sentence
meaning. If someone were to say “Human beings are competitive” with the inten-
tion to get someone to believe that human beings are competitive that would still
leave intact the distinction between speaker’s meaning and sentence meaning since
the latter would be given by the truth conditions of the sentence, not the intention
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to get someone to believe something that happens to coincide (in this but not other
cases) with the truth-conditions of the sentence.

There is a source of possible confusion here against which we should protect
ourselves. I, following Grice and others, have said that when a speaker says some-
thing, the sentence meaning is something independent of the intentions he has which
are emphasized in Grice’s initial analysis, because the initial analysis is only of
speaker’s meaning, of what he means on that occasion. This may give the quite
wrong impression that sentence meaning is not to be something that ke means at
all, that it attaches to the words he utters but are not meant by him, in the same
sense. But it is indeed he (the speaker) who also takes the sentence he utters to
have a sentence meaning over and above what he intends someone to believe with
the utterance of that sentence.The speaker is not left out of the picture in sentence-
meaning. Just because sentence meaning is contrasted with speaker’s meaning, it
doesn’t follow that it is not speakers who fake their utterances to have sentence
meaning. It is not as if the sentences uttered by speakers possess meaning in some
ulterior way and the speakers who speak them don’t take them to have that meaning.
(Grice’s rhetoric of “timeless” as opposed to “occasional” meaning — clearly echo-
ing the “sentence”/“speaker” meaning distinction — may also mislead in the same
way and should be guarded against. Just because so-called “timeless” meaning is
contrasted with what a speaker means on an occasion, it doesn’t mean that it is not
the speaker on that occasion who takes it to have that timeless meaning.)

Let us now return to the question of the normativity of intentional states as laid
out in Wittgenstein’s characterization of them, in particular his normative character-
ization of intentions. Our question, as I said, is the relation between the normative
nature of intentions and the normative nature of meaning. In particular if, as Grice
shows, intentions are deeply involved in meaning, what I want to explore is the ex-
tent to which the normative nature of intentions imparts, or is of a piece with, the
alleged normativity of meaning.

What is often said in the literature on this subject is this. Our terms (at any rate
many of them) apply to things, and to misapply them is to make a mistake with our
terms; and the very possibility of such mistakes amounts to the normativity built
into the meanings of our terms. Thus we are right when we apply the term “snake”
to snakes but not to any other thing. When related to our intentional utterances of
sentences with these terms, such a view of the normativity of meaning amounts,
then, to something like this. We intend to say things with the words we utter. Thus —
staying, as we have, with assertoric utterances — one might utter, “That is a snake”
with the intention of applying those words to a snake in one’s path. Now, should it
turn out that what is in front of us is, say, a rope and not a snake, we would have
gotten things wrong; and that possibility of getting things wrong redeems in the par-
ticular case of meaning things with ones words, Wittgenstein’s general idea (true
of all intentions whether they are in play in meaning or in anything else) that inten-
tions are, in their essence, normative. Such intentions as the one just mentioned with
which one utters words such as the ones just cited, are just examples of intentions
targeting specifically, not actions such as taking one’s umbrella but rather linguistic
actions. Just as one might make a mistake and not take one’s umbrella (taking a
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walking stick instead), so also one might make a mistake and say, “That is a snake”
in the presence of a rope. In both cases, it is the possibility of such mistakes that re-
veals the intrinsic normativity of intentions, but in the second case in particular this
normativity of intentions captures for meaning (a notion, we have acknowledged to
be undeniably tied to intentions) via the intentions with which words are uttered, a
special case of this same normativity.

Thus the normativity of the meaning of terms that comes from the idea of the
correct or incorrect application of our terms passes over into the normativity of the
intentions with which we use our terms in utterances. We act in accord with these
intentions to use words, the intention, say, to use the words “That is a snake” to ap-
ply to a snake, only when we do so in the presence of snakes, not in the presence of
anything else. That it should pass over in this way might be said to be a very impor-
tant claim in Wittgenstein because unlike Platonic conceptions of the normativity of
meaning, shunned by him, this sort of normativity does not owe to abstractions such
as Plato’s “forms” or “ideas” but merely to the intentions with which words are used
by linguistic agents. Misapplication of a term is not the violation of a norm because
it falls afoul of some abstracted ideal (the CONCEPT snake) but because terms are
used in utterances with intentions and we can act in ways that fail to be in accord
with those intentions.

That is what is often said in the philosophical literature. But there is very good
reason to doubt that this picture of the normativity of meaning gets things right.
Even a cursory look at what we have been saying about Grice should reveal what the
grounds of doubt are, but before I relate it to Grice, let me say what seems obviously
wrong with such a view of the normativity of meaning. What it gets wrong is the
intention that is relevant to meaning. The intention it identifies as being relevant
to meaning is in fact relevant to something quite else. The intention relevant to
meaning, when one makes assertoric utterances such as the one in the example we
are discussing, is not (1) “One utters the words ‘That is a snake’ with the intention
of applying them to a snake in one’s path”. Rather it is (2) “One utters the words
‘That is a snake’ with the intention of saying something which is true if and only if
that is a snake — or true if and only if there is a snake in one’s path.” [I mention truth-
conditions in (2) for the sake of mere convenience. If someone had another view of
meaning than a truth-conditional one — say, one invoking verification or assertibility
conditions — one could reformulate (2) accordingly. For the rest of this paper, with
that convenience still in mind, I will assume that meaning, i.e., sentence-meaning,
is elaborated in terms of truth-conditions.]

Now, let us go back to normativity. We have said, surely uncontroversially, that
the possibility of getting it wrong is what normativity consists in, in this (or any
other) matter. And in linguistic examples (of assertoric utterances in particular) that
possibility was supposed to be actualized in cases of the misapplication of terms,
cases such as when one says “That is a snake” in the presence of, say, a rope. So
let us suppose that one does say those words when there is no snake but a rope in
front of one. If one assumes that it is intentions of the form (1) which are relevant
to meaning in assertoric utterances, then one is indeed making a mistake. But if one
assumes that it is intentions of the form (2) which are relevant to meaning, then no
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mistake is being made (about meaning) at all when one utters those words in those
circumstances. Even if a rope rather than a snake is present, one’s intention to say
something with certain truth-conditions (something which is true if and only if there
is a snake there) is an intention that is impeccably met in these circumstances. The
fact that there is a rope and not a snake which is present in the vicinity does not
affect in the slightest the aptness of that intention about meaning.

Thus it is only by misidentifying the intention relevant to meaning that one is led
to think that examples such as these are revealing of the normativity of meaning be-
cause they have revealed the built-in possibility of mistakes. These are not mistakes
of meaning. They are quite other sorts of mistakes, mistakes due to misperceptions,
as in this particular example — in other examples they may be due to quite other
causes.

It won’t help to say that the idea of mistakes of meaning has to do with the mis-
application of terms, so one must find intentions targeting the terms in the sentence
uttered and show that those too are fulfilled when there are ropes rather than snakes
present. It is true that I have only focused on intentions that target the utterances
of whole sentences, but the analysis carries over perfectly to intentions that target
the terms that compose uttered sentences as well, assuming for the moment that we
do have such intentions. Suppose when I utter, “That is a snake”, I have a meaning
intention that targets, just the word “snake”. What shall we identify as the mean-
ing intention for that term? Should it be, “I intend to apply ‘snake’ to a snake” or
should it be “I intend to utter a term, a predicate, that is satisfied if and only if there
is a snake there”. I claim that it is the latter intention that is properly thought of as
a meaning intention. And one has acted in accord with it, even if there is a rope
in front of one. It is only the former intention that one has failed to act in accord
with, in that circumstance. Misapplication of terms is beside the point (or beside the
primary point) as far as meaning intentions are concerned, whether the intentions
target the utterance of whole sentences or the terms that compose those sentences.

What I have said about getting the intentions relevant to meaning correctly iden-
tified can now be related in obvious ways to the exposition of Grice I presented
earlier.

If it is right that speakers who make (assertoric) utterances with specific inten-
tions to get people to believe things, on each such occasion also take their sentence
to have a sentence meaning, then it follows strictly that they will also implicitly have
intentions regarding those sentence meanings. Talk of zaking the words in one’s ut-
terances on occasions to have a sentence meaning makes sense only if one also
implicitly has intentions vis a vis what the words are to mean in that sense of (sen-
tence rather than speaker) meaning. And these intentions will be quite different from
the three nested intentions in Grice that analyze speaker’s meaning since sentence
meaning is distinct from speaker’s meaning.

Let me sum up and state all of what is involved here very fully. Grice’s initial
analysis captures what it is that the speaker tries to get across to a hearer in a com-
municative episode. In doing so, it gives the speaker’s meaning on that occasion. The
analysis captures speaker’s meaning by citing three nested intentions of the speaker.
These intentions themselves have as their target an effect on the hearer. Essential to



3 Why Meanings are Not Normative 45

the speaker hitting this target is that the words on the speaker’s lips have a sentence
meaning as well. And this kind of meaning needs a further analysis. Such analysis
is often given by notions such as truth-conditions (or assertibility conditions..). I
have said that the speaker must also have intentions regarding this sentence mean-
ing since he takes the words he utters to have it. It is not as if the sentence meaning
is outside the orbit of his mentality. It is right perhaps to describe all this in terms
of instrumentality. One tries to get something across to someone, get him or her to
have a certain belief, by uttering something, some words, with a certain sentence
meaning. Both (trying to get someone to believe something and saying something
with a certain sentence meaning) are therefore intentional acts. They are done with
intentions. No doubt there are other actions involved in such episodes as well, which
have further instrumentality. One says something with a certain sentence meaning
by moving one’s throat, etc. This too is an intentional act. It too is done with an in-
tention. Some, perhaps all, of these intentions are highly implicit; they are not in the
forefront of the speakers mind. But that does not cast doubt on their being bona fide
intentions. It would be quite wrong to think that one’s moving one’s throat to speak
in normal forms of linguistic communication is not an intentional act and not an
act done with an intention merely because of its implicitness, in this sense. And the
same holds of the intentional act of saying something with a certain sentence mean-
ing. A good schematic description of the instrumentalities of this speech episode,
then, is that our protagonist tries to (1) get someone to believe that there is a snake
in front of him by (2) uttering words which are true if and only if there is a snake
in front of him, which he, in turn, does by (3) moving his throat and producing the
sounds. Each specifies an intentional act, acts done with intentions.

And it has been my point that it is only right to describe the second and inter-
mediate step here as the one that involves the notion of meaning. It is the notion
of meaning as it is lodged in (2) that philosophers have long made great and so-
phisticated efforts to provide some analysis and theory of. Grice was no exception
to this, but his is a particularly interesting case because he began his analysis by
focusing on the sorts of intentions with which (1) is done. He hoped to build on
this basis and move further to the eventual analysis of meaning as it is found in (2).
He called this latter “timeless” meaning (while I am invoking the more standard
vocabulary of “sentence meaning”) and it was his eventual goal to give an account
of it. Whether he was able to do so on that basis is not a question I am going to
discuss here at all. But it is easy to be misled by something in Grice. In the initial
analysis in terms of the intentions that go into the intentional act (1), he used the
term “meaning” (sometimes called by him “occasional” meaning to contrast it with
“timeless”) in describing what he was analyzing in this initial phase. This may give
the impression that when we talk of linguistic meaning, (1) is our focus. But it is
not. As I said, the subject of meaning is the subject that resides in (2). It is what
philosophers (including Grice) interested in meaning or semantics have made the
object of their theoretical efforts when they study those aspects of language that are
not purely syntactic nor purely pragmatic.

That Grice himself was clear about this is obvious from the fact that in subse-
quent years he provided a detailed supplementary account of certain elements found
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in (1) by introducing a notion of conversational implicature, and explicitly viewed
that as being in the domain of pragmatics, not semantics. The details of that account
are not essential here since what I want to really stress is that the supplement is
a supplement to Grice’s analysis of the phenomenon in (1) and once one notices
that something like conversational implicature is relevant to this phenomenon, it be-
comes explicit that it is to be distinguished from meaning, even for Grice. The idea
is that getting something across to someone by telling them things, getting them to
form certain beliefs and so on, can be (even if it often is not) achieved by means that
may be quite at odds with sentence meanings — as the case of metaphors obviously
makes clear. That someone should get someone to believe that human beings are
competitive (by saying something manifestly false, i.e., saying words that are true if
and only if men are wolves which, they manifestly are not) falls squarely within the
domain of (1) above. What Grice does in his work on pragmatics and conversational
implicature is to give principles by which one may identify departure of speaker’s
meaning from meaning (sentence meaning), principles such as “Don’t state things
that are obvious falsehoods”. Violations of such principles are the signs that some-
thing like metaphor, for instance, is in play. A speaker intends (in the sense of 1))
to get someone to believe that human beings are competitive by asserting an ob-
vious (zoological) falsehood, thus getting the hearer alerted to the fact that some
interesting departure from the sentence meaning must be in play. Thus the theory
of conversational implicature or pragmatics is concerned primarily with the initial
three fold intentional analysis in (1), making clear that (1) is not the site of seman-
tics or meaning, even though Grice (in effect misleadingly, we can say in hindsight)
used the term “meaning” to describe what was being analyzed in (1). Meaning is
located in (2) and since Grice it has come to be explicitly understood in terms of
truth-conditions (or assertibility conditions or). As a result, in the case of metaphors
it is very clear that when the world is manifestly uncooperative, when the truth con-
ditions have very obviously not obtained, then a principle of conversational impli-
cature (Don’t speak obvious falsehoods) has been violated. This alerts the hearer to
the fact that the speaker (not likely to be making such an obvious mistake or uttering
such a blatant and easily discoverable falsehood) intends (in the sense of 1)) some-
thing that departs dramatically from what is identified as the meaning or the truth
conditions of the words, intends to get across that human beings, far from actually
being wolves, are instead merely competitive. And the crucial point remains that the
fact that there is often no departure (dramatic or otherwise) from (2) in the beliefs
that one conveys with one’s intentions (in the sense of 1) should not confuse us into
thinking that (1) is where semantics or meaning and not pragmatics is in play.

I’ve spent some time on Grice partly because he was the first philosopher since
Wittgenstein to study with some systematic care the relations between intentions
and linguistic meaning, which is my particular way of approaching the subject of
this paper — the question of the normativity of meaning but partly also to diagnose
why philosophers in their claims for the normativity of meaning have misidentified
the intentions relevant to linguistic meaning, in the way I mentioned earlier. If my
diagnosis is right, one can, if one is not careful enough, be misled by Grice’s use
of the term ‘meaning’ to describe the phenomenon in (1), thinking that it is there
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rather than in (2) where meaning is located. This would account for why one might
conclude that someone’s use of the words “That is a snake”, mistaking a rope for a
snake, amounts to a mistake about meaning. How exactly would it account for it?

If one thought that the intention relevant to meaning is that one says something
with the intention of conveying something to a hearer or, as Grice puts it in (1), with
the intention of getting the hearer to believe something, then perhaps we would be
able to establish the normativity of meaning along the lines that philosophers have
assumed. If someone said “That is a snake” with the intention to get a hearer to
believe that there is a snake in front of him, then pointing to a rope rather than a
snake might well produce the requisite sort of error in the matter of meaning. One
must point to a snake in order to fulfill that particular intention because if the hearer
notices that it is a rope, he will not come to believe that that is a snake. Perhaps the
idea is better put when it is elaborated more explicitly as follows. If one intends to
get someone to believe something which one takes to be true, viz., that there is a
snake in front of one, then one way in which one might do it is to further intend,
in one’s literal and sincere assertoric utterance of “That is a snake”, to apply those
words to a snake in front of one. If there is no snake there, one has misapplied the
terms, one has failed to act in accord with that further intention, and so, in turn,
quite possibly may fail to fulfill the original intention of producing a certain effect
in the hearer.

Notice that I am being careful to say, “quite possibly may” because the hearer, as
I said, has to notice that I am perceptually wrong in order to fail to come to have the
belief that there is a snake there. Remember Grice’s initial analysis is an analysis
appealing to the phenomenon of intending to have effects on hearers, getting them
to have beliefs, and so on. So the hearer would have to fail to acquire the belief that
there is a snake there for the intentions, which provide the analysis, to be unfulfilled.
It is not therefore sufficient for that Gricean intention to be unfulfilled that I say,
“That is a snake” when there is a rope present. The hearer, if he is not alert, may not
notice that I am wrong and come to believe that there is a snake there, on hearing
my words. In that case the Gricean intention would be fulfilled. The only intention
that immediately fails to get fulfilled in the presence of a rope is what I referred to
as the “further” intention that is tied to what one is applying one’s words to. This
is the intention that is claimed by many to be directly and immediately tied to the
normativity of meaning, when that normativity is viewed in terms of correct and
incorrect application of words.

Even so, the important point, if my diagnosis is right, is that this last sort of inten-
tion (what I called the “further” intention) is squarely in the region of the intentions
to convey things to hearers, the phenomenon that Grice analyzes in his initial anal-
ysis. It is not at all in the region of the semantic intentions of saying things with cer-
tain truth or satisfaction conditions, which analyze the quite different phenomenon
of “timeless” or sentence meaning that he wants his analysis to eventually work up
to. The “further” intention is caught up in the former region of intentions because
it is directly a part of one’s project of conveying things to people; it is directly in
the service of getting people to believe things, etc. It is not to be collapsed with or
even really deeply associated with sentence meaning and with the latter region of
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intentions — to say things with certain truth-conditions. And my point is that once we
(a) see this and (b) see no direct relevance to meaning of any intention in the former
region, then whatever else may reveal the possibility of failures to fulfill the inten-
tions relevant to meaning (intentions in the latter region), it won’t be such things as
mistaking ropes for snakes and, more generally, misapplying one’s terms.

So, the issue then becomes: once we properly identify the intentions relevant to
meaning, what follows about the normativity of meaning? In other words, if such
things as mistaking ropes for snakes does not amount to the failures of accord with
one’s meaning intentions that are said to reveal the normativity of meaning in asser-
toric utterances such as “That is a snake”, what sort of thing does reveal it? I pose
this question in just this way in order to invite the following suspicion in the reader:
can anything amount to a failure to act in accord with the intention we have now
properly identified as being relevant to the meaning of utterances of that kind? If, as
the suspicion is supposed to suggest, the answer to this question is “No”, then one
puts into doubt the idea that meaning is normative, at least to the extent that such
normativity is supposed to derive from the (undeniable) normativity of intentional-
ity, in general, and of intentions, in particular. I think it is arguable that the answer
to this question is “No”.

3. Once properly identified, we have learnt that the intention relevant to meaning
targets the truth conditions of one’s words. Hence the failure to fulfill that intention
would presumably occur only if one failed to get right what their truth conditions
are — as opposed to occurring when the truth conditions, which one gets right, fail
to hold (in our example, when there is no snake but a rope in front of one).

How, then, might one fail to get right what the truth conditions of the sentences
one utters, are?

One clear sense in which it might be supposed that one can fail to get them right —
or better, one clear source for one’s failing to get them right — is if one does not know
what they are. (There is another supposed source, which I will take up a little later.)

The idea here will have to be that I don’t know what the truth conditions of my
words are, so I intend that they have certain truth conditions, but they are not the
correct truth conditions of those words. So a question arises: why should the truth
conditions of one’s words not always be what one intends them to be? We will return
to this question at the end. But first let’s ask: how exactly is it that one can intend
our words to possess truth conditions they don’t in fact possess as a result of one not
knowing what the truth conditions are? Let’s set up an example, a familiar one from
the philosophical literature, of such an occurrence. A medical ignoramus intends
to say some words that are true if and only if he has a disease either of the joints
or ligaments in his thigh. And he says, “I have arthritis in my thigh”. He doesn’t
know that arthritis is a disease of the joints only. So he has said something with
truth conditions other than the truth conditions he intended. He has failed to live in
accord with his intention. This looks like an example of how, when one does not
know what the words one intends to utter mean, one can say something that fails
to live up to an intention that (unlike the intention in the example about snakes and
ropes) is properly identified as being relevant to meaning.
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The crucial task now is to assess this claim that one may not know the meanings
of the words one intends to speak Here I do not think the primary question to be
asked is: what theoretical account of meaning allows it to be the case that a speaker
does not know what he means? It is easy to devise a number of such accounts and
they have been devised ever since Plato’s highly objectivized notions of meaning
understood as given in a heavenly world of “forms” or “ideas”, with contemporary
versions bringing Plato’s heaven down to earth and calling it “society” or “com-
munity”. Any assessment of the claim needs instead to step back and ask a prior
question whether we can folerate any theoretical account of meaning in which we
breezily allow speakers to fail to know the meanings or truth conditions of their
own intended words, and that, in turn, means stepping even further back to ask: by
what criteria shall we decide what is and is not tolerable in a theoretical account of
meaning thought of in terms of truth conditions?

Responsible stepping back of this sort requires one to at least notice the historical
fact that the idea that the meaning of a sentence is given by its truth-conditions was
first explicitly formulated in Frege’s doctrine of sense and so it is perhaps in the
notion of sense that we should seek the criteria by which we can assess what seems
tolerable or not in an account of meaning. What we will or will not tolerate will
depend, therefore, on stating what the notion of sense was introduced to do and see
whether it will do what it was introduced to do, if we allow that one may not know
the senses or meanings of one’s words. So let’s ask: what is a notion of sense (or
meaning) for?

In Frege, as we know, the notion is introduced initially to solve a puzzle about
identity. Though that is the occasion in Frege for theoretically motivating the notion
of sense, Frege had in mind very large issues in raising the puzzle about identity
— the puzzle is a mere surface reflection of one of the most deep and fundamental
issues about the relations between language and mind. In fact, Frege’s own formu-
lations of the puzzle and his solution to the puzzle don’t always make explicit just
how deep and fundamental the issue at stake is. One way of putting the point at stake
is to describe it as follows: to be misinformed or uninformed is not to be irrational.
No account of the mind can confuse these two ways in which a mind can go wrong.
Failures of empirical knowledge and logical error are not to be conflated. The puz-
zle arises precisely because the examples discussed by Frege (and by Kripke, who
raises a slightly different version of it) threaten to conflate them. The protagonist
in the puzzle who, ex hypothesi, merely lacks worldly knowledge of the identity
of a planet (or in Kripke’s version, a city) is threatened with a charge of irrational-
ity by precisely such an elementary conflation. And it is Frege’s view (though not
Kripke’s) that introducing the notion of sense will provide the best solution to the
puzzle. It is the notion of sense or meaning which makes it clear that no irrationality,
no logical contradiction, is entailed by someone saying, for example, that “Hesperus
is bright” and “Phosphorus is not bright” or “Londres et jolie” and “London is not
pretty”. So the puzzle lays down a crucial desideratum: we know the protagonist in
the puzzle to be someone who merely lacks knowledge of an a posteriori identity,
so we must find a way to characterize his mentality (or this fragment of his mental-
ity) as representing a completely consistent state of affairs. Since it is the positing of
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senses to his words (over and above their reference) which, according to Frege, helps
us achieve such a representation, nothing should be tolerated in our understanding
of senses that prevents them from decisively carrying out this task. In other words,
nothing should be tolerated in the understanding of the notion of sense or meaning,
which will prevent senses from doing what they are supposed to do: solve the puzzle
and, by doing so, maintain the most fundamental of philosophical distinctions — that
between logical error or irrationality and lack of empirical knowledge.

The fact is that senses will not decisively solve the Frege style puzzles if it is
allowed that we fail to know our own senses or meanings. A failure of transparency
in sense will leave it entirely possible that the puzzles about identity can arise one
level up and so the puzzles will not be satisfactorily solved; or better, they will not
once and for all be arrested. Let me explain.

If someone does not know his own senses, he may be in a position to be just
as confused as Frege’s protagonist in the puzzle, thinking that there are two senses
rather than one. Suppose someone wonders, in his ignorance of astronomy: “I won-
der if Hesperus is Phosphorus?” To make such a wondering so much as intelligible,
a Fregean posits senses. But if the wonderer doesn’t know his own senses, he may
similarly wonder, one step up, if the sense of “Hesperus” is the same as the sense
of “Phosphorus” (or as in Benson Mates pointed out in an ever so slightly different
context of discussion, he may wonder whether — or doubt that — the sense of “bach-
elor” is the sense of “unmarried man”.) Thus, there is no genuine arrest of the Frege
puzzle (and no eventual solution to it, therefore) if it is not laid down as a basic
criterion of senses that they be transparent, i.e., known to their possessors. Without
this being laid down, the puzzle can always arise one step up, with protagonists as
confused about the identity of their senses as they are about planets and cities.

One implication of this — and a very deep one — is that it amounts to something
like a proof that senses are not the sorts of things that we can have multiple per-
spectives on such that one can get their identities confused in the way that we can
with planets and cities. Whatever senses are, then, they are not the kind of things
that planets and cities are. They are not like any thing which allows multiple per-
spectives on itself and which therefore allows such confusion to be possible. Things
on which we can have more than one perspective are by their nature not transpar-
ent, even if they are often in fact known. I suspect that it is, at least partly, because
Kripke doesn’t quite see this point about the sort of thing senses are that he doesn’t
follow Frege in invoking senses when he addresses the puzzle.

Those, then, are the considerations that make it intolerable for meanings to not
be known by those who speak meaningful words: we will not be guaranteed to solve
the Frege puzzles, at least not in a way that arrests them once and for all; and that,
in turn, amounts to meanings failing to do the very thing that meanings and senses
were introduced to do, viz., allowing one to preserve a fundamental distinction of
philosophy between logical error and lack of empirical knowledge. We should there-
fore regard with suspicion the many accounts of meaning from Plato’s down to the
secular and mundane versions of Plato in our own time, which allow such an in-
tolerable outcome as a result of prising apart our meanings from our knowledge of
them.
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The medically ignorant man who says “I have arthritis in my thigh”, therefore,
though he certainly makes a mistake, makes a mistake about how the term is used in
the social linguistic practice, especially among the medically informed experts. His
own linguistic practice is not grooving with theirs. That is his only mistake, apart
from the, ex hypothesi, medical ignorance. But within his own linguistic practice
where the words on his lips mean and are intended to mean something that is true if
and only if he has a disease of the joints or ligaments in his thigh, he says and thinks
something that is both self-known to him and something that is perfectly true. After
I set up more conceptual apparatus, I will say a little more on how to represent this
idea of his own individual, idiosyncratic practice. But in case, until then, it seems
to the reader that this admission of idiosyncrasy fails to keep faith with facts about
how individuals show deference to the social, especially the experts in their society,
I should point out that there is no need for the view I am presenting to deny that this
medically ignorant protagonist will defer to the experts and wishes to defer to them,
should he realize that mistake. Deference is perfectly compatible with the view. All
that deference amounts to on this view is that he will change his linguistic behaviour
and adopt theirs. He will start speaking as they do. It will not amount to him com-
ing to know more about what he himself means and thinks. He always knew what he
meant and thought (something he would and could only fail to know for psychologi-
cal reasons roughly of the sort Freud studied, not because philosophers have certain
secularized Platonist theories about the social aspects of reference and meaning).
He has only learnt something about what his fellows, especially the experts, think
and how they use words. And because he wishes to defer to the experts he will now
start using words as they do and, of course, he will also have become less medically
ignorant, more medically knowledgeable.

All this follows as straightforward theoretical implications of meeting the desider-
atum that we must have a decisive solution to the Frege-style puzzles about identity,
where by “decisive” I mean a solution that arrests these puzzles. I have given this
argument for the transparency of meaning or sense to block one alleged source for
the failure to act in accord with the intention to say something with certain truth
conditions. It was claimed that we can fail to act on such an intention if we do not
know what the truth conditions of our words are and it is this last claim that the
considerations about the Frege puzzle have shown is intolerable for any account of
meaning to allow.

But I had also said that that it is not the only supposed source.

If one has knowledge of the right truth conditions for one’s intended words, can
one still get the truth conditions of one’s spoken words wrong? How might one in-
tend to say something with certain (correct) truth conditions but say something with
some other (incorrect) truth conditions or with no truth conditions? This can happen
only if one misspeaks, if the sounds one produces do not amount to the words one
intends to utter — as for instance in slips of the tongue. So, suppose I say, “I am go-
ing towndown” with the intention of saying something that has the truth conditions
(something that is true if and only if) I am going downtown. The sounds I make do
not, it might be said, amount to words that in fact have those truth conditions. (In
this particular example, they don’t seem to have any truth conditions.) Misspeaking,
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then, is the second alleged source for failing to live up to our intentions that target
truth-conditions.

Is this the best way to analyze such cases of misspeaking — to see them as giving
rise to such failures? The issues here are, at bottom, not really different from those
already discussed in the cases where the apparent source of the difficulty was an
apparent failure to know the meanings of the words one intends to speak. In the
present cases, one knows the meanings or truth conditions of the words one intends
to speak but not of the words one actually ends up (mis) speaking. But the question
is why should the words we actually speak fail to have the truth-conditions we intend
them to have, even in these cases of misspeaking?

Once again: is an account of meaning which allows such a failure tolerable? We
would only allow it if we were in thrall to accounts of meaning that allow for the
possibility of the meanings of our words, the words we speak on given occasions
with intentions, to be such that we are not aware of what they mean, at the time we
utter them. It is only if it is said that I am not aware of the meanings of the words I
misspeak that my misspeaking could be seen as a sign that I have uttered something
with different truth conditions than the one I intended or, in the particular example
I mentioned (“I am going towndown”), something with no truth conditions at all.
But why shouldn’t misspeakings of this kind get a quite different theoretical treat-
ment, one in which they have just the truth-conditions I intend for them, in which
case [ am perfectly aware of what my words mean? On this view, the misspeaking is
not a case of meaning something one doesn’t intend, only one of producing sounds
one didn’t intend to produce. But those sounds mean just what I intended to mean
by the sounds that I intended to make (but didn’t); so I can’t fail to know them.
One would have thought this theoretical account keeps better faith with the idea of
“misspeaking” because there is nothing amiss with the meaning at all. The alterna-
tive view, which I am opposing and which has it that I ended up meaning something
I didn’t intend might be capturing something that is better termed mismeaning. But
it is misspeaking we want to capture, not mismeaning.

There will be a protest: You unfairly foist on the alternative view an attribution of
meaning to the misspeaker’s utterance that is his meaning. But it is not his meaning,
it is what the words he utters mean. This move does not help matters at all. The
protest, if it is correct, only reveals the true nature of the alternative view. The view
amounts to a prising apart of what one’s words mean, what truth conditions they
have, from the meaning or truth conditions one intends them to have. Such a pris-
ing apart has disastrous consequences of a kind that I have already discussed. The
reason to see the phenomenon of misspeaking as I am suggesting we should, where
the intention to mean something and the meaning of the words one utters are inex-
tricably linked, is quite simply that if they were not so linked, Frege style puzzles
would get no solution that arrests them. Fregean puzzles are puzzles that can only
be solved if there is no gap between the meanings of the words one utters and the
intentions with which we utter them and, therefore, no threat to our self-knowledge
of their meaning. By creating a gap between the truth conditions or meaning of the
words a speaker utters and what the speaker means (by way of the truth conditions
he intends for his words), the alternative understanding of misspeaking threatens to
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make it possible for us to be unaware of the meanings of the words we utter (even
as it allows us to be aware of the meanings we intend to utter). What truth condi-
tions or meanings our words have may now turn on factors that one may be entirely
unaware of; and we have already seen that if we allow for speakers to lack self-
knowledge of the meaning of what they say, we will have no satisfactory solution
to the Fregean puzzles about identity, at any rate no decisive solution which arrests
those puzzles and prevents them from arising one step up. The important point is
that the puzzles arise in a particular conceptual place — at the site of the meanings
of the words someone utters (“Londres est jolie”/London is not pretty, “Hesperus
is bright”/Phosphorus is not bright) and they need a solution at that site. Thus it is
no good to say that a speaker must know what he intends his words to mean, but he
needn’t know what his words in fact mean. He needs to know what his words in fact
mean, if the puzzle is to get a satisfactory solution because the puzzle is located in
the meanings of words. And they won’t get this solution if what his words mean are
prised apart from what he intends them to mean, because that prising apart is what
is responsible for the non-transparency of the meaning or senses of his words that
thwarts decisive solutions to the puzzle. This, as they say, is the bottom line. It is,
at bottom, the reason to find the second source we are discussing to be dry, and it is
the same reason as we had for finding the first source to be fruitless. We need not
seek new reasons to deal with claims of the second source once this protest reveals
the true nature of the alternative view.

In fact, resisting the view that the protest assumes to be correct is so fundamental
not only because such resistance will make possible a satisfying solution to these
puzzles via an appeal to senses, as I have been saying, but also because it allows us
to understand why the puzzle is the sort of puzzle it is, why it goes so deep. These
puzzles about identity, raised by Frege and Kripke, go so deep only because the
words we utter are inextricably linked to our mentality in a way that the opposing
view of misspeaking which prises these two things apart, denies. The puzzles, as I
expounded them, are not just raising points about meaning and reference, they are
puzzles that reach down to (because they threaten) our most elementary assumptions
about the nature of the rationality of speakers of a language. And rationality is
a property of a speaker’s mind. So the links between language (or meaning) and
mind have to be closer than the opposing view permits, to SO MUCH AS RAISE the
puzzles about identity. Kripke himself, despite the fact that he is no friend of Frege’s
solution (via an appeal to senses) to the puzzles about identity, nevertheless sees
this importance for the puzzle of the inextricability of the link between meaning
and mind. Whatever one may think of his skepticism about “senses” and of his
own way of addressing the puzzle, his understanding of how the puzzle arises and
what it affects, is deep and instructive. It is precisely because he takes meaning and
belief/intention/ (the intentional aspects of the mind, generally) to be inextricably
linked, that his puzzle ends up being a “puzzle about belief”, as his very title makes
clear, and therefore about the rationality of his protagonist, Pierre.

Having said that, it also must be said that there are complications in the specific
way he elaborates the link between meaning and belief that are of special interest
when it comes to misspeaking and they ought to be discussed and clarified because
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they are highly instructive. The link is elaborated by Kripke in what he calls the
principle of disquotation. That principle makes the link by saying that whenever a
linguistic agent sincerely utters or assents to a sentence (say, “London is not pretty”)
one may remove the quotation marks and place the sentence in a that-clause speci-
fying the content of the agent’s belief (believes that London is not pretty). This prin-
ciple, along with two other things — something he calls a “principle of translation”
(which essentially asserts that translation preserves truth-conditions) and Kripke’s
own causal, anti-Fregean account of reference — together give rise to his version of
the Fregean puzzle. (The principle of translation is only needed for Kripke’s own
version of the puzzle because it has two languages, French and English.) Suppose,
then, that Pierre, brought up in Paris and influenced by his Anglophile nanny, asserts
sincerely “Londres est jolie”, and then moves to London, without knowing that Lon-
dres is London, and lives in some shabby locality and asserts sincerely in his newly
acquired language, English, “London is not pretty”. With all this supposed, an ad-
herence to the combination of the three things I mentioned (the two principles — of
disquotation and of translation — and an anti-Fregean, Kripkean causal account of
reference), give rise to the puzzle. We have an agent, who is merely uninformed of
the identity of London and Londres, believing two inconsistent things — believing
that London is pretty and believing that London is not pretty. In that combination
of three things, Fregeans would readily adhere to the two principles but will re-
ject the causal doctrine about reference, introducing instead the notion of senses
(disallowed by that doctrine) to block this unacceptable implication of Pierre’s irra-
tionality. Kripke finds this an unsatisfactory solution to the puzzle, partly because
of his prejudices about the notion of sense, some of which quite possibly flow from
a failure to understand that senses are in a very deep way not at all like planets and
cities — one cannot have multiple perspectives on them, and so they have to be the
sorts of thing that are self-known to speakers, and therefore they cannot be the sub-
ject and occasion of further puzzles one step up. But here I don’t want to focus on
the dispute between Kripke and the Fregeans. I want to just focus on the principle
of disquotation since that is Kripke’s particular elaboration of the general idea that
meaning and mentality are inextricably linked, the very idea that is essential to my
claims about what goes on in misspeaking.

The trouble with this particular elaboration of the general idea is that, at least on
the surface, it seems to actually spoil rather than elaborate the inextricability when
it comes to the case of misspeaking. When someone says, “I am going towndown”,
a specific understanding in terms of disquotation of the general idea of the inextri-
cable link would seem to have it that he believes that he is going fowndown. And
that is not a very clear and perspicuous attribution of belief. By contrast, in my gloss
on misspeaking, I have the agent believing that he is going downtown (a perfectly
clear and perspicuous attribution) because I also have his utterance “I am going
towndown” mean that he is going downtown. And it is possible to have it mean that
because one takes the speaker to intend that his words are true if and only if he is go-
ing downtown, and one takes the meanings of his words to be fixed by that semantic
intention of his and not by some other factors, often adduced by philosophers, such
as social linguistic practice (or the scientific essence of substances, diseases, etc.)
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that may in some cases not even by known to the speaker. It is these close links be-
tween his meaning and his mentality (i.e., his semantic intention and therefore also
his belief) which allow me to make the clear and perspicuous attribution of belief
to the speaker. In fact, there is a close circle of links between two mental and one
linguistic phenomena: a speaker believes that he is going downtown, he intends the
words he utters (“I am going towndown”, as it happens) to be true if and only if he
is going downtown, and the words he utters are indeed true if and only (they indeed
mean that) he is going downtown. So, it looks as if something goes amiss when one
elaborates the close links in terms of the principle of disquotation. What the links
should attribute in a perfectly clear attribution of a belief, as I have it, gets mangled
into a bizarre attribution of the belief that he is going towndown, when the links are
seen in strictly disquotational terms.

The fault line here is the strictly disquotational elaboration of the close links
between meaning and mind

Let me raise the issues first not with the case of misspeaking, which is some
distance away from the puzzles about identity, but with a case much closer to the
kind of examples discussed in the puzzle by Frege and Kripke. There is a version
of the puzzle that Kripke mentions briefly, where the two names uttered in the two
seemingly inconsistent sentences generated by the puzzle are not merely in the same
language as they are in Frege’s original version of the puzzle (unlike in the puzzle
about Pierre) but are indeed, on the surface, the same name, “Paderewski”. There is
in fact only one person called “Paderewski”, but the protagonist doesn’t know that
and thinks that there are two different persons, one a statesmen, the other a famous
conductor. Thus the apparent inconsistency seems to be starker, with the protago-
nist saying, not merely, “Hesperus is bright” and “Phosphorus is not bright”, but,
let’s say, “Paderewski is musically accomplished” and “Paderewski is not musically
accomplished”. Here, elaborating the close link between meaning and mentality in
terms of a strict version of the principle of disquotation will land us in a midden.
If, as I have been insisting, it is one’s semantic intentions that impart meaning’s
on one’s words and one’s semantic intentions are to be thought of as having close
links with one’s beliefs as mentioned in the previous paragraph, and the belief itself
is identified via a disquotational strategy that links it with the utterance, one will
have to say that the speaker semantically intends his first utterance to be true if and
only if Paderewski is musically accomplished and the second utterance to be true
if and only if Paderewski is not musically accomplished. If that happens, senses or
meanings, even if they are imparted by our semantic intentions, do not seem to have
solved the puzzle at all.

What is obviously needed here to make disquotation line up with the spirit and
the underlying point of the close links it elaborates between meaning and mind, is
to allow that disquotation comes into play after we make clear what the carriers of
the semantics really are. In this example, the term “Paderewski” in each sentence
contains an unpronounced (and unwritten) subscript. The sounds and inscriptions
as they originally stand are incomplete and they don’t properly reveal the words
that comprise the full and proper semantic items. The semantics (the senses) are
carried by neologisms that we will therefore have to introduce, “Paderewski;” and
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“Paderewski,”. The sounds and inscriptions misleadingly leave the subscripts out.
Once we neologize, disquotation can proceed apace. Now, the semantic intentions
with which the speaker utters the two sentences can be formulated in a way that
allows the meanings or senses to remove the puzzle. Of course, this solution to the
puzzle is not Kripke’s solution, as I have already said. It is Fregean. It appeals to
senses, given in two different semantic intentions, which intend for each of the two
(only seemingly inconsistent) sentences, two different truth conditions.

Someone may wish to enter a quarrel here, claiming that this is to abandon the
disquotation principle, not rescue it from a strictly rigid reading. But this dispute is
paltering and terminological. Whether we say the theoretical move here is “disquo-
tational” or not, hardly matters. What matters is to register that the move fastens on
an insight in Kripke that the puzzle about identity is a puzzle that reaches all the
way down to issues of belief, mind, and rationality, and builds from that insight a
notion of sense based on an individual speaker’s semantic intentions to characterize
the meanings of the words in his speech. Kripke insight that the puzzle goes that
deep is just the insight that meaning and mind have inextricably close links, but he
then does not see in those close links the possibility of developing this individualist
Fregean notion of sense that would decisively resolve the puzzle. And I am claim-
ing that this combination of insight and failure on his part is revealingly present in
his own principle of disquotation. The principle itself is an acknowledgement of the
close links and is of a piece with (in fact it makes for) the insight that the puzzle
reaches all the way down to issues of rationality. The failure to give the principle
the less strict and more relaxed reading is of a piece with the failure to build on the
insight about those links and provide a plausible version of the Fregean solution. If
one sees disquotation in a less strict way than it seems on the surface to be, one has
all the ingredients for a convincing Fregean solution to the puzzles, one that would
arrest the puzzles once and for all.

And more to the point of our immediate interest, we can derive from this more
relaxed reading of disquotation an attractive account of what goes in the case of
misspeaking. There too, one can say that disquotation should proceed after we make
clear that “towndown” is really a mispronunciation of “downtown”, just as each
utterance of ‘“Paderewski” in the two sentences of that version of the puzzle is a
mispronunciation of “Paderewski;” and ‘“Paderewski,” respectively. Once this is
done, we are landed with no unclear and unintelligible attributions of belief to the
person who says “I am going towndown”; and we preserve the close links between
meaning and mind which alone allow us to solve the Frege style puzzles decisively,
in a way that the alternative view of misspeaking I have been resisting, cannot.

Finally, there is hereabouts another clarification worth making quickly. One
should not be under the impression that my way of accounting for misspeaking di-
minishes the distinction between speakers meaning and sentence meaning. It might
seem natural to think that it does. After all, have I not insisted that the meaning of
the misspoken sentence is exactly what meaning or truth condition the speaker in-
tends it to have? And isn’t that all it takes to diminish the distinction? It is actually
instructive to understand why it does not in any way diminish the general distinc-
tion between sentence meaning and speakers meaning. The interesting and impor-
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tant point to emphasize is that misspeaking is a phenomenon quite different from
metaphors and indirect speech acts, where that distinction conspicuously presides.
In the latter phenomena, speaker’s meaning, as I pointed out earlier, comes visibly
apart from the sentence meaning. In fact speakers exploit something in the sentence
meaning in order to convey something else to hearers. They convey that “something
else” by deploying the sentence meaning of the utterances they make. But in the case
of misspeaking, there is only a false impression of speaker’s meaning and sentence
meaning being visibly apart in the same sense. The idea that the speaker says what
she in fact merely happens to say (“I am going towndown”) in order to deliberately
convey something quite else — that she is going downtown is completely inappro-
priate in the analysis of misspeaking. The description “quite else” is entirely out of
place as a description of what the speaker is deliberately up to, while it is perfectly
correct in describing what the speaker is deliberately up to in metaphors and indi-
rect speech acts. The fact that misspeaking turns on a visible difference between
what is uttered and what one is intending to get someone to believe (respectively,
“I am going towndown” and “I am going downtown”) should not confuse anyone
into thinking that the case is similar to the cases of metaphor and indirect speech
acts, which also turn on a visible difference between what is uttered and what one is
intending to get someone to believe (respectively “Man is a wolf” and “Human be-
ings are competitive” or “The train is about to leave” and “Walk faster to the train”.)
In the case of misspeaking (the utterance by a speaker of “I am going towndown),
the speaker has the following two intentions: to say something that is true if and
only if the speaker is going downtown and to get across to the hearer the belief that
he is going downtown. There is thus coincidence — rather than departure — of what
the speaker intends to get across from what he intends his words to mean whereas
in the case of metaphors and indirect speech acts, there is departure rather than co-
incidence. (I repeat, of course, that to insist on this coincidence is not to say that
the distinction between speaker’s meaning and sentence meaning is collapsed in the
case of misspeaking. It is no more collapsed in the case of misspeaking than it is
when one says “Human beings are competitive” in order to get someone to believe
that human beings are competitive or says ‘“The train is about to leave” in order to
get someone to believe that the train is about to leave.)

My claim has been that if we see cases of misspeaking — such as slips of the
tongue as having a literal, sentence, meaning that is different from what it sounds
like — a meaning that is imparted by the semantic intentions of the misspeaker —
then we can block misspeaking from becoming a second source for thinking that
speakers do not have their own meanings or truth conditions right. And so, just as
with the first source discussed earlier, without the possibility of being wrong about
our own meanings, we lose our grip on the very idea of a notion of norm that holds
of meaning since no one would want to say that talk of normativity is apt when there
is no possibility of being wrong or mistaken.

Let’s return to the Wittgensteinian notion of the normativity that resides in acting
in accord or out of accord with our intentions, the subject that we began with. This
paper’s brief has been that we cannot fail to act in accord with the intention relevant
to meaning. I argued (in the previous section) that that intention is not the intention
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to apply particular words to particular things rather than others, but the intention to
say particular words with particular truth conditions and satisfaction conditions. The
subsequent discussion (in the present section) of the phenomenon of misspeaking
helps me to stress a point that I have tried to be careful about in my various for-
mulations of this intention relevant to meaning. The intention relevant to meaning
is best formulated by saying that a speaker intends with an (assertoric) utterance
to say something which has particular truth conditions. The word “something” in
this formulation has the right generality. Sometimes speakers do not produce the
exact sounds they intend to produce, as when they misspeak. Thus when the in-
tention is described with the right generality, such cases will not spoil the efficacy
of that intention. Our protagonist who utters, “I am going towndown” does indeed
intend to say something that is true if and only if he is going downtown. That inten-
tion, formulated with that generality, is perfectly well fulfilled when he misspeaks,
even if another intention formulated without that generality (to utter “I am going
downtown” in particular) is not. And it is the former intention that is his semantic
intention which targets the sentence meaning of his utterance.

What I will concede is that when the intention relevant to meaning gets such a
general description as I am proposing (“I intend to say something which is true if
and only if”’), we may sometimes find that what a linguistic agent intends as the
truth conditions for his utterance may be rather idiosyncratic. A slip of the tongue
is proof of that as is the medically ignorant utterance “I have arthritis in my thigh”.
If the formulation of the intention relevant to meaning is that I intend to say some-
thing which is true if and only if then, I can say “I have arthritis in my thigh” with
the intention of saying something that is true if and only if I have a disease either of
the joints or the ligaments in my thigh; or I can say “I am going towndown” with the
intention of saying something that is true if and only I am going downtown. The for-
mulation leaves things general enough to allow this sort of leeway for idiosyncratic
(individualistic) semantic intentions.

Is there any shortcoming to allowing this sort of idiosyncrasy into literal, sen-
tence, meaning, and not restricting such idiosyncrasy to non-lietral phenomena like
metaphors and other figures of speech? The answer to this is, “yes”. Idiosyncratic
semantic intentions for one’s words put our hearers to some strain in interpreting the
words correctly. Unlike metaphors which, at least in poetry and other creative writ-
ing, are intended to strain and surprise the reader (in a pleasurable way), the routine
utterances that may be the product of misspeaking, presumably are not so intended.
What this means is that even if a speaker cannot fail to act in accord with his seman-
tic intentions, as I am insisting, there may be another intention that a speaker has that
he does fail to act in accord with, which is the intention to say something that will
be easily understood by others, understood without strain or without surprise. One
assumes that speakers have such an intention in their ordinary speech most of the
time, and misspoken utterances or utterances made in medical (or other forms of)
ignorance would be actions that fail to be in accord with such an intention. So I am
not denying that various intentions, such as the one to be easily understood, are not
always fulfilled in the theoretical treatment of meaning I am proposing. But these
are not the failures of fulfillment that reflect any intrinsic normativity of meaning.
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“Speak so as to avoid hearers strain in understanding what you have to say” is not an
intention one may have towards one’s speech that reflects a norm that is intrinsic to
language. It is a purely utilitarian norm. It is not the assumption of normativity that
philosophers have made so central to meaning. That assumption of normativity is
said by those philosophers to be intrinsic to meaning rather than merely utilitarian.

If the assumption were true, such normativity would reside in intentions which,
when properly identified, are intentions that target the sentence meaning or truth
conditions of one’s words (as I argued in the last section) and which when formu-
lated correctly have an appropriate generality (as I have just argued in this section).
If this paper’s argument is convincing, intentions, so identified and so formulated,
cannot fail to get fulfilled in the speech of those who possess them. And if they
cannot fail to get fulfilled, they cannot reflect any genuine normativity.

Meaning intentions, then, are exceptions to Wittgenstein’s insight about the na-
ture of intention. They are not refutations of his insight and it would be a misun-
derstanding of the argument of this paper to think it was presented with a view to
providing a counter example to his claim about the normativity built into the very
idea of intention. As a generality, it is indeed true that intentions do have the norma-
tivity built into them that Wittgenstein first profoundly brought to our notice. The
point rather is that intentions regarding meanings are a degenerate species of inten-
tions and the deepest reasons for this, which I cannot explore here in what is already
a very long paper, have to do with the fact that meaning something is a rather unique
kind of thing in that infending a meaning and /iving up to that intention are — to put
it flamboyantly and perhaps a little perversely — more like one thing rather than
two, and so failures are not really possible. This remarkable fact is one that I have
pursued only briefly elsewhere and intend to explore at much greater length in the
future. The present paper’s conclusion is, accordingly, relatively modest. Without
fully spelling out this unique nature of meaning intentions, it has given an argument
to show why they must be viewed, in a very specific sense, as degenerate. It is also
modest in another sense. It has not argued that meaning is not normative in any in-
teresting sense, though I believe that to be true and have argued it elsewhere. The
conclusion is merely skeptical about the normativity of meaning owing to the nor-
mativity of intentions. It argues only that meaning is not normative because, despite
its intimate link with intention, it does not inherit the normativity that intentions
possess; and the argument is that the normativity that intentions possess lapse when
intentions target meanings.

Should it be a cause for concern that normativity of this kind goes missing when
it comes to meaning? In the passage of this essay’s argument, we have seen the
extent to which there would have to be a loss of self-knowledge of meaning in order
for meaning to be normative and I have hinted at the extent to which that loss would
itself owe to a location of meaning in the social realm or in the objective realm
of scientific essences. I described these as the mundane versions of Plato’s more
metaphysically abstract locations. I reckon, then, that any concern we feel at such
an absence of norms reflects a residual, secularized yearning for Platonist forms of
objectivity, something that Wittgenstein would have seen as calling for therapy, not
philosophical satisfaction.



Chapter 4

The Realization Theorem for S5
A Simple, Constructive Proof

Melvin Fitting

4.1 Introduction

Ten years ago I wrote a paper in honor of Rohit Parikh’s 60th birthday, [4]. Now I
am honored to write another for his 70th. In this paper I will make use of my paper
from 10 years ago, to help provide a simple, constructive proof of the Realization
Theorem for the modal logic S5. The Realization Theorem is a fundamental result
in a developing area known as justification logics. Since these are not (yet) standard
in the way that modal logics are, I will begin by sketching what justification logics
are, saying why they are significant, and saying what the Realization Theorem is
about. Then we can get to the more technical material, which essentially amounts to
combining work from two of my earlier papers, [4] and [9].

4.2 Justification Logics

Modal logics are familiar things and, just as Hintikka told us, many of them can
be interpreted naturally as logics of knowledge — one reads [1X as “X is known.”
Thus we want J(X DY) D (X D OY) so that we can draw conclusions from our
knowledge, and we want [JX D X to guarantee that what we know is so. This much
gives us the logic T. Or we might want to drop the latter condition and study belief
instead of knowledge — the modal logic K. Then again, we might add positive intro-
spection, (JX D OOX, getting S4, or also negative introspection, —[1X D [J-0X,
getting S5. But while this approach to (monomodal) logics of knowledge has served
well these many years, logics of knowledge are somewhat blunt instruments. Typi-
cally we don’t just know something, but we know it for a reason — justifications are

Melvin Fitting
Department of Mathematics and Computer Science, Lehman College (CUNY), Bronx, NY 10468-
1589, USA, e-mail: melvin.fitting@lehman. cuny.edu

J. van Benthem et al. (eds.), Games, Norms and Reasons, Synthese Library 353, 61
DOI 10.1007/978-94-007-0714-6_4, © Springer Science+Business Media B.V. 2011



62 M. Fitting

involved. We can think of [J as a kind of existential quantifier, [JX says that there
exists a justification for X, but the justification itself has been abstracted away.

Justification logics are modal-like logics, having a small calculus of explicit jus-
tifications as a formal part of the machinery. Justification terms are built up from
constants and variables using certain operations. For variables we’ll use x, y, x1, x2,
.... Think of these informally as standing for information from the ‘real’ world,
justifying knowledge we have acquired about things and events, which the logic
does not further analyze. There are also basic logical truths — classical tautologies
for instance — which we simply accept. We use constants to represent justifications
for them, ¢, d, c1, ¢z, .... Here considerable flexibility is possible. We might want
a single justification constant for all tautologies, or for tautology schemes, or for
individual tautologies. The setup allows for all these possibilities and more.

Then we have the operation symbols. Two are standard in this area. First, we
have the binary symbol - of application. The idea is that if term ¢ justifies X DY
and term u justifies X then ¢ - u is a justification of Y. Second, we have the binary
symbol +, representing a kind of weakening or monotonicity. The idea is that 4 u
justifies anything that ¢ justifies, and also anything that « justifies. We could assume
+ is commutative, or associative, these would be reasonable assumptions, but we
will not make them. We keep things as general as possible.

Finally we have operations corresponding to positive and to negative introspec-
tion, ! and ?. If ¢ justifies X, !t should justify the fact that ¢ justifies X. And if ¢ does
not justify X, ?¢ should justify the fact that r does not justify X.

The notation that is standard here is, #:X is a formula if ¢ is a justification term
and X is a formula, and is intended to be read “¢ justifies X.” Here are axiomatic for-
mulations of basic justification logics, corresponding to the modal logics mentioned
above.

Axiom Schemes

(a) tautologies (or enough of them)

) (X DY) D (X D(r-u)Y)

(©) t:X D (r+u):X and u:X D (1 +u):X
drX>DX

(e) t:X DltuX

) —t:X DNn:—t:X

Rules of Inference

(a) Modus ponens, X, X DY FY
(b) Axiom necessitation, if X is an axiom and c is a constant, - ¢:X
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A constant specification is an assignment of axioms to constants. Each proof us-
ing the axiom system above, or a subset of it, generates a constant specification —
just see what use we made of Axiom necessitation in the course of the proof. Alter-
nately we could start with a constant specification and require that all applications
of the Axiom necessitation rule be in accordance with it. Various special conditions
can be put on constant specifications, but the only one we are interested in here is
injectivity. A constant specification is injective if at most one axiom is associated
with each constant.

The idea of justification logics, and the oldest of them, are due to Artemov [1].
The first of them was called LP, standing for logic of proofs. His axiomatization uses
the system above without axiom 6. It was referred to as a logic of proofs because
justification terms in it could be understood as representing explicit proofs in a log-
ical system, and interpreted arithmetically as such in formal arithmetic. This made
it possible to provide a constructive, arithmetic semantics for intuitionistic logic,
completing a program begun by Gdodel, [10]. That LP can be embedded into formal
arithmetic is Artemov’s Arithmetic Completeness Theorem, which will not concern
us here.

If we take any formula of a justification logic and replace every justification term
with [J, we get a standard modal formula. This is called the forgetful functor. It is
a simple matter to check that the forgetful functor turns each axiom of LP into an
axiom of S4, and turns every rule application of LP into a rule application of S4.
It follows that the forgetful functor turns every theorem of LP into a theorem of
S4. Much more difficult to prove is that the converse also holds. Every theorem of
S4 is the result of applying the forgetful functor to some theorem of LP. Actually,
this holds in a stronger form, which we now state formally. Like the Arithmetic
Completeness Theorem, it too is due to Artemoyv, [1].

Theorem 4.1 (Realization for S4). Let X be a theorem of S4. Then there is some
way of replacing U1 operators of X with justification terms, with negative occur-
rences being replaced with distinct variables, and positive occurrences by terms
that may involve those variables, so that the result is a theorem of LP, provable
using an injective constant specification.

The Realization Theorem plays a key role in Artemov’s fulfillment of Godel’s
program. Intuitionistic logic embeds in S4 via the well-known mapping that inserts
O before every subformula. Then S4 embeds in LP; the Realization Theorem is
needed here. Finally, LP embeds in formal arithmetic, using the Artemov Arith-
metic Completeness Theorem. But of all this, here we are only concerned with the
forgetful functor and the Realization Theorem, telling us that LP serves as an ex-
plicit version of S4. The Realization Theorem, in effect, Skolemizes the existential
quantifiers that are tacit in [, providing us with an analysis of the reasoning behind
the validities of the logic of knowledge S4.

The logic LP can be weakened by omitting positive introspection, axiom 5 (and
also modifying the Axiom Necessitation Rule, but we omit details here). Further we
can create an analog of a logic of belief, by omitting axiom 4. Today these logics are
known as JT and JK. Presumably LP could also be known as JS4, but the original
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name has been retained for historical reasons. JT and JK also have their Realization
Theorems connecting them with T and K, as was also established by Artemov. The
proof basically amounts to omitting parts of the full S4/LP proof. By now there are
several algorithmic proofs of Realization, [1, 3, 7], and a semantic proof as well,
[5].

If we have the full axiom set above, including negative introspection, axiom 0,
we have a justification logic known as JS5. There is a Realization Theorem con-
necting it with the modal logic S5, but now the proof is more than a straightforward
modification of Artemov’s version for S4. The result has been established using a
semantic argument, in [12], with a constructive proof in [2]. It is our intention here
to give a simpler constructive argument.

To conclude this section we give a few basic results concerning justification log-
ics. They will play a significant role later on. The first concerns substitution.

Definition 4.1. A substitution is a map from justification variables to justification
terms. If o is a substitution and X is a formula, we write X ¢ for the result of replac-
ing each variable x in X with the term xo. Similarly for substitution in justification
terms themselves.

The following is shown in [1] for LP, and applies, with exactly the same argument,
to JSb5.

Theorem 4.2 (Substitution Lemma). If X is a theorem of LP, so is X©. Further, if
X has an injective proof, so does XO.

The constant specification used for proving X and that used for proving X ¢ will, in
general, be different, but that does not matter for our purposes.

The second fundamental result is the Lifting Lemma, also from [1], saying jus-
tification logics internalize their own proofs. Let us take Xi,..., X, F; Y1,...,Y, to
mean that (X; A...AX,) D (Y1V...VY,) is a theorem of the justification logic J. The
Lifting Lemma for LP, due to Artemov [1], says thatif s;:X1,...,s,:X,, Y1,..., Y FLp
W, then there is a justification term u(si,...,sn,y1,...,y) (Where the y; are vari-
ables) such that s1:X1,...,5.: X0, y1: Y1, .., ye:Ye Fup u(sty ..oy Sn, Y15+, 0%):W. The
version for JS5 is broader in that the right side of the turnstyle can have multiple
formulas.

Theorem 4.3 (JS5 Lifting Lemma). Suppose
SUX1y ey S0 X, Y1, Y Fuss t1: 2yt 2y W
then there is a proof polynomial u(sy,...,Su,ty- - stm, Y1,V ) such that

SUX1y oy Sni X, Y1 Y, Yk Y s
l‘]lZ],...,thZm,u(Sl,...,Sn,l‘l,...,tm,yl,...,yk)ZW.

Moreover, if the original derivation was injective, the same is the case for the later
derivation.
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We omit the (constructive) proof of this, which is similar to that for LP except
that axiom 6 plays a role. If one moves formulas #;:Z; from the right of the turnstyle
to the left, as —t;:Z;, things are straightforward.

4.3 An S5 Gentzen System

To date, all constructive proofs of Realization Theorems make use of cut-free
Gentzen system (or tableau system) proofs. The logic S5 is an anomaly among
the most common modal logics, in that it does not seem to have a simple cut-free
Gentzen system. The constructive S5 Realization Theorem proof in [2] was based
on a hypersequent calculus from [11]. But in [4] we gave a cut-free tableau system
for S5 that seems to be as simple as anything in the literature. We will make use of
the corresponding Gentzen system here, so in this section we present it. We begin
with a standard Gentzen system for S4. Then we explain how to modify it for S5.
We assume formulas are built up from propositional letters and L using D and .

A sequent for S4 is a pair of finite multisets of modal formulas, where the pair
is written I’ — A, with I" and A being multisets. Using multisets avoids the need
for explicit permutation rules. Axioms are the following sequents, where P is any
propositional letter.

P—P 1l —

Then the rules of derivation are as follows. In stating them, I" and A are multisets,
X and Y are formulas, and if I = {Y},..., Y} then O = {0OY;,...,0%;}.

I —A I' —A
Lw _ RW —m
rx —A I' —AX
I''X,X—A I' —AX X
LC _ RC —
I''X —A I —AX
Iy —AI' —AX I''X —A)Y
LD RO—MmM—
x>y —A I' —AXDY
I''X —A 0or —X
L _ RO —mM—
roox-—aAa Oor —ox

As usual, a proof of a formula X in this calculus is a proof of the sequent — X.
This is a standard sequent calculus for S4, and soundness and completeness argu-
ments are well-known in the literature.

To turn this into a proof system for propositional S5, two simple changes are
needed. First, the rule R is replaced by a stronger version allowing multiple for-
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mulas on the right. Here is the rule we will be using for S5.

Or — 0A,X
Or — 0A,0X

RO

The system, with this new R[] rule, is sound for S5, but it is not complete when
used directly. However we do have completeness in the following odd sense. If X is
a valid formula of S5, there will be a sequent proof of — 0X.

In order to give an example of a proof, it will be convenient to introduce negation
in the usual way, —X stands for X D L. It is easy to show the following are derived
rules, and we will make use of them in the example. This example will be continued
in Section 4.6.

I' —AX I''x —A

-l — R—

r,-X—A I —A—X

Example 4.1. We prove P D J-[J—P in this system by giving a Gentzen derivation
of the sequent — (P D O-0O-P).
1 P—P
2 P-P—>
3 P,—~P — O-0-P
4 -P — PO UO-0-P
5 0-P — PO O-0O-P
6 O0-pP — 0O(P > O-0-P)
7 — -O0-pP,0O(P > O-0-P)
8 — O0-0-P,0O(P > O-0-P)
9 P — O-0-pP0O(P > O-0-P)
10 — (P> 0O-0-pP),d(P>O-0-P)
11 — O(P D> O-0-pP),00(P > O-0-P)
12 — 0P > O-0-P)

In this: 1 is an axiom, 2 is from 1 by L—, 3 is from 2 by RW, 4 is from 3 by R D, 5
is from 4 by LU, 6 is from 5 by R, 7 is from 6 by R—, 8 is from 7 by R[], 9 is from
8 by LW, 10 is from 9 by R D, 11 is from 10 by R, and 12 is from 11 by RC.

Soundness and completeness are shown in [4] for a tableau version of this system.
That transfers to the present Gentzen system either by adapting the proof, or by
showing that tableau proofs translate into sequent calculus proofs. Details are omit-
ted here.
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4.4 Annotations and Realizations

The Realization Theorem deals with occurrences of modal operators, and treats pos-
itive and negative occurrences differently; negatives become proof variables while
positives need not. To make this formal, in [6, 7, 9] I introduced annotated formu-
las — providing syntactic machinery to keep track of [J occurrences.

For annotated formulas, instead of a single operator L] there is an infinite family,
0Oy, O,, ... These are called indexed modal operators. Annotated formulas are built
up as usual, but using indexed modal operators instead of [J. If X is an annotated
formula, and X' is the result of replacing all indexed modal operators, (J,,, with O,
we say X is an annotated version of X', and X' is an unannotated version of X.

A properly annotated formula is an annotated formula meeting the conditions
that: no indexed modal operator occurs twice, and if [J,, occurs in a negative position
n is even, and if it occurs in a positive position n is odd.

Annotations are simply a bookkeeping device to keep track of occurrences of
modal operators and their polarities — negative occurrences are even, positive occur-
rences are odd. Properly annotated formulas are fundamental, but formulas that are
annotated but not properly so also arise. For instance, if X D Y is properly anno-
tated, the subformula Y is also, but X is not (though —X is). Generally we will fix
a properly annotated formula X and work with subformulas of it, where these may
not be properly annotated.

It is easy to see that every modal formula has many properly annotated versions.
But further, it is also easy to give an annotated version of the S5 proof system in
Section 4.3. Except for the two modal rules, all the axioms and rules have exactly
the same form but formulas are now annotated. Annotations must be preserved in
moving from sequents above the line to sequents below the line. The two modal
rules become the following.

rx—A
ri—
I''y,X —A
RO Uon Y1, .o, Don, Yy — Doy 121, - -, Doy 112k, X

(S0 ST Dzanj — Doy 1121, -+, Doy 112k, Uop 1 X

If there is a sequent proof ending with — X (annotated or unannotated), it has
one in which every formula that appears is a subformula of X; more strongly, it has
one in which every formula on the left of an arrow is a negative subformula of X
and every formula on the right of an arrow is a positive subformula of X.

Proposition 4.1. Let Z be an unannotated modal formula and X be any properly
annotated version of Z. If there is an unannotated sequent proof of — Z then there
is an annotated sequent proof of — X.

Briefly, take a proof of — Z in the unannotated sequent calculus, and use this
to construct an annotated proof of — X. Replace the final — Z with — X, then
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propagate the annotations upward, from conclusions of rules to premises, until the
entire sequent construction has been annotated. A formal version of this verification
amounts to an induction on the number of sequents in the unannotated proof, and is
omitted. An example can be found in Section 4.6.

Now that we have annotated formulas, realizations can be defined functionally
in a natural way. A realization function is a mapping from positive integers to proof
polynomials that maps even integers to justification variables. Moreover it is as-
sumed that all realization functions behave the same on the even integers, specifi-
cally, if r is any realization function, r(2n) = x,,, where x1,x,, ... is the list of justi-
fication variables arranged in a standardized order. If X is an annotated formulala,
and r is a realization function, by r(X) is meant the result of replacing each modal
operator [J; in X with the proof polynomial r(i). The result, r(X) is formula of
justification logic. Now, here is a statement of the theorem we are after.

Theorem 4.4. [f Z is a theorem of S5, then for any properly annotated version X of
Z there is a realization function r such that r(X) is injectively provable in JS5.

4.5 Modifying Realizations

Realizations, treated as functions, can be combined and modified in various ways,
though this is not a simple process. In [6, 7, 9] several ways of doing so were pre-
sented, with the work continued in [8]. We need two of these.

The first of our results from [7, 9] has to do with the merging of different real-
izations for the same formula. As originally stated the theorem was for LP, but the
proof only makes use of the fact that + and - are among the available operations,
and an Internalization Lemma is provable, and hence it holds for JS5 as well. Also,
it applies to the merging of many realization functions — we will only need it for two
of them.

Definition 4.2. Let X be an annotated formula and r; and r, be realization func-
tions. We say a pair (r,0) consisting of a realization function and a substitution
hereditarily merges r; and r, on on X provided, for each subformula ¢ of X:

(a) if @ is a positive subformula of X then both r;(@)o D r(¢) and r2(¢)o D r(@)
are theorems, provable with an injective constant specification;

(b) if @ is a negative subformula of X then both r(¢) D ri(@)o and r(@) D r(@)o
are theorems, provable with an injective constant specification.

Theorem 4.5 (Realization Merging). Let X be a properly annotated formula, and
r1 and ry be realization functions. Then there is a realization/substitution pair (r,c)
that hereditarily merges ry and r, on X.

The proof of this Theorem is entirely algorithmic, but it is complex and is omitted
here, as is the algorithm and verification for the next result — they can be found in
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detail in [9]. The second item from that paper is an analog of the replacement prop-
erty of classical logic. Suppose y(P) is a classical formula and P is a propositional
letter, we write W(A) for the result of replacing all occurrences of P in y(P) with
occurrences of the formula A. Suppose P has only positive occurrences in y(P).
Then, if A D B is provable so is y(A) D y(B). If P has only negative occurrences
then A D B provable yields that y(B) D y(A) is provable. We gave a correspond-
ing result for the justification logic LP, but it too applies to JS5. Further, in [9] the
replacement result was narrowed to be more directly applicable to the construction
of realizations. In fact, we did not narrow it enough, and the realization algorithm
given there appeared to be more complicated than was needed. Here we first state
the appropriate item from [9], then use it to derive the narrower thing we actually
need.

Definition 4.3. Let X (P) be an annotated formula in which the propositional letter
P has at most one positive occurrence, let A and B be annotated formulas, and let r,
be a realization function. We say the realization/substitution pair (r,G) hereditarily
replaces r1(A) with ry (B) at P in X (P) provided, for each subformula ¢@(P) of X (P):

(a) if @(P) is a positive subformula of X (P) then r; (¢(A))o D r(¢(B)) has a proof
with an injective constant specification;

(b) if ¢(P) is a negative subformula of X (P) then r(¢(B)) D r1(¢(A))o has a proof
with an injective constant specification.

We actually need a very simple version of replacement, in which we jointly re-
place #:F and u:F with the weaker (¢ + u):F. Here is a formulation using the ma-
chinery of realization functions.

Theorem 4.6 (Realization Weakening). Assume the following.

S—1. X(P) is a properly annotated formula in which the propositional letter P has
at most one positive occurrence;

§-2.  0O,K and U K are both are properly annotated, there is no annotation over-
lap between X (P) and O,K, and X (P) and 04K, and p and q are different;

S-3. ry and ry are realization functions with r1(K) = ry(K);

§4. ri(q) =r2q) =ri(p) +r2(p).

Then there is a realization/substitution pair (r, G) that hereditarily replaces ri (C,K)
with r1(0y4K) at P in X(P), and hereditarily replaces r»(0,K) with r,(0,K) at P
in X(P).

Ifwesetr|(K)=r(K)=F,ri(p)=t,r(p) =u,and ri(q) = r2(q) =t +u, the
theorem above provides a replacement of ¢:F and u:F with (¢ 4 u):F, as promised.

In [9] as it has been available in pre-publication form, the proof of the Realization
Theorem made use of the Realization Weakening Theorem directly. In fact, only
a very narrow special case of it is needed, and this is embodied in the following
Corollary. The proof of this Corollary was implicit in [9], and is made explicit here.
Hopefully, the paper [9] itself can be revised before publication by incorporating the
present approach into it.
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Corollary 4.1. Suppose X is a properly annotated formula with U,K as a positive
subformula. Let r| be a realization function, and u be a justification term. There is
a realization/substitution pair (r, o) such that:

(a) if ¢ is a positive subformula of X then ri (@) D r(@) is provable using an
injective constant specification;

(b) if @ is a negative subformula of X then r(¢) D ri(®)0o is provable using an
injective constant specification;

(c) w:ri (K)o O r(0,K) is an injective theorem.

The corollary above can be given an intuitive meaning consistent with what we
have been saying. Suppose we write ¢ for 71 (p). Since [J,K is a positive subformula
of X conclusion 1 has, as a special case, the injective provability of

t:ri (K)o O r(0,K)
while conclusion 3 asserts the injective provability of
wri(K)o D r(0,K)

and thus we might loosely describe what is happening as: (r,G) weakens t to t +u
at p.

Proof. We will derive this from Theorem 4.6. We first introduce a new index g and
a second realization function, r». Then we apply Theorem 4.6, and eliminate the
index ¢ at the end.

The formula [J,K occurs as a positive subformula of X so it must occur exactly
once, since X is properly annotated and so the index p can occur only once. Let P
be a propositional letter that does not occur in X, and let X (P) be like X except that
the subformula [1,K has been replaced with P. Then P must have a single positive
occurrence in X (P), and X is the same as X ((J,K). Also, no index in [J, K can occur
in X (P), again since X = X(,K) is properly annotated.

Let ¢ be an odd index that does not occur in X (and hence it is different than
p). Then X(P), 0,K, and [J,K are properly annotated, X(P) and [J,K have no
annotation overlap, and X (P) and [J,K have no annotation overlap.

Modify the definition of r; so that ri(g) = r;(p) + u. Since g does not occur in X
this does not change the behavior of r| on X or its subformulas.

Define a second realization function r; to be the same as ry, except that r»(p) = u.
Since [J,K is a subformula of X, and X is properly annotated, p does not occur
in K and hence r(K) = r2(K). Also by definition, r2(q) = ri1(q) = ri(p) +u =
ri(p) +ra2(p).

Now we can apply Theorem 4.6, Realization Weakening. There is a realiza-
tion/substitution pair (*,c*) that hereditarily replaces r|(d,K) with r|(,K) at
P in X (P) and hereditarily replaces r>(0,K) with r,(0,K) at P in X (P). The re-
alization function r* is almost the one we want — it needs one modification. Let r
be like r* except that r(p) = r*(g). We will show the realization/substitution pair
(r,0*) does the job.
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Let ¢ be an arbitrary subformula of X. Recall that X(P) was like X but with
O,K replaced with P, and so X = X(OJ,K). Since ¢ is a subformula of X (OJ,K)
there are three possibilities. It could be that ¢ is a subformula of K. Otherwise ¢
is not a subformula of K, in which case either [1,K is a subformula of ¢ (possibly
not proper), or [1,K and ¢ are disjoint. If [J,K is a subformula of ¢ then there is
a subformula ¢ (P) of X(P) with ¢ = ¢(0,K). We can treat the case where ¢ and
Op,K are disjoint the same way by allowing P to occur vacuously in ¢(P). Thus
we really have two cases to consider. We handle each case separately to establish
conclusions 1 and 2 of the Corollary. Conclusion 3 is shown the same way in either
case.

Suppose first that ¢ is a subformula of K. Since r*(K) = r; (K)o™ we must have
r*(¢) =ri(@)o* Since r and r* only differ on ¢, and ¢ cannot occur in K, we have
r(@) = ri(¢@)o*. This gives us conclusions 1 and 2 for this case.

For the second case, let ¢(P) be a subformula of X (P). Let us say it is a posi-
tive subformula — the negative subformula case is handled similarly. Since (r*,c*)
hereditarily replaces i (0J,K) with r{((J,K) at P in X(P), we have the provability
of ri(p(d,K))o* D r*(9(04K)). Since r(p) = r*(g), this says we have the prov-
ability of r (¢(0,K))o* D r(¢(0,K)), and this is conclusion 1 of the Corollary.

Finally, P is a positive subformula of X (P), so since (r*,c*) also hereditarily
replaces r>((J,K) with r»(0J,K) at P in X (P), we have provability of r»((J,K)c™* D
r*(04K). Again since r*(q) = r(p), this give provability of »(0,K)c* D r(0,K).
And since r»(p) =u and r»(K) = r1(K) we have provability of u:r (K)o* D r(0,K),
and this is conclusion 3 of the Corollary.

Now we combine the machinery presented so far, and give a proof of the Real-
ization Theorem for S5, along the same lines as the one for S4 in [9].

Theorem 4.7. If Z is a theorem of S5, there is a realization of Zy that is an injec-
tively provable theorem of JS5. More precisely, if Zy is a theorem of S5, then for any
properly annotated version Z of Zy there is a realization function r such that r(Z) is
injectively provable in JS5.

Proof. Assume Zj is a theorem of S5, and Z is a properly annotated version of
Zp. There is a sequent proof & of — Z in the annotated Gentzen calculus of
Section 4.3. We will show that, in a suitable sense, every sequent in & is realizable.
It will follow that OZ is realizable, and then so is Z, using Axiom Scheme 4 from
Section 4.2.

There is a standard connection between sequents and formulas. Here it is, for
the record. For each sequent S of annotated formulas, an annotated formula [|S]| is
defined.

@ [X1seee Xy — Viseo Yol = (K1 Ao AX) D (Vi VeV T
®) X1, X0 — || = [(X1 A... AXq) D L]
(©) ||—)Yl,...,YkH:[(Yl\/...\/Yk)].

We now show that for every sequent S in proof 2, there is a realization function
r such that r(]|S]|) is injectively provable in JS5. The final sequent is — [JZ, and
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|| — OZ]] is simply [0Z, and the existence of a realization function for Z follows.
We show axioms in & are realized, and that realization is preserved by the rules of
derivation.

Sequents that are axioms have no modal operators, so for these we can take any
realization function.

With two exceptions, if 7 realizes the premise of a rule, it also realizes the conclu-
sion. The two exceptions are L D (which has two premises), and R[J. We concentrate
on these two cases, and leave the others to you — the arguments are straightforward.

The two hard cases are handled more-or-less the same way that worked for the
S4 Realization Theorem in [9], so here we only sketch the ideas.

We begin with L D. Suppose both I',)Y — A and I’ — A,X are realized,
though different realization functions may be involved. Say r;(||I",Y — A||) and
(|l — A,X]|) both have injective S5 proofs. By the Realization Merging Theo-
rem 4.5, there is a realization/substitution pair (r, o) that hereditarily merges r; and
rponZ. Then r(||[",X DY — A]|) is injectively provable, as we now verify.

Suppose ¢ is an annotated formula on the left in one of the premise sequents, so ¢
isin I or is Y itself. Then ¢ is a negative subformula of Z, so both r(¢) D ri(¢)o
and r(@) D ry(@)o are injectively provable. Similarly if ¢ on the right, a mem-
ber of A or X itself, it is a positive subformula of Z and so both r;(¢)o D r(¢)
and (@)oo D r(¢) are injectively provable. Either way, it is easy to see that
ri(|l,Y — Al)o D r(|II',Y — AJ]) and r(J|II” — A, X||)o D r(||I” — A,X]|) are
injectively provable. Since r{(||[",Y — A]|) is injectively provable, by the Substi-
tution Lemma 4.2 so is r{ (||, Y — A||)o. Similarly r(||T — A,X]|)0o is injec-
tively provable. It follows that both r(||I",Y — A||) and r(||" — A,X]|) are injec-
tively provable. Now we have a single realization function, r, for both sequents and
it is easy to show that r(||I",X DY — A||) is injectively provable.

Finally we consider the case R[J. Suppose

OnYisee o, 00Y — Op 21,0y, 21, X A.1)

is realized, say using the realization function ry. In this each n; is even, being in a
negative position, and each p; is odd, being in a positive position. We show

Dnlyl,...,Danj—>DP]Z1,...,|:|kak,|:|pX (42)

is realized, where p is odd. It is assumed that (4.1) and (4.2) occur in proof Z.
Since r realizes (4.1), there is a JS5 proof of the following (where r;(n;) is a
variable for each n;).

[rl(DnlYl)/\.../\rl(Dn_in)] D) [r1(|:|p121>/\.../\rl(Dkak)/\rl(Xﬂ 4.3)

Using (4.3) and the Lifting Lemma, Theorem 4.3, there is a justification term, call
it u, such that



4 The Realization Theorem for S5 73
[}’1 (Dnlyl) VAAN rl(Danj)] D [}’1 (Dle) N..oA (D,,ka) Au:ry (X)] 4.4)

is injectively provable.

If the index p has no occurrences in the sequent (4.1) then things are simple since
what we do with p has no effect on what we have already done. Define a realization
function r to be like | except that r(p) = u. Then it follows immediately from (4.4)
that r realizes (4.2).

The simple case just discussed may not always happen — the index p may already
occur in (4.1) and so r;(p) may already be playing an important role in realizing
(4.1). In such event, in realizing (4.2) we realize [1, not with u itself, but with
r1(p) + u. We now establish that this works.

Apply Corollary 4.1 of the Realization Weakening Theorem. (Recall, [1,X must
be a positive subformula of Z since it occurs on the right of the arrow in the Gentzen
proof & of Z.) There is a realization/substitution pair {r, o) that meets the following
conditions

(a) if @ is a positive subformula of Z then | (¢)c D r(¢) is an injective theorem;
(b) if @ is a negative subformula of Z then r(¢) D r; ()0 is an injective theorem;
(¢) ur(X)o D r(0,X) is an injective theorem.

From (4.4) and the Substitution Lemma, Theorem 4.2, we have provability of the
following.

[ri (B Y1)o A A (Oy,Y5)0] D [n(Ep Z1)o A Ari (B Zk) o Auiri (X) o]
4.5)
Using this, we will now show that

r(OnY1)A. A r(D,,ij)] O [r(@p,Z1) A Ar(OpZi) Ar(0,X)] (4.6)

has a proof, and thus (4.2) is realized.

Consider one of the formulas on the left of sequent (4.2), say [J,.Y;. This is a
negative subformula of Z and hence r(0,,Y;) D ri(0,,Y;)0 is provable. We thus
have provability of the following.

[V(Dnl YI)A... /\r(Danj)] D [r1 (Dn]Yl)G/\ ..An (Danj)G] 4.7

Next consider a formula on the right of sequent (4.2) of the form [, Z;. This is
a positive subformula of Z and so r1(0,,Z;)o D r(0,,Z;) is provable. So we have
provability of the following.

r(Op,Z1)oN...Ar(BpZk)o]) D [r(p,Z1) A .. Ar(0p, Z)] (4.8)
Finally, by conclusion 3 of the Corollary,
wri(X)o D r(0,X) 4.9)

is provable.
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Now, simply combining (4.7), (4.5), (4.8), and (4.9), we immediately have (4.6).

4.6 A Realization Example

We produce a realization for the S5 theorem P D P, where P is a propositional
letter. In Section 4.3 we gave a Gentzen system proof for this, which amounted to
constructing a sequent proof for CI(P D J-P). We build on that.

To begin, we need a properly annotated version of (P D O-P). We use
01 (P D O3-0,—P). And next we need an annnotated sequent proof of this. One
can be created by starting with the unannotated proof, annotating the last sequent,
and propagating the annotations upward. The result is the following.

1 P—P
P-P—
P,—P — (3—,—P
-P — P D 3—,—P

2
3
4
5 =P — P D 3P
6 =P — Oy (P D O3-0,—P)
7 — —,=P, 0 (P D O3-0—P)
8 — O3=p-P, 0 (P D O3-0,-P)
9 P — 3=, P, 0 (P D O30, —P)
10 — (P> 0O3-0,—-P),0,(P D O3-0y—P)
11 — Oy (P D O3-0,—-P), 0, (P D O3-0y—P)
12 — (P D O3-0,-P)
Next, we follow the algorithm embodied in the proof of Theorem 4.7, and show
each sequent above is realizable in JS5. In doing this we make use of Corollary 4.1
which, in turn, uses the Realization Weakening Theorem 4.6. The proof of this the-

orem is algorithmic, and the algorithm can be found in [9] — here we simply give
the results of the application of the algorithm.

Sequents 1,2,3,4,5 To realize 1, any realization function will do. Then this is
also the case for 2, 3, 4, and 5, which follow using rules L—, RW, R D, and L[]
respectively. We must have r(2) = x; and, to be specific, let us say r;(3) = a.
Then 5 is realized by the following justification formula, provable in JS5.

x1:2P D [P D a:—xp:—P)
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Sequents 6, 7 Sequent 6 follows from 5 by R[], and since the index 1 does not
occur in sequent 5 things are simple. By the Lifting Lemma there is a justification
term ¢ such that x;: =P D g:[P D a:—x:—P] is a theorem of JS5. The proof of
the Lifting Lemma is constructive, but here we will not explicitly produce g. We
simply note that such a term can be produced. Now, a realization function for 6
is r, where rp(1) = g, r2(2) = x1, and r2(3) = a. The same realization function
works for sequent 7 since the rule R— is involved. Thus we have JS5 provability
of the following.

-1 : 2PV q:[P D a:—x:—P)

Sequents 8,9, 10  Sequent 8 follows from 7 by R[], and index 3 already occurs
in 7 so we are in a more complex situation. Since we have JS5 provability of
the formula given above, realizing sequent 7, by the Lifting Lemma there is a
justification term 7 such that r:—x;: =P A g:(P D a:—x:—P) is provable. The idea
is to have realization function r3 come from r, using Corollary 4.1, weakening
a = r2(3) to a+ r. Working this out produces a realization function such that
r3(1) =s-q, r3(2) = x1, and r3(3) = a+r, where s internalizes a proof of the JS5
theorem (P D a:—x:=P) D (P D (a+r):—x:—P). That is, we have JSb provability
of s:[(P D a:—x1:=P) D (P D (a+r):—x;:—P)]. The same realization function
works for sequents 9 and 10. Then, sequent 10 has the following realization.

(PD(a+r)—x;:mP)V (s-q):(PD (a+r):—x1:-P)

Sequents 11, 12 Sequent 11 is from 10 by R, and the index 1 occurs in 10, so
we again have a complex situation. The formula above, realizing sequent 10,
is provable so by the Lifting Lemma, again, there is a justification term ¢ such
that 2:(P D (a+r):—x:=P)V (s-q):(P D (a+r):—x;:~P) is provable. Now
Corollary 4.1 comes into play again, and we arrive at the following. Let r4 be
like r3 except that r4(1) = r3(1) +¢. That is, r4(1) = (s-q) +1¢, r4(2) = x;, and
r4(3) = a+ r. This realizes sequent 11, and also sequent 12. We thus have the
JS5 provability of the following.

(s-g+1):(PD (a+r):—x:—P)

Conclusion Now we use axiom 4 and modus ponens with the formula above. The
following is provable in JS5:

PD(a+r)—x;:—P (4.10)

where a is arbitrary, and r is a justification term such that r:—x;: =P A q:(P D a:
—x1:—P) is provable, where ¢ in turn is a justification term such that x;: =P D
q:[P D a:—x1:—P] is provable. Notice that ¢ itself has disappeared from (4.10)
except insofar as it has been incorporated into r. It is (4.10) that realizes the S5
theorem P D [I-[J—P.



76 M. Fitting
References
1. S. Artemov. Explicit provability and constructive semantics. The Bulletin for Symbolic Logic,

2.

3.

10.

7(1):1-36, 2001.

S. Artemov, E. Kazakov, and D. Shapiro. On logic of knowledge with justifications. Technical
Report CFIS 99-12, Cornell University, Cornell, New York, 1999.

V. Brezhnev and R. Kuznets. Making knowledge explicit: How hard it is. Theoretical Com-
puter Science, 357(1-3):23-34, 2006.

. M.C. Fitting. A simple propositional S5 tableau system. Annals of Pure and Applied Logic,

96:107-115, 1999. Originally in The Parikh Project, Seven papers in honour of Rohit, Uppsala
Prints and Reprints in Philosophy, Uppsala, Sweden, 1996 Number 18.

. M.C. Fitting. The logic of proofs, semantically. Annals of Pure and Applied Logic, 132:1-25,

2005.

. M.C. Fitting. A replacement theorem for LP. Technical Report TR-2006002, CUNY Ph.D.

Program in Computer Science, 2006. http://www.cs.gc.cuny.edu/tr/

. M.C. Fitting. Realizations and LP. In S. Artemov and A. Nerode, editors, Logical Founda-

tions of Computer Science — New York '07, pages 212-223. Springer, 2007. Lecture Notes in
Computer Science, 4514.

. M.C. Fitting. Realizing substitution instances of modal theorems. Technical Re-

port TR-2007006, CUNY Ph.D. Program in Computer Science, 2007. http://
Www.cs.gc.cuny.edu/tr/

. M.C. Fitting. Realizations and LP. Annals of Pure and Applied Logic, 161(3):368-387,

December 2009.

K. Godel. Eine Interpretation des Intuitionistischen Aussagenkalkiils. Ergebnisse eines Mathe-
matischen Kolloquiums, 4:39-40, 1933; Translation “An interpretation of the intuitionistic
propositional calculus,” In K. Godel, Collected Works, S. Feferman et al., editors, volume 3,
pages 296-302, Oxford University Press, Oxford and New York, 1995.

. G. Mints. Lewis’ systems and system T. In Selected papers in proof theory (1965-1973).

Bibliopolis, Pittisburg, P.A, 1992.

. N. Rubtsova. Evidence reconstruction of epistemic modal logic S5. In D. Grigoriev,

J. Harrison, and E.A. Hirsch, editors, Computer Science — Theory and Applications, Lecture
Notes in Computer Science, volume 3967, pages 313-321. Springer, Berlin, Germany, 2006.



Chapter 5
Merging Information

Sujata Ghosh* and Fernando R. Veldzquez-Quesada™*

5.1 Introduction: The Milieu

On innumerous occasions in our everyday life we are forced to make decisions on
the basis of incomplete information that we acquire regarding the current state of
affairs. While playing poker, we are forced to decide whether to bet without being
sure about the opponents’ hands; we have imperfect information about the situation
of the game. Scheduling cricket matches in the nor’ western season is just like a game
of chance; there is no guarantee that a match would be played on the scheduled day
because of the possibility of the sudden storms, and one has to depend on weather
forecasts which are invariably incomplete in terms of their information content.

Thus, more often than not we are in imperfect information situations, where we
do not know whether a relevant fact is the case or not. But even though we do not
have the precise information, decisions have to be taken. Then, we rely not only in
what we know, but also in what we believe. Though we do not know if it will rain
this afternoon or not, we usually find one case more plausible than the other, and we
act based on this assumption.

Evidently, “belief” is rather a dynamic notion: we may believe now that it will
not rain this afternoon, but this belief will change if we see the sky getting darker.
Studying the dynamic nature of beliefs is the main motivation behind Belief Revi-
sion, the field focussed on the process of updating beliefs in order to accept con-
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sistently a new piece of information. It is basically the product of two converging
research traditions. The first one has a computer science flavor, with its origins in the
development of procedures to update databases (for example, the truth maintenance
systems of [18] and, more recently, [13] and [14]); the second one is more philo-
sophical, and has its origins in the discussion of the mechanisms by which scientific
theories develop, proposing requirements for rational belief change (for example,
the studies of [40, 41] and [32]).

But in general, when new information arrives, it does not show up just from one
source: we can get information about the weather by listening to the radio, looking
at some webpage, asking a friend and even by looking at how cloudy the sky is. Of
course, not all the sources are equally trustworthy: we find a rain prediction of the
forecast on internet more reliable than the sunny day prediction of an enthusiastic
friend. Rather than revising our beliefs to accept a single incoming piece of infor-
mation, we merge the information coming from the different sources (including our
current beliefs), taking into account the different reliability of each one. This is the
main motivation behind the field appropriately called Belief Merging.

And we can imagine an even more realistic case, where the different sources of
information indicate not only opinions about the facts in discussion but also opinions
about themselves. It is not strange to find a radio broadcasting stating not only that
it will rain this afternoon but also that we should not trust in anyone who says the
opposite.

In the present work we propose a further extension of the formal studies of belief
merging, with an aim of making it closer to the reality. We consider situations where
the different sources of information (considered as agents) also have opinions about
each other. In Section 5.2 we present a brief survey of the main traditions in the
formal studies on merging of information. Section 5.3 comprises the main contribu-
tion of this work, presenting a logic in which we can express agent’s opinions about
facts and other agents (LO) and then extending it to express beliefs and also prefer-
ences of agents over other agents (LOB™). Some discussions are provided, pointing
towards the interactive nature of these epistemic attitudes. Finally, in Section 5.4 we
discuss our general conclusions and and give pointers for further work.

5.2 The Vast Realm of Approaches

In the literature one can find many proposals for postulates and procedures to revise
and merge beliefs. Here we provide a brief description of the main ideas that are
being nurtured in these fields. Over the years, different approaches to the problem
have been proposed, some from a logical point of view but some others from a
connectionist perspective. We give a small survey of the most relevant works in
both the areas.
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5.2.1 Revising vs Merging

Belief Revision focusses on the process of modifying beliefs so as to accept a new
piece information in a consistent manner. One of the most important traditions in
the field is the AGM model introduced in [1]. Following the philosophical origins
of the field, the authors discussed a set of postulates for rational revision — properties
that an operator that performs revision should satisfy in order to being considered
rational. The AGM approach “analyzes belief change without committing to any
particular mechanism, providing just abstract postulates on the process” ([51]).

This approach contains two asymmetries in its formulation. The first one is the
precedence of incoming information over current beliefs (current beliefs should
change to accept the new information consistently); the second one is the richer
structure assigned to the belief set (a collection of formulas, sometimes with an un-
derlying structure) compared with that of the incoming information (just a formula).
While theories of non-prioritized belief change have emerged to tackle the first is-
sue [31, 44], other kinds of generalizations have surfaced with works considering
the aggregation of finite sets of information, all of them with similar structure and
arbitrary precedence, into a collective one. Instead of revising beliefs, we merge all
available information: this is the main idea behind Belief Merging [34-36].

It is also interesting to notice that the aggregation procedure in Belief Merging
faces problems similar to those addressed in Social Choice Theory. Both fields con-
sider several sources of information with different precedence (based on reliability
in Belief Merging and priority in Social Choice), which provide an order over the
relevant entities (beliefs about the current state of affairs in Belief Merging, prefer-
ences over a set of options in Social Choice). Links between these two disciplines
have been investigated in [19, 21, 34, 37], among others.

5.2.2 Different Approaches

As various other analogous research areas, revising and merging beliefs can be stud-
ied from two perspectives: an abstract one providing and discussing properties of
ideal solutions, or a more practical one providing solutions and verifying which
properties they satisfy. When providing a specific procedure to get solutions, sev-
eral approaches may be considered. In the area of revising and merging of beliefs,
two have been used most extensively: logical approaches, providing models and for-
mal languages to describe the relation between the input and output of the revising
and merging mechanisms, and connectionist approaches, considering the phenom-
ena as the emergent processes of interconnected networks of simple units (usually,
neural network models).
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5.2.2.1 Logical Approaches

There are several approaches that use modal logic tools. Authors like André Fuhrmann
[20], Johan van Benthem [50] and Maarten de Rijke [15, 16] showed how theories
of change can be analyzed with the help of “dynamic modal logic”. By using a
multi-modal language, dynamic logic allows to express the effect of actions: formu-
las of the form [a]@ indicate that @ is the case after every execution of the action a.
Moreover, it allows us to build more complex actions from the basic ones — we can
have formulas expressing the result of sequential composition or non-deterministic
choice between actions, and in some cases even parallel execution of them. The fol-
lowing works incorporate revising (merging) operations as actions within a modal
language.

Dynamic Doxastic Logic (DDL) [47, 48] was introduced “with the aim of rep-
resenting the meta-linguistically expressed belief revision operator as an object-
linguistic sentence operator in the style of dynamic modal logic” [39]. The main
operations in Belief Revision are, after all, actions, and hence we can use the dy-
namic logic framework to describe belief change. In DDL, we have (doxastic) ac-
tions of the form + ¢ for expansion by ¢, —¢ for contraction and *¢ for revision.
Semantically, the idea is that a belief state should not only represent the agent’s
beliefs but also how she would respond to new information. Based on the work of
Lewis [42] and Grove [29], Segerberg proposed that a belief state can be represented
with a non-empty set of theories and a doxastic action can be represented with a bi-
nary relation between belief states. Then, the effect of a doxastic action in a belief
state is described as a change to another belief state following the corresponding
relation.

There is another major manifestation of the “dynamic turn” in logic: Dynamic
Epistemic Logic (DEL) is the combination of two traditions: Epistemic Logic (EL)
and Dynamic semantics. While Epistemic Logic is concerned with reasoning about
knowledge, the main idea in Dynamic Semantics is that “the meaning of a syntactic
unit is best described as the change it brings about in the state of a human being
or a computer” [25]. In DEL languages, an EL language is extended with operators
that describe information-changing actions. On the semantics side, such operators
differ from the usual modal ones in that they are not interpreted as relations between
worlds, but as operations that modify the whole model. In Public Announcement
Logic (PAL, [24, 25, 46]), for example, the public announcement operation removes
those worlds of the model where the announced formula is false.

In [6], the authors extended the PAL framework by using Kripke structures to
represent not only the epistemic state but also epistemic actions: actions about which
the agents may be incompletely informed. The epistemic state after the execution
of an action is obtained by what is called product update, reflecting the idea that
the uncertainty of an agent about a situation after an action takes place is the result
of her uncertainty about the situation before the action and her uncertainty about
the action ([56] provides a nice presentation of product update and other dynamic
epistemic logic topics). Further extensions can be found in [7, 8], where the notion
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of belief has been incorporated, allowing us to describe agents with knowledge and
beliefs about the situations and also about the executed actions. With this notion of
doxastic action, it is possible to deal with both static and dynamic belief revision
and also “implement various belief-revision policies in a unified framework” [9].

One of the main conceptual contributions of [6] was to put the description of
the static situation and that of the actions at the same level. In [52], van Benthem
extends this symmetry by noting that product update (updating of the epistemic state
through an epistemic action) is actually an aggregation of the (epistemic) relations
of the static model and those of the action model. Aggregation is usually conceived
as merging of different relations over the same domain; product update generalizes
it by merging different relations over different domains. When we perform product
update, two new items are built: the new domain (as the cartesian product of the
previous ones) and a relation over it (based on the previous relations). In the paper,
the author introduces a static modal language with modalities for the weak and
strict versions of the ordering relation, whose logic is similar to the one presented
in [53]; on top of which he adds the dynamic operators working as product updates
following a priority update rule, reflecting the general idea of the Andreka et. al.
approach, described below.

In [2], Andreka et. al. present an algebraic treatment for combining relations
(which, in particular, can represent a plausibility order over possible situations).
They define the concept of a priority operator: an operator that, given a family
of relations with priority among them, returns a single relation representing their
lexicographic combination. It is shown that priority operators are the only way of
combining relations with different priorities to get a result that satisfy certain natural
conditions, similar to those proposed by Arrow [4] in the context of Social Aggre-
gation. Moreover, it is shown that any finitary priority operator can be expressed by
the binary operators “||” (“on the other hand” operator, indicating the aggregation
of relations with the same priority) and “/” (“but” operator, indicating the aggrega-
tion of relations with different priority). It should be noted how the construction of
the aggregation relation is then given by a sequence of operations that defines the
priority among the aggregated individual relations.

In Chapter 6 of [28], Girard presents a modal logic for order aggregation based
on these priority operators. Following approaches for preference logic like [55], he
presents a language that allows us to express not only individual preferences but also
their aggregation as the result of operations between the corresponding relations.

5.2.2.2 Connectionist Approaches

As we mentioned earlier, connectionist approaches consider revising and merging of
beliefs as a result of dynamics in interconnected networks (i.e., graphs) made up of
simple units. At any point of time, each unit in the network has a value representing
some aspect. This value is either given by an external input (which remains constant
throughout the process) or else by a combination of values of other units. At each
step, values are re-calculated, and hence the effect of the external inputs spreads to
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all other units in the network over time. Some of the units are considered output
units and, whenever their values become stable, they are considered as the outcome
of the process. There are many forms of connectionism, but the most common forms
use neural network models.

An artificial neural network (NN) is a mathematical model based on a group
of simple processing elements (neurons) whose behaviour is determined by their
interconnections and their individual parameters. The NN model has its origin in
biological neural networks and is typically an input—output model. They provide an
interesting framework to model reasoning: if we consider the inputs as incoming in-
formation, the outputs can be considered as the result of a reasoning process. Then,
an NN can represent situations with multiple sources of information (in general any
finite number of inputs) and, moreover, represents their non-uniformity (by specify-
ing different ways in which the different inputs will affect the output). This makes
neural networks an attractive tool for modelling merging processes.

Analyzing logical concepts from a connectionist point of view is another stimu-
lating area of study. Interesting examples are Gaifmann Pointer semantics [22, 23]
and the revision theory of truth developed by Herzeberger, Gupta and Belnap
[30, 33]. The latter provides a semantics for sets of sentences with self-reference
by looking at patterns of truth-values that are stable under subsequent revisions.
One of the main features of this concept is the backward propagation of truth values
along the edges of the graph representing the set of sentences. A more belief-related
approach is that of Bayesian Belief Nets (see [45, 57]), based on the idea of as-
signing probabilities to the units of the network and using the Bayesian rule for the
propagation of values.

A related work is the Assertion Networks of [26]. Sources of information (con-
sidered as agents) and facts are uniformly represented as units of the network, and
their interconnection represents opinions of the agents about relevant facts and also
about themselves. The approach uses the graph framework of Bayesian Belief Nets
(though the numerals used are interpreted in a more deterministic way), and perhaps
more crucially, considers the notion of stability of revision sequences to decide the
outcome of the merging process.

The novelty of this setting is that we can now talk about opinions that agents have
about other agents. This is not about the precedence among the multiple informa-
tion sources; the formalism allows each one of them to have a ranking of the other
sources. This also involves common concepts in security, like Trust and Obligation
[17,43].

Going back to our discussion on neural networks, one of their main drawbacks is
the incapacity to provide an explanation for the underlying reasoning mechanism,
that is, the incapacity to provide a logical description of the merging process. Several
attempts have been made to provide some relation between inputs and outputs in
connectionist models.

In [12], the authors discussed some of the main problems in the knowledge ex-
traction methods of neural network models and proposed a way for these drawbacks
to be amended. The basic ideas are to incorporate a partial order on the input vec-
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tors of the net and to use a number of pruning and simplification rules. For a class
of networks, the regular ones, the algorithm is sound and complete. For the non-
regular networks, it is shown that they contain regularities in their subnetworks, and
the previous method can be applied in a decompositional fashion.

In [38], the author described interpreted dynamical systems. A dynamical system
is in essence a neural network: we have states representing the neurons and a next-
state function representing the connections between them. With an interpretation
mapping, we identify formulas of the propositional language with states.

The internal dynamics of the system is given by stepwise iteration of the next-
state function. External information modifies the internal flow, affecting the next
state of the one to which it is plugged. The resultant dynamics of the system are
described in terms of qualitative laws for which a satisfaction clause is defined.
Moreover, it is shown that the resulting descriptions are related to systems of non-
monotonic logic. The relation between non-monotonic logic systems and the sym-
bolic representation of the reasoning process performed by neural networks is of
particular relevance, as shown not only in [38], but also by [5] and [11], among
others.

5.3 Merging Opinions, Preferences and Beliefs

Real life communication situations are possibly the best exemplification of this
merging of information. Various approaches to model it, both from the logical and
the connectionist point of view, have been discussed in the previous section. As evi-
dent from the existing literature, the logical framework provides a much more global
approach regarding “what can be achieved” or “what is the final outcome”, but does
not give an account of the “micro-structure” of mutual influences and nuances of the
agents involved, which has been brought to the fore by the connectionist approaches.
In other words, though logical approaches do talk about change, they look at the big
steps (the outcome of a revision) and not at the small ones (the “discussion” that
takes place while revising).

The primary goal of this work is to provide a logical framework that describes the
of the communication networks and capture a reasonable way of amalgamating all
the information coming from different sources so as to bring out the global behavior
of the system.

Our proposal is based on the approach of [26], where an Assertion Network takes
the perspective of an external observer that collects opinions of relevant agents about
particular facts. Both agents and facts are represented as nodes of a graph, and opin-
ions of the agents about themselves and the facts are represented by labelled edges.
We emphasize the fact that agents are not represented by their preferences, beliefs
or knowledge, but as tangible objects in the model.

The starting situation is given by some initial assignment, indicating the degree
of belief (numerical values) the observer has about each agent and fact (each node).
Then, just as connectionist networks, the process through which the observer merges
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the different agents’ opinions and her own initial beliefs is represented by the itera-
tive updating of such values until a stable value is reached (which in general is not
the case, e.g. Liar sentence).

We consider a semantic model close to the described one. It consists of a graph
with two kinds of nodes, one representing agents and the other representing possible
situations. We give a logical perspective here, and as such, develop a language for
describing such a model. Since agents are represented by nodes, it is natural to
consider a language that allows us to name such nodes. Our work is based on the
hybrid logic approach [3] which provides a way to talk about individual states. In
this section, we formally define the languages as well as the semantic models, and
provide sound and complete axiom systems for them. The logics that we discuss
here are devoid of any dynamic component, which we leave for future investigations.
A short discussion of the interesting issues that arise from the notion of dynamics
can be found in Section 5.4.

Before proceeding further, it should be noted that the distinction made between
“belief” and “opinions” is that, we understand “opinion” as a first-order concept
while “belief” is a concept that can be extended to higher orders. In the logic of
opinions (LO) proposed below, we can express agent’s opinions about facts and
about each other; opinions about opinions are meaningless for the framework. On
the other hand, the logic of opinions and beliefs (LOB™), an extension of LO, allows
us to express not only agent’s beliefs about facts and about each other, but also belief
about beliefs, and so on. We also introduce formulas to express agents’ preferences
over other agents, which is an useful tool in representing communication situations,
but aggregation of preferences so as to model the effect of group preferences is not
discussed here.

5.3.1 Logic of Opinions

The logic of opinions basically represents situations comprising of agents and facts,
together with opinions of agents about these facts and also about other agents. Facts
are represented by propositional variables, world-names and their boolean combina-
tions, whereas agents are expressed by agent-names. The world-names (nominals),
besides giving us uniformity by allowing us to name all nodes in our graph, allows
to talk about agent’s opinions not only about facts that may be true in several possi-
ble worlds, but also about any such complete world’s descriptions. The language of
this logic (LO) is given as follows:

Definition 5.1. Let PROP be a set of atomic propositions, AG be a set of agent-
names and NOM be a set of world-names (nominals). Formulas ¢ of LO are induc-
tively defined by:

o:=p|L]li|-0|oAy B0 |B.0|Cup | Cun | @i
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where p € PROP, i € NOM and a,b € AG. We assume a restricted language in the
sense that nesting of opinion modalities are not allowed. In formulas of the form
H,¢ and B, ¢, ¢’s are restricted to atomic propositions, nominals and their boolean
and @; combinations.

Other connectives (V, — and <) are defined as usual. The diamond version of
opinion formulas (+),¢ and (—),¢ are defined as the duals of their box counter-
parts: (+),¢ < —H,—¢ and (—),¢ < -8, —, respectively.

The intended meaning of formulas of the form B, ¢ (B, ¢) is “agent a has pos-
itive (negative) opinion about ¢”. Similarly, formulas of the form @, (S,.) are
read as “agent a has positive (negative) opinion about agent b” . It should be noted
that, in the language of LO, agent-names just appear in opinion formulas.

For the semantic model, we consider graphs with two kinds of nodes: agent-
nodes representing agents and world-nodes representing possible situations. Rela-
tions between such nodes indicate the agents’ opinions about possible situations and
other agents. The basic link between the semantic model and the language is given
by a couple of functions: a standard hybrid valuation indicating the world-nodes
where elements of PROP and NOM are true (with each i € NOM being true at one
and only one world-node) and a naming function assigning a different agent-node
to each element of AG. Formally, we have the following.

Definition 5.2. An opinion model is a structure of the form
M = (W,AR" R",07,07,V,N)

where

W is the set of world-nodes,

A is the set of agent-nodes (with A disjoint from W),

R™ C A x W is a serial binary relation from agent-nodes to world-nodes,

R™ C W x W is a serial binary relation from agent-nodes to world-nodes,

O" C A x A is a binary relation from agent-nodes to agent-nodes,

O~ C A x A is a binary relation from agent-nodes to agent-nodes,

V : PROPUNOM — 2V is a standard hybrid valuation (that is, for each i € NOM,
V(i) is a singleton), indicating the world-nodes where atomic propositions and
nominals are true, and,

e N:AG — A is an injection assigning a different agent-node to each agent-name.

The opinion model .# is named if every world-node in the model is the denotation
of some nominal, that is, for each w € W, there is a nominal i € NOM, such that

V(i) = {w}.

We emphasize the fact that the set of world-nodes and that of agent-nodes are
disjoint. Although .# is a graph consisting of both these kind of nodes, atomic
propositions and nominals get truth values only in world-nodes, and therefore for-
mulas of the language are evaluated just in them. While the valuation V allows us to
give truth value to atomic propositions and nominals in the standard way, the nam-
ing function N and the opinion relations (R* and R~ for opinions about facts, O
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and O~ for opinions about agents) allow us to take care of opinion formulas by just
looking at the outgoing arrows from the agent-nodes named after the agent-names.
Negations, conjunctions and the @; operator are defined in the usual way.

Definition 5.3. Let ./ = (W,A,R",R~,0",07,V,N) be an named opinion model.
The truth definition for formulas ¢ in .# at a world w is given below.

MwEp iff weV(p)

Mow =i iff  {w}=V()

MW= ifft A, wlo

MwEQANY iff A wlE@and Z,wEY

AM,wEB,e iff  forallu € W such that N(a)Ru, A ,u = @
MowiEB,e iff  forallu € W such that N(a)R™ u, A ,u = —¢
MwE By iff N(a)OTN(b)

%7“} ’: Oab iff N(a)oiN(b)

MwE= @9 iff  A,ul= @, where V(i) = {u}

where p € PROP, i € NOM and a,b € AG.

It follows that .#,w = (+),¢ iff there exists u € W such that N(a)R"u and
M u =@, and A ,w = (—), @ iff there exists u € W such that N(a)R"uand A ,u |=
—¢. Note that, by the above definition, the opinion formulas are either true or false
in the whole model, that is, if an opinion formula is true (false) in some world in
M , then it is true (false) in every world in .Z .

A communication situation representing agents’ opinion about events and about
each other can be described by finite conjunction of the modal formulas introduced
above. For example, the formula - H, ¢ A =B, ¢ is read as “the agent does not
have any opinion about @, whereas H,¢ A H, ¢ corresponds to a being undecided
about ¢. In terms of epistemic attitudes of an agent, there is a difference between
having no opinion and being undecided about a certain event. One can be undecided
whether to take an umbrella or not while she is going out, but she may have no opin-
ion about who should win the next US presidential elections, as she is simply not
interested in the issue. In terms of opinions concerning other agents, these attitudes
are typically indistinguishable. Moreover, because of the way we have interpreted
the modal formulas which is independent of the states, the intuitively inconsistent
formulas like H,¢ A B,—¢ as well as H,¢ A BH;—¢ are not satisfiable.

Consider the following simple example.

Suppose Professor Calculus wants to know how good a singer Bianca Castafiore is. In come
Thomson and Thompson, and convey the following.

Thomson: “She is a very good singer.”
Thompson: “Aha! I do not think so. I really dislike her singing”

This network of opinions can be represented by the following formula:

Bﬂa(po A Eb(p
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with a representing Thomson, b Thompson, and ¢ representing the fact that “Bianca
Castafiore is a good singer”. The obvious question here is what would Professor
Calculus infer in this situation of conflicting opinions. We will come back to this
example in Section 5.3.2.

We now provide a sound and complete axiomatization for LO.

Theorem 5.1. LO is sound and complete with respect to countable named opinion
models and its validities are axiomatized by,

(a) all propositional tautologies and inference rules,
(b) axioms and rules for @;:

F@i(p—q) = (@p— @q)

F@ipp—-@i—p

Finp— @;p

F@;i

F@;j— @i

F@jN@jp— @p

H @j@[p — @,'p

ifk @, thent @;@ for everyi € NOM
(c) positive opinion axioms and rules:

FH.(o— v)— (B0 — HBy) (+normal)

FB.p — (+)a@ (+ser)
F(+)ai N @@ — (+)a@ (+translation)
F{+)a@ip — @@ (+back)

if = @, then =B, @, for every a € AG (+gen)
(d) negative opinion axioms and rules:

FBu(~oAy) — (Bup — Bay) (-normal)

FBap — (+)a® (—ser)
F{=)ai AN @i=@ — (=), (—translation)
F(=)a@i¢ — -@;¢ (-back)

if = =@, then - 8,0, for every a € AG (-gen)
(e) agreement axioms:
= <+>a(P e @i<+>a(P
F{=)a® < @i(—)ap
F Dap = @iDyip
F Oup = @iOup
(f) name, paste and substitution rules:
ifti— @, thent @ for i not occurring in @.
i (@(+)aj A @j9) — v,
thent @;(+),0 — ¥ for i+ jand j not occurring in ¢ or y.
F (@i ~)aj A @~0) = v,
thent @;(=),0 — ¥ fori# jand j not occurring in @ or .
ift- @, thent ¢o where O is a substitution that uniformly
replaces atomic propositions by formu-
las, agent-names by agent-names and
nominals by nominals.
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Proof. Soundness of the axioms and rules is straightforward. The completeness
proof is based on that of hybrid logic as presented in [10]; see appendix 5.5 for
details.

5.3.2 Logic of Opinions and Beliefs

Let us now go back to the example we mentioned earlier, and analyze it further.
Evidently, if Calculus believes Thomson more than Thompson, then he would be-
lieve that “Bianca is a good singer”, otherwise he would believe that “she is not”. In
the retrospect, to express such decision making in presence of conflict in opinions
we want to have a language where we can say that if our belief in a is more than
our belief in b then we may believe in ¢, and if our belief in b is more than our
belief in a, we may believe in —¢. To incorporate the belief strength part, we add
operators B, (belief of a) and >, (a’s preferences among agents) for each agent a
to the language of LO, to form the language of the logic of opinions and beliefs. We
first present a very simple logic with a straightforward axiomatization which does
not take into account the interaction between belief, opinions and preferences. We
name it LOB™, whose language is given in the following,

P:=plLIi| =@ @AY | {(+)a® | {(=)a® | Dab | Our | @i@ | Ba®p | a =4 a,

with the following restriction that ¢ occurring in B, ¢ should only be propositions,
nominals and their boolean combinations. We use (B,)¢ as an abbreviation for
—By—@,and b >, ¢ for (b=, ¢) A—(c =4 b).

The model becomes .7 = (W,A,R* ,R~,0",07 {R,:a€A},{>,:a€A},V,N),
where for each a, R, is a serial, transitive and Euclidean relation on W and >, is
a reflexive, transitive and connected relation over A. We name the model as bop
model. The truth definition is given by,

MwEDb=gc iff  N(b) >y N(c)
M,w =By iff  forall w' € W such that wRy W', A4 ,W' = @

If Professor Calculus is expressed as c, then the earlier situations can now be
expressed as:

((a@=cb) NBa@ A By@) — (Be)@
((b=ca) NB.9 ANBpp) — (Be)—¢

Let us now provide a complete axiomatization for LOB™.

Theorem 5.2. LOB is sound and complete with respect to countable named bop
models and its validities are axiomatized by,

(a) LO axioms and rules,
(b) if - @ then - B, o,
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(c) belief axioms:
F Ba(p — q) — (Bap — Buq)
F(B.,)@;p— @;p
F Bui — (B,)i
F B,i — ByBgi
F —B,i — B,—B,i
(d) paste rule:
if- @;(B,)j\ @y — @, then - @;(B,)y — @,
where, i # j and j not occurring in @ or Y
(e) belief order axioms:
Fb>,b
F(brac)N(c=gd)— (b=4d)
F(b=,c)V(cmyb)
Fbryc)— @i(br=,c)

Proof. Soundness of the axioms and rules is once again straightforward. For the
completeness proof, which is an extension of that of LO, see Section 5.6.

It is evident that the logic LOB™ is suitable for expressing communication situa-
tions, but to reason in these situations we definitely need some axioms or rules that
brings out the correspondence between opinions, preferences and beliefs, which this
logic does not provide for.

In what follows we make some preliminary ventures into providing bop models
with different properties depicting some such intuitive correspondences and finding
out the logical validities that follow from such properties of the models.

Consider .# = (W,A,R",R",07,0" {R, :a € A},{>,:a € A},V,N) to be a
bop model. Let us now list some intuitive interactive properties in this model, with
the validities they ensure.

e Positive and negative opinions may lead to preferences: b € Rang+(a) and ¢ €
Rang-(a) imply b >, c.

Validity: @g.p A Og:e — b =4 c.

e Preferences help in decision making under conflicting opinions: a >, b im-
plies for each w € W, 3w’ € (Rang+(a) \ Rang- (b)), such that wR.w', and
I’ € (Rang- (a) \ Rang+ (D)), such that wR.w".

Validities: (a >, bAB,0 A Bp@) — (B.) o,
(b=c anBa@ N Bpp) — (Be) 9.

It can be easily seen that we can model the communication situation expressed in
the example in Section 5.3.1, and reason about it in bop models satisfying one of the
conditions given earlier. But this is a very simple case of interaction between opin-
ions, belief and preferences. As is evident, a careful and systematic study remains
to be done to bring out all such plausible interactive properties. This also gives rise
to the following interesting issue:

Question What would be a complete axiomatization of the full interactive logic of
beliefs, opinions and preferences?
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To give the readers an idea about what we intend to model, let us refer back to
the example in the previous section, and make it a little more complicated:

‘While Professor Calculus was mulling over whether to believe Thomson more than Thomp-
son, Captain Haddock enters the scene and observes: Haddock: “Thomson and Thompson
are a pair of jokers. Do not rely on any of them”

Obviously, if Calculus had a high opinion of Haddock, then he will not be able
to come to any conclusion regarding the singing quality of Bianca, whatever Thom-
son and Thompson say. The model should be able to reason about these detailed
intricacies also.

5.4 Conclusion

The paper brings out the “micro-structure” of the communication networks describ-
ing the mutual influences of the agents over themselves as well as the events in-
volved, together with their effect on the different epistemic attitudes of the agents,
viz. beliefs, opinions, preferences, in a logical framework. Thus, a first attempt is
made towards capturing the hitherto unheralded territory of the mutual enhancing
and dampening effects of communication between agents from the logical point of
view, which have been aptly described in the connectionist approaches.

It is natural, for example, to ask for opinions to lead to preferences, that is, if
an agent a has a positive opinion about another, say b but a negative opinion about
some other ¢, then she should prefer b over c¢. Such properties are reasonable when
considering the outcome of the merging, and they can occur anywhere in the merg-
ing process, be as an initial information, or an intermediate step or as a final out-
come. As it stands, LOB™ describes a very general (logical) framework with which
we can express static opinions, preferences and beliefs of agents, without particular
restrictions on the relations between them. What we need to do now is to find a com-
plete list of desired interactive properties between beliefs, opinions and preferences
(belief strengths) that the bop model should satisfy, and then add a dynamic com-
ponent in the existing framework to take care of the merging process. This dynamic
component should modify the model (i.e., should modify opinions, preferences and
beliefs) with reasonable operations in order to get all the desired properties men-
tioned above. As in the works of [26, 27] (in connectionist systems, as well), the
dynamicity does not need to be just one action, but a collective iteration of opera-
tions; that will end whenever we have reached a model with the desired properties,
that is, an iteration of some model-changing operations that end in a stable situation.

Clearly enough, this is not the only kind of dynamics that can be studied. Consis-
tent opinions, beliefs and preferences may also change due to new incoming infor-
mation. One of the many possibilities is to introduce suggestions; announcements
about beliefs made by some agent: if Professor Calculus has a good opinion about
Captain Haddock, then any suggestion of the latter will modify the beliefs of the
former. Some further avenues of investigation are mentioned below.
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Aggregation of preferences. Together with individual preferences, the notion of
group preferences as introduced in [28], which is an emerging area of study can
well be incorporated into the framework provided and will add in the expressive-
ness of the logic. A detailed study of the various notions of preferences as well as
their properties and their effects in communication with a focus on the interplay of
preferences and beliefs in such situations is also a project worth pursuing.

Dynamic notions. We have already talked about introducing the notion of dynamic-
ity to the framework in the form of “suggestions” which affect the opinions of agents
regarding certain events. A host of existing notions of dynamicity can be added to
the language of LOB™ so as to study their effects. To name a few, the notions of
soft beliefs [51], preference upgrade [54], lexicographic upgrade [51], elite change
[51], agent promotion [28] and others. One can also study the effects of the change
in opinions about agents, change in opinion about events on that of agents and vice
versa which will bring this study closer to that in [27].

5.5 Completeness for LO

The completeness proof follows the idea of that appearing in Section 7.3 [10]. Let X
be a consistent set of formulas of LO, with PROP, NOM and AG the sets of atomic
propositions, nominals and agent-names, respectively. We extend X to a named and
pasted maximal consistent set £, We define the sets of formulas A; (for i € NOM)
and A, (for a € AG) as follows:

A ={p|@peX}
Ag = {(+)a@ [ (+)a@ €T} U{(=)a@ | (+)ap € ZT}U
{@a:b | DBab € 2+} U {@a:b ‘ Cab € Z+}

We call A; a named world yielded by X, and A, a named agent yielded by X+ . Note
that for each a € AG, A, is non-empty, because of the gen and ser axioms. So for
different agent-names a and b, A, and A, are different sets.

From I, we build the model .# = (W,A,R",R~,0",0~,V,N) as follows:

W :={A; | 4; is a named world yielded by X},

A:={A, | A, is a named agent yielded by X},

AR A;iff for all non-opinion formulas @, @ € A; implies (+),0 € A,
A,R™ A;iff for all non-opinion formulas ¢, —¢ € A; implies (—),0 € A,,
Au0+Ab iff Sab € Ags

A O™ Apiff 4 € Ag,

V(x):={A €W |xeA} forxe (PROPUNOM),

N(a):=A4, foracAG.

Note that W and A are disjoint. Also, because of the axioms, V is an hybrid valua-
tion assigning a singleton to every nominal i (see definition 7.26 of [10]); moreover,
N is an injection (in fact, a bijection in this case). We first show that R* and R~ are
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serial. Then we move onto proving existence lemmas for these relations and finally
the truth lemma.

R™ is serial: Consider any A,. Since it is non-empty, we have that, for some
formula @, @;(+),¢ € Z* (by agreement axiom and definition of A,). So, as X
is pasted, @;(+),j A\ @ ;@ € £ for some j. Then, (+),j € ZT. Now consider any
propositional variable, nominal or their boolean combination, ¥ in A;. Then @ ;y €
X*. This implies that (+),y¥ € T, (by +translation axiom) and so, (+),¥ € A,.
SO, AaRJrA e

R~ is serial: Consider any A,. Since it is non-empty, we have that, for some
formula @, @;(—),¢ € X (by agreement axiom and definition of A,). So, as X
is pasted, @;(—),j A @ ;@ € £ for some j. Then, (—),j € ZT. Now consider any
propositional variable, nominal or their boolean combination, Y such that =y € A;.
Then @ j—~y € . This implies that (—),y € T, (by —translation axiom) and so,
(—)aVW € Aq. So, ALR™ A

The proofs of the existence lemmas for both R™ and R~ follow similarly with
the additional fact to note that, if @ ;¢ € £, then ¢ € A;. We now prove the truth
lemma.

The clauses for atomic propositions, nominals, negation, conjunctions and the
satisfaction operator @ are standard. For opinion formulas, we have

M A= (e iff A EW s.t.N(a)RYAjand 4, Aj =@ def. of =

iff 3A;eWs.t. A;RTAjand @ € A; def. of N and L.H.
iff (+).0 € A, def. of RT and
existence lemma
iff (+).peXZt def. of A,
iff @(+),peXt agree axiom
iff (+).0 € A; def. of A;
MA (=)o@ iff TA; €W st.N(@)R™A; and 4, A; |= ¢ def. of =
iff 3A; €W st. AuR™Ajand @ € A; def. of N and L.H.
iff (—)ap € A, def. of R~ and
existence lemma
iff (—)op e Xt def. of A,
iff @;(—),0eX™ agree axiom
i (=)o € A; def. of A;
MA =Dy iff N(@)OTN(b) def. of =
iff A,OTA, def. of N
iff ©up € Ag def. of O
iff Py Xt def. of A,
iff @®d,peX™ agree. axiom
iff Py € A def. of A;
MA = Oy iff N(@)O~N(b) def. of =
iff A,0™A4, def. of N
i Cup € A def. of O~
iff O4p€X™ def. of A,
iff @0,,cXT agree. axiom

iff Sap € A def. of A;
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Because of the name and paste rules as well as the seriality of Rt and R™, the
model .# is a named opinion model. Now, we also have that Z+ = A, for some
nominal k. Hence, by truth lemma, .#,A; |= X, so our original consistent set of
formulas is satisfiable.

5.6 Completeness for LOB™

As before, let X be a consistent set of formulas of LOB, with PROP, NOM and AG
the sets of atomic propositions, nominals and agent-names, respectively. We extend
X to a named and pasted maximal consistent set X. We define the sets of formulas
A; as before, while A, (for a € AG) is defined as follows:

Ag = {{(+)a@ | {(+)a@ €Z T} U{(—)a@ [ (—)ap €ZT}U
{@a:b | Sap € 2+} U {@a:b ‘ Oab € 2+}U
{brgc|brgceX™}

From X, we build the model .#Z = (W,A,R" . R™,07,07 ,{Rp, : Au €A},{>4,:
Ay € A}, V,N), as earlier with Ry, and >4, (for each A,) defined as follows:

e AiRa,A; iff forall formulas @, ¢ € A; implies (B,) ¢ € A;,
o A ZAa A, iff b>,c€ A,

The proof of existence lemma for the Ry,’s is similar to that in Lemma 7.27 in
[10]. The reflexivity, transitivity and connectedness of the relations >4, follow from
the definition of the corresponding A,’s. Let us now focus on the remaining part of
the truth lemma.

M, A; ): <Ba>(p iff 3 Aj e Ws.t. AiRN<a)Aj and %,Aj ': (0] def. of ):

iff 3A; €W st AiRy,Ajand ¢ € A; def. of N and I.H.
iff (Ba)@ € A; def. of Ry, and
existence lemma

M A =D =, ¢ iff N(b) >N(a) N(c) def. of =

iff Ap >4, Ac def. of N

iff b=,c€A, def. of >4,

iff b=,ceXt def. of A,

iff @i(b=,c)eX™ axiom

iff b,c€A; def. of A;

Completeness follows as in the case LO, noting the fact that, any set of pure for-
mulas X (i.e. formulas without propositional variables), when added to an extension
of X% j;;( @) [49], becomes complete with respect to the frames definable by X.
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Chapter 6

Modal Logic for Lexicographic Preference
Aggregation

Patrick Girard

Bad news abounds when it comes to theories of aggregation. The most famous result
is Arrow’s theorem (cf., [3]), stating the impossibility of a non-dictatorial aggrega-
tion procedure satisfying desirable properties. More recently, research in judgment
aggregation has produced a plethora of analogous results pertaining to judgments
(cf., [5, 9, 10]). One may get the impression, from this series of results, that it is
hopeless to look for a systematic and satisfying aggregation procedure.

Yet we do succeed in acting as groups in such a way that individual standpoints
are reflected in groups’ actions. We trust the committees we have at various levels of
our societies (e.g., we gave a Nobel prize to the Intergovernmental Panel on Climate
Change) and we still cherish our aggregation procedures for democratic societies -
we do not have dictators.

How do we succeed?

Impossibility results tell us that we cannot aggregate systematically while obey-
ing a set of prescribed aggregation conditions, but they are impervious to common
achievements of groups. They do not state the metaphysical impossibility of aggre-
gation procedures, but that we cannot use a unique one in any given circumstance.

In this paper, I adopt an optimistic standpoint and show that modal logic for
preference aggregation is possible, provided that we change our expectations about
what is to be achieved. Of course, because of Arrow’s theorem, something has to
give. One way to achieve this is by shifting the scope of the analysis. Instead of
looking for general results that apply uniformly, one looks for procedures applying
to simple groups, such as committees or even simpler, a group of friends ordering
food in a restaurant together.

This is the quest for possibility results.

My main goal here is to show that lexicographic preference reordering can be
treated inside Modal Logic. I base most of my results on [1], where a possibility re-
sult is proved for lexicographic reordering. In this setting, groups of agents are taken
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to be ordered and aggregation proceeds in a compensatory way: if every member of
the group prefers x, then the group also prefers x, otherwise the group’s preferences
follows that of the most influential agents. To achieve this, I take the logic of prefer-
ence exposed in [14] as basic and show that expending the language with so-called
nominals is sufficient to modalize lexicographic reordering. I call the resulting logic
Group Preference Logic and denote it GPL.

The paper is divided as follows. In Section 6.1, I outline the basic Preference
Logic. In Section 6.2, T collect the results from [1] over which I base the rest of
the paper. In Section 6.3, I define GPL and provide its complete axiomatization.
In Section 6.4, I investigate various applications of GPL. I show how the complete
relational algebra of [1] can be derived and how to lift comparisons over states to
preferences over sets of states. Finally, in Section 6.5, I introduce dynamics in the
logic. This comes in two stages: (1) public announcement and preference upgrade,
and (2) agent promotion. Agent promotion is the action of changing the hierarchy of
the group by putting one agent on top. My approach is advantageous in two ways:
(1) it provides a simple modal logic for preference aggregation and (2) it yields a
straightforward dynamification of group preferences with a new kind of action, over
the hierarchy of the group.

6.1 Basic Preference Logic

Preference Logic has been at the core of different systems under various guises. The
version I use in this paper is based on the work of a few authors in selected papers,
originating in Boutilier [4] and van Benthem, van Otterloo and Roy [16], but fully
developed with a ceteris paribus rider in [14].

Language and Semantics

Let PROP be a set of propositional letters. The Preference Language, denoted £,
is inductively defined by the following rules:

Ly =ploVy| -9 |0=@|O%@|Eg

The class of formulas of % is denoted “FORM”. The intended reading of O=¢
is “@ is true in a state that is considered to be at least as good as the current state”,
whereas that of O<@ is “@ is true in a state that is considered to be strictly better
than the current state”. E@ is interpreted as “there is a state where ¢ is true”.

I write = to abbreviate ~<=-¢, and use O<¢@ and U ¢ for the duals of O<¢
and E @ respectively.

Definition 6.1 (Models). A preference model M is a triple M = (W, <,V) where
W is a set of states, =< is a reflexive and transitive relation (a preorder) and V is a
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standard propositional valuation. The strict subrelation < is defined in terms of =<:
u<v:=u= &v A u. Finally, a pointed order model is a pair M, u where u ¢ W.

Definition 6.2 (Truth definition). Formulas of .Z4 are interpreted in pointed order
models.

Mul=p iffueVv(p)

MubE=—-@ iff Mul~o

MuE=oVyiff MubEporMuEy

MubE=0Se iff st u <v&MvE@

MulE=0<e iff vstu<v&MyvE @

MubEEe iff vst. MvEo@

Definition 6.3. A formula ¢ is said to be satisfiable in a model 91 if there is a state
u such that 9, u = @ and valid if it is true at every state in every model.

For a complete axiomatization A“2 of Preference Logic, the reader should con-
sult [14]. Of interest is the realization that the strict subrelation < of < is not de-
finable in £, even though the completeness result, using Segerberg’s bulldozing
technique (cf. [11]), guarantees that the canonical model can be transformed into an
adequate preference model, i.e., one where u < v iff u < v&v A u. This is taken
care of by the following axioms of A<7:

O — OS¢ (6.1)

OSOTp - O%g (6.2)

OSOSQ - O%¢ (6.3)

PACZY — (OSYVOS (YA O=9)) (6.4)

Deriving Binary Preferences

The reader might be worried by my choice of nomenclature for the basic language.
Admittedly, calling £ a “preference language” is abusive in that its modalities
do not express genuine preference statements.! &= says that ¢ is true in a better
state, but preferences are typically expressed as statements comparing (at least) two
things: I prefer beer over wine, blue over red and vampires over zombies.

Such preference statements can be understood in various ways. Saying that I
prefer blue over red might mean that I prefer every blue object to every red one,
or that for every red object, there is a blue one which I prefer, and so on. There is
flexibility in defining preferences and this flexibility is reflected in .Z». I illustrate
this by considering two examples, the <-5 and the <, 5 binary preference operators,
with semantics given by:

! Accordingly, in [7], I have called the basic logic “Order Logic”.
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Definition 6.4 (Binary preference statements).

MulE=@<ggyiff Is,Fr: M,s = &Mt Ey&s <t (6.5)
MubE@e <, yiff Vs,3t . MsE=o=Mt = y&s =<1t (6.6)

Fact 6.1. The preference operators of Definition 6.4 can be defined in L.

¢ <33y :=E(@AO%Y) (6.7)
<3V :=U(p—O%y) (6.8)

The choice of the basic logic is more important than the name given to it. What
matters here is that .25 offers a unifying framework to deal with various notions
of preferences. One of its great advantages is that it is a normal multi-modal logic,
hence meta-theoretical results such as completeness are easily treated. Furthermore,
and this is the main contribution of the present paper, a simple expansion of £
yields a logic appropriate for lexicographic preference aggregation. Before I show
how this is carried out, I describe what lexicographic reordering is.

6.2 Lexicographic Reordering

The lexicographic reordering treatment for preference aggregation is fully devel-
oped in an algebraic setting in [1]; I call this system “ARS”. The modal logic for
preference aggregation presented in Section 6.3 relies heavily on some of the results
contained therein. For a complete presentations of ARS, the reader should consult
[1]. It is outside the scope of this paper to present the details of this system, which I
take for granted here, simply listing the results needed for Group Preference Logic.

The main motivation for adopting ARS as the aggregation policy is the possibil-
ity result proved in [1], namely that priority operators are the only ones satisfying
the following conditions: (1) independence of irrelevant alternatives, (2) based on
preferences only, (3) unanimous with abstention, (4) preserving transitivity and (5)
non-dictatorial. The fifth property is derivable from the four others and is where
the divergence with Arrow’s theorem becomes most important; lexicographic oper-
ators are non-dictatorial!? Of course, this is not in contradiction with Arrow’s result,
since his conditions are more general, but it provides a useful touchstone to investi-
gate possibility results in the fields of preference and judgment aggregation, as well
as to compare them with well-known and abundant impossibility results.

The two tools which play a fundamental role in ARS are priority graph and pri-
ority operator. A priority graph imposes a hierarchy among basic relations and a
priority operator maps these relations to a single relation lexicographically, follow-
ing the hierarchy provided by the graph. Although the results hold for the aggre-
gation of arbitrary orders, I confine my discussion to the special case of preorders
interpreted as preference orders. No generality is lost by this choice. I thus take a

2 For a proof of this important theorem, the reader should consult [1].
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priority graph as a hierarchy imposed on a group of agents and a priority operator
as the aggregation of their preferences.’

Let W be a set containing at least two elements, standing for the set of objects
to be compared and over which agents give their preference orders <;. For the re-
mainder of this paper, I identify agents with the order they give on W, but I keep
the notation i, j, ... to refer to agents instead of <;, <;,..., for the sake of readability.
For two objects u,v € W, I say that agent i prefers v over u if u <; v; this is the order
given by i between u and v.

To aggregate preferences, a partial strict order < is imposed over the agents,
which can occur several times in the order. To help build the intuition, one can think
of this order as providing credibility or reliability criteria. Suppose, for example,
that you have a committee of scientists (geologists, physicists, chemists etc.) inves-
tigating the effect of human societies on global climate change. One would expect
that the interpretation of results of each scientist would be given more value in their
respective field of expertise. Physicists would be given more credibility in answer-
ing questions pertaining to physics, geologists to geological questions, and so on.
One can think of the multiple occurrences of agents in the order as representing
exactly this: expertise. The hierarchy of agents is represented in a priority graph:

Definition 6.5 (Priority graph). Let X be a set of variables. A priority graph is a
tuple P = (N, <,V) where N is a set (of agents), < is a strict partial order on N and
V is function from N to X.

Something has to be said about the use of variables in priority graphs. First,
as I have noted above, agents are identified with the order they give on W. Two
agents giving the same order can be identified in priority graphs, thus eliminating
redundancy in graphs. Second, priority graphs allow variables to occur several times,
so that assigning agents to variables allows a representation of expertise in graphs;
in one occurrence an agent is the expert and in another, it is dominated. Finally, the
repetition of variables in priority graphs increases the expressivity, although I do not
prove this here.

Example 6.1. Let N = {i, j,k}, V(i) =V (j) =y, V(k) = x and let j < i,k < i. The
priority graph g = (N, <,V) is represented graphically in Figure 6.1. In the figure
(and in the remainder of this paper), a variable x occurs above a variable y if y < x,
i.e., if x is higher in the hierarchy than y.

Next, I define the notion of a priority operator. A priority operator aggregates
individual preferences lexicographically according to the priority graph. A lexico-
graphic order < between two elements is an order such that:

(a,b) < (d',b)iffa<d or (a=d and b <b')

3 Twrite i < j to express that j is strictly better than i, the opposite notation of that used in [1]. T also
draw pictures for priority graphs by putting best agents on top of the graph where [1] puts them
at the bottom and I write the ARS “on the other hand” operator x/y with the reverse interpretation.
The reader is asked to keep this in mind if reading this paper and [1] in parallel and I apologize for
confusion that may ensue; I find my notation more intuitive and easier to work with.
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T Yy

Fig. 6.1 Graphical representation of the priority graph g defined in Example 6.1. In the figure, a
variable occurring above another variable is prioritized

This definition generalizes to n-tuples in the following way:
(ay,a2,...an) < (b1,b2,...,by) iff Im > 0,Vi < m(a; = b; and ay, <p, bp,)

A familiar example of a lexicographic ordering is the alphabetical order used in a
dictionary, where the priority is given to letters on the left.

In the case of priority graphs with single occurrences of variables, a priority
operator o orders the relations of the graph lexicographically when:

a=biff VxeV(a= borIyecVx<y&a=yb))

Since priority graphs allow variables to occur multiple times, a further generaliza-
tion of the lexicographic rule is needed:

Definition 6.6 (Priority operator). A priority graph g denotes a priority operator
o if:
ao((=Zx)xexb & Vi€ N(a SypbVIje N(i< jha <v()) b)) (6.9)

Example 6.2. Consider the priority graph given in Example 6.1. Let a,b € M, then
according to Definition 6.6:

ao(jx, j})b iff ((l jV(i) bANa jv(l) bAa jV(k) b) Va _<V(i) b
ff (a <;bAa =y b)Va=yb

Therefore, the group consisting of {i, j,k} considers b better than a if they reach a
consensus or if both i and j strictly prefer b to a.

The next two theorems are crucial in modalizing Group Preference Logic. The-
orem 6.2 states that every priority operator is equivalent to one built from two fun-
damental operators given in Definition 6.7 and Theorem 6.3 provides a complete
relational algebra in terms of these operators.

Definition 6.7. The two operators x || y and x/y are called the but and on the other
hand operators respectively and are defined by:
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x|y=xny
x/y = (xNy)ux=

The two operators are depicted in Figure 6.2. Here are the two crucial theorems:

zly z/y
Tr e
x y
L] L]
y L]

Fig. 6.2 The priority graph of the but and on the other hand operators

and

Theorem 6.2. Any finitary priority operator is denoted by a term built from /,
the variables occurring in the priority graph for the operator.

Theorem 6.3. An equation is true in all preferential algebras iff it is derivable from
the following axioms:

x|x=x (6.10)

x| Ollz) =y |z (6.11)
xly=yllx (6.12)

(x/x)=x (6.13)
(x/y)/z=x/(y/2) (6.14)
x/(v[12) = (x/y) || (x/2) (6.15)
x/y) ly=xly (6.16)

Theorems 6.2 and 6.3 show that the complete algebra of ARS can be captured by
a set of equations involving two fundamental operators. In the next section, I show
that relativizing the basic modalities of -Z5 with priority operators yield a logic for
group preferences and I show in Theorem 6.5 that the complete algebra of Theorem
6.3 can be derived in the complete logic for group preferences. Therefore, Group
Preference Logic modalizes the ARS system in a natural way, but also provides a
platform to investigate dynamification of the system, as I demonstrate in Section
6.5.
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6.3 Modal logic for Preference Aggregation

As I mentioned above, the language for Group Preference Logic is obtained by
expanding .Z» with nominals. In contrast to propositional variables, which are typ-
ically evaluated at sets of states, nominal are evaluated at single states. On the basis
of this standpoint, states in models can be interpreted as simple objects and nom-
inals as names for these objects. Preference Logic can then be seen as reasoning
about preference orderings over sets of objects. As I have shown in Section 6.1, the
existential modality E¢@ can be used to lift these basic preferences over objects to
complex (binary) preferences over sets of objects (or propositions). In the present
section, I show how a second kind of lift, this time from individual preferences to
group preferences, can be performed with nominals. I thus introduce nominals in
the logic to lift individual orders to group orders, using lexicographic reordering
in the ARS style. Furthermore, with the existential modality, I can then lift group
orders among objects to group preferences over sets of objects, just as I did in the
individual case. Group preference logic thus operates on two orthogonal lifts: one
from individual to group orders over objects and the other from group orders over
objects to group preferences over propositions.

Language and Semantics

Definition 6.8 (Language). Let PROP be a set of propositional variables with p €
PROP, NOM a set of nominals with s € NOM and N a set of agents with i € N. The
Group Preference Language % » is defined by the following recursive rules:

slpl-@|oVvy|(X)“e|(X)“¢|Ee
iX/Y|X|Y

¢

X :
The intended reading of the modalities is as follows. (i)=¢ stands for ‘agent i thinks
that an accessible state where @ holds is at least as good as the current state’ and
(i)~ @ stands for “according to agent i, there is an accessible state that is strictly
better where ¢ holds”. Complex modalities with capital variables X,Y,Z and their
combinations with the operators / and || stand for group orders. Giving an intu-
itive and succinct reading of modalities for groups of more than two agents is not
straightforward, although the intention is quite clear. I illustrate the meaning of these
modalities with a simple group of two agents i and j. In the case where there is a
hierarchy, say of a master i and a student j, the modality (i/j)=¢ is read as ‘the
group consisting of a master 7 and a student j considers an accessible state where ¢
holds to be at least as good as the current state. If the two agents i and j have the
same weight in the decision making, the case where i || j, the modality (i || j)=¢
is read as “the group consisting of two agents of incomparable rank considers an
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accessible state where ¢ holds to be at least as good as the current state”.* The strict
modalities receive the obvious analogous readings.

Definition 6.9 (Models). Models are tuples 0t = (W,G,N,{=<x }xeg,V), where W
is a set of states, G is a set of graphs, N a set of agents, {<x }xcc is a family of
relations induced by priority graphs and V : PROPUNOM — £ (W) is valuation
assigning singleton sets for members of NOM.

Definition 6.10 (Semantics).

Mul=p iffuev(p)

Mul=s iff {u} =V(s)

MukE=-¢  ff Mup=e

MuE=oVy iff MubE@or MulEy
Mulb (X)S@iff weWst.u=xv&MvE@
MubE=X)<@iff veWstu<xv&MvEQ
MubE=Ee iff vst. MviEo@

In case X = {i}, =; is the preference relation for a single agent. Complex relations
=x are recursively reduced to individual preference relations using <y y= (=x
N =<y)U <y and =x|r==x N =y. The strict subrelations <y are defined in the
standard way, i.e., u <x v iff u <y v&—(v <x u).

Remark 6.1. The hybrid binder @;¢ is definable with the existential modality and
nominals by E (i A ¢). Therefore, Group Preference Logic is a superset of the hybrid
logic 2(@) (cf., [2]). This will be used in the axiomatization below, appealing to
the hybrid logic rules of NAME and PASTE in their existential form (cf., [12]).

Axiomatization

Theorem 6.4. The following set of axioms is complete for Group Preference Logic.
I call the logic A g, ,.

(a) Classical tautologies and normality axioms for each modality.
(b) Axioms for the existential modality:

¢o—Ep (6.17)

EEQ —E¢@ (6.18)

o —-UEQ (6.19)

Ei (6.20)

E(ing)—U(i— @) (6.21)

4 It might help the reader to read the modality (i/;j)< as “diamond weak i over j, ¢, (i/j)< as
“diamond strict i over j, ¢”, (i || /)< ¢ as “diamond weak i and j,¢” and (i || j)<¢ as “diamond
strict i and j, @”.
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(c) Axioms defining properties of < and <:

s — (X)=s Reflexivity of <x (6.22)
(X)=(X)=s — (X)=s Transitivity of <x (6.23)
s — =(X)Ss Irreflexivity of <x  (6.24)
s — =(X)(X)<s Assymetry of <x (6.25)
(X)<s — (X)=s Inclusion (6.26)
X)=(X)<s — (X)=s Mix 1 (6.27)
(X)S(X)Ss — (X)<s Mix 2 (6.28)
SAX)St— (X))t vV (X)S(t A (X)=5)) Mix 3 (6.29)
(d) Mixed axioms:
X)“¢—E@ (6.30)
X)“¢—Eg¢ (6.31)
(e) Group axioms:
(X || Y)Ss e (X)SsA(Y)Ss (6.32)
(X/Y)=s e ((X)SsA(Y)Ss)V (X)<s (6.33)
(X || V)5 ((X)SsAY)Ss)V ((X)Ss A (X)) (6.34)
(X/Y)<s = (X)SsA(Y)<s)V (X)"s (6.35)

In addition, Agp has the rules of Modus Ponens, Necessitation and the hybrid logic
rules NAME and PASTE (with < instantiated for all modalities (X /Y )= (X /Y)<,(X ||
Y)Sand (X || Y)<):

Fi—@=Fo¢,ifi 9 NAME (6.36)
FE((ANC)) —=E(jAQ)=FE(iADQ), ifi# jandi,j& ¢ PASTE (6.37)

Remark 6.2. (a) Transitivity of (X)<¢ is derivable, using Axioms 6.26 and 6.27.

(b) Axioms 6.32 and 6.33 analyze the (weak) modalities (X || Y)= and (X/Y)=
in terms of (X)=, (X)< and (Y)<. Similarly, the strict modalities (X||Y)< and
(X /Y)< can be analyzed in terms of more basic modalities by Axioms 6.34 and
6.35.

Before proving completeness, a preliminary result is needed, namely that the
canonical model constructed is an adequate preference model, in the sense that the
relation <y is the appropriate subrelation of <y, defined as:

Definition 6.11 (<y-adequacy). A model is called <y-adequate if the following
are equivalent:

(@) u=<yxv
(b) a.u=<yvand
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b. v Ax u.

Lemma 6.1. For every frame §, Axioms 6.24, 6.26, 6.28 and 6.29 are valid on § iff
§ is <x-adequate

Proof. 1 do not prove the right to left direction. In the other direction, assume that
u <, v and take any model 9 with V(s) = u and V(¢) = v. Then 9, u = (X)<¢,
so M, u = (X)=t by Axiom 6.26. Therefore u <x v. Now, assume that v <y u,
then M, v |= (X)=s, which implies that M, u = (X)=(X)=s. Hence, by Axiom 6.28,
M, u = (X)<s, which implies that 9, u = s A (X)<s, contradicting Axiom 6.24.
Therefore, u <y v implies that u <y v and v Ay u.

Finally, suppose that u <x v and v Ax u and let 91 be a model with the same
valuation as above. Thus, 9, u = s A O=t. By Axiom 6.29, M, u |= OtV O=(t A
<>§s). Thus, for some w, either u < w&w = v (i.e., u < v) - and we are done — or
u < v < u. Therefore, u <x v and v Ax u implies that u < v.

Proof of Theorem 6.4. I only show soundness of Axioms 6.34 and 6.35.
To show the soundness of Axioms 6.34, it is enough to show that:

<xy=(=x N =Zy)U(Zx N <y)

In the first direction, assume that u <yy v. By definition, u <xy v and v Ax |y u.
Thus, u <x v and u <y v. It is now enough to show that u <y v or u <y v. Suppose
not, then v <y u and v =Xy u, which implies that v < x|y 4, 2 contradiction.

In the other direction, assume that (u <x v&u <y v) or (u <x v&u <y v). In
either case, u =y v. Now, if u Ay|y v, then it must be that v <y |y u, i.e., v <x u
and v <y u. Hence, u Ax v and u £y v, a contradiction.

For Axiom 6.35, I show the following:

u<X/Yv:(u <x v&u <y v)oru—<xv (6.38)

In the first direction, assume that u <x /y v. Then u <y y v and v Ay ;y u, which
implies, by definition, that (u <x v&u <y v) or u <y v. In the latter case, the result
follows, so I show that (1 <x v&u <y v) &v Ax /v u implies the right-hand side of
6.38. Since u <y v, it is enough to show that u <x v or u <yv. Suppose not, then
v <x uand v <y u, since u <x v and u <y v. Thus, v jx/y u, a contradiction.

In the other direction, assume that the right-hand side of (6.38) holds. Since
u <y v implies that u <y v, we have that u <y y v. Suppose that u Ay v, then
we must have that v <x y u, i.e., (v <x u&v <y u) or v <y u. The first disjunct im-
plies that u Ax v and # <y v, whereas the second implies that # Ax v, and we obtain
a contradiction in either case.

For completeness, I use the following well-known result of hybrid logic, stated
as Corollary 5.4.1 in [12]:

Let X be any set of pure .7 (E)-formulas,’ then K}( E) is strongly complete for the class of
frames defined by X.

3 A formula is pure if it contains no propositional variables.
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From this result, every consistent set @ is satisfiable in the canonical model (named
and pasted). Furthermore, thanks to Lemma 6.1, this model is adequate. Finally,
thanks to Axioms 6.32, 6.33, 6.34 and 6.35, the completeness for group modalities
is reduced to that of individual modalities. QED

For an alternative (and more economical) axiomatization of GPL, as well as a
cut-free Gentzen sequent calculus, see [8].

6.4 Applications

Group Preference Logic vs Equational Algebra

In this section, I show that the equational algebra of Theorem 6.2 can be derived
inside Agp and that binary preferences statements between propositions can be de-
fined as in basic Preference Logic.

Theorem 6.5. The complete relational algebra of Section is derivable in group or-
der logic.

Proof. 1 first translate the equations given in Theorem 6.3:

(X || X)Ss = (X)Ss (6.39)

XN [2)=s=(X|Y)]2)=s (6.40)
(X || Y)Ss (Y || X)Ss (6.41)

(X/X))Ss — (X)Ss (6.42)

(X/)/2))=s = (X/(Y/Z))=s (6.43)
X/(Y |1 2))=s = ((X/Y) || (X/2))"s (6.44)
(X/Y)1Y)=s = (X || Y)=s (6.45)

Equations (6.39), (6.40) and (6.41) are easily derivable using Axiom (6.32). I show
how to derive the remaining formulas, keeping Equation (6.43) for the last, at it is
the most difficult:

(a) Equation (6.42):

(X/X))Ss < ((X)SsA(X)=s)V (X)<s (Axiom 6.33)
)=s (Logic and Axiom 6.26)

(b) Equation (6.44):

X/(Y | Z2))Ss = ((X)SsAY || Z)Ss)V(X)<s (Axiom 6.33)
= ((X)SsAY)SsA(Z)Ss) V (X)<s (Axiom 6.32)
< (((X)=s A (Y)=x) v (X)<s)

/\(((X}) sA(Z)Ss)V(X)<s) (Logic)

= {((X/7) | (X/Z))ggs (Axiom 6.32,6.33)



6 Modal Logic for Lexicographic Preference Aggregation 109

(c) Equation (6.45). The right to left direction follows from Axiom 6.32 and Logic.
I prove the left to right direction:

(XYY 7)%5 = ((X)Z5A (V)%5)V (X)5) A (¥) s (Axiom 6.32,6.33)
. ((X)E5A (1)35) v ((X) <5 A (1)) (Logic)
— (X)SsA(Y)Ss (Logic and Axiom 6.26)
— (X || Y)Ss (Axiom 6.32)

(d) Equation (6.43). I first prove a preliminary lemma that is crucial in the main
proof:

Lemma 6.2. - ((X)Ss A (Y)Ss) vV (X)<s < (X)Ss A ((Y)SsV (X)<s):
Proof.

(X)EsAT)Es)V (X)<s o ((X)EsV (X)<s) A ((¥)SsV (X)<s) (Logic)

< (
= (X)SsAY)SsV(X)<s (Axiom 6.26)

I use the following abbreviations:

a = (X)SsA(Y)SsA(Z)Ss
B = ((X)=sA(Y)<s)V(X)<s
Now for the main proof:
(X/Y)/Z))=s ((X/Y) AZYSs)V (XYY <s (Axiom 6.33)
= [(X)=sA)=)V(X)<s)A(Z)=s]VB  (Axioms
6.33,6.35)
= [(X)SsA(((Y)SsV(X)<s)A(Z)Ss) VB (Lemma 6.2)
= oV ({(X)SSAX)SsA(Z)Ss)V B Logic)

(
—oaVp (Logic!)
< [(((¥ > N(Z)=s)V (Y)<s) A(X)=s] V (X)<s (Logic)
< ((X)=sA(Y/Z)=s5) vV (X)<s (Axiom 6.33)
< (X/(Y/Z))=s (Axiom 6.33)

Corollary 6.1. The equational algebra of Theorem 6.3 is decidable.

Proof. Notice that in the proof of Theorem 6.5, I only appealed to Axioms 6.26
and the Group Axioms 6.32, 6.33, 6.34 and 6.35. Furthermore, I did not use the
existential modality. Hence, the equational algebra of Theorem 6.5 is derivable in
the fragment of group order logic that only uses normal modalities and nominals,
which is a decidable system.

Theorem 6.5 establishes that GPL subsumes the algebraic treatment in a natural
way, just as regular algebra gets subsumed in a straightforward manner by PDL. The
decidability of ARS is not surprising, as it is translatable into the two-variable frag-
ment of first-order logic (p.c. Hajnal Andréka). It is still an open question whether
the full Group Preference Logic is decidable. Indeed, since the basic order relations
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are transitive, we are no longer in the two-variable fragment of first-order logic. Fur-
thermore, the presence of transitivity may make a system undecidable, as in the case
of the guarded fragment with transitivity (cf., [6]).

Binary Group Preferences

In Section 6.1, I reduced binary preference statements among formulas to sentences
using unary modalities and the existential modality. Exactly the same can be done
for binary group preferences between formulas:

Definition 6.12 (Binary group preference statements).

¢ <Z v :=E(pA (X)) (6.46)
o<y :=U(p— (X)°y) (6.47)

Hence, as I have claimed above, GPL performs two kinds of lifts: (1) from indi-
vidual orders to group orders and (2) from basic order relations between objects to
binary preferences between propositions.

6.5 Dynamics

To introduce dynamics in Group Preference Logic, I use the method known as Dy-
namic Logic (cf., [17]). A typical example of a dynamic action is that of public
announcement. A public announcement of some information A is the truthful an-
nouncement of A. If A is true at a state u and is announced, then all —A-state are
deleted from the model along with accessibility relations from A to —A-states. Pub-
lic announcements are represented by modalities of the form (!A) ¢ for every A and
the modalities are interpreted by:

M, u b= (1A) @ iff M, u = A&IM|a,u = @ (6.48)

where 9|4 is the submodel whose domain is given by the set of states that satisfy
A (W|,) with a corresponding restriction of the accessibility relation to W|4. The
effect of announcing A is depicted in Figure 6.3. The left model is divided into two
zones, the A and the —~A-zones. The right model is the result of publicly announcing
A, thus eliminating all —A-states as well as the relations to or from —A-states.

An action pertaining more specifically to Preference Logic has been investigated
in [15]: preference upgrade. Preference upgrade can be seen as a relation change
describing a public suggestion to make A better than —A, i.e., the change in the
model is such that every links from —A-state to A-state is deleted while keeping the
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A | A A
1A
i i

Fig. 6.3 The effect of publicly announcing A

relation unchanged in the two respective zones. Preference upgrade is denoted by
#A and its action on models can can defined by the following:

Definition 6.13. Given a model I = (W,G,N,{=x }xeq,V), the upgraded model
with A upgraded for X is given by 9 = (W,G,N, <¥ V), where

<8y () M A&M, Y = A) (649)

Preference upgrade is depicted in Figure 6.4. As above, to get an Group Prefer-
ence Logic with preference upgrade, one augments % o with a modality (#A,X)¢@
with semantics given by:

M, u = #A,X) @ iff M ul= o (6.50)

Notice that this definition of preference upgrade for groups is a (natural) gener-
alization of the single agent case studied in [15].

A | -A A | -A

Th s

_ =

Fig. 6.4 Illustration of preference upgrade

Axiomatization and Completeness

A great tool used in dynamic logic is the method of compositional analysis via
reduction axioms. Reduction axioms analyze the effect of actions inside the basic
language, thus reducing the completeness of the extended logic to that of the basic
one. Reduction axioms have a twofold advantage: (1) they provide an explicit analy-
sis of actions on models and (2) they yield free completeness results. For instance, a
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typical principle analyzing epistemic effect of public announcement is the following
reduction axiom:

PAACQ < ANOPAAQ 6.51)

Axiom 6.51 can be read as stating that a ¢@-state is accessible after the public an-
nouncement of A if and only if A is true in the current world — therefore can be
announced — and there is an accessible state which becomes a ¢-state after the an-
nouncement of A.

An important feature of Axiom 6.51 is that, on the left-hand side, the action
modality PAA is outside the scope of <, whereas on the right-hand side, it is inside
it. Since there are reduction axioms for every component of the basis language, one
can push the action modalities all the way to propositional letters, where they do not
act any further and can be fully eliminated.

Preference upgrade can be similarly analyzed compositionally with the following
reduction principle:

#A)OQ — ANC(ANA (#A)@)
V —AAOHA) @ (6.52)

The reduction principles 6.51 and 6.52 can be imported in Group Preference
Logic, yielding the following completeness theorem:

Theorem 6.6. The complete logic of Group Preference Logic with public announce-
ment and preference upgrade is axiomatized by: (1) the logic A, , together with
(2) the reduction axioms of public announcement and preference upgrade:

PAAp <~ AAp (6.53)
PAA-@ — AA—PAAQ (6.54)
PAA(@V ) — PAAQV PAAy (6.55)
PAA(X)S¢ < AN (X)SPAA@ (6.56)
PAAX)<¢ < AN (X)“PAA@ (6.57)
PAAE@ — EPAA@ (6.58)
(#A)p < p (6.59)
(#A) =@ — —(#A)p (6.60)
#A) @V Y) — (#HA)pV (#A)y (6.61)
(#A,X)(V) 5@ — AN (Y)=(AN (#4,.X)p)
V AN (Y)S(#A,X) e (6.62)
(AX)(Y) 59 o AN ) (AN (#A.X)p)
V AN (Y)T(HA, X) g (6.63)

(HA)EQ — E(#A)¢ (6.64)
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Proof. Notice first that no special work has to be done for the completeness part,
since the axioms reduce the analysis of an arbitrary formula of the extended lan-
guage to that of %, » and the corresponding complete logic A4~ . To see this,
consider an arbitrary formula ¢. Working inside-out, consider (one of) the inner-
most occurrence of an action modality. By applying successively the relevant ax-
ioms listed above until only propositional letters are in the scope of that modality,
its occurrence can be eliminated using either Axiom 6.53 or 6.59. This procedure
can be iterated until ¢ is transformed into and equivalent formula ¢’ containing no
action modalities. The completeness of the extended logic is therefore reduced to
that of A7 . Thus, unlike in most cases of completeness proofs, the interesting part
for dynamic logic is the soundness of the axioms! This is left as an exercise for the
reader.

In the remainder of this paper, I show that GPL motivates new topics in dynamic
logic.

Agent Promotion

Given that I base aggregation of preferences on a given hierarchy between agents,
it seems natural to inquire what happens when the ranks of agents change in the
hierarchy. Several reordering of group hierarchy are conceivable, but I focus my
attention on an obvious first choice: putting an agent on top of the group. In the
present section, I investigate a different and new kind of dynamics for group of
agents, this time where the hierarchy inside the group is changed by upgrading an
agent to become the master of the group. I call this action agent promotion, namely
when an agent in a (sub)group is promoted to a higher rank.

I introduce some preliminary notations. The promotion of an an gent i in group
X, simply written “i/X”, is given by the graph X’ whose hierarchy is the same as
in X with j < i added for every j € X. If X does not contain i, then X' = X.% An
illustration of a promotion is provided in Figure 6.5.

The action of promoting i € X in a model 9 = (W, G, N, {=<x }xec,V), denoted
M 1 i,X is given by the model M = (W,G',N,{=x}xec')V, where each graph
Y € G that has non-empty intersection with X is replaced with the graph Y’ € G’
where i has been promoted in X NY, as described above.

To talk about agent promotion in subgroups, I expand the language with a modal-
ity (1 i,X) ¢, which should be read as “after promoting agent 7 in (sub)group X, @
is the case.” The semantics of this new modality is given by:

M,u b= (10,X)@ iff (M1 6,X),u = ¢ (6.65)

6 The notation just introduced is somewhat abusive, as I should write “V (i)/X”, but I keep the
original one for the sake of readability. I also illustrate graphs with nodes labeled with individual
constants instead of variables.
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X i/X

Fig. 6.5 Illustration of the promotion of an agent i inside a group X

For the axiomatization of agent promotion, I use reduction axioms viewed as
syntactic relativizations. As van Benthem and Liu note in [15], “the reduction ax-
ioms for public announcement merely express the inductive facts about the modal
assertion (!@)y referring to the left-hand side, relating these on the right to rel-
ativization instructions creating (y)?” (p.171). On the basis of this standpoint, a
reduction axiom may be seen as a syntactic relativization expressed in the principle:

(R:=def(R))(R)@ — (def(R))(R:=def(R))¢ (6.66)

In the case of agent promotion, I denote def(R) by “1 i,X : Y, standing for
the substitution of the priority graph i/(X NY) for every occurrence of X NY in Y.
Notice that T i,X : Y is defined over the intersection of X and Y. There are thus 4
cases that may arise: (1) X CY,(2)Y CX,(3) XNY # @ and XNY = &. The first
case is depicted in Figure 6.6. The second case, Y C X implies that T i, X : Y =T74i,Y :
Y =74,Y is the same as in Figure 6.5. The third case is depicted in Figure 6.7. The
fourth case is obvious: if X NY = &, promoting i in X has no effect on Y. The next
definition provides a recursive construction of 1, X : ¥7:

Definition 6.14.
.. Jifj ifjeX
Ti,X:j= {j it x (6.67)
1LX:(Y2)=(1iX: ) [|(1iX:2) (6.68)
1,X:Y/2)=001X:Y)/(1i,X:2Z) (6.69)

The following theorem provides a compositional analysis of this modality in the
base group preference language.

7 Thanks to Alexandru Baltag for suggesting Definition 6.14.
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Y Ti,X:Y

Fig. 6.6 Illustration of the promotion of an agent i inside a subgroup X of Y

Fig. 6.7 Illustration of the promotion of an agent i inside X when X NY but neither X C Y nor
YCcXx

Theorem 6.7. The logic of group preference with public announcement, preference
upgrade and agent promotion is given by (1) Agp, (2) the reduction axioms of public
announcement and preference upgrade of Theorem 6.6 and (3) the following reduc-
tion principles:

(Ti,X)s < s (6.70)
(Ti,X)p < p (6.71)
14Xy~ < ~(1i,X)p (6.72)
(TiX)(eVvy) < (T1i,X)oV(1iX)p (6.73)
(1i,X)Ep < E(1i,X)¢ (6.74)
TLX) (V)50 < (15X :Y)5(1i,X)@ (6.75)
1LX)Y)~e— (1i,X:Y)(1i,X)e (6.76)

Proof. The soundness is immediate since the definition of promotion in models and
Definition 6.14 are in a perfect match.
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6.6 Conclusion

In this paper, I have shown how to extend Preference Logic to Group Preference
Logic. For this, all that was required was to incorporate nominals into .Z. This
addition to the language allowed two kinds of lifts: (1) from individual orders to
group orders, using lexicographic upgrade and (2) from orders between states to
preferences between propositions. I have also provided a complete axiomatization
and shown how standard dynamic actions can be included in the logic via composi-
tional analysis. Finally, I have investigated a new kind of action, this time acting on
the group hierarchy, which I have called promotion. The innovations in this paper
were to modalize the algebraic setting of [1], thus getting a modal logic for aggre-
gating individual orders into group orders. This modalization of the algebra has also
enabled the introduction of dynamics into the system as well as suggesting a new
kind of dynamics, namely promotion.

As was mentioned in Section 6.2, one motivation for choosing ARS as the model
of aggregation for Group Preference Logic is that it is non-dictatorial, yet satisfies
interesting aggregation properties. From [1]’s results, however, lexicographic re-
ordering is the only operator satisfying the conditions listed above. This then opens
up questions as to the reliability of the lexicographic reordering and the quest for
possibility results. Is giving more weight to certain agents in a society justifiable
from a democratic point of view? What kind of voting procedures and responses
to the opinions of the majority would obtain? Are we better to stay in a society
where the aggregation of preferences is known to be non-uniform (because of Ar-
row’s theorem)? But also, can we find other sets of conditions that are represented
by operators which still yield possibility results?

I have kept the focus of my analysis in this paper to Preference Logic, but ARS
could also be introduced in other settings, such as belief revision, especially with
the dynamic logic approach of the latter as developed in [13]. Finally, an even more
general standpoint on modalizing ARS could be taken so as to get a logic of graph
manipulations. For a starter, the fundamental priority operators X || Y and X /Y can
be seen as the operations on graphs of disjoint unions and sequential composition.
But many more actions on graphs could be defined, and it would be interesting to
see how this could be treated in a fashion similar to the one adopted in this paper for
preference aggregation. I leave these issues for future research.
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Chapter 7

No-®-Regret: A Connection between
Computational Learning Theory and Game
Theory

Amy Greenwald, Amir Jafari, and Casey Marks

7.1 Introduction

We analyze learning among a group of agents' playing an infinitely-repeated matrix
game. At each stage, each agent chooses among a set of actions. The outcome,
which is jointly determined by all the agents’ choices, assigns a reward to each
agent. A learning algorithm is a mapping from a history of past actions, outcomes,
and rewards to a current choice of action. Our goal is to characterize the dynamics
of multiple agents playing according to no-regret learning algorithms.

In the no-regret framework, the efficacy of learning is determined by comparing
the performance of a learning algorithm to the performance of an alternative set of
strategies. At each time ¢, we compare the action (i.e., pure strategy) a, dictated
by the learning algorithm with an alternative mixed strategy ¢(a;). The function ¢
is called an action transformation. The agent’s regret is the difference between the
rewards obtained by playing action a, and the rewards it would have expected to
obtain had it instead played the transformed action ¢@(a,). Given a set & of action
transformations, the ®-regret vector (at time t) is the vector of regrets the agent
experiences for not having played according to each ¢ € @. By definition, no-®-
regret learning algorithms have the property that the time-averaged ®-regret vector
approaches the negative orthant.

For example, consider the set of all constant strategies. (A constant strategy al-
ways plays action a, for some action a.) Learning algorithms that perform at least
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as well as this strategy set are said to exhibit no external regret [18]. As another
example, consider a strategy that is identical to the strategy dictated by the learning
algorithm, except that every play of action a suggested by the learning algorithm is
replaced by action @', for some a and a’. Learning algorithms that perform at least as
well as all such strategies are said to exhibit no internal regret [12]. The following
results are well-known (see, for example, Hart and Mas-Colell [19, 20]): In two-
player, zero-sum, repeated games, if each player plays using a no-external-regret
learning algorithm, then each player’s empirical distribution of play converges to
his set of minimax strategies.” In general-sum, repeated games, if each player plays
using a no-internal-regret learning algorithm, then the empirical distribution of play
converges to the set of correlated equilibria.

In this paper, we define a general class of no-regret learning algorithms, called
no-P-regret learning algorithms, which spans the spectrum from no external regret
to no internal regret, and beyond. The set & describes a set of strategies into which
the play of a given learning algorithm is transformed. Such a learning algorithm sat-
isfies no-@-regret if no regret is experienced for playing as the algorithm prescribes,
rather than playing according to any of the transformations of the algorithm’s play
prescribed by the elements of @. The existence of no-@-regret learning algorithms
is established here (and elsewhere [3, 15, 23]), for all finite ®. _

Analogously, we define a class of game-theoretic equilibria, called ®-equilibria,
for @ = (P;)1<i<n- An important contribution of this paper is to show that the
empirical distribution of play of no-&;-regret algorithms converges to the set of
g—equilibria. We obtain as corollaries of our theorem the aforementioned results
on convergence of no-external-regret learning (no-internal-regret learning) to the
set of minimax equilibria (correlated equilibria) in zero-sum (general-sum) games.
Furthermore, we establish a necessary condition for convergence to the set of ®-
equilibria, namely that the time-averaged ®;-regret experienced by each agent i ap-
proaches the negative orthant.

This work was originally motivated by an attempt to design a no-regret learning
scheme that would converge to a tighter solution concept than the set of correlated
equilibria (e.g., the convex hull of the set of Nash equilibria). We imagined that by
comparing an agent’s play to a larger set of alternative strategies, we could perhaps
design a more powerful algorithm than no-internal-regret learning. Perhaps surpris-
ingly, we find that the strongest form of no-@-regret algorithms are no-internal-
regret algorithms. Consequently, the tightest game-theoretic solution concept to
which no-@-regret algorithms converge is correlated equilibrium.

This paper is organized as follows. In the next section, we formally define no-®-
regret learning and we show that no external regret and no internal regret are special
cases of no @-regret. We prove our existence theorem in Section 7.3. In Section 7.4,

il
we define the notion of @-equilibrium; then, in Section 7.5, we establish necessary

2 In fact, Hart and Mas-Colell [20] establish this convergence result for what they call “better-play”
algorithms (see Section 7.7), but their proof extends immediately to the class of no-external-regret
learning algorithms.
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N
and sufficient conditions for convergence to the set of ®-equilibria. In Section 7.6,
we show that no internal regret is the strongest form of no &-regret.

7.2 d-Regret

Our goal in this section is to define no-P-regret learning in the framework of Black-
well’s approachability theory. We start by reviewing Blackwell’s framework, and
stating the variant of Blackwell’s theorem on which our existence theorem is based
(see Greenwald et al. [16] for details). Next, we introduce the notion of an action
transformation: a mapping from a pure strategy to a mixed strategy. Finally, for finite
sets @ of action transformations, we formally define no-®-regret learning.

7.2.1 Blackwell’s Approachability Theory

Consider an agent with a finite set of actions A playing a game against a set of
opponents who play actions in the (arbitrary) joint action space A’. (The opponents’
joint action space can be interpreted as the product of independent action sets.)
Associated with each possible outcome is a vector given by the function p : A x A’ —
V, where V is a vector space over R with an inner product - and a distance metric d
defined by the inner product in the standard manner: i.e., d(x,y) = ||x — y||2, for all
x,yeV.

A vector-valued game is a 4-tuple I' = (A,A’,V, p). We study infinitely-repeated
vector-valued games I"™ in which the agent interacts with its opponents repeatedly
and indefinitely. Recall that the agent’s action set A is assumed to be finite. We
denote by A(A) the set of probability distributions over the set A, and we allow
agents to play mixed strategies, which means that rather than selecting an action
a € A to play at each round, the agent selects a probability distribution ¢ € A(A).
More specifically, an arbitrary round ¢ (for > 1) proceeds as follows:

(a) the agent selects a mixed strategy g, € A(A),

(b) the agent plays an action a; € A (which is sampled according to the distribution
qr);
simultaneously, the opponents play action a,

(c) the agent observes reward vector p(a;,a,) €V

Given an infinitely-repeated vector-valued game I'™ the set of action histories
of length t, for t > 0, is denoted by H;. For t > 1, H; is given by (A x A’)": e.g.,
h={a¢,a}},_, € H;. The set Hy is defined to be a singleton. Given an infinitely-
repeated vector-valued game I, a learning algorithm is a sequence of functions
L ={L}7, where L, : H_1 — A(A).

Salient examples of learning algorithms include the best-reply heuristic [8] and
fictitious play [4, 27]. At time ¢, the former returns an element of A(A) that max-
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imizes the agent’s rewards with respect to only a,_,, while the latter returns an
element of A(A) that maximizes the agent’s rewards with respect to the empirical
distribution of play through time ¢ — 1.

We are interested in the properties of learning algorithms employed by an agent
playing an infinitely-repeated vector-valued game I"*. Given a learning algorithm
£ ={L;};, together with an opposing algorithm ¢’ = {L;}:* |, we define a prob-
ability space whose universe consists of sequences of joint actions and whose mea-
sure can be defined inductively:

Pla,=al|ar=0a;, Vr=1,....t—1]=L((0,d}),...,(_1,da,_;))(a) (7.1)

for all o € A. (The probabilities on opposing actions are defined analogously.)
In this probability space, we define two sequences of random variables: cumula-
tive rewards R, = Y., p(az, ;) and average rewards p, = &t.

Now, following Blackwell, we define the notion of approachability as follows:

Definition 7.1 (Approachability). Given an infinitely-repeated vector-valued game
I'*,aset U CV, and a learning algorithm ., the set U is said to be approachable
by .Z, if for all € > 0, there exists fo such that for any opposing learning algorithm
L' Pt >1st.dU,p,) > ¢l <e.

Hence, if a learning algorithm . approaches aset U C V, then d(U, p,) — 0 almost
surely.

The following theorem [16, 22] gives a sufficient condition for the negative or-
thant, that is, the set R = {x ¢ RY | x; <0, forall 1 <i <d} C R, to be ap-
proachable by a learning algorithm . in an infinitely-repeated vector-valued game
(A,A",R? p)* where d € N and p(A x A’) is bounded. For x € R?, define x* by
(x7); = max{x;,0}, forall 1 <i<d.

Theorem 7.1 (Jafari [22]). Let (A,A",R?,p)* be an infinitely-repeated vector-
valued game with d € N and p(A x A’) bounded and a learning algorithm & =
{L:}?.,, the negative orthant R C R? is approachable by £ if there exists a con-
stant ¢ € R such that for all times t > 1, for all action histories h € H;_| of length
t — 1, and for all opposing actions d’,

(Ri—1(h))"-p(Ls(h),d") <c (7.2)

where Ri(h) =Y._, p(az,d;) and p(q,d") = eqyglp(a,d)).

Blackwell’s seminal approachability theorem provides a sufficient condition to
ensure that, in a vector-valued repeated game, a learner’s average rewards approach
any closed set U C R” [2, 20]. To prove existence of no-@-regret algorithms, we
rely on Theorem 7.1, a close cousin of Blackwell’s theorem. On the one hand, our
theorem specializes Blackwell’s theorem: it provides a sufficient condition for the
negative orthant R” C R” to be approachable, rather than an arbitrary closed subset
of Euclidean space. On the other hand, our sufficient condition (Equation (7.2)) is
weaker than Blackwell’s original condition: our condition need only hold for some



7 No-P-Regret 123

¢ € R, rather than precisely for ¢ = 0. Moreover, in our framework, the opponents
(i-e., not the learner) have at their disposal an arbitrary, rather than merely a finite,
set of actions.

7.2.2 Action Transformations

An action transformation is a function @ : A — A(A).> Let ®,,, (A) denote the set
of all action transformations over the set A. Following Blum and Mansour [3], we
let Dgypp(A) C Py (A) denote the set of all action transformations that map actions
to distributions with all their weight on a single action (i.e., pure strategies).

There are two well-studied subsets of @gy,p(A), namely, external and internal
action transformations. Let §, € A(A) denote the distribution with all its weight on
action a. An external action transformation is simply a constant transformation, so
fora €A,

0\ x> 8, forallxeA (7.3)

An internal action transformation behaves like the identity, except on one particular
input, so fora,b € A

(a,b) . O ifx=a
P X = { S, otherwise (7.4)

The set of external and internal action transformations are denoted by Py (A) and

@, (A), respectively. Observe that | @y, (A)| = |A]> — |A| + 1 and | Py (A)] = |A].
We can represent an action transformation by a stochastic matrix. Given @ €

®,;,(A) and an enumeration of A, we define its matrix representation [¢] as:

[0]ij = @(a;)(a;) (7.5)

where ay, is the kth action in the enumeration. For example, for A = {1,2,3,4}, the

©) (23)

. . 23
action transformations @gx; and @y’ can be represented as:

0100 1000

2 0100 23 0010
[(PE(XT>]2 0100 [(PIE\IT)]: 0010
0100 0001

3 Some researchers consider transformations to be functions ¢ : A(A) — A(A). This alternative
definition is applicable in the study of distribution regret. The distinction between distribution and
action regret is discussed in Section 7.7.
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7.2.3 No P-Regret Learning

A real-valued game (A,A’,R,r) is a vector-valued game with R C R. Given a real-
valued game I" = (A,A’,R,r) and a set of action transformations @ C ®,;, (A), we
define the (vector-valued) ®-regret game as I'? = (A,A’,R®, p?®), with the vector-
valued function p® : A x A’ — R? given by*:

p?%(a,d) = (p(p(cacz'))(peqD (7.6)

where
p?(a,d)=r(p(a),d)—r(a,d) (7.7)

and r(q,d’) = egq[r(a,a’)], for all g € A(A). In words, the @th entry in the regret
vector p®(a,a’) describes the difference between the rewards the agent obtains by
playing action a and the rewards the agent would have expected to obtain by playing
the mixed strategy @(a) instead, given opposing action @’. We now define no-®-
regret learning in Blackwell’s approachability framework:

Definition 7.2 (No-®-Regret Learning). Given a real-valued game I" = (A,A’,R, r)
and a finite set of action transformations @ C &,;, (A), a no-P-regret learning al-
gorithm & is one that approaches the negative orthant R® C R® in the infinitely-
repeated &-regret game (F q’)w: i.e., for all € > 0, there exists ¢y such for any op-
posing learning algorithm %",

P[Ft>tst.d(R?pP) >¢] <e (7.8)

In words, if an agent plays an infinitely-repeated game I"™ as prescribed by a no-
&d-regret learning algorithm, then the time-averaged ®-regret experienced by the
agent uniformly converges to the negative orthant with probability 1, regardless of
the opposing learning algorithm.

7.3 Existence of No-@-Regret Learning Algorithms

Indeed, no-®-regret learning algorithms exists. In particular, no-external-regret al-
gorithms pervade the literature. The earliest date back to Blackwell [2] and Han-
nan [18]; but, more recently, Littlestone and Warmuth [24], Freund and Schapire [13],
Herbster and Warmuth [21], Fudenberg and Levine [14], Foster and Vohra [10], Hart
and Mas-Colell [20], and others have studied such algorithms. Foster and Vohra [12]
were the first to design an algorithm exhibits no-internal-regret.

Our first theorem establishes the existence of no-®-regret learning algorithms,
for all finite P.

4 Given two set X and Y, the notation X? denotes the set of functions { f:Y —>X}
Note that, if ¥ is finite, then RY is isomorphic to RIYI,
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Theorem 7.2 (Existence). Given a real-valued game I' = (A,A’ R, r) with R C R
bounded, for all finite sets of action transformations @ C ®,;,(A), there exists a no-
®-regret learning algorithm: i.e., one that approaches R® in the infinitely-repeated
D-regret game 1.

Proof. By Theorem 7.1, it suffices to show that there exists a learning algorithm
£ ={L;};2, and a constant ¢ € R such that for all times # > 1, for all action histories
h € H'~! of length ¢ — 1, and for all opposing actions a’,

(R (m)*-p®(Li(h).d) <c (7.9)

where R® () = ¥',_, p® (az,d%) and p®(q,d) = eyylp®(a.a)].

Case 1. R? | (h) e R®: If R® | (h) € R?, so that (R® | (h))" = 0, Equation (7.9)
holds for ¢ = 0.

Case 2. R? | (h) ¢ R?: We show that for all x® ¢ R? there exists ¢ = g(x?) €
A(A) such that forall @’ € A", (x®) - p®(g,a’) = 0. Then, letting L, (h) = g(R® , (h)),
Equation (7.9) holds for ¢ = 0.

Let g be the (row) vector representation of a mixed strategy.

0=(x®)"-p%(qd) (7.10)
=Y ()" (r(gle].d') —r(q.d)) (7.11)
pcd
=Y 9" (Z r(a,d)(qlo])a— Y, r(a,a’)qa> (7.12)
pcd acA acA
=Y r(a,d) [(q Yy (x“’)*[w]) - (q Y (x"’)*) ] (7.13)
acA ocd a PP a

Equation (7.11) follows from the definitions of the inner product and p®. Equa-
tion (7.12) follows from the definition of expectation. Equation (7.13) follows via
algebra.

Now it suffices to show the following:

Y ) lel=qY (*)" (7.14)

pcP pcP
Define the matrix M as follows:

M Yoco (x(p)+ (@] (7.15)

Z(pG(D (x(P)+

Since M is a convex combination of stochastic matrices, M itself is a stochastic
matrix with at least one fixed point with non-negative entries that sum to 1. Any
algorithm for computing such a fixed point of M gives rise to a no-P-regret learning
algorithm.
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Algorithm 1 No-Regret Learning Algorithm ((A,A’,R,r),® C &, (A))
1: initialize xo = 0 and go to be an arbitrary distribution over A
2: fort=1,2,...,do

3:  sample pure action a ~ g,

4:  choose opposing actions a, € A’

5:  observe reward vector r; = r(-,a}) € R

6: forall o c @do

7: compute instantaneous regret y¢ = r; - e,[@] — 1y - g
8: update cumulative regret vector x,;” = x,” | +y;
9:  end for
10: if (x*)" =0 then
11: set gr+1 € A(A) arbitrarily
12:  else
130 letM; = Ypca (x) 9]/ Lpca ()"
14: solve for a fixed point g;+1 = gr+1M;
15:  endif
16: end for

Algorithm 1 lists the steps in the no-®-regret learning algorithm derived in
the proof of the existence theorem. At time ¢, the agent plays the mixed strat-
egy ¢; by sampling a pure action a according to the distribution ¢, after which
it observes an |A|-dimensional reward vector r;, where (r;), = r(a,a;), assum-
ing a, is the opponents’ pure action vector at time #. Given this reward vector,
the agent computes its instantaneous regret in all dimensions ¢ € @: specifically,
p?(ar,a)) =r(@(ar),a,) —r(a;,a,), which, since r(g,a’) is an expectation, we com-
pute via dot products in Step 7. The cumulative regret vector is then updated ac-
cordingly, after which its positive part is extracted. If this quantity is zero, then
the algorithm outputs an arbitrary mixed strategy. Otherwise, a fixed point of the
stochastic matrix M derived in Equation (7.15) is returned.

Complexity. FEach iteration of Algorithm 1 has time complexity
O(max{|®||A|?>,|A]*}). Updating the cumulative regret vector in steps 6-9 takes
time O(|®P||A|), since computing instantaneous regret for each ¢ € & (step 7)
is an O(|A|) operation. Computing the stochastic matrix M in step 13 takes time
O(|®||A|?), since each matrix [¢] has dimensions |A| x |A|. Finding the fixed point
of an n x n stochastic matrix (step 14) takes O(n?) time.

If, however, ® C Pg,,(A), then the time complexity reduces to
O(max{|®||A],|A|>}), since in this case, (i) computing instantaneous regret for each
¢ € @ (Step 7) takes constant time so that updating the cumulative regret vector
takes time O(|®|); and (ii) computing the stochastic matrix M in Step 13 is only
an O(|®||A|) operation, since there are only |A| nonzero entries in each ¢ € @. In
particular, if @ = ®;(A), then the time complexity reduces to O(]A|*), because
|Pur(A)| = O(|A|?). Moreover, if @ = ®;(A), then the time complexity reduces
even further to O(|A|), because matrix manipulation is not required in the special
case of no-external-regret learning. The rows of M are constant in this case: each
is a copy of the (normalized) cumulative regret vector, which is precisely the fixed
point of M.
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The space complexity of Algorithm 1 is O(|®||A|?) = O(max{|®||A|*,|A|*})
because it is necessary to store |®| matrices, each with dimensions |A| X |A|, and
computing the fixed point of an |A| x |A| stochastic matrix (via Gaussian elimina-
tion) requires O(|A|?) space. If, however, @ C ®;y,,(A), then the space complexity
reduces to O(max{|®||A|,|A|?}), since, in this case, there are only |A| nonzero en-
tries in each @ € &. In particular, if @ = $y(A) then the space complexity reduces
to O(JA|?), since it suffices to store cumulative regrets in a matrix of size |A| x |A].
Similarly, if @ = Py, (A), then the space complexity reduces to O(|A|), since it suf-
fices to store cumulative regrets in a vector of size |A|. The above discussion of the
time and space complexity of Algorithm 1 is summarized in Table 7.1.

Time Space

P C D [O(max{|P[|A]%,]A]°})[O(|P[IA)

P C Poyar|O(max{|@[|A], |A]’}) |O(max{|®[|A],|A]*})
D = Py 0(|A|3) 0(|A|2)
D = Dgxr O(|A|) 0(|A|)

Table 7.1 Complexity of no-@-regret learning

H
7.4 ®-Equilibria

In this section, we define the notion of a-equilibria, of which correlated, Nash, and
minimax equilibria are all special cases. We show that the set of 8—equilibria is
convex, for all 8

In a (real-valued) n-player game I, = ((Ai,ri)1<i<n), €ach player i chooses an
action from the finite set A;, and the rewards earned by player i are determined
by the function r; : A X ... X A, — R. We abbreviate action profile (ay,...,a,) by
(ai,a-;) € Aj x[1j4iAj, or simply by a € [TA;.

Definition 7.3 (B-Equilibrium). Given an n-player game I, = ((A;,7i)1<i<n) and
—
a vector @ = <¢'i>1§i§n such that @; C &, (4;) for 1 <i < n, an element g €

A(A] x...xA,)is called a Tdﬁz-equilibrium iff e4q [p?(a)] <0, for all players i and
forall ¢ € &;.

If for all players i, each @; is of the same type, e.g., @; = Py (4;), then we refer
—
to the @-equilibrium accordingly, e.g., Per-equilibrium.

7.4.1 Examples of 5-Equilibria

Correlated, Nash, and minimax equilibria are all special cases of 8-equilibria.
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Correlated Equilibrium. Given an n-player game I, = ((A;, i) 1<i<n), let &; =
Dy (A;) for all players i. The joint distribution g € A(A] X ... X A) is a Pyy-
equilibrium if and only if for all players i and for all &, 8 € A;,

0> eqng [ (@7 (@),0-1) — r(a)] (7.16)
= L @ (r(o5" 0] ~rta) 7.17)
= g [q(ma—i) (r(B,a_;) —r(a)) +a§aq(ai,a_i) (r(aj,a_;)—r(a))|(7.18)
= aﬂgiiq(a,aﬂ-) (r(B,a_i)—r(a)) (7.19)

which is precisely the definition of correlated equilibrium [1].

Coarse Correlated Equilibrium. Given an n-player game I, = ((A;,ri)1<i<n), let
@; = D1 (A;) for all players i. The joint distribution g € A(A] X ... X Ay) i8S & Ppyr-
equilibrium if and only if for all players i and for all & € A;,

0> eumyqg [r (<p§§‘? (ai),a,,) — r(a)] (7.20)
= Ca~yg [r(a7a—i) - r(a)] (7.21)
= eqng[r(0,a_;)] —r(q) (7.22)

which is the definition of coarse correlated equilibrium (also called weak correlated
equilibrium) [25].

Zero-Sum Games. A coarse correlated equilibrium need not be a correlated equi-
librium. This observation is intuitive for general-sum games, but perhaps less so for
Zero-sum games.

For example, in the following zero-sum game, with row as maximizer and col-
umn as minimizer, the joint distribution with half its weight on (T,L) and the other
half on (B,M) is a coarse correlated equilibrium, but not a correlated equilibrium.
It is a coarse correlated equilibrium because row has no incentive to deviate from
its marginal distribution (half its weight on T and half on B), and column has no
incentive to deviate from its marginal distribution (half its weight on L and half on
M). If column were to deviate to R, it would expect to lose % instead of 0. It is not,
however, a correlated equilibrium: if column is advised to play L, then row is play-
ing T, in which case column actually prefers to play R, where it would win 1 instead
of 0.

In the case of two-player, zero-sum games, we obtain the following result for
coarse correlated equilibria (and consequently correlated equilibria), which is re-
lated to the result in Forges [9]:

Proposition 7.1. Given a two-player, zero-sum game I" with reward function r and
value v. If q is a coarse correlated equilibrium, then (i) r(q) = v and (ii) each
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Fig. 7.1 Sample zero-sum game

player’s marginal distribution is an optimal strategy (i.e., optimal for the maximiz-
ing player means: guarantees he wins at least v; optimal for the minimizing player
means: guarantees he loses at most v).

Proof. Let ¢ and ¢, denote the marginal distributions of the maximizer and
the minimizer in g, respectively. First, r(g) > maxqea, r(@,q2) > v since g is
a coarse correlated equilibrium and v is the value of the game. Symmetrically,
r(q) <maxgey, (q1,B) < v. Hence, r(q) = v.

Second, applying the definition of coarse correlated equilibrium again together
with the above result, v = r(g) > maxqeqa, (@, ¢2), so by playing ¢», player 2 loses
at most v. Symmetrically, v = r(g) < maxgega, 7(q1, ), so by playing g, player 1
wins at least v.

Note that the sets of coarse correlated equilibria and minimax equilibria need not
coincide, since the former allows for correlations while the latter does not. For this
reason, we refer to coarse correlated equilibria in two-player, zero-sum games as
generalized minimax equilibria.

Nash Equilibrium. Given an n-player game I, = ((A;,7i)1<i<n), @ Nash equi-
librium [26] is an independent element ¢ € A(A; X ... X A,) such that r(q) >
r(qi,...,ai,...,qn), for all players i and for all actions a; € A;. An element g €
A(A| X ... x Ay,) is called independent if it can be written as the product of n in-
dependent elements g; € A(A;): i.e., ¢ = g1 X ... X g,. Thus, by definition, a Nash
equilibrium is an independent coarse correlated equilibrium. However, a Nash equi-
librium is also an independent correlated equilibrium. Therefore, the set of indepen-
dent coarse correlated equilibria and independent correlated equilibria coincide.

7.4.2 Properties of a-Equilibrium

N
Next we discuss two convexity properties of the set of @-equilibria.

Proposition 7.2. Given an n-player game I, = ((A;,ri)1<i<n) and a vector P =
—=
(D) <ij<p Such that &; C By, (A;) for 1 <i <n, the set of P-equilibria is convex.

Proof. Let q,4' € A(A; X ... X Ay) be g—equilibria. For arbitrary 4 € [0, 1], let
g* =Aq+(1—21)q'. Then, for all players i and for all ¢ € &;,
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Cangt [P?(a)] = ZAq*(a)pq’(a) (7.23)
- i (Ag(a)+(1-2)q'(a)) p®(a) (7.24)
= TZ q(a)p?(a)+(1-2) ) q'(a)p?(a) (7.25)
~ Reregl®)] (1 - Meaj p?(a)] (7.26)
<0 (7.27)

N
Thus, ¢* is a @-equilibrium.
Given a set of actions A, let I denote the identity map: i.e., I(a) = §, for all a € A.

Definition 7.4. Given a set of actions A and a set of action transformations @ C
@, (A), we define the super convex hull of @, denoted SCH(®P), as follows:

SCH(®) = { (Z oc/go/> +BI

J=1

keN, ¢;c P, a; >0, ﬁeRandZa/+[3_1

j=1

(7.28)

Proposition 7.3. Given an n-player game I, = ((A;,ri)1<i<n) and a vector P =
-5

(Di) 1 <jc, such that D; C D, (A;) for 1 < i <n, if q is a P-equilibrium, then q is

also a B'-equilibrium, where &' = (SCH(®)) | <icp-

Proof. Let g be a 5—equilibrium. Let i be an arbitrary player and let @* be an

arbitrary element of SCH(®;). Choose k € N, ¢; € ¢; and o; >0 forall 1 < j <k,

and B € R such that ¢* — ():’;.:1 a,~<p,~) +Brand XX a;+B =1,

Z a;ri(q) + Bri(q) (7.29)

= ;O‘few [ri(@j(ai),a—i)] + Bri(q) (7.30)
k

= Cang [Z ajri(@j(ai),a-i) +ﬁri(a)] (7.31)
=

€arg [r, (Z oj@(a;)+ By, a—i )] (7.32)
= eangq[ri (9™ (ai),a-)] (7.33)
Line (7.30) follows because ¢; € ®; and g is a a—equﬂibrium. Line (7.31) follows

from the linearity of expectations. Line (7.32) follows because r; is linear in its ith
argument. Finally, line (7.33) follows from the definition of @*.
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—

7.5 Convergence of No- ®-Regret Learning Algorithms

In this section, we establish a fundamental relationship between no-regret learning
algorithms and game-theoretic equilibria. We prove that learning algorithms that
satisfy no—g-regret converge to the set of ®-equilibria. We derive as corollaries
of this theorem the following two specific results: no-®gy,-regret algorithms (i.e.,
no-external-regret algorithms) converge to the set of ®y-equilibria, which corre-
spond to generalized minimax equilibria in zero-sum games; and no-®,,-regret al-
gorithms (i.e., no-internal-regret algorithms) converge to the set of ®,;-equilibria,
which correspond to correlated equilibria in general-sum games. This latter result is
well-known [19]. By Proposition 7.1, we arrive at another known result, namely, in
two-player, zero-sum games, if each player plays using a no-external-regret learning
algorithm, then each player’s empirical distribution of joint play converges to his set
of minimax strategies [20].

In addition to giving sufficient conditions for convergence to the set of @-
equilibria, we also give necessary conditions. We show that multiagent learning
converges to the set of 8-equilibria only if the time-averaged ®;-regret experienced
by each player i converges to the negative orthant.

Given an infinitely-repeated n-player game I,;°, a run of the game is a sequence
of action vectors {a;}7_| witheacha; € A| x ... xA,. Givenarun {a;}7_, of I,”*,
the empirical distribution of joitn play through time t, denoted z;, is the element of
A(A] X...xA,) given by:

1 1
z(b) = - Y La-p (7.34)
7=1

where 1,_, denotes the indicator function, which equals 1 whenever x =y, and 0
otherwise.

The results in this section rely on a technical lemma, the statement and proof
of which appear in Section 7.9. We apply this lemma via the following corollary,
which relates the empirical distribution of joint play at equilibrium to the players’
rewards at equilibrium.

Corollary 7.1. Given an n-player game I,, and a vector of sets of action transfor-
mations ® = (D) 1<i<n such that ®; C D, (A;) for 1 <i<n. If Z is the set of
8-equilibria of I, then d (z;,Z) — 0 as t — oo if and only if e, [p?(a)] — R_ as
t — oo, for all players i and for all action transformations @; € P;.

Proof. For all players i and action transformations ¢; € ®;, let £, (q) = equq [p? (a)]
and Z" = {g € A(A; x ... xA,) | f%(g) <0}, forallg € A(A; x ... x A,). The set
of E’)-equilibria is thus Z = Ni<i<n Ngea; Zi(pi. For each i and ¢;, apply Lemma 7.4
to ;% and Z so that d(z,,Z%") — 0 as t — oo if and only if e, [p?(a)] — R_ as

t — oo,

In words, Corollary 7.1 states that the empirical distribution of joint play con-
=
verges to the set of @-equilibria if and only if the rewards each player i obtains
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exceed the rewards player i could have expected to obtain by playing according to
any of the action transformations ¢; € @; of component i of the empirical distribu-
tion of joint play.

Theorem 7.3. Given an n-player game I, and a vector of sets of action transfor-
mations ® — (D)) 1<i<n such that ®; C D, (A;) is finite for 1 <i<n. Ast — oo,
the average ®;-regret experienced by each player i through time t converges to the
negative orthant if and only if the empirical distribution of joint play converges to
the set of C_l;—equilibria of I,.

Proof. By Corollary 7.1, it suffices to show that, as t — oo, the average ®;-regret
through time ¢ experienced by each player i converges to the negative orthant if and
only if for all players i and for all @; € ®;, e4, [p?(a)] — R_ as t — co. But for
arbitrary player i and for arbitrary ¢; € &;,

1 t
eany [P (a)] = 7 Z p?(az) (7.35)
=1

From this equivalence, the conclusion follows immediately.

By Theorem 7.3, if the time-averaged &;-regret experienced by each player i
converges to the negative orthant with probability 1, then empirical distribution of
joint play converges to the set of C_I;-equilibria with probability 1. But if each player
i plays according to a no-®;-regret learning algorithm, then the time-averaged &;-
regret experienced by each player i converges to the negative orthant with probabil-
ity 1, regardless of the opposing algorithm:: i.e., on any run of the game. From this
discussion, we draw the following general conclusion:

Theorem 7.4. Given an n-player game I, and a vector of sets of action transforma-
tions @ —= (Di)1<i<n such that ; C D,,,(A;) is finite for 1 <i <n. If all players i
play no-®;-regret learning algorithms, then the empirical distribution of joint play
converges to the set of 3-equilibria of I, with probability 1.

Thus, we see that if all players abide by no-internal-regret algorithms, then the
distribution of play converges to the set of correlated equilibria. Moreover, in two-
player, zero-sum games if all players abide by no-external-regret algorithms, then
the distribution of play converges to the set of generalized minimax equilibria, that
is, the set of minimax-valued joint distributions. Again, by Proposition 7.1, this latter
result implies that each player’s empirical distribution of joint play converges to his
set of minimax strategies, under the stated assumptions.

7.6 The Power of No Internal Regret

Perhaps surprisingly, no internal regret is the strongest form of no ®-regret, for
finite &. It follows from the results in Section 7.5 that the tightest game-theoretic
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solution concept to which no-®-regret learning algorithms converge is correlated
equilibrium. In particular, Nash equilibrium is not a necessary outcome of learning
via no-@-regret algorithms.

Theorem 7.5. Given a real-valued game (A,A',R,r), if a learning algorithm &
satisfies no internal regret, then £ also satisfies no ®-regret for all finite sets ® C
(pALL (A)

The proof of this theorem follows immediately from the following lemmas.

Lemma 7.1. Given a real-valued game (A,A’,R,r), for all ® C &,,,(A) and ®' C
SCH(®), there exists a constant ¢ > 0 such that d (R?I,ﬁfb/) <cd (R?,ﬁfb), for
all t.

Proof. For each ¢’ € @' C SCH(®) there exist k € N, ¢; € @ and o; > 0 for all
1 <j<k, and B € R such that ¢’ = (Z§:1 aj(pj) + BI and ):511 oj+p =1.Now

p?(a,d) =r(¢'(a),d’) —r(a,d’) (7.36)
. < ,:i o0+ ﬁl) (a),a’) ~Had) (1.37)
= ,; a,r(gj(a),d’) + (B —1)r(a,d) (7.38)
= L (o0 ) riad) (7.39)
_ ,é ;0% (a.d) (7.40)

Line 7.39 follows because lezl oj=1-p.

Thus, we can define a linear transformation F : R® — R® such that F(p® (a,d)) =
p® (a,d'), for all a,d’. Because the @ are all non-negative, F exhibits the following
property:

p%(a,d) eR® = F(p®(a,d)) =p® (a,d) e R (7.41)

ie., F(R®) C R?'. Further, because F is linear,

d (Ri",ﬁ,‘p') =d (R?’,F (ﬁ?’)) (7.42)
<d(F(R?),F(p})) (7.43)
<cd(R?,p?) (7.44)

where ¢ > 0 is the operator norm of F.
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Lemma 7.2. Given a real-valued game (A,A’ R, r), if a learning algorithm £ satis-
fies no ®-regret for some finite set @ C D, (A), then £ also satisfies no d'-regret,
for all finite sets ®' C SCH(D).

Proof. By Lemma 7.1, there exists a constant ¢ > 0 such that d p
cd(R®,p), for all t. Now for any € > 0, let § = min { £,&}. Since § < f

dR® %) >e = cdR®p2) > ¢ (7.45)
= d(R®,p%?)>6 (7.46)

Because .7 satisfies no @-regret, we can choose 7 such that for any @/, d5, .. .,
PEt>1stdR?pP) >8] <6 (7.47)
But then, by Equation (7.46), and since 6 < &,

[az > 1o s.t. d(R¢/7pt ) } <e (7.48)

Therefore, no P-regret implies no @'-regret.

Lemma 7.3. For any (finite) set of actions, A, the super convex hull of @, (A) is
D,,.(A).

Proof. Let @* be an arbitrary element of @, (A). Define ¢ € SCH(P(4)) b
¢ y ¢ y

=) 0*(a) (b)) + (1—|A)I (7.49)
a,beA
For any x € A,
) = Y ¢ (@)(b)ol” (x)+ (1—|A])S, (7.50)
a,beA
o anze:A(P (a)(b) { 8, otherwise } +(1=]A])é (7.51)
=)0 <Z5b+25> (1—A])S, (7.52)
a,beA xX=a x#a
=Y o' W0)&+ Y, Y ¢ (B)SA+(1-|ANS (753
beA x#abeA
=Y 0 (x)(b)8 + (|A| — 1)+ (1—|A|) 8¢ (7.54)
beA
=Y ¢*(x)(b)&, (7.55)
beA

Further, for any y € A,
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P = Y 0" (x)(b)8(y) (7.56)
beA
= 0" (x)(y) (7.57)

Therefore, @* = @ € SCH( Py (A)).

7.7 Related Work

In this section, we relate our basic algorithm and our main theorems to results pub-
lished elsewhere.

7.7.1 On the Existence of No-Regret Algorithms

The algorithm presented here is, in the terminology of Greenwald et al. [17], an
action-regret-based learning algorithm, which means that regret at time ¢ is com-
puted with respect to the action a; as in Equations (7.6) and (7.7), as opposed a
distribution-regret-based learning algorithm, in which regret at time 7 is calculated
with respect to the distribution g, as follows:

p?(q,4) = (p?(4,)) peoy (7.58)

where
p?(q,d") = eaqlr(9(a),d') —r(a,d)] (7.59)

Many well-known no-regret learning algorithms arise as instances, or close cousins,
of action- or distribution-regret-based variants of Algorithm 1:

(a) The no-external-regret algorithm of Hart and Mas-Colell [19] (Theorem B) is
the special case of Algorithm 1 (action-regret-based) when @ = Py (A).

(b) The no-internal-regret algorithm of Foster and Vohra [12] is closely related to
Algorithm 1 (distribution-regret-based) when & = @, (A). Foster and Vohra
calculate the fixed points of a stochastic matrix that is derived from the internal
regret vector. Their matrix is identical to M (computed in terms of distribution-
based regrets) up to normalization. Consequently, both their matrix and M have
the same set of fixed points.’

Let R,(ij ) denote the cumulative (p[(ljé) regret at time 7. Define the matrix Q; by (Q;)i =
=Y (R,(ij ))+ and (Qy)ij = (R,(ij ))+ for i # j. Our algorithm plays the fixed point of a matrix
A which can be written as A =1+ m Q;. Foster and Vohra’s algorithm plays the fixed point of
a matrix A’ which can be written as A’ = I + m@. It can be shown that A and A’ have the

same set of fixed points: If g is a fixed point of A, thengA =¢q¢ = g+ qu =q = q0=

5

0 = gA’ = gl = q. And similarly in the other direction.
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(c) By replacing + operation (i.e., (x)*) in steps 10 and 13 of Algorithm 1
(distribution-regret-based) with e , we arrive at Freund and Schapire’s Hedge
algorithm [13] when @ = @y (A), and an instance of an algorithm discussed
by Cesa-Bianchi and Lugosi [6] when @ = i (A).

Lehrer [23] derives a “wide range no-regret theorem” analogous to our existence
result.® Lehrer’s approach combines “replacing schemes,” functions from .J# x A to
A, with “activeness functions” from ##” x A to {0, 1}. Given a replacing scheme g
and an activeness function /, Lehrer’s framework compares the agent’s rewards to
the rewards that could have been obtained by playing action g(/,a,), but only if
I(hy,a,) = 1, yielding a general form of action regret. Lehrer establishes the exis-
tence of action-regret-based no-regret algorithms whose regret with respect to any
countable set of pairs of replacing schemes and activeness functions, averaged over
the number of times each pair is “active,” approaches the negative orthant.

Because Lehrer deals with countable sets of replacing schemes, whereas we re-
strict attention to finite sets of transformations, it may seem that Lehrer’s theorem
immediately subsumes ours. However, in Lehrer’s framework, the co-domain of
each transformation is A, not A(A), as it is in ours. In other words, in our framework,
actions are transformed into mixed, rather than pure, strategies. This turns turns out
to yield no additional power however. By Theorem 7.5, it suffices to consider the set
of internal action transformations, each element of which can be expressed simply
as a function from A — A. Hence, in light of Theorem 7.5, Lehrer’s theorem can in
fact be viewed as subsuming our existence theorem.

Blum and Mansour’s [3] framework is similar to Lehrer’s, but yields results about
distribution regret. Their “modification rules” are the same as replacing schemes,
but instead of activeness functions, they pair modification rules with “time selection
functions,” which are functions from N to the interval [0, 1]. The rewards an agent
could have obtained under each modification rule are weighted according to how
“awake” the rule is, as indicated by the corresponding time selection function. They
present a method that, given a collection of algorithms whose external distribution
regret is bounded above by f(¢) at time #, generates an algorithm whose swap distri-
bution regret (and hence, internal distribution regret) is bounded above by |A|f(¢).

Cesa-Bianchi and Lugosi [6] develop a framework of “generalized” distribution
regret. They rely on a notion of “experts,” which they define as functions from N
to A, and following Lehrer, they pair experts fi, ..., fy with activation functions /; :
AxN—{0,1}. Attimez, for each i, if [;(a;,¢) = 1, they compare the agent’s rewards
to the rewards the agent could have obtained by playing f;(¢). This approach is more
general than our action-transformation framework in that alternatives may depend
on time. At the same time, it is more limited in that it does not naturally represent
swap regret (but this is not necessarily a shortcoming, in light of Theorem 7.5).
Cesa-Bianchi and Lugosi’s calculations yield bounds on generalized distribution
regret.

From the bounds derived by Blum and Mansour and Cesa-Bianchi and Lugosi,
one can infer the existence of distribution-regret-based no-regret learning algo-

6 Qur initial findings [15] were obtained simultaneously and independently.
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rithms, by applying the Hoeffding-Azuma lemma (see, for example, the appendix
of Cesa-Bianchi and Lugosi [7]).

Finally, it has been observed that swap regret is bounded above by |A| times inter-
nal regret. Hence, no-internal-regret implies no-swap-regret,” which in turn implies
no-®-regret, for all @ C @, , because the elements of any P can be constructed as
a convex combination of the elements of Pgy,,. It follows from this observation that
every no-internal-regret algorithm — such as the algorithms of Foster and Vohra [12],
Hart and Mas-Colell [20], Cesa-Bianchi and Lugosi [6], and Young [29] — is a no-
&d-regret algorithm, for all @ C @, ;. In other words, the existence of (action- or
distribution-based) no-internal-regret algorithms implies the existence of (action- or
distribution-based) no-@-regret algorithms, for all @ C @, .

7.7.2 On the Connection Between Learning and Games

Several authors before us have explored the connection between no-regret (and re-
lated) learning algorithms and game-theoretic equilibria. This literature originates
with Foster and Vohra [11], who present a (calibrated) learning algorithm such that
if all players play according to it, the empirical distribution of joitn play converges
to the set of correlated equilibria.

Hart and Mas-Colell [19] exhibit a simple adaptive procedure such that if all
players follow this procedure, then the time-averaged internal regret vector of each
player converges to zero almost surely, and the empirical distribution of joint play
converges to the set of correlated equilibrium almost surely. Their algorithm does
not exhibit no-internal-regret against an adaptive adversary, however.® More fun-
damentally, they show that a necessary and sufficient condition for the empirical
distribution of joint play to converge to the set of correlated equilibria is that all
players’ internal regrets converge to zero.” In Theorem 7.3, we generalize this result
beyond Py;.

Hart and Mas-Colell [20] present a class of no-external-regret learning algo-
rithms. They show that in repeated two-player zero-sum games, if both players play
according to algorithms in this class, then each player’s empirical distribution of
joint play converges to his set of minimax strategies and the players’ average re-
wards converge to the minimax value of the game. They also discuss a class of algo-
rithms which are no-internal-regret. They argue that if each player plays according
to an algorithm in this class, then the empirical distribution of joint play converges
to the set of correlated equilibria almost surely, which is an immediate consequence
of their earlier result [19].

7 This observation also follows from Theorem 7.5. Choose @ = Pgysp.

8 Their algorithm does exhibit no-internal-regret against an oblivious opponent [5]. An adaptive
adversary is able to respond the learning algorithm’s choices of actions; an oblivious adversary is
not.

9 Stoltz and Lugosi [28] generalize this result to the case where the set of actions is a compact and
convex subset of a normed space and the reward function is continuous.
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7.8 Summary

In this article, we defined a general class of no-regret learning algorithms, called
no-P-regret learning algorithms, which spans the spectrum from no-external-regret
learning to no-internal-regret learning and beyond. Analogously, we defined a gen-
eral class of game-theoretic equilibria, called 8-equilibria, and we showed that the
empirical distribution of play of no-&®;-regret algorithms converges to the set of ®-
equilibria. Moulin and Vial [25] also define a general class of game-theoretic equi-
libria, ranging from pure strategy Nash equilibria to coarse correlated equilibria. To
our knowledge, their generalizations have not been widely applicable in practice.
Similarly, our generalized notions of equilibria may not be of significant practical
value — at present, we know of no other interesting classes of g—equilibria besides
Dy~ and Pr-equilibria. Still, we believe it is of theoretical interest to observe that
no-external-regret and no-internal-regret can be viewed along the same continuum,
and moreover, that they correspond to game-theoretic equilibria along an analogous
continuum.

In future work, we hope to extend our results to handle more general action sets
(e.g., convex and compact, following Stoltz and Lugosi [28]) and more general kinds
of action transformations (e.g., history-dependent, following Lehrer [23], and time-
varying, following Herbster and Warmuth [21]). Nevertheless, our present interest
in finite action sets and finite sets of action transformations is not limiting in our
ongoing simulation work, where we are investigating the short- and medium-term
dynamics of no-®-regret learning algorithms.

7.9 Proof of Lemma 7.4

Lemma 7.4. Let (X,dx) be a compact metric space and let (Y,dy) be a metric
space. Let {x;} be an X-valued sequence, and let S be a nonempty, closed subset
of Y.If f : X — Y is continuous and if f~'(S) is nonempty, then dx (x;, f~1(S)) — 0
ast — oo ifand only if dy (f(x,),S) — 0 ast — oo

Proof. We write d = dx and d = dy, since the appropriate choice of distance met-
ric is always clear from the context. To prove the forward implication, assume
d(x;, f71(S))) — 0 as t — oo. Choose tg s.t. for all ¢ > to, d(x,, f~(S)) < g Ob-

serve that for all x; and for all y > 0, there exists q,m ef1(S) st d (xt,qt(y)) <

s
d(x,, f~1(S)) + 7. Now, since d(x,,q,(2>) < g—i-g = §, by the continuity of f,

s )
d(f(x,),f(qt(z))) < g, for all € > 0. Therefore, d(f(x),S) < &, since f(qt(z)) €s.

To prove the reverse implication, assume d(f(x;),S) — 0 as t — oo. We must
show that for all € > 0, there exists a fo s.t. for all t > ty, d(x;, f~'(S)) < €. Define
T={xcX|d(x,f~'(S)) >¢e}. If T = @, the claim holds. Otherwise, observe that
T can be expressed as the complement of the union of open balls, so that T is closed
and thus compact. Define g: X — R as g(x) =d(f(x),S). By assumption S is closed;
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hence, g(x) > 0, for all x. Because T is compact, g achieves some minimum value,
say L > 0, on T. Choose 1y s.t. d(f(x;),S) < L for all # > ty. Thus, for all ¢ > 1o,
gx)<L=x¢T=d(x,f'(S)<e.
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Chapter 8
Axioms of Distinction in Social Software

Vincent F. Hendricks

‘Over a ten year period starting in the mid 90’s I became convinced that all these topics —
game theory, economic design, voting theory — belonged to a common area which I called
Social Software.” — Rohit Parikh, [21]: p. 252

Around the turn of the millenium Rohit Parikh launched a new important program
on the borderline of computer science and epistemology. “Social software” has
aquired two meanings recently: One in which social software denotes various web-
based software programs of a “social nature” from Facebook to Wikipedia and a
meaning, now canonical, according to an entry exactly in Wikipedia, in which social
software

.. studies the procedures of society whether elections, conferences etc. as analogous to
computer programs to be analyzed by similar logical and mathematical tools.

The formal tools of the trade are described in Parikh’s seminal papers [19, 20] and
subsequenly spelled out as “(1) logic of knowledge, (2) logic of games, and (3) game
theory and economic design.” [18]: p. 442.

These tools are also common to a related new trade called formal epistemology
which also by a recent entry in Wikipedia is characterized as

... a subdiscipline of epistemology that utilizes formal methods from logic, probability the-
ory and computability theory to elucidate traditional epistemic problems.

Social software and formal epistemology are both interdisciplinary approaches
to the study of agency and agent interaction but are not quite to be confused with
yet a new trend in philosophy recently social epistemology [6]. While social soft-
ware and formal epistemology share the same toolbox, social epistemology pays
stronger homage to the standard philosophical methodology of conceptual analysis
and intuition pumps.
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Although sounding derogatory, conceptual analysis is not necessarily a bane as
long as it is regimented by formal structure. In social software, the formal structure
is provided by the aforementiond tools. While modelling agency and interaction
certain methodological distinctions may have to be explicitly observed exactly in
order to make conceptual sense of the use of logic of knowledge, logic of games,
game theory and economic design in social software.

No better occassion to review but a few of these methdological distinctions and
their conceptual impact in light of the 70th birthday of the founding architect of
social software in the important sense — Rohit Parikh.

8.1 Perspectives, Agents and Axioms

Contemporary epistemology often draws a distinction between descriptive and nor-
mative theories of knowledge. There is a similar distinction in moral philosophy
between descriptive and normative ethics. The former attempts to describe actual
moral behavior while the latter sets the standards for correct moral conduct.

Similarly, descriptive epistemologies account for actual epistemic practice while
normative ones are to prescribe rules of inquiry in terms of mechanisms for avoiding
error and gaining truth, truth-conducive justification criteria, learning and winning
strategies, procedures for revising beliefs etc. The distinction is sometimes blurred
by the fact that while describing actual epistemic practice one may have to define
various notions like, say, knowledge itself, justification and reliability inviting nor-
mative aspects.

Both descriptive and normative epistemologies usually subscribe to the common
premiss that epistemic practice of agents by and large is “rational”. What separates
the two stances is whether epistemology is simply to describe this very practice or
try to optimize it. Irrational epistemic behavior would be to follow some practice
which a priori may be demonstrated to be en route to error (when this very prac-
tice is an available course of conduct to the agent in the environment) [7, 14]. It is
not necessarily irrational on the other hand not to follow some prescription if the
natural epistemic milieu sets the standards for what the agent is able to do and this
prescription is not among them. The local epistemic circumstances may for one rea-
son or the other bar the agent in question from choosing the best means for an end.
Constraints could even be such that they reward “irrational” behavior. Calling such
epistemic situations irrational would undermine the common premiss which the two
approaches subscribe to. Not only may the environment limit the agent’s behavior,
other agents may as well. This is for instance illustrated by game theory’s distinction
between cooperative and non-cooperative games.

Sometimes agents would be able to have more knowledge than they actually have
if they were not tied up in their local epistemic theater. Then they could freely pur-
sue the optimal means for obtaining some desirable result whether truth, epistemic
strength or winning in some other sense. One may then rightfully ask why episte-
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mologists sometimes are in the business of means-ends prescriptions that no local
agent is able to meet. There are two with each other related answers to this question:

e As epistemologists we are not only in the business of ascribing ourselves knowl-
edge, but equally much in the business of ascribing knowledge to other agents.
Lewis has pointed out that there is a significant difference between one agent as-
cribing himself knowledge in his local epistemic situation, and us ascribing him
knowledge given the situation we are in. The two situations do not always coin-
cide. First and third persons do not share the same real world in many contexts.
There are rules to follow under knowledge attribution to oneself and others to
know what we think we know.

e Rather principled information about what it would take to solve the epistemic
task at hand, than no information at all. Epistemology is about whether knowl-
edge is possible and about what agents can and cannot know insofar knowledge
is possible. The problem is that it is not always clear from within whether some-
thing is knowable or not. One recurs to a perspective from without for a princi-
pled answer which may then spill over into the local circumstances.

According to Lewis [16], the agent may actually know more than we are able to
ascribe to him. On his account this is due to the fact that the attribution of knowl-
edge is highly sensitive to which world is considered actual and for whom in a given
context. An agent in his environment is more likely to be aware of what the relevant
possibilities are given the world considered actual by him than the knowledge as-
criber standing by him or even outside. Lewis refers to these two stances as a first
versus a third person perspective on inquiry.

Observe that an agent is free to be prescribe recommendations for himself to
follow as long as the means suggested are available to him where he is. Outsiders
may also freely prescribe recommendations for the agent inside as long as they are
available to the agent in question. If the outsider decides to prescribe a course of
conduct to solve an epistemic problem for the agent in the environment unavailable
to the agent then the situation changes. Emphasized is then what it would take to
solve the epistemic problem regardless of whether the agent is capable of actually
performing the action(s) it would take .

Normative/descriptive, first person versus third person perspectives are not mu-
tually exclusive distinctions. The distinction between descriptive and normative the-
ories of knowledge together with a modified version of Lewis’ first and third person
perspective dichotomy are subsumed in the following two formulations:

First person perspective — A perspective on scientific inquiry is first
person if it considers what an agent can solve, can do or defend
considering the available means for an end given the epistemic envi-
ronment he is sunk into

Third person perspective — A perspective on scientific inquiry is third
person if it considers what an agent could solve, could do or defend
considering the best means for an end independently of the epistemic
environment he is sunk into
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In criticizing some epistemological position, whether mainstream or formal,
without noticing that the criticism is based on a third person perspective and the
position advocated is first person may again turn out to be criticizing an apple for
not being an orange [9]. The dichotomy has a significant bearing on the general
epistemological and conceptual plausibility given the formal tools utilized by social
software in modelling agent and agent interaction.

8.2 Setting Up the Matrix

What is being studied from the first and the third person perspective respectively
using the logics of knowledge (and games) in social software are

an agent or multiple agents in concert, and
various epistemic axioms and systems characterizing the knowledge of one or
more agents.

The task now is to tell a plausible epistemological story about the axioms valid
while modelling, say, one agent, from a first person perspective and so forth for the
remaining possibilities in the matrix!

First person Third person
One agent x X

8.1)
Multiple agents X by
forx € {T,K,D,4,5}

Here is an example of an epistemological story told about modelling one agent
from a first person perspective all the way to S4: Hintikka stipulated that the ax-
ioms or principles of epistemic logic are conditions descriptive of a special kind
of general (strong) rationality for a single agent and on a first person perspective
[12]. The statements which may be proved false by application of the epistemic ax-
ioms are not inconsistent meaning that their truth is logically impossible. They are
rather rationally “indefensible”. Indefensibility is fleshed out as the agent’s epis-
temic laziness, sloppiness or perhaps cognitive incapacity whenever to realize the
implications of what he in fact knows. Defensibility then means not falling victim of
“epistemic neglience” as Chisholm calls it. The notion of indefensibility gives away
the status of the epistemic axioms and logics. Some epistemic statement for which
its negation is indefensible is called “self-sustaining”. The notion of self-sustenance
actually corresponds to the concept of validity. Corresponding to a self-sustaining
statement is a logically valid statement. But this will again be a statement which is
rationally indefensible to deny. So in conclusion, epistemic axioms are descriptions
of rationality.

! Only these 5 canonical axioms are considered here, others may be discussed as well — see [9].
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There is evidence to the effect that Hintikka early on was influenced by the au-
toepistemology of Malcolm [17] and took, at least in part, their autoepistemology to
provide a philosophical motivation for epistemic logic. There is an interesting twist
to this motivation which is not readily read out of autoepistemology. Epistemic ax-
ioms may be interpreted as principles describing a certain strong rationality. The
agent does not have to be aware of this rationality, let alone able to immediately
compute it from the first person perspective as Hintikka argues when it comes to
axiom K:

In order to see this, suppose that a man says to you, ‘I know that p but I don’t know whether
¢’ and suppose that p can be shown to entail logically ¢ by means of some argument which
he would be willing to accept. Then you can point out to him that what he says he does
not know is already implicit in what he claims he knows. If your argument is valid, it is
irrational for our man to persist in saying that he does not know whether ¢ is the case. [12],
p- 31.

The autoepistemological inspiration is vindicated while Hintikka argues for the
plausibility of 4 as a governing axiom of his logic of knowledge as he refers to
Malcolm:

This is especially interesting in view of the fact that Malcolm himself uses his strong sense
of knowing to explain in what sense it might be true that whenever one knows, one knows
that one knows. In this respect, too, Malcolm’s strong sense behaves like mine. [ 13, p. 154].

Besides the requirement of closure and the validity of the 4, axiom T is also valid
to which Malcolm would object. A logic of autoepistemology is philosophically
congruent with Hintikka’s suggestion for a S4 epistemic logic describing strong
rationality from a first person point of view for a singular agent.

The key debate of whether epistemic axioms are plausibly describing agenthood
or not seems much to depend on whether one subscribes to a first or a third person
perspective on inquiry. Given an autoepistemological inspiration epistemic axioms
describe a first person knowledge operator as Hintikka suggested. If epistemic ax-
ioms are describing implicit knowledge as Fagin et al. suggest [5], then what is being
modelled is what follows from actual knowledge independently of agent computa-
tions. Agents can on this third person perspective not be held actually responsible
for failing to exercise some reflective disposition. Closure principles may be prob-
lematic from the point of view of the agent, not necessarily from point of view of
the ones studying the agent third person. Logical omniscience as a consequence of
the epistemic axioms is a problem from a first person perspective but not necessarily
from a third person perspective.

We are not going to fill in all the cells of the matrix with epistemological sto-
ries, just discuss one additional axiom which is tricky for knowledge, games and
economic design, agents and any point of view.
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8.3 Negative Introspection of Knowledge

One of the most celebrated motivations for the plausibility of Axiom 5, or the axiom
of negative introspection, is a closed-world assumption in data-base applications [5]:
An agent examining his own knowledge base will be led to conclude that whatever
is not in the knowledge base he does not know and hence he will know that he
does not. This is a first person motivation, but in the same breath, the argument for
dodging logical omniscience is based on a third-person operative as seen above. So
there is some meandering back and forth while arguing for the axiomatic plausibility
of agency.

Axiom b may seem unrealistically strong for a singular agent in his environment,
unless his environment is defined solipsistically, e.g. the closed world assumption.
Solipsism is not necessarily a human or a real agent condition but a philosophical
thesis; a thesis making idealized sense standing outside looking at the agent in his,
admittedly, rather limited epistemic environment. Being a stone-hearted solipsist on
a first person basis is hard to maintain coherently as W.H. Thorpe once reported:

Bertrand Russell was giving a lesson on solipsism to a lay audience, and a woman got up

and said she was delighted to hear Bertrand Russell say he was a solipsist; she was one too,
and she wished there were more of us.

A reason for adopting the first person perspective and pay homage to axiom 5 for
singular agents is that these assumptions provide some nice technical advantages /
properties especially with respect to information partition models. There is now also
a philosophical basis for doing things in this idealized way — epistemic solipsism and
no false beliefs, e.g. infallibilism. Both of these philosophical theses have little to
do with logic but plenty to do with the preconditions for studying knowledge from
any point of view.

8.4 Negative Introspection in Games

It is more sticky to argue that Axiom 5 is reasonable to assume in multi-agent setups.
But when game theorists for instance model non-cooperative extensive games of
perfect information an S5 logic of knowledge is used to establish the backward
induction equilibrium [3].

For game theory the untenability of S5 in multi-agent systems is quite severe. The
problem concerns the knowledge of action as Stalnaker has pointed out: It should be
possible for a player = to know what a player @ is going to do. For instance it should
be rendered possible in case ® only has one rational choice, and & knows @ to be
rational, that = can predict what @ is going to do. This should not imply however
that it is impossible for @ to act differently as he has the capacity to act irrationally.
In order to make sense of this situation what is needed is a counterfactually possible
world such that

(a) O acts irrationally, but
(b) is incompatible with what = knows.
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Now Z’s prior beliefs in that counterfactual world must be the same as they are in
the actual world for @ could not influence =’s priors beliefs by making a contrary
choice (by definition of the game, = and ® act independently). Then it has to be the
case in the counterfactual world, that = believes he knows something (e.g. that © is
irrational) which he in fact does not know. This is incompatible with S5.

Additionally, acting in the presence of other agents requires the information to
be explicitly available to the agents first person, but it may only be implicitly at the
agents’ disposal if the over-all model is of implicit knowledge. It is not much help
to have the knowledge explicitly available on the third person level if you have to
make an informed move on the first person level featuring other agents trying to beat
you as you are trying to beat them.

8.5 Negative Introspection in Economics

This discussion of the untenability of S5 is not in any way linked to a view of in-
appropriateness of modelling a third person notion of knowledge via the axiom of
veridicality T. One may reasonably argue like Stalnaker and Aumann that knowl-
edge requires truth referring to a notion of third-person knowledge. The unintuitive
results obtained by Aumann and others indicate that there is something wrong in the
information model used by economists, which assumes that agents engaged in eco-
nomic interactions actually have common knowledge rather than common belief.
Thus one can infer that the impossibility of trade can be concluded from assuming
that the agents engaged in economic interaction have more powers than they actually
have. Once one endows agents with a more realistic epistemic model, it is possible
to agree to disagree and trade is made plausible again.

Collins’ explanation of what is wrong in Aumann’s models is quite plausi-
ble. If agents have common belief rather than common knowledge then they can-
not share a common prior, a crucial probabilistic assumption in Aumann’s sem-
inal paper “Agreeing to Disagree” [2]. An intuitive explanation is provided by
Collins:

Finally, an opponent might challenge my claim that it is belief rather than knowledge that
ought to be central to interactive epistemology. My response to this is simply to point out
that agents, even rational agents, can and do get things wrong. This is not a controversial
claim, just the commonplace observation that rational agents sometimes have false beliefs.
The reason for this is not hard to find. It is because the input on which we update is some-
times misleading and sometimes downright false. To demand that everything an agent fully
believes be true is not to state a requirement of rationality but rather to demand that the
agent be invariably lucky in the course of her experience. Being completely rational is one
thing; always being lucky is another. [4].

Nothing is here said about what it would actually mean to have knowledge in eco-
nomic exchanges. Perhaps to be always lucky aside from rational. This entails that
the notion of knowledge does require truth in order for it to be intelligible. Collins
points out that agents get things wrong all the time, even while being completely
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rational. Aumann’s theorem demonstrate how alien to our everyday endeavors the
notion of knowledge is. The notion of rationality can at most require that the agent
only holds beliefs that are full beliefs, i.e., beliefs which the agent takes as true from
his first person point of view.

Disagreement alone does not suffice for altering anyone’s view. Each agent will
therefore have some type of acceptance rule that will indicate to him whether it is
rational or not to incorporate information. Sometimes the agent might lend an ear
to an incompatible point of view for the sake of the argument and this might end
up in implementing a change of view. When a network of agents is modeled from
the outside, endowing these agents with third-person knowledge (as is customar-
ily done in economic models) seems inappropriate. Be that as it may, if the agents
are rational one should assume that their theories are in autoepistemic equilibrium,
and this leads to the assumption that the first person views are each one S5 [1].
These two things are perfectly compatible, which does not imply that certain type
of inputs (the ones that are marked positive by your preferred theory of acceptance)
might require perturbing the current autoepistemic equilibrium via additions or re-
visions. The philosophical results questioning the use of S5 in interactive epistemol-
ogy, question the fact that economic agents can be modeled by the game theorist as
having third person knowledge. These results do not necessarily have a bearing for
what one might or must assume about the first-person point of view of each agent.

8.6 Axioms of Distinction

In a recent interview, Parikh takes stock of the contemporary situation in epistemol-
ogy:

Currently there is sort of a divide among two communities interested in knowledge. One is
the community of epistemologists for whom the 1963 paper by Gettier has created a fruitful
discussion. The other community is the community of formal epistemologists who trace
their roots back to modal logic and to Hintikka’s work on knowledge and belief. There is
relatively little overlap between the two communities, but properties of the formal notion of
knowledge, e.g., positive and negative introspection, have caused much discussion. I would
suggest that knowledge statements are not actually propositions. Thus unlike “There was
a break-in at Watergate,” “Nixon knew that there was a break-in at Watergate,” is not a
proposition but sits inside some social software. It may thus be a mistake to look for a fact
of the matter. The real issue is if we want to hold Nixon responsible. [21]: 145.

Parikh is right in emphasizing that too much ink perhaps has been spilled over for-
mal properties of knowledge rather than on how knowledge is acquired. Surely,
much epistemic and moral success has to do with procedures and processes for get-
ting it right rather than static epistemic definitions and axioms of charaterization.
The two endavours are not mutually exclusively. Axioms are used to a procedural
end in agency and agent interaction because much of the (game theoretical) dynam-
ics is dependent on the epistemic powers of the agents given axiomatically. “The
real issue is if we want to hold Nixon responsible”, or put differently, the real issue
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is whether there is a reliable (possibly effective) procedure, or strategy, for converg-
ing to the correct epistemic result (axiom or verdict) or winning the game against
nature or other agents. Formal learning theory or “computational epistemology” as
Kelly recently redubbed the paradigm is extensively concerned with the former, so-
cial software with the latter. By the end of the day, the two approaches are very
similar in their procedural outlook on inquiry and success.

A successful epistemic story told is dependent on

e what the agent(s) can do in the environment,
e given the

— the axioms describing their epistemic powers, and
— the procedures of knowledge acquisition,

e pace the first person / third person point of view.

And so to finish off with a question based on the matrix above:

Are there axioms of distinction exclusively separating the first-person perspective from
the third-person perspective?

Such an axiomatic separation would hopefully supplement the great epistemological
range and plausibility of the tools employed in Rohit Parikh’s seminal and important
program, social software.
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Chapter 9

Publication/Citation:
A Proof-Theoretic Approach to Mathematical
Knowledge Management™

Dexter Kozen and Ganesh Ramanarayanan

9.1 Introduction

There are many real-life examples of formal systems that support certain construc-
tions or proofs, but that do not provide direct support for remembering them so that
they can be recalled and reused the future. This task is usually left to some metasys-
tem that is typically provided as an afterthought. For example, programming lan-
guage design usually focuses on the programming language itself; the mechanism
for accumulating useful code in libraries is considered more of a systems issue and
is generally treated as a separate design task. Mathematics deals with the construc-
tion of proofs, but not with their publication and citation; that is the domain of the
journals.

Automated deduction systems such as NuPrl [4, 6] and Mizar [16] have language
support for accumulating results in libraries for later reference. However, the mech-
anisms for providing this support are typically not considered interesting enough to
formalize in the underlying logic, although it is possible in principle to do so.

We regard publication/citation as an instance of common subexpression elimina-
tion on proof terms. These operations permit proofs to be reused, perhaps special-
ized to a particular context, without having to reconstruct them in every application.

In this paper we attempt to develop this idea from a proof-theoretic perspective.
We describe a simple complete proof system for universal Horn equational logic
with three new proof rules, publish, cite and forget. The first two rules allow the
inclusion of proved theorems in a library and later citation. The last allows removal
of theorems from the library. These rules encapsulate all the bookkeeping that must
be done to ensure correctness in their application.
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The publish rule has the effect of publishing the universal closure of a theorem to
the library. The combinator corresponding to publish wraps the proof term to inhibit
B-reduction upon later citation. The result of this operation is a citation token that is
type-equivalent to the original proof, thus interchangeable with it, but that does not
perform the specialization that is supplied with the citation.

The cite rule allows for the application of published theorems using the type-
equivalent citation token. The theorem is applied under a specialization given by
a variable substitution and provided at the time of the citation. However, because
of the wrapping done by publish, the substitution is not actually performed on the
proof term.

The forget rule is correspondingly more involved, since it must remove all ci-
tations to the forgotten theorem from the library. This is accomplished by unwrap-
ping all occurrences of the citation token, allowing the deferred substitutions and f3-
reductions to take place during proof normalization. Effectively, this replaces each
citation of the forgotten theorem with an inlined specialization of the original proof,
where the specialization is the one supplied when the theorem was cited.

A major advantage of our approach is that it avoids namespace management
issues, allowing us to focus on the pure structure of publication/citation. In real
systems, when a lemma is added to a library, it is usually given a name, and all sub-
sequent references are by this name. This introduces the possibility of name colli-
sions. To address this issue, these systems typically introduce some form of scoping
or module structure. However, our proof-theoretic treatment of publication/citation
allows us to avoid the problem entirely.

In this paper, we develop this idea for constructive universal equational Horn
logic. However, it is clear that the mechanisms are more general and could be
adapted to richer theories. Significant progress along these lines has already been
made [1-3].

9.2 A Classical Proof System

We first present a classical proof system for constructive universal equational Horn
logic as a basis for comparison. Let X be a signature consisting of function symbols
X ={f,g,...}, each with a fixed finite arity. Let X, denote the set of elements of X
of arity n. Let X be a set of individual variables X = {x,y,...}, and let Tx (X) denote
the set of individual terms over X and X. Formally, an individual term is either

e avariable x € X, or
e an expression of the form f#;...t,, where f,...,t, are individual terms and f €
2.

For example, the signature of groups consists of a binary operator -, a unary operator
—! and a constant 1.
A formula is either

e an equation s = ¢ between individual terms,
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e an implication of the form s =t — ¢, where ¢ is a formula, or
e a quantified expression for the form Vx ¢, where x is an individual variable and
¢ is a formula.

We use d, e, ... to denote equations and @, v, ... to denote formulas.
We are primarily interested in the universal Horn formulas, which are universally
quantified formulas of the form

Vxp ... Vx, ej > — e, —e. 9.1)

In the system presented in this section, the quantification is implicit.

Let S denote the set of all substitutions ¢ : X — Tx(X). The notation [x/¢] denotes
the substitution that simultaneously substitutes the term ¢ for all occurrences of the
variable x in a term or formula.

The following axioms E are the axioms of classical equational logic, implicitly
universally quantified.

X=X

X=y—=y=x

X=y—=y=z—XxX=2

XI=Y] ==Xy =Yy — fX1.. X =fy1...Yn, fEZ,.
Besides E, we will also allow an application theory A of universal Horn formulas
to serve as additional, application-specific axioms. For example, for group theory,
A would consist of the equational axioms for groups.

We now give the deduction rules. Let A be a set of equations, d, e, ... equations,
and ¢ a Horn formula.

Fo(p), o€ AUE, oc€S

eke

Areo

Ajel o

Aet @

AFe— 0o

AFe— 0@ Alte
Ao

The following rule is derived:

Ale
Alx/t] F elx/1]

provided x does not occur in ¢. This rule obviates the need for an explicit universal
quantifier and corresponding introduction and elimination rules.
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One can also give annotated versions of these rules in which formulas are anno-
tated with explicit proof terms, which are terms of the simply typed A-calculus. Let
P={p,q,r,...} be aset of proof variables. A proof term is either

a variable p € P,

a constant ref, sym, trans, cong s for f € X, or axiomy, for ¢ € A,

an application 7 7, where 7 and 7 are proof terms,

an application ¢, where 7 is proof term and ¢ is an individual term,

an abstraction A p.T, where p is a proof variable and 7 is a proof term,

an abstraction Ax.T, where x is an individual variable and 7 is a proof term, or
an expression pub T, where 7 is a proof term.

The combinator pub is just a fixed constant. Proof terms are denoted 7, p, T,... .
As usual in constructive mathematics, according to the Curry—Howard isomor-
phism, we can view proofs as constructions, formulas as types, and the deduction
system as a set of typing rules. An annotated formula takes the form of a type judge-
ment T : ¢, where 7 is a proof term. The interpretation of these constructs is the same
as in the simply-typed A-calculus.
The annotated rules are as follows.

Faxiompo:0(@), @cAUE, oc€S

pieFp:e
AFT:0

A pieFtT:0@
A p:ebtT:0

AFEApTie— @

AFm:e—¢@ Ablp:e
AbFmp:o

Not all proof terms as defined above are well typed. In particular, abstractions
over an individual variable Ax.7 and the pub combinator will only become relevant
in Section 9.3, when we reintroduce explicit universal quantification.

9.3 A New System

The new system we present in this section builds directly on the classical system
presented in Section 9.2, adding in the notion of a library .£. This library minimally
contains all of the axioms, and we introduce rules to add and remove new theorems
to and from the library along with their proofs.

In contrast to the system of Section 9.2, the system of the present section will
have explicit universal quantification for all axioms and theorems in the library.
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This will allow arbitrary specialization via substitution of individual terms for the
quantified variables upon citation.

As in the system of Section 9.2, our system has three main syntactic categories:
individual terms, formulas, and proof terms. Also as in Section 9.2, we will start by
presenting the unannotated version of our proof system, which does not have any
proof terms.

As before, let X = {x,y, ...} be a set of individual variables, X ={f,g,...} afirst-
order signature, and Tx (X) = {s,7,...} the set of individual terms over X and X. Let
A be a set of universal Horn formulas over X and X that serve as the application
theory.

The unannotated version of our proof system consists of the following axioms
and rules. We restate the equational axioms E, this time with explicit universal quan-
tification. We use ¥ to denote a tuple x1,...,x,.

Vx x=x

VxVy x=y—y=x

VxVyVz x=y—-y=z—x=z

VXVY X =y1 = ... 9 Xy =Yn— fX1.. . Xn=fV1... V0, fEX

In the descriptions below, the separator character ; is used to distinguish proof tasks
from the contents of the library. Judgements are of the form .Z ; A - @, where .Z is
the current library consisting of a list of universally quantified Horn formulas of the
form (9.1), A is a list of unquantified equational premises, and ¢ is an unquantified
Horn formula. Elements of . are separated by commas, as are elements of A.

<z

ident) ———
(ident) 7 eFe
L Ao
LA el o
LiAek o
L AFe— 0@
LiAFe— @ L AFe
L AR

. < ; o
(publish) A LTI
LNTQ
L NX @ Folx/i]

ZLNXQ;
f t) ——
(forget) "2

(assume)

(discharge)

(mp)

(cite)

, VX &AUE

>

where in the publish rule, X = x|, ..., x, are the free variables of ¢.
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The rules of the proof system build on the classical set of rules, with the addition
of the three new rules publish, cite and forget. We do not allow the equational and
application theory axioms to be removed from the library, thus it is always be the
case that A U E C %. The rules publish and cite serve as introduction and elimi-
nation rules for the universal quantifier, respectively, but quantifiers appear only in
published theorems (i.e., those in the library). The forget rule is simply an ordinary
weakening rule in this version; however, once annotations are added, the effect of
this rule on proof terms is much more involved.

Now we add annotations. For the equational axioms and the application theory,

ref : Vx x=x
sym:VxVy x=y—y=x
trans : VxVyVz x=y—y=z—x=2
cong :VXVYy xp=y1— ... 2 Xy =Yn = fX1... X0 = fy1...90, [fEZX
axiomgy : @, Q€A

Thus each axiom of equational logic and the application theory (A U E) is inhabited
by a constant. These type judgements are always present in .Z.
In addition to these, we have the following annotated rules:
Z;
Lip:eFpe
L AFET @
LA piebTi@

LA pieFTiQ

(ident)

(assume)

(discharge) A ApTie—o
I
(publish) ﬁ pubAX.T: VX @ e
(cite) ﬁﬁiﬁfﬁ - /1]
(forget) i,[ppuubb:/;z“”i, VIQ ¢ AUE

Publication forms the universal closure of the formula and the corresponding A -
closure of the proof term before wrapping with pub. Thus published theorems, like
axioms, are always closed universal formulas. The proof term is closed by binding
all the free individual variables appearing in the body of the proof term in the same
order as they were bound in the formula (the free individual variables in formulas
and corresponding proof terms are always the same).
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As in Section 9.2, the interpretation of annotated formulas is the same as in the
simply-typed A-calculus. However, our type system is somewhat more restrictive
than the usual one. For example, the type system prevents a binding operator Ax
from occurring in the scope of a binding operator A p. This enforces the universal
Horn form (9.1) for published theorems.

The constant pub is polymorphic of type ¢ — ¢. Its main purpose is to wrap
proof terms to inhibit 8-reduction without altering their type. An expression of the
form pub 7 is called a citation token. Intuitively, we can think of a citation token as
a short abbreviation (a name or a pointer) for the proof 7 in the library. Since the
proof and its citation token are type-equivalent, we can use them interchangeably.

Ordinarily, when a universally quantified theorem is cited in a special case de-
fined by a substitution [X/7], the proof term would be specialized as well by applying
it to the sequence of individual terms 1, . .. ,#,. Without the pub wrapper, proof nor-
malization would cause those terms to be substituted for x1,...,x, in the body of
the A-expression as in ordinary f-reduction. The pub wrapper prevents this from
happening, since the expression (pub 7)7 is in normal form.

An alternative approach might use new names and bindings for published proofs,
but this would introduce namespace management issues that are largely orthogonal
to the publish/cite structure and which our approach circumvents.

For an accurate complexity analysis on the size of proofs, one could define the
size of proof terms inductively in some reasonable way, taking the size of citation
tokens to be 1. This would reflect the fact that in practice, a proof term would only
be represented once, and citations would reference the original proof by name or by
pointer.

9.4 An Example

To illustrate the operation of this proof system, we will go through a simple example.
Supposing we wanted to prove the theorem

Vx x = fx — x = f(fx).

We will provide a proof of this fact, along with the corresponding extraction of
proof terms. For the first part, we will omit the library . for readability, but we will
reintroduce it later when we show the operation of publication.

Defining

T = cong,x (fx)
my, = transx (fx) (f(fx)),

we have by citation of the transitivity axiom and the congruence axiom for f that
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o x=fx— fx=f(fx) 9.2)
F Mt x=fx— fr=f(fx) - x= f(fx). 93)
From (9.3) and (assume), we have
pix=fxt mix=fx— fx=f(fx) = x= f(f2). 9.4)
Also, by (ident),
pix=fxk p:ix=fx. 9.5)

Applying (mp) with premises (9.4) and (9.5) gives
p:x=fxtmp: fx=f(fx)—x=f(fx). (9.6)

Similarly, from (9.2) and (assume), we have

p:x=fxkm:x=fx— fx=f(fx), 9.7

and applying (mp) with premises (9.5) and (9.7) gives
p:x=fxtmp: fx=f(fx). 9.8)
Now applying (mp) with premises (9.6) and (9.8), we obtain
p:x=fxtmp(mp):x=f(fx), 9.9)

and we conclude from (discharge) that

FAp.mp(mp):x=fx—x=f(fx). (9.10)

‘We can now publish the universal closure of (9.10) using the publication rule, which
adds the annotated theorem

pub (Ax.Ap.m p (71 p)) : ¥x x= fx — x= f(fx) (9.11)

to the library.
Now we show how (9.11) can be cited in a special case by proving the theorem

Yy gy =f(gy) — &y =f(f(gy)) (9.12)

This is a more specific version of (9.11) obtained by substituting gy for x. We start
by citing (9.11) with the term gy using the rule (cite), which gives

pub (Ax.Ap.m p(m p))(gy) : &y = f(gy) — gy = f(f(gy)).  (9.13)

Publishing this theorem using (publish) results in the annotated theorem
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pub (Ay.pub (Ax.Ap.m p (71 p))(gy)) : Vy &y = f(gy) — gy = f(f(gy)) (9.14)

being added to the library.

Now suppose we wish to use the (forget) rule to forget the original theorem
(9.11) that was cited in the proof of (9.12). This removes (9.11) from the library and
strips the pub combinator from all citations. The theorem (9.14) becomes

pub (Ay.(AxAp.m p (71 p))(gy)) : Vy gy = f(gy) — gy = f(f(gy))  (9.15)

The theorem itself remains in the library unchanged, but its proof is no longer in
normal form, since the inner pub combinator has been stripped. Normalizing the
proof, we obtain

pub (Ay.Ap.m(x/gyl p (mi[x/gyI p)) : Yy gy = f(gy) — &y = f(f(gV)),

where

m [x/gy] = cong (gy) (f(gy))
m(x/gy] = trans(gy) (f(gy)) (f(f(gy)))-

The proof now has the specialization of the proof of (9.11) “inlined” into it. This is
equivalent to what we would have obtained had we set out to prove (9.12) directly,
without appealing to the more general theorem (9.11) first.

9.5 Related and Future Work

Proof generalization, proof reuse, and mathematical knowledge management are
active areas of research. Much of the work on proof generalization and reuse is ori-
ented toward heuristic methods for discovering simple modifications of old proofs
that apply in new but similar situations. Schairer et al. [14, 15] have suggest replay-
ing tactics to develop proofs by analogy. Hutter [8, 9] has given a system of proof
annotations and rules for manipulating them. The annotations are used to include
planning information in proofs to help guide the proof search. Kolbe and Walther
[10, 11] study the process of proof generalization by abstracting existing proofs to
form proof shells. Their approach involves replacing occurrences of function sym-
bols by second-order variables. Felty and Howe [7] also suggest a system of proof
reuse using higher-order unification and metavariables to achieve abstraction. Melis
and Whittle [12] study proof by analogy, focussing on the process of adapting ex-
isting proofs to new theorems with a similar structure. Piroi and Buchberger [5, 13]
present a graphical environment for editing mathematics and managing a mathemat-
ical knowledge library. Allen et al. [4] also propose a structure for a formal digital
library and discuss the problem of naming conflicts.

It would be interesting to explore the possibility of identifying similar proofs
and finding common generalizations in a more proof-theoretic context such as the
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publication/citation mechanism presented in this paper. It would also be useful to
extend the system to handle full first-order and higher-order logics.

One area of recent progress is the proof-theoretic representation of tactics [1, 2].
Another recent advance is the enhancement of the proof-theoretic apparatus to bet-
ter capture natural dependencies among theorems, lemmas, and corollaries in the
library and the locality of definitions. Most libraries are flat, which does not ad-
equately capture the richness of mathematical knowledge. Recent progress in this
direction has been made by Aboul-Hosn and Andersen [3], who present a hierarchi-
cal representation along with natural proof rules for restructuring.

Acknowledgements We are indebted to Kamal Aboul-Hosn, Samson Abramsky, Terese Damhg;j
Andersen, and Anil Nerode for valuable ideas and comments. This work was supported in part
by NSF grant CCF-0635028. Any views and conclusions expressed herein are those of the au-
thors and do not necessarily represent the official policies or endorsements of the National Science
Foundation or the United States government.

References

1. K. Aboul-Hosn. A proof-theoretic approach to tactics. In J.M. Borwein and W.M. Farmer,
editors, Proceedings of the 5th International Conference on Mathematical Knowledge Man-
agement (MKM’06), volume 4108 of Lecture Notes in Computer Science, pages 54—66.
Springer, Berlin, Germany, August 2006.

2. K. Aboul-Hosn. A Proof-Theoretic Approach to Mathematical Knowledge Management. PhD
thesis, Cornell University, January 2007.

3. K. Aboul-Hosn and T.D. Andersen. A proof-theoretic approach to hierarchical math library
organization. In Proceedings of the 4th International Conference on Mathematical Knowledge
Management (MKM’05), pages 1-16. Springer, Berlin, Germany, October 2005.

4. S. Allen, M. Bickford, R. Constable, R. Eaton, C. Kreitz, and L. Lorigo. FDL: A prototype
Sformal digital library, 2002. http://www.nuprl.org/FDLproject/02cucs-fdl.html

5. B. Buchberger. Mathematical knowledge management using theorema. In B. Buchberger,
O. Caprotti, editors, st International Conference on Mathematical Knowledge Management
(MKM 2001), RISC-Linz, A-4232 Schloss Hagenberg, Austria, September 24-26, 2001.

6. R.L. Constable, S.F. Allen, H.M. Bromley, W.R. Cleaveland, J.F. Cremer, R.W. Harper, D.J.
Howe, T.B. Knoblock, N.P. Mendler, P. Panangaden, J.T. Sasaki, and S.F. Smith. Implementing
Mathematics with the Nuprl Development System. Prentice-Hall, Englewood Cliffs, NJ, 1986.

7. A. Felty and D. Howe. Generalization and reuse of tactic proofs. In Proceedings of the
5th International Conference on Logic Programming and Automated Reasoning (LPAR94).
Springer, Berlin, Germany, 1994.

8. D. Hutter. Structuring deduction by using abstractions. In T. Ellman, editor, Proceedings of
the International Symposion on Abstraction, Reformulation, and Approximation (SARA9S),
pages 72-78. Pacific Grove, CA, 1998.

9. D. Hutter. Annotated reasoning. Annals of Mathematics and Artificial Intelligence, Special
Issue on Strategies in Automated Deduction, 29:183-222, 2000.

10. T. Kolbe and C. Walther. Reusing proofs. In Proceedings of the 11th European Conference
on Artificial Intelligence (ECAI-11), pages 80—84. Seattle, WA, May 21-23, 1994.

11. T. Kolbe and C. Walther. Proof management and retrieval. In Proceedings of the Workshop on
Formal Approaches to the Reuse of Plans, Proofs and Programs (IJCAI-14). Montreal, CA,
1995.



9 A Proof-Theoretic Approach to Mathematical Knowledge Management 161

12.

13.

14.

15.

16.

E. Melis and J. Whittle. Analogy in inductive theorem proving. Journal of Automated Rea-
soning, 22(2):117-147, 1999.

F. Piroi and B. Buchberger. An environment for building mathematical knowledge libraries.
In A. Trybulec, A. Asperti, G. Bancerek, editor, Proceedings of the 3rd International Confer-
ence Mathematical Knowledge Management (MKM 2004), volume 3119 of Lecture Notes in
Computer Science. Springer, Berlin, Germany, September 2004.

A. Schairer. A Technique for Reusing Proofs in Software Verification. PhD thesis, FB 14 (In-
formatik) der Universitét des Saarlandes und Institut A fiir Mechanik der Universitét Stuttgart,
Stuttgart, AT, 1998.

A. Schairer, S. Autexier, and D. Hutter. A pragmatic approach to reuse in tactical theorem
proving. Electronic Notes in Theoretical Computer Science, 58(2), 2001.

A. Trybulec. The Mizar system. http://mizar.uwb.edu.pl/system/



Chapter 10
Generalizing Parikh’s Theorem

Johann A. Makowsky™*

10.1 Generalizing Parikh’s Theorem

R. Parikh’s celebrated theorem, first proved in [37], counts the number of occur-
rences of letters in words of a context-free languages L over an alphabet of k let-
ters. For a given word w, the numbers of these occurrences is denoted by a vector
n(w) € N, and the theorem states

Theorem 10.1 ([37]). For a context-free language L, the set Par(L) = {n(w) € N¥:
w € L} is semi-linear.

A set X C N is linear in N iff there is vector a € N and a matrix M € N**"
such that X = A, 3; = {b € N*: there is # € N" with b =a -+ M -u}. Singletons are
linear sets with M = 0. If M # 0O the series is nontrivial. X C N° is semi-linear in
N* iff X is a finite union of linear sets A; C N°. For s = 1 the semi-linear sets are
exactly the ultimately periodic sets. The terminology is from [37], and has since
become standard terminology in formal language theory. Several alternative proofs
of Parikh’s Theorem have appeared since. D. Pilling [38] put it into a more algebraic
form, and more recently, L. Aceto et al. [3] showed that it depends only on a few
equational properties of least pre-fixed points. B. Courcelle [14] has generalized
Theorem 10.1 further to certain graph grammars, and relational structures which
are definable in Monadic Second Order Logic (MSOL) in labeled trees, counting
not only letter occurrences but the size of MSOL-definable subsets. In [23] a similar
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generalization was proven, inspired by a theorem due to Gurevich and Shelah [30]
on spectra of MSOL-sentences with one unary function symbol and a finite number
of unary relation symbols. The results of [23] are formulated in a model theoretic
framework rather than using the language of graph grammars. But it turned out that
some of their result could have been obtained also using the techniques of [14].

In this paper we explain discuss these generalizations of Parikh’s Theorem with-
out detailed proofs, but with the emphasis on the concepts involved and on applica-
tions. Like in the well known characterization of regular languages using Monadic
Second Order Logic (MSOL) we also use MSOL, and an extension thereof,
CMSOL, which allows for modular counting quantifiers. However, the languages in
Parikh’s Theorem are replaced by arbitrary finite relational structures which are of
bounded width. The most general notion of width we shall use is patch-width, which
was first introduced in [23]. It generalizes both tree-width and clique-width. The de-
tailed discussion of these notions of width is given in Section 10.4. Finally, like in
Courcelle’s generalization of Parikh’s Theorem, rather than counting occurrences
of letters, we count cardinalities of CMSOL-definable unary relations. We shall
first explain this for the case where these relations are given by unary predicates,
where we speak of many-sorted spectra. The applications consist mostly in proving
that certain classes of graphs and relational structures have unbounded tree-width,
clique-width or patch-width. These are given in Section 10.5.

We assume the reader is familiar with the basics of Monadic Second Order Logic
MSOL, cf. [12, 20]. For convenience, we collect the basics in Section 10.2. Other-
wise this paper is rather self-contained.

10.2 Monadic Second Order Logic and Its Extension

First Order Logic FOL restricts quantification to elements of the structure, Monadic
Second Order Logic MSOL also allows for quantification over subsets, but not over
binary relations,, or relations of arity » > 2. The logic MSOL can be extended by
modular counting quantifiers Cy ,,, where Cy ,,x @(x) is interpreted as “there are,
modulo m, exactly k elements satisfying ¢ (x)”. We denote the extension of MSOL
obtained by adding, for all k,m € N the quantifiers C ,,, by CMSOL. Over struc-
tures which have a linear order the quantifiers Cy ,,x ¢(x) can be eliminated without
loss of expressive power.

Typical graph theoretic concepts expressible in FOL are the presence or absence
(up to isomorphism) of a fixed (induced) subgraph H, and fixed lower or upper
bounds on the degree of the vertices (hence also r-regularity). Typical graph theo-
retic concepts expressible in MSOL but not in FOL are connectivity, k-connectivity,
reachability, k-colorability (of the vertices), and the presence or absence of a fixed
(topological) minor. The latter includes planarity, and more generally, graphs of a
fixed genus g. Typical graph theoretic concepts expressible in CMSOL but not in
MSOL are the existence of an Eulerian circuit (path), the size of a connected com-
ponent being a multiple of &, and the number of connected components is a multiple
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of k. All the non-definability statements above can be proved using Ehrenfeucht-
Fraissé games. The definability statements are straightforward.

10.3 Spectra of Sentences of Monadic Second Order Logic

Let ¢ be sentence of Monadic Second Order Logic MSOL over a vocabulary 7. The
spectrum SPEC(@) is the set of finite cardinalities n € N of finite model of ¢. We
note that for unary languages, Parikh’s Theorem looks at the spectrum of context-
free languages. H. Scholz introduced spectra in [41], where he asked to characterize
spectra. Spectra of first order sentences have been studied ever since. For a history
and survey of the study of spectra, cf. [18].

10.3.1 Spectra of Sentences with One Unary Function Symbol

Let S C N be an ultimately periodic set. It is not difficult to construct even a first
order sentence ¢ such the SPEC(¢) = S. Surprisingly, ultimately periodic sets are
precisely the spectra of sentences with one unary function symbol, and a finite set
of unary relation symbols [16, 30].

Theorem 10.2 (Durand et al. [16], Gurevich and Shelah [30]). Let ¢ be a sen-
tence of MSOL(7) where T consists of

— finitely many unary relation symbols,
— one unary function and equality only.

Then SPEC(@) is ultimately periodic,

10.3.2 From One Unary Function to Bounded Tree-Width

The finite structures which have only one unary function consist of disjoint unions
of components of the form given in Figure 10.1. They look like directed forests
where the roots are replaced by a directed cycle. The unary predicates are just col-
ors attached to the nodes. The similarity of labeled graphs to labeled trees can be
measured by the notion of tree-width, and in fact, these structures have tree width
at most 2. The necessary background on tree-width will be given in Section 10.4.1.
Inspired by Theorem 10.2, E. Fischer and J.A. Makowsky [23] generalized Theo-
rem 10.2 by replacing the restriction on the vocabulary by a purely model theoretic
condition involving the width of a relational structure.
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7
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—
Fig. 10.1 Models of one unary function

Theorem 10.3 (E. Fischer and J.A. Makowsky [23]).
Let ¢ be an MSOL sentence and k € N. Assume that all the models of ¢ have
tree-width at most k. Then SPEC(@) is ultimately periodic.

To prove Theorem 10.3, and its generalizations below, the authors use three tools:

(a) A generalization of the Feferman-Vaught Theorem for k-sums of labeled graphs
to the logic CMSOL, due to B. Courcelle, [11], and further refined by J.A.
Makowsky in [33].

(b) A reduction of the problem to spectra of labeled trees by a technique first used
by B. Courcelle in [14] in his study of graph grammars.

(c) An adaptation of the Pumping Lemma for labeled trees, cf. [29].

The proof of Theorem 10.3 is quite general. However, the details are rather techni-
cal. Its proof can be adapted to stronger logics, in particular to CMSOL introduced
in Section 10.2. Second, one observes that very little of the definition of tree-width is
used in the proof. The techniques used in the proof of Theorem 10.3 can be adapted
to other notions of width of relational structures, such as cliqgue-width, which was
introduced first in [7] and studied more systematically in [10], and to patch-width,
introduced in [23]. These notions will be discussed in detail in Section 10.4. Before
we get to the various definitions of width we refer to any of these notions just as the
width of a structure.

10.3.3 Many-Sorted Spectra

We want to generalize Theorem 10.1 to spectra. Rather than counting occurrences of
letters, we look at many-sorted structures and the sizes of the different sorts, which
we call many-sorted spectra.

For our purposes, a k-sorted t-structure is a structure of the form

A= (A,P,...,PRy,...Rp)

where A is a finite set, P, C A, UleP; = A and for all i, j < k,i # j we have that
P,NP; = . The sets P, are the sorts of 2. Furthermore, the relations R,/ < m are
typed. T now consists of the relation symbols P;, Ry, which are interpreted in 2{ in
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the obvious way. For a finite k-sorted 7-structure 2 we denote by MCARD(2() the k-
tuple (ny,...,n;) of the cardinalities n; of P;. The many-sorted spectrum MSPEC(®)
of a k-sorted 7-sentence ¢ € CMSOL(7) is the set

MSPEC(¢) = {MCARD(21) € N*: 9 |= ¢}.

These definitions can be extended to MSOL augmented by the modular counting
quantifiers Cy ,,, where Cy ,,x @(x) is interpreted as “there are, modulo m, exactly &
elements satisfying ¢ (x)”. We denote the extension of MSOL obtained by adding,
for all k,m € N the quantifiers Cy ,,, by CMSOL.

In [23] the following theorem is proved:

Theorem 10.4 (E. Fischer and J.A. Makowsky [23]).
Let @ be a many-sorted CMSOL(7)-sentence, such that all of its models have width
at most k. Then the many-sorted spectrum MSPEC(Q) is a semi-linear set.

Recall that width stands here for any of the notions, tree-width, clique-width, patch-
width to be discussed next.

10.4 Structures of Bounded Width

10.4.1 Tree-Width

In the eighties the notion of tree-width of a graph became a central focus of research
in graph theory through the monumental work of Robertson and Seymour on graph
minor closed classes of graphs, and its algorithmic consequences [40]. The literature
is very rich, but good references and orientation may be found in [4, 5, 17]. Tree-
width is a parameter that measures to what extent a graph is similar to a tree. Addi-
tional unary predicates do not affect the tree-width. Tree-width of directed graphs is
defined as the tree-width of the underlying undirected graph.'

Definition 10.1 (Tree-width). A k-tree decomposition of a graph G = (V,E) is a

pair ({X; |i €I},T = (I,F)) with {X; | i € I'} a family of subsets of V, one for each

node of 7', and T a tree such that

@ UielXi =V.

(b) for all edges (v,w) € E there exists an i € [ with v € X; and w € X;.

(c) for all i, j,k € I: if j is on the path from i to kin T, then X; N X; C X; in other
words, the subset {¢ | v € X, } is connected for all v.

@ foralliel, |X;| <k+1.

A graph G is of tree-width at most k if there exists a k-tree decomposition of G. A
class of graphs K is a TW (k)-class iff all its members have tree width at most k.

! In [32] a different definition is given, which attempts to capture the specific situation of directed
graphs. But the original definition is the one which is used when dealing with hyper-graphs and
general relational structures.
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Given a graph G and k € N there are polynomial time, even linear time, algorithms,
which determine whether G has tree-width k, and if the answer is yes, produce a
tree decomposition, cf. [S]. However, if k is part of the input, the problem is NP-
complete [2]

Graph G Tree decomposition of G

L

T

)
ﬁm
10
3 14
6
Ao

©

Fig. 10.2 A graph and one of its tree-decompositions

Trees have tree-width 1. The clique K, has tree-width n — 1. Furthermore, for
fixed k, the class of finite graphs of tree-width at most k denoted by TW(k), is
MSOL-definable.

Example 10.1. The following graph classes are of tree-width at most k:

(a) Planar graphs of radius r with k = 3r.
(b) Chordal graphs with maximal clique of size ¢ with k =c— 1.
(c) Interval graphs with maximal clique of size ¢ with k =c — 1.

Example 10.2. The following graph classes have unbounded tree-width and are all
MSOL-definable.

(a) All planar graphs and the class of all planar grids G, ,,.
Note that if n < ng for some fixed ny € N, then the tree-width of the grids
G nyn < ng, is bounded by 2ny.

(b) The regular graphs of degree r,r > 3 have unbounded tree-width.

Tree-width for labeled graphs can be generalized to arbitrary relational structures in
a straightforward way. Clause (ii) in the above definition is replaced by

(ii-rel)  For each r-ary relation R, if v € R, there exists an i € ] withv € X",

This was first used in [26].
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10.4.2 Clique-Width

A k-colored t-structures is a 7, = TU{Py, ..., P }-structure where P;,i < k are unary
predicate symbols the interpretation of which are disjoint (but can be empty).

Definition 10.2. Let 2 be a k-colored 7-structure.

(a) (Adding hyper-edges) Let R € T be an r-ary relation symbol.
NR.P), .....P;, () denotes the k-colored 7 structure B with the same universe as
2, and for each S € 1, S # R the interpretation is also unchanged. Only for R
we put
RE=R'U{acA :q;€P}}.

We call the operation 1] hyper edge creation, or simply edge creation in the case
of directed graphs. In the case of undirected graphs we denote by ne;, P, the
operation of adding the corresponding undirected edges.

(b) (Recoloring) p;, j(Ql) denotes the k-colored 7 structure 8 with the same universe
as 2, and all the relations unchanged but for Pl-A and Pj‘ We put

P,-B:Qande:PjAUR-A.

We call this operation recoloring.

(c) (modification via quantifier free translation) More generally, for S € 7y of arity
r and B(xi,...,x,) a quantifier free 7;-formula, d55(?1) denotes the k-colored
T structure 9B with the same universe as 2, and for each §' € 7, S’ # S the
interpretation is also unchanged. Only for S we put

SB={acA :acB).
where B4 denotes the interpretation of B in 2.

Note that the operations of type p and 1 are special cases of the operation of type

0.
Definition 10.3 (Clique-Width [10, 33]).

(a) Here T = {Rg} consist of the symbol for the edge relation. Given a graph G =
(V,E), the clique-width of G (cwd(G)) is the minimal number of colors required
to obtain the given graph as an {Rg }-reduct from a k-colored graph constructed
inductively from colored singletons and closure under the following operations:

a. disjoint union (LJ)
b. recoloring (p;—. ;)
c. edge creation (Mg p,p;)

(b) For 7 containing more than one binary relation symbol, we replace the edge
creation by the corresponding hyper edge creation ng, L foreachR € 7.

(c) A class of z-structures is a CW (k)-class if all its members have clique-width at
most k.
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If 7 contains a unary predicate symbol U, the interpretation of U is not affected by
the operations recoloring or edge creation. Only the disjoint union affects it.

A description of a graph or a structure using these operations is called a clique-
width parse term (or parse term, if no confusion arises). Every structure of size n has
clique-width at most n. The simplest class of graphs of unbounded tree-width but
of clique-width at most 2 are the cliques. Given a graph G and k € N, determining
whether G has clique-width k is in NP. A polynomial time algorithm was presented
for k < 3 in [8]. It was shown in [24, 25] that for fixed k > 4 the problem is NP-
complete. The recognition problem for clique-width of relational structures has not
been studied so far even for k = 2. The relationship between tree-width and clique-
width was studied in [1, 10, 27].

Theorem 10.5 (Courcelle and Olariu [10]). Let K be a TW (k)-class of graphs.
Then K is a CW (m)-class of graphs with m < 28+ 1,

Theorem 10.6 (Adler and Adler [1]). For every non-negative integer n there is a
structure 2 with only one ternary relation symbol such that 2 € TW(2) and 2A &
CW (n).

The following examples are from [28, 36].
Example 10.3 (Classes of clique-width at most k).

(a) The cographs with k = 2.

(b) The distance-hereditary graphs with £ = 3.

(c) The cycles C,, with k = 4.

(d) The complement graphs C, of the cycles C, with k = 4.

The cycles C, have tree-width at most 2, but the other examples have unbounded
tree-width.

Example 10.4 (Classes of unbounded clique-width).

(a) The class of all finite graphs.

(b) The class of unit interval graphs.

(c) The class of permutation graphs.

(d) The regular graphs of degree 4 have unbounded clique-width.
(e) The class grids Grid, consisting of the graphs Grid,,x .

For more non-trivial examples, cf. [28, 36]. In contrast to TW (k), we do not know
whether the class of all CW (k)-graphs is MSOL-definable.
To find more examples it is useful to note, cf. [34]:

Proposition 10.1. If a graph is of clique-width at most k and G’ is an induced sub-
graph of G, then the clique-width of G' is at most k.

In [23] the following is shown:

Theorem 10.7 (E. Fischer and J.A. Makowsky [23]).

Let @ € CMSOL(7) be such that all its finite models have clique-width at most k.
Then there are mgy,ny € N such that if ¢ has a model of size n > ngy then @ has also
a model of size n+my.
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From this we get immediately a further generalization of Theorem 10.3.

Corollary 10.1. Let ¢ € CMSOL(7) be such that all its finite models have clique-
width at most k. Then spec(Q) is ultimately periodic.

10.4.3 Patch-Width

Here is a further generalization of clique-width for which our theorem still works.
The choice of operation is discussed in detail in [9].

Definition 10.4. Given a t-structure 2, the patch-width of G (pwd(G)) is the min-
imal number of colors required to obtain & as a {t}-reduct from a k-colored 7-
structure inductively from fixed finite number of T;-structures and closure under the
following operations:

(a) disjoint union (LJ),
(b) recoloring (p;—. ;) and
(c) modifications (Js p).

A class of T-structures is a PW;(k)-class if all its members have patch-width at most
k.

A description of a T-structure using these operations is called a patch term.

Example 10.5.

(a) In [10] it is shown that if a graph G has clique-width at most & then its comple-
ment graph G has clique-width at most 2k. However, its patch-width is also k as
G can be obtained from G by g k.

(b) The clique K, has clique-width 2. However if we consider graphs as struc-
tures on a two-sorted universe (respectively for vertices and edges), then K,
has clique-width ¢(n) and patch-width p(n) where c¢(n) and p(n) are func-
tions which tend to infinity. This will easily follow from Theorem 10.4. For
the clique-width of K, as a two-sorted-structure this was already shown in [39].

In [9] it is shown that a class of graphs of patch-width at most k is of clique-
width at most f(k) for some function f. It is shown in [22] that this is not true for
relational structures in general.

In the definition of patch-width we allowed only unary predicates as auxiliary
predicates (colors). We could also allow r-ary predicates and speak of r-ary patch-
width. The theorems where bounded patch-width is required are also true for this
more general case. The relative strength of clique-width and the various forms of
patch-width are discussed in [22].

In [23] the following is shown:
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Theorem 10.8 (E. Fischer and J.A. Makowsky [23]).

Let @ € CMSOL(7) be such that all its finite models have patch-width at most k.
Then there are mg,ny € N such that if ¢ has a model of size n > ngy then @ has also
a model of size n+my.

From this we get yet another generalization of Theorem 10.3.

Corollary 10.2. Let ¢ € CMSOL(7) be such that all its finite models have patch-
width at most k. Then spec(@) is ultimately periodic.

More recent work on spectra and patch-width may be found in [19, 42].

10.5 Applications of Theorem 10.8

In this paper we give several applications of Theorem 10.8 showing that certain
classes of graphs have unbounded clique-width or patch-width.

10.5.1 Classes of Unbounded Patch-Width

Theorem 10.8 gives a new method to show that certain classes K of graphs have
unbounded tree-width, clique-width or patch-width.

To see this we look at the class Grid of all grids Grid,,. They are known to
have unbounded tree-width, cf. [17], and in fact, every minor closed class of graphs
of unbounded tree-width contains these grids. They were shown to have unbounded
clique-width in [10, 28]. However, for patch-width these arguments do not work. On
the other hand Grid is MSOL-definable, and its spectrum consists of the numbers
n2, so by Theorems 10.7 and 10.8, the unboundedness follows directly.

In particular, as this is also true for every K’ D K, the class of all graphs is of
unbounded patch-width.

Without Theorem 10.8, there was only a conditional proof of unbounded patch-
width available. It depends on the assumption that the polynomial hierarchy ¥ does
not collapse to NP. The argument then proceeds as follows:

(a) Checking patch-width at most k of a structure %A, for & fixed, is in NP. Given a
structure 2, one just has to guess a patch-term of size polynomial in the size of
2.

(b) Using the results of [33] one gets that checking a CMSOL()-property ¢ on the
class PW,(k) is in NP, whereas, by [35], there are 2,13 -hard problems definable
in MSOL for every level £ of the polynomial hierarchy.

(c) Hence, if the polynomial hierarchy does not collapse to NP, the class of all
T-structures is of unbounded patch-width, provided 7 is large enough.
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10.5.2 The Patch-Width of Incidence Graphs

We look at two presentation a graph G. The first consists of a set of vertices V(G)
and a binary symmetric relation E(G). The second is the incidence graph I(G),
which consists of two sorts, V(G) and E(G) and an incidence relation R(G) C
V(G) x E(G) with (u,e) € R(G) iff there is v € V(G) with (u,v) =e.

It is well known that if G has tree-width at most &, so has I(G). This is not
so for clique-width. The cliques K, have clique-width 2, but the clique-width of
I(K,) grows with n. This follows immediately from Theorem 10.4. The cliques are
definable by an MSOL-sentence @c/ique Whose spectrum MSPEC(Qjigue) consists of
the pairs (n, "("; 1), which is not semi-linear.

Similarly, the class of square grids Grid, x, and the class of its incidence graphs
I(Gridyx,) are known to be definable by MSOL-sentences Qyggrias and Wygerids.
respectively. But their spectra are of the form n” and (n?,2n* + 2n), respectively,
which are not semi-linear. Hence they are not of bounded patch-width.

Our main result in this section is a new proof of the following theorem, implicit
in papers by B. Courcelle and J. Engelfriet [6, 15, 21].

Theorem 10.9. Let K be a class of graphs and 1(K) be the class of its incidence
graphs. Assume 1(K) is defined by an CMSOL-sentence W and has bounded clique-
width. Then K and 1(K) have bounded tree-width.

10.5.3 Proof of Theorem 10.9

The proof of Theorem 10.9 combines Theorem 10.4 with the fact, taken from [31]:

Proposition 10.2. Graphs of clique-width at most k which do not have the complete
bipartite graph K, , as a subgraph, have tree-width at most 3k(n—1) — 1.

The clique-width of /(K) and K are related as follows:
Proposition 10.3. If I(K) has bounded clique-width, so has K.

This is a consequence of results in [21], formulated for graph grammars.

Furthermore, when we expand a 7-structure 2 by adding new unary predicates
Py,...,P,, whether definable or not, the width (tree-width, clique-width, patch-
width) does not change.

Proposition 10.4. Let 2 be a t-structure of width k. Then (A, Py,...,P,) as a TU
{Py,...P,} has also width k.

Now assume /(K) is defined by an CMSOL-sentence ¥ and has bounded clique-
width. Then, by Proposition 10.3, K has bounded clique-width. Assume further,
for contradiction, that K has unbounded tree-width. Then, by Proposition 10.2, K
contains all the complete bipartite graphs K, is subgraphs of graphs in K, and
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hence all the graphs I(K, ,) as subgraphs of graphs of /(K). Let K’ C K be the
subclass of K of graphs which do contain a copy of K, ,. Clearly, I(K') is CMSOL-
definable. We now show that /(K’) C I(K) has unbounded clique-width. We expand
each graph of I(K’) by three disjoint unary predicates P, : i = 1,2,3, one for each
vertex set of /(K ,) and one for the edge set of /(K ,). The many-sorted spectrum
of I(K') with respect to these predicates is of the from (n,n, (;)), which is not semi-
linear. Using Theorem 10.8, we conclude that /(K’) and hence I(K) has unbounded
clique-width.

10.6 Conclusions and Open problems

We have seen how Parikh’s Theorem can be extended to arbitrary relational struc-
tures, provided they are of bounded width. Classes of structures of bounded patch-
width share all of the interesting algorithmic properties which were proven for
classes of bounded clique-width. In particular, membership in CMSOL-definable
classes of structures of bounded patch-width can be decided in polynomial time,
whereas for classes of unbounded patch-width this can arbitrarily hard within the
polynomial hierarchy. As a matter of fact all the theorems proven for clique-width
in [33] are also valid for patch-width. But this is only interesting, if the structures
carry more relations than graphs. For graphs, it was shown in [9] that any class K of
graphs bounded patch-width is also of bounded clique-width.

The true usefulness of patch-width as a structural parameter of relational struc-
tures still has to be explored. A first step is done in [22], where it is shown that there
are classes of relational structures with unbounded clique-width but of bounded
patch-width.

Open Question 10.1. What is the complexity of checking whether a T-structure A
has patch-width at most k, for a fixed k? What is the complexity, if k is part of the
input?

We conclude with some directions of further research. Proposition 10.3 actually
is a special case of a more general theorem dealing with MSOL-transductions of
graphs. A transduction T is, roughly speaking, a (possibly partial) map which, in
a uniform way, associates with a T-structure a 7j-structure where the new atomic
relations are replaced by MSOL(7)-definable relations. The transductions here are
scalar, i.e., the universe may be duplicated by taking disjoint copies of it, but the
arities of the relations may not be changed. For details, the reader may consult [13,
33]. In [21] it the following is shown:

Theorem 10.10. Let K be a class of graphs of bounded clique-width, and let T be
a MSOL-transduction of graphs into graphs. Then T(K) = {T(G) : G € K} is also
of bounded clique-width.

By Proposition 10.4 this holds also for unary expansions of graphs. Therefore we
have the following corollary to Theorem 10.8:
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Corollary 10.3. Let K be a many-sorted class of graphs of bounded clique-width,
and let T be a MSOL-transduction of graphs into graphs. Let ¢ be a CMSOL-
sentence such that all its models are in T (K). Then mspec () is semi-linear.

This suggest the following questions:

Open Question 10.2. Are the grids Grid, , distinctive for unbounded patch-width
in the following sense:

(S-1): Let K be a class of many-sorted t-structures of unbounded patch-width. Does there
exist a CMSOL-transduction T of t-structures into graphs, such for all n € N the grid
Gnn €T(K)?

One could also ask for a weaker version of (S-1) where we only require in the con-
clusion that

(8-2): (...) for infinitely many n € N the grid Gy, € T (K)?

Open Question 10.3. Can we generalize Theorem 10.10 to the following:

(S-2): Let K be a class of many-sorted T-structures of bounded patch-width, and let T be
a CMSOL-transduction of t-structures into T\ -structures. Then the class of T-structures
T(K) is also of bounded patch-width.

Open Question 10.4. Can we generalize Corollary 10.3 to

(S-3): Let K be a many-sorted class of t-structures bounded patch-width, and let T be a
CMSOL-transduction of T-structures into Ty-structures. Let ¢ be a CMSOL(1 )-sentence
such that all its models are in T (K). Then mspec(@) is semi-linear.

Open Question 10.5. Is there a converse to Corollary 10.3? More precisely, is the
following true?

(S-4): Let K be a many-sorted class of t-structures such that for every CMSOL-transduction
T of t-structures into Ti-structures, and for every CMSOL(1;)-sentence @ such that all its
models are in T (K), mspec(Q) is semi-linear. Then K is of bounded patch-width.

Note that trivially, the class of all graphs has unbounded patch-width, but it spec-
trum consists of N which is semi-linear. So the closure under definable classes in
T(K) is essential here. The statements (S-i) (i = 1,2,3,4,5) are not independent.
(S-3) together with Theorem 10.8 implies (S-4). Also (S-1) and (S-3) implies (S-5).
Note that (S-2) and (S-3) are not enough to get (S-5), unless we know that 7'(K) is
CMSOL-definable.
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Chapter 11
Syllogistic Logic with Complements

Larry Moss

11.1 Introduction

This paper presents a logic for statements of the form All X are Y and Some X are Y,
where the X and Y are intended as (plural) nouns or other expressions whose natural
denotation is as subsets of an underlying universe. Languages like this have been
studied previously, and the novelty here is to add an explicit complement operator to
the syntax. So we now can say, for example, All X' are Y, or Some non-X are Y. The
point of the paper is to present a sound and complete proof system for the associated
entailment relation. In its details, the work is rather different from previous work in
the area (for example, [1, 3, 5-7] and references therein). Our particular system is
new as far as we know (but see just below) In addition, the work here builds models
using a representation theorem coming from quantum logic.

Closely related work. After this paper was written, Ian Pratt-Hartmann and I
wrote [10], a paper which studies syllogistic logics with transitive verbs. Section
3 of that paper contains a result which is closely related to Theorem 2.5 of this
paper. There are a few differences: the proof in this paper here makes direct connec-
tions with representation of orthoposets, an unexpected topic for a paper in logic for
natural language. In the other direction, the work in [10] gives the additional result
that the validity problem for the logic is in NLOGSPACE, and as a result the proof
there takes more work.

The contents Sections 11.3 and 11.4 are new here.

After we present our basic systems, we discuss other papers which present less-
closely-related work; see Section 11.1.3
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11.1.1 Syllogistic Logic with Complement

We start with the syntax and semantics of a language which we call .Z(all,some,’).
Let ¥ be an arbitrary set whose members will be called variables. We use X, Y, ...,
for variables. The idea is that they represent plural common nouns. We also assume
that there is a complementation operation’ : 7' — ¥ on the variables such that X" =
X for all X. This involutive property implies that complementation is a bijection on
¥ . In addition, to avoid some uninteresting technicalities, we shall always assume
that X # X’. Then we consider sentences All X are Y and Some X are Y. Here X
and Y are any variables, including the case when they are the same. We call this
language £ (all, some,"). We shall use letters like S to denote sentences.

Semantics. One starts with a set M and a subset [X]] € M for each variable X,
subject to the requirement that [X'] = M \ [X] for all X. This gives a model .# =
(M, T)- We then define

M =AlX areY iff  [X] C[Y]
M = Some X areY iff  [X]|N

We say . satisfies S iff .4 = S. We allow [X] to be empty, and in this case, recall
that .# |= All X are Y vacuously. (For that matter, we also allow a model to have an
empty universe.) And if I" is a set of sentences, then we write ./ |=I" to mean that
M = Sforall S € I'. T = S means that every model which satisfies all sentences in
I' also satisfies S.

Example 11.1. We claim that I" = All A are C, where
I' = {AllB areX,AllX areY,AllY are B,All B are X,AllY are C}.

Here is an informal explanation. Since all B and all B are X, everything whatsoever
is an X. And since all X are Y, and all Y are B, we see that everything is a B. In
particular, all A are B. But the last two premises and the fact that all X are Y also
imply that all B are C. So all A are C.

No. In previous work, we took No X are Y as a basic sentence in the syntax. There
is no need to do this here: we may regard No X are Y as a variant notation for All X
are Y'. So the semantics would be

M =NoXareY iff [X]N[Y]=o

In other words, if one wants to add No as a basic sentence forming-operation, on a
par with Some and All, it would be easy to do so.

Proof trees. We have discussed the meager syntax of £ (all, some,’) and its seman-
tics. We next turn to the proof theory. A proof tree over I is a finite tree .7 whose
nodes are labeled with sentences in our fragment, with the additional property that
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Axi Some X are Y Some Some X are Y Some

All X are X wom Some X are X ! Some Y are X 2
AllX areZ AllZ areY Barb AllY areZ Some X are Y Darii

AllX areY arbara Some X are Z artt
AllY are Y’ 7 AllY areY 0
AllY areXx < AllX arey "¢
AllY are X’ . AllX areY SomeX areY’
—— A
AlX arey’ O S Contrad

Fig. 11.1 Syllogistic logic with complement

each node is either an element of I" or comes from its parent(s) by an application of
one of the rules for the fragment listed in Figure 11.1. I" I S means that there is a
proof tree .7 for over I" whose root is labeled S.

We attached names to the rules in Figure 11.1 so that we can refer to them later.
‘We usually do not display the names of rules in our proof trees except when to em-
phasize some point or other. The only purpose of the axioms All X are X is to derive
these sentences from all sets; otherwise, the axioms are invisible. The names “Bar-
bara” and “Darii” are traditional from Aristotelian syllogisms. But the (Antitone)
rule is not part of traditional syllogistic reasoning. It is possible to drop (Somey) if
one changes the conclusion of (Darii) to Some Z are X. But at one point it will be
convenient to have (Some;), and so this guides the formulation. The rules (Zero)
and (One) are concerned with what is often called vacuous universal quantification.
That is, if Y/ C Y, then Y is the whole universe and Y’ is empty; so Y is a superset
of every set and Y’ a subset. It would also be possible to use binary rules instead; in
the case of (Zero), for example, we would infer All X are Z from All X are Y and
All X are Y'. The (Contrad) rule is ex falso quodlibet; it permits inference of any
sentence S whatsoever from a contradiction. See also Section 11.1.2 for a different
formulation, and Proposition 11.2 and Theorem 11.4 for their equivalence.

Example 11.2. Returning to Example 11.1, here is a proof tree showing I" - All A
are C:

All X areY AllY are B

All B' are X All X are B AllX areY AllY areC
All B' are B All B are X All X are C
All A are B All B are C
All A are C

Example 11.3. Readers who desire an exercise might wish to show that

{All B are X,All B' are X,All Y are C,Some A are C'}  Some X are Y.
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A solution is displayed in the proof of Lemma 11.12.

Lemma 11.1. The following are derivable:

(a) Some X are X' S (a contradiction fact)

(b) All X are Z,No Z are Y - No Y are X (Celarent)

(¢c) NoX are Y - No Y are X (E-conversion)

(d) Some X are Y,No Y are Z - Some X are Z' (Ferio)

(e) ALY are Z,AllY are Z' - No Y are Y (complement inconsistency)

Proof. For the assertion on contradictions,

All X are X Axiom Some X are X'

S

Contrad

(Celarent) in this formulation is just a re-phrasing of (Barbara), using complements:

AllX areZ AllZareY'
AllY areZ'

Barbara

(E-conversion) is similarly related to (Antitone), and (Ferio) to (Darii). For comple-
ment inconsistency, use (Antitone) and (Barbara).

The logic is easily seen to be sound: if I" F S, then I" |= S. The main contribution
of this paper is the completeness of this system, and an extended discussion on the
relation of the principle of ex falso quodibet in the form of (Contrad) with reductio
ad absurdum in the form which we shall see shortly.

Some syntactic abbreviations. The language lacks boolean connectives, but it is
convenient to use an informal notation for it. It is also worthwhile specifying an
operation of duals.

—(All X areY) = SomeX areY'|(All X are Y)? AllY' are X'
—(Some X areY) AllX areY' | (Some X areY)? = SomeY are X

Here are some uses of this notation. We say that I" is inconsistent if for some S,
I't+ S and I' - —S. The first part of Lemma 11.1 tells us that if I" + Some X is X',
then I" is inconsistent. Also, we have the following result:

Proposition 11.1. If S+ T, then =T + —S.

This fact is not needed below, but we recommend thinking about it as a way of
getting familiar with the rules.
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11.1.2 The Indirect System: Reductio Ad Absurdum

Frequently the logic of syllogisms is set up as an indirect system, where one in
effect takes reductio ad absurdum to be part of the system instead of (Contrad). We
formulate a notion I" Fgaa S of indirect proof in this section. It is easy to check
that the (RAA) system is stronger than the one with (Contrad). It will turn out that
the weaker system is complete, and then since the stronger one is sound, it is thus
complete as well. In the final section of the paper, we even provide a proof-theoretic
reduction.
We define I" Fraa S as follows:

(@ IfSel orSisAll X are X, then I Fpas S

(b) For all rules in Figure 11.1 except the contradiction rule, if S| and S, are the
premises of some instance of the rule, and 7' the conclusion, if I a4 S and
I' Fpaa So, then also I' Fgan T'.

(o) fru {S} Fraa T and "' U {S} Fraa =T, then I" Fpas —S.

In effect, one is adding hypothetical reasoning in the manner of the sequent calculus.
Proposition 11.2. I[f I" = S, then I" Fgaqa S.

Proof. By induction on the heights of proof trees for I-. The only interesting step
is when I" |- S via application of the contradiction rule. So for some 7', I' T and
I' = —T. Using the induction hypothesis, I Fgaq T and I" Fgaq —7T. Clearly we also
have I' U{—=S} Fraa T and I U{—S} Fraa —T. Hence I" Fgaq S.

It is natural to ask whether the converse holds. We show that it does in Sec-
tion 11.4, using proof theory. Prior to this, we get the same result via a semantic
argument using completeness.

11.1.3 Comparison with Previous Work

The proof system in this paper, the one presented by the rules in Figure 11.1, appears
to be new. However, the indirect system of Section 11.1.2 appears to be close to the
earlier work of Corcoran [3] and Martin [6]. These papers are mostly concerned
with modern reconstruction of Aristotleian syllogisms, as is the pioneering work
in this area, Lukasiewicz’s book [5]. We are not so concerned with this project,
but rather our interest lies in logical completeness results for fragments of natural
language. The fragment in this paper is obviously quite small, but we believe that
the techniques used in studying it may help with larger fragments. This is the main
reason for this work.

We write .Z(all,some) for the fragment of £ (all, some,’) without the comple-
ment. That is, one drops the complementation from the syntax, treating ¥ as a set
(simpliciter) rather than a set with an operation. One also drops the requirement that
[X'] be the complement of [[X]], since this now makes no sense. For the proof theory,
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use the rules on the top half of Figure 11.1. In [7] we checked the completeness of
this fragment. We also considered the extension .Z(all,some,no) of £ (all,some)
with sentences No X are Y. For that, one needs the (Contrad) rule and also some
additional axioms: the equivalence of No X are Y and All X are Y’ cannot be stated
without complements. Indeed, the language .Z(all,some,’) of this paper is more
expressive than £ (all, some,no) in the following precise sense: Consider the two
models .# and ./ shown below:

X X

[
VoY,
\/

M N

They satisfy the same sentences in .#(all,some,no). (They also satisfy the same
sentences of the form Some A are B'.) But let S be Some X' are Y' so that —S is
AllX"areY. # = S but A = —S. We conclude from this example is that a logical
system for the language with complements cannot simply be a translation into the
smaller language.

I obtained the results in Section 11.2 below without knowing about the concept
of an orthoposet. 1 later found the paper of Calude et al [2], and Theorem 11.1
was essentially stated there. [2] itself notes earlier work in the area, mentioning
variations on Theorem 11.1 theorem in Zierler and Schlessinger [12] and also in
Katrnoska [4]. We have included proofs in Section 11.2, mainly because we need
to know in Theorem 11.1 that the map m preserves the order in both directions:
the statement in [2] only has m preserving the order and being one-to-one. Still the
proof is essentially the same as in [2].

11.2 Completeness via Representation of Orthoposets

An important step in our work is to develop an algebraic semantics for
Z(all,some,"). There are several definitions, and then a representation theorem.
As with other uses of algebra in logic, the point is that the representation theorem is
also a model construction technique.

An orthoposet is a tuple (P, <,0,’) such that

(a) (P,<) is a partial order: < is a reflexive, transitive, and antisymmetric relation
on the set P.
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(b) 0isaminimum element: 0 < p for all p € P.

(c) x+ x is an antitone map in both directions: x < y iff y/ < x/.
(d) x+— X is involutive: x”’ = x.

(e) complement inconsistency: If x <y and x </, then x = 0.

The notion of an orthoposet mainly appears in papers on quantum logic. (In fact,
the stronger notion of an orthomodular poset appears to be more central there. How-
ever, I do not see any application of this notion to logics of the type considered in
this paper.)

Example 11.4. For example, for all sets X we have an orthoposet (#(X),C,,’),
where C is the inclusion relation, & is the empty set, and @’ = X \ a for all subsets a
of X.

Example 11.5. Let I' be any set of sentences in .Z(all,some,’). I" need not be con-
sistent. We define a relation <r on the set # of variables of our logical system
by

X<rY iff I'+FAllXareY.

We always drop the subscript I" because it will be clear from the context which set
I' is used. We have an induced equivalence relation =, and we take ¥I- to be the
quotient ¥ /=. It is a partial order under the induced relation. If there is some X
such that X < X’, then for all Y we have [X] < [Y] in ¥ /=. In this case, set O to
be [X] for any such X. (If such X exists, its equivalence class is unique.) We finally
define [X]" = [X']. If there is no X such that X < X', we add fresh elements 0 and 1
to ¥ /=. We then stipulate that 0’ = 1, and that forall x € ¥, 0 <x < 1.

It is not hard to check that we have an orthoposet ¥ = (¥, <,0,’). The an-
titone property comes from the axiom with the same name, and the complement
inconsistency is verified using the similarly-named part of Lemma 11.1.

A morphism of orthoposets is a map m preserving the order (if x <y, then mx <
my), the complement m(x’') = (mx)’, and minimum elements (m0 = 0). We say m is
strict if the following extra condition holds: x <y iff mx < my.

A point of a orthoposet P = (P,<,0,’) is a subset S C P with the following prop-
erties:

(@) If pe Sand p < g, then g € S (S is up-closed).
(b) For all p, either p € S or p’ € S (S is complete), but not both (S is consistent).

Example 11.6. Let X = {1,2,3}, and let Z(X) be the power set orthoposet from
Example 11.4. Then S is a point, where

S = {{1,2},{1,3},{2,3},{1,2,3}}.

(More generally, if X is any finite set, then the collection of subsets of X containing
more than half of the elements of X is a point of £(X).) Also, it is easy to check
that the points on this &?(X) are exactly S as above and the three principal ultrafil-
ters. S shows that a point of a boolean algebras need not be an ultrafilter or even a
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filter. Also, the lemma just below shows that for ?(X), a collection of elements is
included in a point iff every pair of elements has a non-empty intersection.

Lemma 11.2. For a subset Sy of an orthoposet P = (P,<,’), the following are equiv-
alent:

(a) So is a subset of a point S in P.
(b) Forall x,y € So, x £ y'.

Proof. Clearly (1) = (2). For the more important direction, use Zorn’s Lemma
to get a C-maximal superset S of Sy with the consistency property. Let S = {g :
(3p € S1)g > p}. So S is up-closed. We check that consistency is not lost: suppose
that r,7/ € S. Then there are ¢1,¢> € S such that r > g; and ' > ¢». But then ¢} >
r > qi. Since g1 € S1, S0 too q’2 € §1. Thus we see that S; is not consistent, and
this is a contradiction. To conclude, we only need to see that for all » € P, either
ror r’ belongs to S. If r ¢ S, then r ¢ S;. By maximality, there is g € Sy such that
q1 <. (For otherwise, S; U {r} would be a consistent proper superset of S;.) And
as ' ¢ 8, there is g» € Sy such that g» < r. Then as above ¢ < ¢}, leading to the
same contradiction.

We now present a representation theorem that implies the completeness of the
logic. It is due to Calude et al. [2]. We also state an additional technical point.

Theorem 11.1 ([2]; see also [4, 12]). Let P = (P, <,’) be an orthoposet. There is a
set points(P) and a strict morphism of orthoposets m : P — & (points(P)).

Moreover, if SU{p} C P has the following two properties, then m(p)\ U esm(q)
is non-empty:

(a) Forallge S, p £ q.
(b) Forall g,r €S, g % 7.

Proof. Let points(P) be the collection of points of P. The map m is defined by
m(p) = {S: p € S}. The preservation of complement comes from the completeness
and consistency requirement on points, and the preservation of order from the up-
closedness. Clearly m0 = @. We must check that if ¢  p, then there is some point
S such that p € S and ¢ ¢ S. For this, take S = {¢} in the “moreover” part. And
for that, let T = {p} U{q’ : ¢ € S}. Lemma 11.2 applies, and so there is some point
U D T.Such U belongs to m(p). Butif g € S, then q €T CU,;soU does not belong

to m(q).

11.2.1 Completeness

The completeness theorem is based on algebraic machinery that we have just seen.
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Lemma 11.3. Let I' C Z(all,some,”). There is a model .# = (M, ]|) such that

(a) M =T
(b) If T is a sentence in Alland # =T, thenT' - T.
(c) If T is consistent, then also M 1= Ippe.

Proof. Let ¥ = ¥ be the orthoposet from Example 11.5 for I". Let n be the natural
map of ¥ into YT, taking a variable X to its equivalence class [X]. If X <Y, then
[X] < [Y] by definition of the structure. In addition, n preserves the order in both
directions. We also apply Theorem 11.1, to obtain a strict morphism of orthoposets
m as shown below:

n

4 Y ——— points(IT)

Let M = points(¥1), and let []| : ¥ — (M) be the composition m on. We thus
have a model .# = (points(¥7),[ ])-

We check that .# |=I". Note that n and m are strict monotone functions. So
the semantics has the property that the All sentences holding in .# are exactly the
consequences of I". We turn to a sentence in I,y such as Some U are V. Assuming
the consistency of I', U £ V'. Thus [U] € ([V]). That is, [U] N[V] # .

Unfortunately, the last step in this proof is not reversible, in the following precise
sense. U £ V' does not imply that I" - Some U are V. (For example, if I is the
empty set we have U £ V', and indeed .# (I") }= Some U are V. But I” only derives
valid sentences.

Lemma 11.4 (Pratt-Hartmann [9]). Suppose that I' |= Some X are Y. Then there
is some existential sentence in I', say Some A are B, such that

I U{Some A are B} = Some X are Y.

Proof. If not, then for every T € Iy, there is a model .47 =1, U{T} and 4 =
All X are Y'. Take the disjoint union of the models .7 to get a model of I ;U
Isome = I' where S fails.

Theorem 11.2. '+ S iff I = S.

Proof. As always, the soundness half is trivial. Suppose that I" = S; we show that
I' = S. We may assume that I" is consistent.

If S is a sentence in All, consider .# (I') from Lemma 11.3. It is a model of I,
hence of §; and then by the property the second part of the lemma, I" |- S.

For the rest of this proof, let S be Some X are Y. From I'" and S, we find A and B
satisfying the conclusion of Lemma 11.4.

We again use Lemma 11.3 and consider the model .# = .# (7T,,) of points on
7/1:1[[' M ): Lay.
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Consider {[A], [B],[X’]}. If this set were a subset of a point x, then consider {x}
as a one-point submodel of .# . In the submodel, I7;; U{Some A are B} would hold,
and yet Some X are Y would fail since [X]] = @.

We use Lemma 11.2 to divide into cases:

(@ A<A
(b) A<B.
) A<X.
) B<B.
e) B<X.
) X' <X.

(More precisely, the first case would be [A] < [A’]. By strictness of the natural map,
this means that A < A’; that is, I;; - All A are A’.) In cases (1), (2), and (4), we
easily see that I" is inconsistent, contrary to the assumption at the outset. Case (6)
implies that both (3) and (5) hold. Thus we may restrict attention to (3) and (5).

Next, consider {A,B,Y’}. The same analysis gives two other cases, indepen-
dently: A <Y, and B <Y. Putting these together with the other two gives four pairs.
The following are representative:

A <X and B <Y: Using Some A are B, we see that I - Some X are Y.

A< X and A <Y: We first derive Some A are A, and then again we see I -
Some X are Y.

This completes the proof.

11.3 Going Further: Boolean Connectives Inside and Out

We continue our development a little further, mentioning a larger system whose
completeness can be obtained by using our the results which we have seen.

We have in mind the language of boolean compounds of £ (all,some,’) sen-
tences. This language is just propositional logic built over .Z (all,some,") as the set
of atomic propositions. We call this larger language £ (all,some,’,bc). For the se-
mantics, we use the same kind of structures .# = (M, [ ]]) as we have been doing in
this paper. The semantics treats the boolean connectives classically. We have notions
like # |=Sand I' |= S, defined in the usual ways.

The system is a Hilbert-style one, with axioms listed in Figure 11.2. The only
rule is modus ponens.

We define 5. S in the usual way, and then we say that "+, S if there are
Ti,...,T, from I" such that bp. (T} A---AT,) — S.

Rules 1-6 are essentially the system SYLL from [5]. Lukasiewicz and Stupecki
proved a completeness and decidability result for SYLL, and different versions of
this result may be found in Westerstahl [11] and in [7].

Proposition 11.3. ;. All X are Y — All Y/ are X'.

Lemma 11.5. Les I’ C Z(all,some,’). If ' - S, then I bp, S.
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a) All substitution instances of propositional tautologies.
b) All X are X

c) (AllX are Z)N(AllZ areY) — All X are Y

d) (AllY are Z) \(Some X areY) — Some Z are X

e) Some X are Y — Some X are X

f) —(Some X are X) — All X are Y

g) SomeX areY' — —=(AllX areY)

Fig. 11.2 Axioims for a system which adds sentential boolean connectives

Proof. By induction on the relation I" I S. (Recall that the rules are presented in Fig-
ure 11.1.) (Some;) comes from axioms 2 and 4. For (Antitone), use the point about
(Some,) and also axiom 7 twice. For (One), use axiom 7 to see that All X" are X «
—(Some X are X'). This along with axiom 6 gives All X' are X — All X' areY’.
Now we use our point about (Antitone) to see that All X" are X < AllY are X. For
(Contrad), use the Deduction Theorem and a propositional tautology.

Theorem 11.3. The logical system above is sound and complete for
Z(all,some,’,bc): ' =S iff I Fp S.

Proof. The soundness being easy, here is a sketch of the completeness. We use com-
pactness and disjunctive normal forms to reduce completeness to the verification
that every consistent conjunction of . (all,some,’) sentences and their negations
has a model. But Z(all,some,’) essentially has a negation, so we need only con-
sider consistent conjunctions. Now consistency here is in the propositional sense
(Fpe). But by Lemma 11.5, this implies consistency in the sense of our earlier logic
(F). And here we use Lemma 11.3.

A second proof We have another proof of this result, one which uses the complete-
ness of SYLL and also the algebraic work from earlier in this paper.

The completeness of a system with classical negation reduces to the matter of
showing that consistent sets I" in £ (all,some,’, bc) are satisfiable. Fix such a set I
We assume that I is maximal consistent. This implies first of all that I" is closed un-
der deduction in our logic, and so it contains all instances of the sentence in Propo-
sition 11.3. It also implies that we need only build a model of I' N.¥ (all, some,").

In our setting, we need a model in the style of this paper; in particular, we need
the interpretation of complementary variables to be complementary sets. However,
let us forget about this requirement for a moment, and pretend that U and U’ are
unrelated variables, except for what is dictated by the logic. That is, we consider
I'" to be set of sentences in the boolean closure of syllogistic logic taken over a
set of variables which is two copies of ours set #". By completeness of that logic,
I'N.Z(all,some,") has a model. Call it ./ .

The problem is that since we forgot a key requirement, it probably will not hold
in .. So [U].4 and [U’]» need not be complementary sets: the best we can say is
that these sets are disjoint by Axiom 7. In other words, . is not the kind of model
which we use to define the semantic notions of the language, and thus we cannot
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use it is not directly of use in the completeness result. We must adjust the model in
such a way as to (1) put each point in either [U]] or [U'], and at the same time (2)
not changing the truth value of any sentence in the language .#(all,some,’). The
key is to use some of the algebraic work from earlier in the paper.

Consider the following orthoposet which we call ¥ . Let ¥ be the variables, let
< be defined by U <V iff [U]_ C [[V].#- The points of ¥, are the equivalences
classes of variables under the associated equivalence relation, and the order is the
inherited one. Proposition 11.3 implies that if U <V, then also V' < U’. So we can
define the complementation on ¥, by [U]' = [U']. Further, Proposition 11.3 also
implies that the order is antitone. The complement inconsistency property comes
from the fact that [V] and [V'] are disjoint sets. (We may also need to add a 0 and 1
to ¥ 4 if the structure so far has no minimum element. This is as in Example 11.5.)

For each x € M, let

Solx) = AU]:xeU].a}-

This set is well-defined. We wish to apply Lemma 11.2 to each set Sy (x). To be sure
that the lemma applies, we must check that for [U], [V] € So(x), [U] £ [V']. The point
x itself belongs to [U]z N[[V].#, and as [V N[[V'] = @, we have [U]] € [V'].

For each x, let S(x) be a point of ¥, such that S(x) 2 Sy(x). Define a model
A = (N,[ ]) by taking N = M and setting

[W0ly = {xeM:UcSkx)}.

Since each S(x) is a point, .4 is a bona fide structure for the language; that is, the
semantic evaluation map preserves complements.

We claim that every sentence true in .# is also true in A". Let # =AllU are V.
Thus U <V in ¥ 4. Then since points are closed upwards, [U]]_y C [V]_s -

Finally, suppose that .# |= Some U are V.Letx € U]z N[V].z- Then {U,V} C
So(x) € S(x), sox & [Uly N[V].x-

We now know that .# and .4 satisfy the same sentences. Since .4 is the kind
of model we consider in the semantics, I' N .Z (all, some,") is satisfiable. This com-
pletes our second proof of Theorem 11.3.

It is possible to add boolean compounds of the NPs in this fragment. Once one
does this, the axiomatization and completeness result become quite a bit simpler,
since the system becomes a variant of boolean algebra.

11.4 Ex Falso Quodlibet Versus Reductio ad Absurdum

Our proof system employs the (Contrad) rule, also known as ex falso quodlibet. We
also formulated the stronger system using reductio ad absurdum in Section 11.1.2.
It follows trivially from the completeness of the (EFQ) system and the fact that
it is stronger than the (RAA) system that the latter is complete. The argument is
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semantic. It might be of interest to those working on proof-theoretic semantics (see
Ben Avi and Francez [1] and other papers by Nissim Francez) to see the explicit
reduction.

Until the very end of this section, the only proof system used is for -g44, and all
trees shown are for that system.

11.4.1 Injective Proofs and Normal Forms

Let 7 be a proof tree over a set I', that is, a finite tree whose nodes are labeled with
sentences according to the rules of our logic.

T is injective if different nodes have different labels.

T is simple if it is either an axiom alone, or if the leaves are labeled with sen-
tences from I" and the only rules used are (Antitone) at the leaves, and (Barbara).

Injectivity is a natural condition on proof trees. Unfortunately, the system does
not have the property that all deductions have injective proofs. The simplest coun-
terexample that I could find is the one in Example 11.2: there is no injective tree for
the assertion shown there.

However, the system does admit normal forms which are basically two injective
and simple trees put side-by-side. We say that .7 is a normal form if it is of one
of the three forms shown in Figure 11.3. In the first form the root of ¢ is labeled
All A are B, and the root of 77 is labeled All A are D; ¢ and ¢ are the principal
subtrees. Similar definitions apply to the other two forms. We require/permit that

(a) The principal subtrees must be injective and simple.

(b) One of the principal subtrees in each form might be missing. So any injective,
simple tree is automatically a normal form.

(c) The label on the root of 7 does not occur as the label of any other node. In
the first and third forms, we require that the label on the root of ¢ not label
anywhere on 7.

As a consequence of the second point, an injective and simple tree counts as normal,
as does an injective tree that uses (Zero) or (One) at the root and is otherwise simple.
A normal form tree need not be injective, because it might contain two principal
subtrees which (though each is injective) have node labels in common.

The main advantage of working with simple trees is that the following results
holds for them. Adding rules like (Zero) and (One) destroys Lemma 11.6, as easy
counterexamples show.

Lemma 11.6. Let I' U{All X are Y} Fgaa ALU are V via a simple proof tree 7.
Then one of the following holds:

(a) I' Fraa AU are X, and I' Fpaa ALY are V.
(b) T’ Fraa AN U are Y', and I Fraa Al X' are V.
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% & “
z > : :
AllB are B One : All B are B one AULB areB
All A are B All B are C All A are B All B are C
All A are C All A are C
9
H :
: All B are B'
AllAare B All Bare C
All A are C

Fig. 11.3 Normal forms. The principal subtrees must be simple and injective, but we allow degen-
erate cases where one of these is absent

Proof. By induction on 7. If .7 is a one-point tree, then U = X, and Y =V, and
the statements in (1) are axioms. If .7 is one point followed by an application of the
(Antitone) rule, we use (2). The induction step for (Barbara) is easy.

In the next two lemmas, we consider a graph G = (¥, —) related to I" and to the
overall logic. Here as before, ¥ is the set of variables, and U — V iff I" contains
either Al U are V or All'V are U. Then to say that “I" F-gas All U are V via a proof
tree which is simple” is exactly to say that Y is reachable from X in this graph, or
that X =Y.

Lemma 11.7. Let I Fras ALl U are V via a proof tree which is simple.

(a) There is a injective, simple proof tree for I Fraa AlLU are V.
(b) Moreover, there is a tree in which (for all T) none of the nodes are labeled
All T are U.

Proof. If X =Y, then a one-node tree is injective. Otherwise, take a path p of mini-
mal length in G from X to Y. This path p contains no repeated edges, and if A — B
is on p, then B — A is not on p. Moreover, X is not the target of any edge on p; this
takes care of the second point in our lemma. There are several ways to turn p into
an injective simple proof tree, using induction on the length of the path p.

Lemma 11.8. Let V be such that I’ Fraa ALV are V! and I' Fraa AL V' are V via
simple proof trees. Then for all variables A and B, there is a normal form proof tree
for I' Fgras All A are B.

Proof. Again we consider the graph G = (¥, —). The hypothesis tells us that there
isacycleV — .- — V' — ... — V. Consider the following proof tree:

ALV are V 0 ALV are V' Zen
AllAareV " ALV are B “¢°

All A are B
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For the unshown parts, we use injective simple trees from the last lemma. We can
also arrange that the tree overall be injective, by starting with a node V which mini-
mizes the length of the cycle.

We remind the reader that until further notice, we use U <V to mean that I" Fzaa
AllU are V. I should be clear from context when we do so.

Lemma 11.9. Let I Fras All X are Y via a proof tree without contradiction nodes.
Then there is a normal form proof tree 7 for this deduction.

Proof. One way to show this would be to use induction on proof trees. This is not
how we proceed, but the details would not be substantially different. Our method is
to modify a proof tree .7 without contradictions to obtain a normal tree. First, push
all applications of (Antitone) to the leaves, out of the way. This is not hard, and we
leave the details to the reader. Next, prune .7 so that all applications of (Zero) are
on the right branch as we go up from the root, and all applications of (One) are on
the left branch. This is accomplished by transformations such as

All B' are B
AllCareB “™ AllBareD All B are B 0
All A are C AllC are D AllAare B °"" AllBareD
All A are D — All A are D

Once this is done, we now eliminate multiple applications of (Zero) on the right
branch and (One) on the left. For example, we transform a tree whose root is as on
the left to the tree whose root is as on the right.

All B' are B One
All A are B All B are D
All A are D AllD are A'\AllB' are B AllBare D AllD are A’
All A are A’ AllE are B All B are A’
ALE are A’ 7 AlLE are A’

We may then arrange all subtrees without (Zero) or (One) to be injective, using
Lemma 11.7. Now we either have a tree as in Figure 11.3, or else we have a tree
such as

£4
: H g
AllB are B :
AllAare B “" AllBareC AllCareC Z
All A are C AllCareD “°"
All A are D

This tree uses (One) and (Zero) and also a subsidiary derivation in the middle. In
the notation of the figure, we would then have proofs from I" of B’ < B, B < C, and
C < C'. These proofs only use (Antitone) and (Barbara). Then we put these together
to get a similar proof of C' < B’ < B < C. So at this point we may forget about our
current tree altogether and use Lemma 11.8. This shows that we may assume that
only two of ¢, 5, and .# are present.
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Finally, we need to arrange the last requirement on normal trees. If this fails,
then we replace 7 by a simple, normal proof tree of the same assertion with the
“moreover” condition of Lemma 11.7. This automatically insures that All A are B
does not occur in 7.

11.4.2 Proofs with and Without Contradiction

Lemma 11.10. Let I' Fxas Some C are D without the contradiction rule. Then there
is a proof tree T for this deduction such that 7 has exactly one use of (Darii), and
this is preceded and followed by zero or one applications of (Some;) or (Some,).

Proof. We eliminate successive applications of (Darii) at the root, using (Barbara):

AllAare B Some C are A AllAare B AllBareC
All B are C Some C are B AllA are C Some C are A
Some C are D — Some C are D

The only other rules that involve Some sentences are (Some1) and (Some,). If more
than one is used in either place, the series of uses may be collapsed to just one.

Recall I' is inconsistent if for some S, I' S and I" = —S. (That is, this notion is
defined using - and not Fg44.)

Lemma 11.11. Let I be inconsistent. Then for some sentence Some U are V in I,
Ezll l_RAA All U are V/.

Proof. There is a tree .7 for a derivation of an inconsistency that itself does not use
the contradiction rule. By using Lemma 11.10, we have a tree such as

H
£4 :
AllV are W' Some U are V .
: / Darii
AllU are W Some U are W
Contrad

S

where ¢ and J# consist entirely of All sentences, so they are trees over Iy;. This
tree shows the general situation, except that Some U are V might be the result of one
or two applications of Some rules from a Some sentence in I", and below Some U are
W' we might similarly find one or two steps leading to Some W' are U, Some W' are
W', or Some U are U. These extra possibilities are easy to handle. So we assume that
Some U are V belongs to I'. Using ¢ and 7#, we see that I;; Fraa AL U are V',
In the case of these “extra possibilities”, we might need to add one or two steps
afterwards.

Lemma 11.12. [f " U{All X are Y} is inconsistent, then I" Frasa Some X are Y’
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Proof. By what we have seen, there is a normal form proof tree 7 over I U
{All X are Y} to the negation of a sentence in I' of the form Some U are V. We
may assume that All X are Y labels a leaf; for if not, I" is inconsistent. We argue by
induction on the length » of a path from a leaf labeled All X are Y to the root of such
a tree.

If the length is 0, then the leaf All X are Y is the root of .7. Therefore X = U and
Y =V'’. So since I" contains Some U are V. = Some X are Y', we are done.

This is the base case of the induction. Assume our lemma for » (for all sets and
all sentences as in the statement of our theorem, of course). There are two overall
cases: (a) All X are Y labels one leaf of either & or 57 (but not both); (b) All X are
Y labels one leaf of ¢ and one leaf of 7. (Recall that & and 7 are injective, so
All X are Y labels at most one leaf in each.)

Here is the argument in case (a). Suppose that All X are Y labels a leaf in .7 as
n All X areY AllY areZ

All X are Z

so that the length of the path from All X are Y to the root is n. Drop All X are Y and
AllY are Z from 7 to getatree 7. So All X are Z is a leaf of 7, and the length
of the path in .7 from this leaf to the root is n — 1, and .7 is a normal form tree
over I;; U{All X are Z}. By induction hypothesis, I" F-gas Some X are Z'. But All
Y are Z belongs to I', as only one node of 7 is labeled with All X are Y. (We are
using the hypothesis of case (a).) So I" Fraa Some X are Y'. The case when All X
are Y labels a leaf of .7 participating in (Barbara) on the right is similar.

There are other subcases: All X are Y might label a leaf on .7 that participates
in (One), (Zero), or the (Antitone) rule. We shall go into details on (One); (Zero) is
basically the same, and (Antitone) is the easiest since it only occurs at the leaves.
For (One), the tree 7 is

H
AllB'areB , :
All A are B All B are C
All A are C

So X = B’ and Y = B. By our third requirement on normal proof trees, # is a proof
tree over I', and it does not contain All A are B anywhere. If we remove All B' are B,
the tree is normal, but not because it matches the first type in Figure 11.3 (it does not
match it, since it lacks an application of (One)); instead, it is a simple, injective tree.
So by what we just did for (Barbara), we see that I' Fgas Some A are B'. Hence
I Fraa Some B’ are B'; that is, I' -pas Some X are Y.

This concludes our work in case (a). Things are more interesting in case (b).
There are three subcases, corresponding to which of the normal form trees in Fig-
ure 11.3 7 exemplifies.

Subcase (i): .7 has an instance of (One) but not of (Zero) as on the top left in
Figure 11.3. Its root All A are C is the negation of a sentence in I". Therefore, I
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contains Some A are C'. Recall that 4 and J# are simple. Now since both & and 7
have leaves labeled All X are Y, we have four possibilities:

(ia) B<X,Y<B,B<X,Y<C.
(ib) B<X,Y<B,B<Y X <C.
(i.c) B<Y,X'<B,B<X,Y<C.
(.d) B<Y,X'<B,B<Y, X' <C.

Note that (i.a) and (i.c) are the same: the first two assertions in (i.a) are the duals of
those in (i.c). Similar results apply to (i.b) and (i.d). So we only go into details on
the (i.a) and (i.b). For (i.a), we have proofs from I" of the three subtrees indicated

by : below:
All Bare X AllY areC  Some A are C'
AllX are B AllB areX AllC' areY' Some C' areC’
All X' are X Some C' are Y’
AllY' are X SomeY' are Y’

SomeY' are X
Some X are Y’

Thus, the tree above is a tree over I, with the desired conclusion.

(The displayed tree (without the three omitted subproofs) is the solution to the
exercise mentioned in Example 11.3 in Section 11.1.1.)

In possibility (i.b), one gets Y < B < Y’, so informally, there are no Y. Also,
X < (', s0C' <X.Since some A are C’, some X are Y.

For (ii), I" contains Some A are C'. We again have four possibilities, similar to
what we saw in (i) above. We’ll only go into brief details on the first and third
possibilities. The first would be when I" derives B < X, Y <B,B<X,andY <B'.
In this case, we have All B' are B and All B are B'. Hence we also get All A are X and
AllC" are Y’ (see Lemma 11.8). Hence we have Some X are Y'. The third possibility
findsY <B' <Y'and X’ < B < X.Sowe get All A are X and All C are Y’ again.

Subcase (iii) is entirely parallel to (i).

This concludes our proof.

Theorem 11.4. IfI" Fgaa S, thenI' = S.

Proof. By induction on the indirect proof relation Fga4. The key step is when
I' Fraa S via proofs of I' U {—S} Fraa T and I U {=S} Fraa —T. By induction
hypothesis, I' U {—S} is inconsistent in the direct logic. When S is a Some sentence,
Lemma 11.12 tells us that I" - S. When S is an All sentence, we use Lemma 11.11.
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11.5 Further Work in the Area

Readers of this paper might like to see [10] for more results on syllogistic systems.
Of special note is that once the language adds transitive verbs and relative clause
subjects (as in every dog who sees a cat runs), (RAA) is strictly stronger than (EFQ).
And once one adds negation on verbs in addition to nouns, then it turns out to be
impossible to obtain syllogistic proof systems.

Acknowledgement My thanks to Ian Pratt-Hartmann for many very useful conversations on this
topic.
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Chapter 12
From Unary to Binary Inductive Logic

Jeff B. Paris and Alena Vencovska

12.1 Introduction

Suppose you lived in a world of individuals ay,as,as,... (which exhaust the uni-
verse) and a finite set of predicates P(x),P;(x), Pa(x),R(x,y), ... but no other con-
stants or function symbols. You observe that P(a;) and P(a;) hold, and nothing else.
In that case what probability, w(P(a3)) say, in terms of willingness to bet, should
you assign to P(a3) also holding?

As an analogy suppose for example you are standing by a road in Mumbai and
the first two cars that go past are going from right to left (i.e. P(a;),P(az)). In that
case what probability should you assign to the next car also passing in this direction
(i.e. P(a3))? Or of this being a one-way road (i.e. VxP(x))? Of course in such a
real world example one observes, and already knows, a great deal more than just
the passing of the two cars. Nevertheless one can imagine a situation, for example
where the “you” is an artificial agent and where P(a;) A P(a;) is genuinely all the
available knowledge. It is this general problem of induction:

Given that you know only @ what probability should you assign to 6?

where 0 and ¢ are sentences of our language, that we are interested in inves-
tigating. What we seek here is a logical approach based on explicit principles of
rationality to constrain, if not specify exactly, what probability assignments are per-
missible.

Rudolf Carnap [1-3] is the person usually credited with such a logical approach
to induction, since referred to as “Inductive Logic”, though similar ideas and results
were already present before that, in particular in the work of W.E. Johnson [14].
Nowadays we might equally refer to this area as Predicate Probabilistic Uncertain
Reasoning.
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The focus of Carnap’s, and the other early researchers in the area, was very much
on the case where the overlying languages had just unary predicates and, as we shall
explain later, this endeavor enjoyed some notable successes at that time. Induction
however is not entirely limited to the unary case. On occasions we seem to be ap-
plying induction to binary or even higher arity relations. For example if we know
that Jane enjoys most people’s company and that John’s company is generally found
to be most agreeable we may well hazard the guess that were Jane and John ever to
meet Jane would indeed enjoy John’s company.

It seems, for example from J.G. Kemeny’s predictions in his 1963 paper [17], that
the future intention of Carnap and his associates was indeed to take on languages
with higher arity predicates etc. Unfortunately the discovery by N. Goodman [10,
11] of the GRUE paradox in the mid 1940s had by then so disheartened Carnap, and
most other philosophers, that with a few notable exceptions this intended further
development never happened.

The weakness in the Inductive Logic approach exposed by the GRUE paradox
was that the assumption of being able to capture—in a real world application—
all the available relevant knowledge by a single sentence within the context of a
formal predicate language, is simply untenable. Since Carnap et al. were interested
in developing an applicable system this was, as far as they were concerned, a death
blow.

Nevertheless it seems to us that the programme is still worth developing, firstly
because it would seem that in the simple worlds of artificial agents such a mod-
elling is not entirely out of line with reality, secondly because, despite the wide gap,
insights in Inductive Logic may on occasions offer illumination of the real world,
and thirdly because even were the world of Inductive Logic impossibly far from the
material world we inhabit it would nevertheless still seem a valid topic for academic
investigation.

12.2 Notation and Background

Throughout we shall work with languages L for predicate logic with (just) the con-
stant symbols aj,a»,as,... and finitely many predicate symbols, but without func-
tion symbols or equality. Our intended interpretation here is that these constants
exhaust the universe. Let FL denote the formulae of L and SL the sentences of L
(i.e. closed formulae).

Following Gaifman [9] we say a map w : SL — [0, 1] is a probability function
on the predicate language L if it satisfies that for all 6, ¢, Ixy(x) € SL:

(P1) If E 6 then w(6) = 1.
(P2) IfE—(6 A @) then w(OV @) = w(0) +w(p).
(P3) w(Zey(x)) = limy o w(Viy Wlar)):
Given a probability function w on L we define, as usual, a corresponding two
place conditional probability function on SL x SL, denoted by w(.|.), to be such that
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w(B|@) -w(p) =w(6 Q).

With these definitions all the expected elementary properties concerning probability
and conditional probability functions hold (see for example [27]), in particular if
w(@) > 0 then w(.|@) is itself a probability function.

Furthermore, by a theorem of Gaifman [9] any probability function defined on
quantifier free sentences of the language L (i.e. satisfying (P1) and (P2) for such
0, ¢) extends uniquely to a probability function on L. For this reason we can largely
limit our considerations to probability functions defined just on quantifier free sen-
tences. Furthermore, in that case w(0) is determined by the values of w on the state
descriptions, that is sentences of the form

where the €; € {0,1}, Q' = @, 0° = —Q and the r;-ary predicates Q; and the con-
stants ay,,...,a,, include all those predicates and constants appearing in 6.

In particular if L; is a unary language, that is all the predicates appearing in L;
are unary, then w is determined by its values on the sentences of the form

p

/\ oy, (ai)

i=1

where 1 < p € N and the oy(x) run through the aroms with respect to the set
Py,...,P, of unary predicates from L, that is the 2" formulae of the form

A PP ().
=1

Similarly if L, is a binary language then w is determined by its values on the
sentences

14
N Br;j(ai,a;j)
ij=1

where the f3,(x,y) run through the aroms with respect to the set Ry, ..., R,, of binary
predicates from Lo, that is the 2™ formulae of the form

£j
R] (X7y).

~

1

J

In what follows n, m, L, L, will, as far as possible, be fixed in their roles as the
number of unary/binary predicates in these unary/binary languages. We shall limit
ourselves to these two languages because most of the results for binary carry over
with suitable modifications to higher arities (see [19]) whereas in some aspects the
unary case is rather special.
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Returning now to the main problem of induction, within the subject it is widely
assumed (though not necessarily without some misgivings) that the probability one
should give to 8 on the basis of knowledge ¢ is

WOAP) e ole)
w(9)
where w(0 A @), w(@) are the probabilities one should give 6 A ¢ and ¢ respectively
on the basis of no knowledge at all." For this paper we shall continue in the tradition
of making this assumption.

It is important to emphasize here that these probability values w(¢) etc. are in-
tended to be assigned subjectively on the basis of zero knowledge. Whilst that may
seem to allow almost unlimited freedom we will be imposing rationality require-
ments on w, in the form of principles to be observed, which will considerably limit
this freedom. In particular we explicitly assume (in case it was not obvious) that
these assigned values are consistent with (P1-3), in other words that w is a prob-
ability function. In that sense then the whole problem of induction has now been
reduced to:

What probability function w should one adopt in the absence of any knowledge whatsoever?

In later sections we shall suggest certain arguably rational principles which might
bear on this question. For the present however one might think that there is a rather
obvious answer to the above question. Namely if you know nothing then you have no
reason to give any one state description for ay,as,...,a, any more (or less) probabil-
ity then any other state description for ay,as,...,a,. In the binary case this amounts
to saying that your choice of probability function should be the completely indepen-
dent probability function wy which gives each state description

/\ ﬁrij(ai7aj)

ij=1

probability 2-mP” | Attractive as this answer might appear it suffers the serious draw-
back of denying any induction. For example, in this case the answer to the ques-
tion “what probability to assign to Ry(a,+1,a,+1) on the basis of having already
observed Ri(ai,a1),Ri(az,a2),...,Ri(ap,a,)” would always be one half indepen-
dently of how many (in this case p) previous supporting instances had been seen. In
other words wq does not allow for any learning from experience. On the other hand
it might not be so clear that one would want to ban wq outright as a possible choice.
Already then we see that our efforts to solve our main problem are likely at best
to only give us a restricted class of acceptable probability functions rather than one
outright winner.

! We shall put aside the problem of what to do if w(¢) = 0, in what follows that difficulty will not
arise. (For a thorough consideration of this problem see [5].)
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12.3 Principles of Symmetry

As already indicated the main approach we shall take is to impose rationality re-
quirements on the choice of w. Three such principles, based on the idea that there
is no rational justification for w to break existing symmetries, come immediately to
mind:

Constant Exchangeability, Ex: w(0) is invariant under permutations of the
constant symbols of the language.

For example, according to this principle we should have

w(R(a1,a3) N—R(a3,a2)) = w(R(ay,as) N—R(as,a3)).

Similarly

Predicate Exchangeability, Px: w(0) is invariant under permutations of the
predicate symbols (of the same arity) in the language.

and

Strong Negation, SN: w(60) does not change if we replace every occurrence of
the predicate symbol Q in 6 by —=Q.

Notice that for unary w if w satisfies Ex then its value on a state description,

p
w (/\ O, (m)) )
i=1

is actually a function w((h1,h2,...,h,)) of the h, or even more simply a function
w(r) of the vector (ry,ra,...,r») where r; = |{i|h; = j}|. We shall occasionally
use this notation in what follows.

In the binary case
P
w ( /\ ﬁ"i_j(ai7aj)>

ij=1
is a function w(r) where r is the p x p matrix with ij’th element r;; € {1,2...,2"}.
Again we will on occasions use this notation.
In the unary case de Finetti’s Theorem [6—8] provides a powerful representation
result for the probability functions satisfying Ex:

Theorem 12.1. (de Finetti’s Representation Theorem) If the probability function v
on L satisfies Ex then there is a countable additive measure [L on the Borel subsets

of
Doy = {(x1,x2,...,xm) € R” |x; >0, in =1}
such that

P
v </\ Ochl.(a,-)> =v(r)= / A x5 du
i=1 Dgn

where rj = |{i|h; = j }|. Conversely any probability function v on L, defined in this
way satisfies EX.
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In other words v looks like a convex combination of Bernoulli multinomial trials
2

giving probability x|'x3 ...x3" to AL, oy, (a;).
De Finetti’s Theorem can also be expressed in another form, see [15, 16]:

Theorem 12.2. (de Finetti’s Representation Theorem, functional form) If the proba-
bility function v on L, satisfies Ex then there exist a measurable function f : [0, 1]2 —
{1,2,...,2"} and some independent uniformly distributed random variables & &; on

[0,1], i € N such that
p
v (/\ ahi(ai)>
i=1

is the probability that f(&,&) = h; for all 1 <i < p. Conversely any probability
function v on Ly defined in this way satisfies Ex.

The early Inductive Logic community within Philosophy did not seem particu-
larly aware of this seminal theorem (which in fact was available almost from the
start of the area). Similarly this community has been largely unaware of subsequent
results for binary probability functions satisfying Ex, firstly from P.H. Krauss [18]
and later by D.N. Hoover [13], see also [15, 16], these latter generalizing also to
higher arities. In the binary case, Hoover’s Representation Theorem can be stated as
follows:

Theorem 12.3. (Hoover’s Representation Theorem) If the probability function w on
L, satisfies Ex then there exist a measurable function f : [0;1]* — {1,2,...,2™} and
some independent uniformly distributed random variables £ ,&;,&;j(= ;i) on [0,1],

i, j € N such that
p
w ( A ﬁr,-j(aiaaj)>

ij=1

is the probability that f(§,&;,&;,&i;) = rij forall 1 <i, j < p. Conversely any prob-
ability function w on L, defined in this way satisfies Ex.

As we shall see this result provides a valuable source of binary probability func-
tions.

The principles Ex, Px, SN are quite generally accepted in this subject and cer-
tainly we shall henceforth assume without further mention that our probability func-
tions satisfy them. Indeed in the unary case Carnap, Johnson et al seemed happy to
take symmetry even further and accept Atom Exchangeability. To explain this no-
tice that in the unary case all there is to know about constants ay,as, . ..,a, from the
language is summed up by the state description

p

/\ O, (ai)

i=1

which ay,ay,...,a, satisfy. In this sense then a; and a; are indistinguishable iff
h; = hj. Clearly indistinguishability is an equivalence relation. Define the spectrum
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of this state description to be the multiset {sy,s2,...,s,} of sizes of these equivalence
classes.”

Atom Exchangeability Principle, Ax w (A7, oy, (a;)) depends only on the
spectrum of this state description.

For example if we have (for n = 2)

Pi(a1), Pi(az), =Pi(a3), Pi(as),
Py(ar), P(az), =P2(a3), ~P2(as),

the spectrum of aj,as,as,as is {2,1,1} and according to Ax this should be given
the same probability as, for example,

Pi(a1), Pi(a2), —Pi(as), Pi(as),
Py(ay), ~Py(az), =Py (a3), P> (as).

where again the spectrum of ay,a3,a3,a4 is {2,1,1}.

Ax implies all the “Exchangeability Principles” mentioned earlier.

Despite some criticisms (see for example [3, 12, 20, 21, 23]) Johnson and Carnap
appeared quite happy to accept Ax.

Turning to the binary analog of Ax we can observe that in this case, unlike the
unary case, no finite set of sentences determines everything there is to know about
a particular constant ;. Nevertheless we could say that everything there is to know
about ay,a;...,a, in direct relation to each other is encapsulated in the state de-
scription

p
/\ ﬁrij(ai7aj)
i,j=1
that they satisfy. Again, relative to this state description, for 1 <i,j < p we can
define an equivalence relation of indistinguishability on {1,2,...,p} by

i~jerg=rjgandry=ryiforallg=1,2,...,p.

Analogously to the unary case we define the spectrum of the state description to be

the multiset {s1,s2...,s; } where sy,52,...,s; are the sizes of the non-empty equiva-

lence classes with respect to ~.> A binary version of Ax can now be stated as:
Principle of Spectrum Exchangeability, Sx

14
w ( A ﬁh,-j(ai>aj)>
ij=1

is a function of just the spectrum of this state description.

2 In [26] the spectrum was defined as the vector (s1,82,...,5,) where the s; are the sizes of equiva-
lence classes in non-increasing order. Clearly the two versions are equivalent.

3 Again in [26] we adopted the equivalent formulation in terms the vector of the s; in non-
decreasing order.
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Notice a key difference between the unary and binary here is that in the for-
mer if a;,a; are ever indistinguishable then they remain so no matter how many
future ap11,ap42,ap13,. .. are subsequently observed. However in the binary case
such later a,, can destroy earlier indistinguishabilities, for example by asserting
R(ai,al,H) A —\R(aj,apﬂ).

Sx clearly generalizes to higher (and mixed) arities. We believe it to be a central
principle in the study of higher arity induction and in what follows we shall almost
entirely concentrate on probability functions satisfying it. Notice that since the value
of w on a state description depends only on the spectrum s of that state description
we can, with some useful economy, write w(s) for that value.

It will be useful at this point to introduce a little notation. Given a state descrip-
tion

p
/\ ﬁrij(aiaaj) (12.1)
i,j=1
with spectrum 5 = {sy,52,...,5,} we call p =Y;s; the sum of 5 and 7 the length,

|s|, of this spectrum. Let A’, be the set of all spectra with sum p and length ¢ and

given the state description (12.1) let .4/ (5, /) be the number of state descriptions for
ai,az,...,a, where h = Y; h; which extend (12.1) and have spectrum #. It is shown
in [26] that this number depends only on the spectrum 5 and not on the particular
state description (12.1).

12.4 Johnson’s Sufficientness Principle

Not only did Johnson and Carnap seem reasonably happy to accept Ax but they in
fact chose to embrace the following much stronger principle:
Johnson’s Sufficientness Principle, JSP

p
w (a(ap+1) | /\ o, (ai)>
i=1

depends only on p and the number of a;, i = 1,2,..., p indistinguishable from a,
according to the state description

p
(X(ap+1) A /\ (Xhi(a,‘).
i=1

This principle appears to depart from the idea of rational justification by symme-
try to justification by irrelevance. The idea here is that given

p

/\ O (ai)

i=1
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whether or not a, satisfies a particular atom o depends only on p and the num-
ber of previous g; satisfying o whilst the distribution of the atoms satisfied by the
remaining a; is irrelevant.

Recognizing irrelevance seems to us much less reliable than recognizing sym-
metry, where of course one usually has some underlying mathematical notion of
isomorphism to fall back on, see for example [12].

JSP implies Ax and (provided n > 1) cuts down the possible functions w to a one
parameter family—Carnap’s so called Continuum of Inductive Methods, see [2],
making it a particularly appealing principle in practice. Its success at the unary level
may make one hope for something similar higher up where the analogous version
reads:

Johnson’s Binary Sufficientness Postulate JBSP For a natural number p and r €
{1,2,..., zm}(pH)X(erl),

ptl p
w ( /\ ﬁri_/(aivaj) | /\ ﬁi’ij(ai’aj)) (12.2)

i,j=1 i,j=1
depends only on p and on the number s of k, 1 <k < p such that
Tpp1i =T and ¥ippp = rig forall 1 <i<p+1.

However one is in for a disappointment, the following theorem by the second
author appears in [28]:

Theorem 12.4. If w satisfies JBSP and Ex then w is either the completely indepen-
dent probability function wq or is the probability function defined by

p s
27™ if all the r;; are equal
w ( /\ ﬁr,'j(aivaj)> = {0 f 1 q

A otherwise.
i,j=1

As we have already pointed out the former of these two solutions is not really
what we want. The second option given by this theorem (which corresponds to Car-
nap’s co in the unary case) is even worse, this probability function simply gives
probability 1 to all the a; being forever indistinguishable.

12.5 Representation Theorems for Functions Satisfying Sx

It turns out that there are two basic kinds of probability functions satisfying Sx,
heterogeneous and homogeneous.

We say that w satisfying Sx is ¢-heterogeneous if w(s) = 0 whenever the length
of spectrum exceeds ¢ and in addition

Jim Y, (@, kwk) =0. (12.3)

keUg<, A}
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In other words w is #-heterogeneous if in the limit all the probability is massed on
the spectra of length exactly ¢. Since for spectrum A with k > Y h;,

wh)y =Y N (B FwE

EEAk
(where Ay is the set of all spectra with sum k) this means that

w(h) = lim Y A (h,k)w(k). (12.4)

In contrast to heterogeneity we say that w satisfying Sx is homogeneous if for all ¢,

kli_r‘rolhz N (@,k)w(k) = 0. (12.5)

t
keA)

The following theorem, which justifies the assertion that there are two basic kinds
of probability function satisfying Sx, is proved in [26].

Theorem 12.5. Let w be a binary probability function on the binary language Ly
satisfying Sx. Then there are binary probability functions wl! (satisfying Sx) and
constants 1, > 0 for t € N such that

W:iniwma Zni:lv
i=0 i

wl s t-heterogeneous for t > 0 and wlo s homogeneous. Furthermore the 1); are
unique and so are the wil when 1; # 0.

Given this result the problem of representing probability functions satisfying
Sx splits in finding such theorems for ¢-heterogeneous and homogeneous proba-
bility functions. For the remainder of this paper we shall confine ourselves to the
t-heterogeneous case.

Two such representation theorems are given in [26] and another is to be found
in [24]. The main aim of this section is to describe a further representation theorem
which is in the style of a de Finetti theorem and seems potentially of some value in
applications.

First recall that for a state description as in (12.1)

14
w ( A ﬁr,-j(aiaaj)>

ij=1

is also somewhat more efficiently thought of as w of the matrixr € {1,2,...,2"}P*?
with ij’th entry r;;. In the obvious sense then we shall talk about the spectrum, .7 (r),
of this matrix, meaning of course the spectrum of the state description (12.1).

We now describe the construction of a family of particular binary probability
functions u® satisfying Sx. In the forthcoming theorem these will play the same role
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as the Bernoulli multinomial trials play in de Finetti’s Theorem. Fix ¢ > 1. For a
matrix q € {1,2,...,2"}7%9 let f(q) be the number of matrices o € {1,2,...,2"}'**
with spectrum {1,1,...,1} (= 1,) which have q as their top left submatrix (i.e.
gij = ojj for 1 < i, j < g).

Lete; € R, e; >0fori=1,2,...,t and ) ;e; = 1. For visualization purposes we
shall think of these subscripts i = 1,2,...,¢ as different colours. Let e denote the
multiset {e1,es,...,e} and define a function j¢ on colourings ¢ = (c1,c¢2,...,cp) €

{1,2,...,t}7 of matrices r € {1,2,...,2"}P*P inductively as follows.

Let j(@,2) = 1. Suppose we have defined the probability jé(r,c¢) of getting, at
stage p,amatrixr € {1,2,...,2" }"*? and a colouring (cy,¢2,...,¢p) € {1,2,...,1}7.
(It will turn out that if ¢; = ¢; then i and j will be indistinguishable according to r.
However the converse may not hold.) Let ¢;,c¢;,,...,c;, be the distinct colours in
¢ in order of appearance and let r(c) be the ¢ x ¢ submatrix of r formed from its
i1,i2,...,ig throws and columns.

Now pick colour ¢, 1 from 1,2,...,¢ according to the probabilities ey, ez,...,e
and let ¢ is (c1,...,,¢p,cps1). If cpy1 is the same as an earlier colour, c; say,
extendrtoa (p+1) x (p+1) matrix r* by setting rf(pH) = rij, r<+p+1)i = rj; for
1 <i< p+1.0On the other hand if ¢, is a previously unchosen colour then choose
rt (satisfying F(p+1)i = F(p+1); and rypy 1) = rj(p+1) Whenever ¢; = ¢;) to extend r
according to the probability f(r™(¢™))/f(r(c)). Finally let j(r*,c™) be jé(r,c)
times the probability as described of then going from r,c tor™,c™.

Having defined these j°(r,c) now set

u’(r) =Y j(r,c).

Theorem 12.6. The u® are t-heterogeneous probability functions satisfying Sx. Fur-
thermore if w is any t-heterogeneous probability function satisfying Sx then there is
a countably additive measure | on the Borel subsets of

B, ={(e1,e2,....e;) ER"[; >0,) e; =1}
i

such that for 0 € SL,

w(6) :/B W(0)dp.

Apart from its shedding light on the structure of ¢-heterogeneous probability
functions this result is also of practical use in that to show that all #-heterogeneous
probability functions satisfy some property it is enough to show that the property
holds for all these relatively simple u° and is preserved by convex combinations.
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12.6 Instantial Relevance

For Carnap one of the successes of his programme was that the basic principle Ex
actually implied a certain inequality, the Principle of Instantial Relevance, that Car-
nap felt should hold, even to the extent of having earlier suggested that it might be
adopted as a basic principle in its own right, see [4]. In the unary case this principle
can be stated as:

Principle of Instantial Relevance, PIR

w(at(aps2)| a(apr1) AB(ay,...,ap)) > w(a(aps2)|0(ai,...,ap)).

In essence then, the more times you have seen an atom* instantiated the higher
your probability should be that the next individual observed will also satisfy it.

This is obviously a rather desirable principle,” one that we might well want to
have at our disposal. For that reason the following theorem is particularly pleasing.

Theorem 12.7. Ex implies PIR.

The easiest proof of this result is a straightforward application of de Finetti’s
Theorem, expressed via that theorem it amounts simply to saying that the integral
of a square is always non-negative.

In the binary case it is perhaps not obvious what the analog of PIR should be.
One suggestion might be that we should have

W(R(an12,an+2) | R(ani1,an1) AW (a1, ... ,an)) > w(R(ans2,an12) | W(ai,. .. an)).

However this (and a number of similar attempts) follows from the unary version of
PIR applied to the probability function v defined by

p p
1% (/\Pe(al>> =W (/\Re(an+,~,a,,+,-) | l/l(al,...,an)> .
i=1

i=1

As far as a truly binary “PIR” is concerned one may feel that it was at least
reasonable to expect that

w(R(az,a2)|R(a1,a1) AR(ay,az2) AR(az,a1)) > w(R(aj,ay)).

However for binary w satisfying just Ex this can fail as the following example
shows.

Take m = 1 (so there is only one relation symbol R(x,y)) and define a binary
probability function w satisfying Ex as follows. On a matrix r € {1,2}7*? set w(r)
to be zero if it is not the case that all the entries off the diagonal are the same. On
the other hand if they are all same, say they are all ¢ where ¢ € {1,2}, set

4 The principle applies equally to a formula ¢(x) in place of a(x).
5 Nevertheless some of it’s ‘natural generalizations’ have surprising consequences, see [25]
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p

1/2 H C/2_1/4 ru_1> (5/4_C/2>(2_rii))'

i=1

In other words off the diagonal the constant value is determined by a coin toss and
on the diagonal it just looks like a Bernoulli process with probability 1/4 of a 1 if
there are 1s off the diagonal and probability 3/4 of a 1 if there are 2s off the diagonal.
It is easy to see that simultaneously transposing the i’th and j’th columns and rows
in r does not affect w(r) so w satisfies Ex. However

w(R(az,a2) |R(a1,a1) AR(ar,a2) AR(az,a1)) =1/4 < 1/2 =w(R(ay,a;).

Returning again now to the unary case, if we strengthen the assumption Ex to
Ax then we can obtain correspondingly stronger “instantial relevance” principles.
To explain one such result, for two multisets {ry,r2,..., 7} and {t1,12,...,1,} with
Ziri:thj, r>rn>..>rgandt > > ... > 1, set

{risre, o BN, 1)

if forall 1 < j <max{s,q},

YrizYun

i<j i<j

where r; = 0 for s < i <max{s,q} and #; = 0 for ¢ < i < max {s,q}.
The following result for unary probability functions will appear in a forthcoming
paper of the first author and P. Waterhouse.

Theorem 12.8. Given state descriptions \!_, oy, (a;), NL_, o, (a;) with spectra (as
multisets) {ri,ry,...,rs}, {t1,t2,...,1,} respectively,

v (/\ Otm(ai)> =V (/\ O‘g,-(ai))

for all unary probability functions v on Ly satisfying Ax iff

{}”1,}’27...,}’5} > {tl7t2,...,tq}.

We would conjecture that an analogous result holds also in the binary (and higher
arity) cases when the probability function satisfies Sx. Some few special cases
along these lines have been proved, in particular that for binary w satisfying Sx,
w({2,1}) > w({1,1,1}). In consequence of this special case we are at least able to
decide some simple preferences, for example:

Given —R(ay,az),—~R(az,a1),R(a3,az) can we assume that R(az,a3) is at least as probable
as its negation?

In this case should the connection

R(x,y) < R(y,x)
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suggested by —R(a1,a,) and —R(az,a;) cause R(as,a;) to give predominant support
to R(ay,a3), or should the —R(ay,a;) prove the deciding factor in giving preference
to —R(az,a3)? Or maybe neither of them can claim superiority (or at least equality)
in all situations?

In fact assuming Sx we can answer this question in the affirmative. To see this
notice that (for m = 1) the sentence

—|R(a1,a2) A —\R(az,al ) /\R(a3,az) /\R(az,a_g)

can be extended to a state description with spectrum {2,1} in 4 ways (all other
extensions have spectrum {1, 1, 1}) whilst

ﬁR(al ,az) AN ﬁR(az,al) /\R(a3,a2) A\ ﬁR(az,a3)

can only be extended to a state description with spectrum {1,2} in 2 ways (again all
others have spectrum {1, 1,1}). Since for w satisfying Sx, w({2,1}) > w({1,1,1})
the required inequality follows.

12.7 Conclusion

In this note we have described some key concepts and results in unary inductive
logic and discussed their generalizations to binary inductive logic. As well as a num-
ber of largely technical problems, for example extending these results to languages
with infinitely many binary predicates, some quite basic problems concerning prin-
ciples of “instantial relevance” remain largely open. Hopefully the representation
theorems which have recently been developed will enable us to go some way to-
wards answering them.

Dedication

We would like to dedicate this modest paper to Rohit Parikh on the occasion of his
70th birthday. His contribution to Mathematical Logic has been a source of inspira-
tion and pleasure to us all.
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Chapter 13

Challenges for Decidable Epistemic Logics from
Security Protocols

R. Ramanujam and S.P. Suresh

13.1 Summary

13.1.1 Knowledge and Communication

A central question in knowledge theory relates to how knowers update their knowl-
edge on receipt of a communication. This is important, since the very purpose of
communications is (typically) to create such an update of knowledge in the recipi-
ent. However, there is often a lack of concordance between the intended update and
that which occurs, leading to interesting situations and much work for knowledge
theorists

Communication protocols studied by computer scientists offer a restricted (but
yet interesting) domain for the study of knowledge change. Protocol descriptions
define (but also limit) how communications are to be interpreted, and in this sense
potential knowledge change can be “calculated” and messages designed accord-
ingly, as long as participants in the protocol game can be trusted to play by the
rules.

The last caveat above is significant, and a good bit of the theory of distributed
systems relates to what happens when some of the players do not strictly adhere
to the protocol diktat. If a sender cannot be trusted, a recipient is uncertain how to
interpret a received message. Computer scientists solve this problem in two ways:

e The global way: honest participants proceed as if all the world is honest, and
protocol rules ensure that desired global coordination is achieved, as long as
only a fraction (say, at most one third) are untrustworthy. This is the realm of
fault tolerant distributed algorithms [13].

e The local way: honest participants run a pre-protocol using special facilities (and
codes) to create a trusted subnetwork and decide on a protocol to be followed
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within it. Once this step is completed, they use the protocol agreed on. This is
the approach used by cryptographic protocols.

One of the earliest applications of knowledge theory in distributed computing
was in fault tolerance [8, 11]. BAN logics [3] initiated the latter study, that of epis-
temic logics for security analysis. This domain poses challenging questions for epis-
temic logics, because we are called upon to determine knowledge update in the pres-
ence of a great deal of uncertainty and distrust. Since this makes the update weak,
any attempt to transfer knowledge must take such distrust into account as well. As
remarked above, these are pre-protocols, so communications do not have much in-
formational content; but their form is quite critical.

13.1.2 Cryptographic Protocols

Security protocols are specifications of communication patterns which are intended
to let agents share secrets over a public network. They are required to perform cor-
rectly even in the presence of malicious intruders who listen to the message ex-
changes that happen over the network and also manipulate the system (by block-
ing or forging messages, for instance). Obvious correctness requirements include
secrecy: an intruder cannot read the contents of a message intended for others; au-
thenticity: if B receives a message that appears to be from agent A and intended for
B, then A indeed sent the same message intended for B in the recent past.

Mechanisms for ensuring security typically use encrypted communication.
However, even the use of the most perfect cryptographic tools does not always en-
sure the desired security goals. (See [1] for an illuminating account.) This situation
arises primarily because of logical flaws in the design of protocols. It is widely ac-
knowledged that security protocols are hard to analyze, bugs difficult to detect, and
hence that it is desirable to look for automatic means by which attacks on proto-
cols can be discovered. This means that formal models for reasoning about security
protocols should be developed.

Here is a typical message exchange in a security protocol.

1.A—B: {n}public(B)
2. B— A {n} pupiic(a)

This notation represents the following intention on the part of the designer. A and
B have been active in the network in the recent past. A wishes to talk to B, and
ensure that she is talking to B. Both have strong faith in public key encryption and
know each other’s public keys. A generates a fresh nonce (a random, previously
unused, unguessable number) n and sends it to B encrypted in his public key. When
B receives the message, he can indeed decrypt and learn n. He returns it to A now
encrypted with her public key.

Given perfect encryption, when A sends the message she knows that only some-
body who knows the private key of B can know n. So, when she later receives n
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encrypted in her own public key, she knows that someone who knows the private
key of B has accessed n (and it has to be recently, since n was previously unused).

Note the repeated use of the word know in the above story. It is clear that one
of the main goals of security protocols is the selective transfer of some kind of
knowledge to certain select members of a possibly hostile, public network. The
network is hostile in that some members might be saboteurs who actively try to
manipulate the actions of the other members to try to learn new secrets. As we can
see, cryptographic methods are used to aid honest participants.

13.1.3 Difficulties

Consider the implications for knowledge theory from this little story. We list be-
low some immediate questions that arise, most of which can be easily answered,
individually. The difficulty is in answering them all, in one uniform framework.

e What details of the encryption algorithm should be known to A and B for them
to employ the reasoning above?

o If the algorithm employs random elements, should they be able to ascertain that
they are indeed chosen randomly (in order for their understanding to be certified
as knowledge)?

e What knowledge is needed on A’s part to ensure that n is previously unused?
Given that n comes from an unbounded set, does the representation used by A
matter?

e Once A encrypts n with B’s public key, she only has a bit string from which she
cannot get any new information. (If she could, so could others.) Indeed, if she
does this twice, she would get a different string each time. How can she be said
to know that this is the term {n}5?

e What B receives is a bit string. How does he know it is encrypted at all, let alone
with his key? In effect, this means that he knows all possible messages encrypted
with his key.

e Note that B has no way of telling when the n received was generated and by
whom. What precisely does B know regarding the communication, that causes
him to act?

A simple answer to most of these questions is the Dolev-Yao model [6], used
extensively in formal studies of security protocols, which we describe in the next
section. In this view, a receiver may expect to receive a term {t}; according to the
protocol, but unless she also has k~!, she cannot get ¢ (using only this encrypted
term). This is a form of database knowledge: an agent A has only that information
explicitly stored in the agent’s database. However, ascribing knowledge to agents
involves inference as well, and it is this more general form of knowledge that is of
interest in epistemic logics.

Note that we are using a variety of forms of knowledge, each of which has been
extensively studied by knowledge theorists. We have propositional knowledge: for
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instance, that {{x},},-1 = x; process knowledge: that of efficacy of encryption; al-
gorithmic knowledge: that of how to extract messages from codes; implicit knowl-
edge: that of how B responds to a message; explicit knowledge: that of n in A’s
database; and so on. It is worth noting that the difference between propositional
knowledge and sentential knowledge emphasized by Parikh [15] is also crucially
relevant when we talk of knowing encoded text.

13.1.4 Decidability Issues

A central aim of formal methods in security theory is to find algorithmic solutions
to the verification problem: do all runs of a given security protocol Pr satisfy a given
security property ¢ ? When the answer is no, the counterexample is termed an attack
on the protocol, and the need for automatic methods arises from the fact that finding
attacks can be quite complicated, whereas the cost of any potential attack is very
high.

Since the space of all runs of a security protocol typically constitute an infinite
state system, even simple reachability properties are undecidable, and hence the
project of automatic verification of security protocols is doomed to failure, unless
some restrictions are imposed. Typically this is in the form of bounded verification,
whereby we assume that the number of concurrent multisessions possible at any
time is bounded, and syntactic conditions ensure that the term space of communica-
tions is also bounded.

When the security property ¢ involves epistemic modalities, there is a further
complication. Suppose that we place external bounds so that all runs use only a
fixed finite set of terms 7. Then the semantics defines a finite state system, and
the verification problem is decidable. However, with Hintikka-style semantics of
knowledge, this also implies that 7 is common knowledge in the system, which
goes against the very basics of security theory. In the example discussed above, we
crucially used the fact that a nonce n was freshly generated and hence not known to
others.

An alternative is that we check ¢ only over runs that use 7', but let the knowledge
modality range over all runs, modelling the fact that agents do not know 7. However,
this is easily seen to lead to undecidability as well.

An interesting complication arises due to the fact that we are talking of decid-
ability of the verification problem and not that of the satisfiability problem for the
logic. When the logic is sufficiently simple, deciding the satisfiability of knowledge
properties of security protocols is not very different from that of other “interpreted”
systems. However, when we are considering the runs of a given protocol, the situa-
tion is different: asserting the existence of an equivalent run requires a witness that
is admissible according to the given protocol. In knowledge theory, this is typically
achieved by forming a product with the given finite state system being checked. In
the case of a security protocol, the system is infinite state, and hence a simple prod-
uct does not suffice. As we will see below, we will let the knowledge formula guide
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us to an abstraction of the infinite state system to one that is finite state and then
proceed to verify it in the latter.

13.1.5 This Paper

In this paper, we look for a minimal logic of knowledge that addresses some of
the semantic issues discussed above, and for which the verification problem is de-
cidable. The main idea is to limit expressiveness so that knowledge of data and
encryption is described by an underlying inference system that operates at the level
of terms used in messages, and propositional epistemic connectives are defined on
top of this system.

The logic we study is a standard Hintikka style propositional logic of knowledge,
where the atomic propositions have specific structure related to security protocols.

13.1.6 The Proposal

The syntax of the logic is as given below:

L = A has x| sent(A,B,x) | received(A,B,x) | ~ot | aV B | Ga | Ho | Kqo

Ga asserts that a holds always in the future. Its dual For says that o holds
sometime in the future. Similarly Hoe and Po refer to all the time points and some
time point, respectively, in the past. L4 & is the dual of K4 ¢, as usual.

The basic propositions require some explanation: the x that figures in the syntax
stands for secret nonces or keys exchanged in an execution of a protocol. A has x
asserts that A has the secret x in her database. sent(A,B,x) specifies that a com-
munication event happened with A sending a term containing x intended for B.
received(A,B,x) makes a similar assertion about A receiving a term purportedly
from B.

The logic is admittedly rather weak. Note the absence of next-time or previous-
time modalities, so we are not describing system transitions here. Moreover infor-
mation accumulation is monotone, as we will see below. Critically, there are no
encrypted terms in the syntax of formulas, and hence we cannot describe crypto-
graphic protocols. All this is in the spirit of an abstract specification logic in which
we only wish to specify security requirements, not describe mechanisms for imple-
menting them.

One important reason for studying such a minimal logic is to address the semantic
difficulties discussed earlier. The main idea is to limit the expressiveness of the logic
as follows:
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e The model uses an explicit primitive for talking about what is and what is not
decipherable by agents, but this is not referred to in the logic.

¢ An indistinguishability relation is defined, which in effect makes pieces of mes-
sages that can only have originated with the intruder/adversary indistinguishable
from those generated by honest principals. Knowledge is defined in terms of this
relation.

e Thus knowledge quantifies over intruder capabilities, and describes properties
invariant on an equivalence class of messages (compatible with a given protocol).

e Formulas, in themselves, describe only what principals know or do not know
about who has access to which secret. Protocols use cryptographic mechanisms
to achieve this, and the verification problem determines whether, under the per-
fect encryption assumption, the specifications are met.

Even in this limited specification language, we can easily specify many desirable
properties of protocols. For instance, here is a simple version of secrecy, which says
that in any run where A sends B (distinct from ) a secret m, I cannot get hold of m.

Glsent(A,B,m) D —(I has m))

An even stronger version states that A in fact knows this (and can therefore base her
further actions on this knowledge, if she chooses to).

Glsent(A,B,m) D Ky —(I has m)]
Authentication is simply stated as:
Glreceived(A,B,m) D Psent(B,A,m)]

The main theorem of the paper asserts that the protocol verification problem of
the logic is elementarily decidable, as long as we consider protocol runs with a
fixed upper bound on the number of concurrent multi-sessions. Despite this bound,
the inexact nature of agents’ knowledge forces us to consider an infinite set of runs
as possible, and hence the decision question is nontrivial.

13.1.7 BAN Logic

It is important to highlight the similarities and differences of our approach with that
of BAN logic [3]. BAN logic is a highly abstract logic that is intended to be used
for assertional reasoning about protocols, much in the style of Hoare logics. It is
a propositional modal logic with formulas like A believes o, A sees ., A sent o,
fresh n, A controls o etc. More critically, the logic comes with a deduction system
with plausible rules like the following:
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A sees a. A believes (fresh o)
A believes o

A believes (C controls Q) A believes (C sent o)
A believes o

There are many rules but the above two are crucial, as they pertain to information
transfer. The key to reasoning in this logic is the process of idealisation, where
message exchanges are themselves propositionalized. For example, a communica-
tion A — B:k may be rendered as

B sees (A sent (k is a good key for A and B))

Based on all this, non-trivial reasoning about the behaviour of protocols can be
carried out assertionally. Many protocols have been proved correct using BAN logic,
and flaws in many protocols have been detected using it as well. But this approach
— the idealisation process, in particular — has met with a lot of criticism over the
years ([14], for example), as there are many examples of protocols where there is a
mismatch between the logic and the semantics of the protocol. The point is that the
intruder behaviour is too rich to be captured by a simple set of rules.

Recent work by Cohen and Dam [4, 5] has made significant progress by pro-
viding a Kripke semantics for BAN logic that addresses the logical omniscience
problem, and by exploring various completeness and expressibility issues.

An important feature of the logic discussed here is that the idealisation step is
limited to assertions about which (atomic) secrets an agent has access to. This has
implications for reasoning, as well as decidable verification, as we will see below.

13.2 Security Protocol Modelling

We briefly present our model for protocols in this section. A more detailed pre-
sentation can be found in [16]. Most of the elements of the model are standard in
the literature on modelling security protocols. In particular, we use the Dolev-Yao
adversary model [6].

Terms and Actions

We start with a (potentially infinite) set of agents Ag, which includes the intruder
I, and the others, who are called honest agents. Fix a countable set of fresh secrets
AL (This includes random, nonguessable nonces as well as temporary session keys.)
%, the set of potential keys, is given by A U {public(A),private(A) | A € Ag} U
{shared(A,B) | A,B € Ag}. Here public(A), private(A), and shared(A, B) denote the
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public key of A, private key of A, and (long-term) shared key between A and B. We
assume an inverse k for each k € % such that k = k.

T o K UAg is the set of basic terms.
The set of information terms is defined to be

T 2= m|(t1,02) | {t1 }x

where m ranges over 7, t; and #, range over 7, and k ranges over X. Here (t1,,)
denotes the pair consisting of #; and ,, and {#; }; denotes the term 7; encrypted
using k. These are the terms used in the message exchanges (which will be presently
introduced). We use sz(¢) to denote the set of subterms of .

We model communication between agents by actions. An action is either a send
action of the form A!B:t or a receive action of the form A?B:t. Here A and B are
distinct agents, A is honest, and 7 is a term. For an action a of the form A!B:t or
A?B:t, we define ferm(a) to be t. The agent B is (merely) the intended receiver in
A!B:t and the purported sender in A?B:¢. Since the intruder is assumed to have
access to the entire communication network at all times, every send action can be
seen as an instantaneous receive by the intruder, and similarly, every receive action
is an instantaneous send by the intruder.

Protocol Specifications

A protocol is given by the roles it contains, and a role is a finite sequence of actions.
A parametrized role 1n[m,---,my] is a role in which the basic terms my, ... ,my;
are singled out as parameters. The idea is that an agent participating in the protocol
can execute many sessions of arole in the course of a single run, by instantiating the
parameters in many different ways. All the basic terms occurring in a parametrized
role that are not counted among the parameters are the constants of the role. They
do not change their meaning over different sessions of the role.

Suppose 1 = a; - - - ay is a parametrized role. We say that a nonce n originates at
i(<k)inn if:

e nis a parameter of 1,
e ¢; is a send action, and
o n € st(term(a;)) and for all j < i,n & st(term(a;)).

If a nonce n originates at i in a role it means that the agent sending the message
a; uses n for the first time in the role. This usually means that, in any session of
that role, the agent playing the role has to generate a fresh, nonguessable random
number and send it as a challenge. Subsequent receipt of the same number in the
same session plays a part in convincing the agent that the original message reached
the intended recipient.

A protocol is a finite set of parametrized roles {1, ...,n,}. The set of constants
of Pr, denoted C(Pr), consists of all constants of all roles of Pr. The semantics of a
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protocol is given by the set of all its runs. A run is got by instantiating each role of
the protocol in an appropriate manner, and forming admissible interleavings of such
instantiations. We present the relevant definitions below.

Substitutions and Events

A substitution ¢ is a map from 7 to 7y such that 6(Ag) C Ag, 6(N) C 4, and
o(I)=1.Forany T C %, o is said to be a T-substitution iff for all x € 7y, o(x) € T.
A substitution o is suitable for a parametrized role 1) if 6 (m) = m for all constants
m of 1. We say that o is suitable for a protocol Pr if 6(m) = m for all constants m
of Pr.

A run of a protocol is any sequence of actions that can possibly be performed by
the various agents taking part in the protocol. We model each run as a sequence of
event occurrences, which are actions with some extra information about causality.
(From now on, we will gloss over the difference between events and event occur-
rences.) An event of a protocol Pr is a triple (1], 0, Ip) such that 1 is a role of Pr, &
is a substitution, and 1 < Ip < |n|. A T-event is one which involves a T-substitution.

For an event e = (1, 0,Ip) with n = a; ---ay, act(e) &f o(ap). If e=(n,0,lp) and
Ip<|n|and ¢ = (n,0,lp+ 1), then we say that e locally precedes ¢' and denote
it by e </ ¢’. We say that a nonce n is uniquely originating in a set of events E of
a protocol Pr if there is at most one event (17, 0,Ip) of E and at most one nonce m
such that m originates at Ip in 1 and o (m) = n. (Note that the fact m originates in 1)
implies that m is a parameter of 1].)

Message Generation Rules

We intend a run of a protocol to be an admissible sequence of events. A very im-
portant ingredient of the admissibility criterion is the enabling of events given a
particular information state. To treat this formally, we need to define how the agents
(particularly the intruder) can build new messages from old. This is formalised by
the notion of derivations.

A sequent is of the form 7 ¢ where T C 7 and ¢ € 7. A derivation or a proof
7w of T It is a tree whose nodes are labelled by sequents and connected by one
of the analz-rules or synth-rules in Figure 13.1; whose root is labelled T I ¢; and
whose leaves are labelled by instances of the Ax rule. We will use the notation 7 - ¢

to denote both the sequent, and the fact that it is derivable. For a set of terms T,

T % (¢ | T 1} is the closure of T. Note that T is in general infinite even when T

is finite, and hence the following proposition is useful. It is quite well known in the
literature. A proof can be found in [18], for instance.
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analz-rules synth-rules

Fig. 13.1 Message generation rules

Proposition 13.1. Suppose that T is a finite set of terms and t is a term. Checking
whether T\t is decidable.

Information States, Updates, and Runs

An information state (or just state) is a tuple (sA)AeAg, where s4 C 7 for each
A € Ag. The initial state of Pr, denoted by init(Pr) is the tuple (s4)acag such that
forall A € Ag,

sa = C(Pr)UAgU {private(A)} U{public(B),shared(A,B) | B € Ag}.

The notion of information state as simply a set of terms is rudimentary, but suf-
fices for our purposes; it can be considered as a database of explicit but restricted
knowledge. The notions of an action enabled at a state, and update(s,a), the update
of a state s on an action a, are defined as follows:

e A send action a is enabled at s iff rerm(a) € 54.
e A receive action a is enabled at s iff ferm(a) € 57.
e update(s,A!B:t) & s where sy =s;U{t}, and for all agents C other than I, sj. =
Sc.
o update(s,A?B:t) 4f o where s = spU{r} and for all agents C other than B,
Se = Sc.
update(s,mn) for a state s and a sequence of actions 7 is defined in the obvious
manner. Thus if s4 is a form of explicit knowledge, then 54 is a form of implicit
knowledge, but one that is algorithmically constructible by the agent.
Given a protocol Pr and a sequence & = ey ---¢; of events of Pr, infstate(§) is
defined to be update(init(Pr),act(e;)---act(ex)). Given a protocol Pr, a sequence
ey - - - ex of events of Pr is said to be a run of Pr iff the following conditions hold:

o foralli,j <ksuchthati# j, e; #e;j,
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e for all i <k and for all e such that e iw e;, there exists j < isuch thate; =e,
e forall i <k, act(e;) is enabled at infstate(e; - --e;—1), and
e every nonce that is not a constant of Pr is uniquely originating in {ei,...,ex}.

We say that & is a T-run of Pr, for any given T C T, if for all i <k, st(e;) N T C T.
We say that & is a b-run of Pr, for any given b € N, if there are at most b nonces
uniquely originating in £&. We let ® (Pr), R (Pr), and R, (Pr) denote respectively the
set of all runs, all 7-runs, and all b-runs of Pr.

13.3 The Semantics of the Logic

We now formally present the syntax and semantics of our logic. From the model
for security protocols presented earlier, it is clear that protocol descriptions mention
abstract names for agents, nonces, and keys, but the runs use different instantiations
for these abstract names. It is these concrete systems determined by protocols that
we wish to specify properties of and verify. To be abstract, the specification logic
should also mention only the abstract names, but the semantics must translate them
into concrete names used in runs. A difficulty is that the denotation of an abstract
name differs at different points in runs, so we have to find a way of resolving the
different meanings. This is akin to the problem of rigid designators in first order
modal logic.

We use the simple device of using logical variables. Their meaning is given by
assignments, just as in first-order logic. But we do not allow quantification over
variables in the logic itself. We let x denote the infinite set of logical variables.
These variables are supposed to stand for nonces. We also need to use concrete agent
names in the logic for specifications based on agent-based knowledge modalities to
make sense. It bears emphasizing that variables do not have the same status as the
abstract names in the protocol specification. These indeed refer to concrete nonces
that occur in concrete executions of the protocol, but quite often we do not want to
bother about which particular concrete nonce is being talked about.

Recall the syntax of the logic:

L = A has x| sent(A,B,x) | received(A,B,x) | ~ot | aV | Ga | Ho | Kqo

The semantics of the logic crucially hinges on an equivalence relation on runs,
which is defined as follows. Intuitively, an agent cannot distinguish a term {¢ }; from
any other bitstring in a state where she has no information about k.

We define the set 2 of patterns as follows (where O denotes an unknown pattern):

PQer:=meq | (PQ)|{Pk|O

An action pattern is an action that uses a pattern instead of a term, and an event
pattern is an event that uses an action pattern instead of an action.
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We can now define the patterns derivable by an agent on seeing a term ¢ in the
context of a set of terms S. In a sense, this is the only certain knowledge that the
agent can rely on at that state. A similar notion has been defined in [20] in the
context of providing semantics for a BAN-like logic.

m ifmeqpns

pattern(m,S) = {D ifmem\s

pattern((t1,12),S) = (pattern(ty,S), pattern(t,,S))

{{pattem(t,S)}k ifkeS
O

pattern({t},S) = .
otherwise

We extend the definition to pattern(a,S) and pattern(e, S) for an action a, event e
and a set of terms S in the obvious manner. Note that pattern(a, S) is an action pattern
and pattern(e,S) is an event pattern. For & = ¢y - - - ¢,,, we define partern(&,S) to be
the sequence pattern(ey,S)--- pattern(ep,S).

Definition 13.1. An agent A’s view of a run &, denoted £[A, is defined as
pattern(E’,S), where &’ is the subsequence of all A-events of £, and S = infstate(&).
For two runs £ and £’ of Pr and an agent A, we define & and &’ to be A-equivalent
(in symbols & ~y &) iff E]A =E'JA. For § =e;---e,, &' =€) ---¢/,, i <n, and
i <n', wesay that (§,i) ~4 (§',i') whene;---e; ~p €} €}

The next issue in giving the semantics of £ is how to handle the logical variables.
This is standard. Along with the protocol we have an assignment a : X — Al A
T-assignment (for T C () is one which maps logical variables only to nonces in 7.

The semantics of formulas in such logics of knowledge is typically given at
points: (&,i) |Ea a [10]. However, to emphasize the fact that knowledge semantics
crucially depends on the set of runs being considered, we presentitas %, (&,i) a &
below. As we vary the set ®, for instance to consider a subset, what is common
knowledge to agents changes, and hence the semantics as well.

Fix a protocol Pr and an assignment a. For any subset % of ®(Pr), we define
the satisfaction relation %, (&,i) =, o as follows, where & € %, i < ||, and « is a
formula:

o R,(§,i) =a A has x iff a(x) € 53 for s = infstate((&,1)).

o ®,(&,i) [=asent(A,B,x) iff act(E (i) = A!B:t for some ¢ such that a(x) occurs as
a non-key subterm of .

o R,(&,i) [=a received(A, B, x) iff act(& (i)) = A?B:t for some ¢ such that a(x) oc-
curs as a non-key subterm of 7.

o R®,(&,i) Ea Gaiff for all i such that i <i' <|&], itis the case that &, (€,i') =, @.

o R®,(&,i) =a Ho iff for all # such that 1 < i’ <, it is the case that %, (&,i') =, a.

o R®,(&,i) Ea Kyoriff for all &' € ® and i/ < |€'| such that (&,i) ~4 (&',1), it is
the case that 8, (§,7') |=a .
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For a protocol Pr and a formula ¢, we say that « is valid over Pr iff for all
assignments a, and all runs (&, i) of Pr, R(Pr),(&,i) Ea a.

For a protocol Pr, formula ¢, and a fixed T C 7y, we say that « is T-valid over
Priff for all T-assignments a, and all T-runs (&,i) of Pr, ®r(Pr),(&,i) E=a o.

For a protocol Pr, formula ¢, and b > |T|, we say that « is b-valid over Pr iff
for all assignments a, and all b-runs (i) of Pr, ®,(Pr),(&,i) Ea .

Note that we have defined the semantics of formulas not over arbitrary sequences,
but relative to the runs of a protocol. This is because we are not studying abstract
notions of consistency in the logic but the more concrete questions of attacks on
security protocols. If a formula is satisfiable as a sequence of information states
which cannot be obtained as an admissible run of a protocol, such a property is
deemed to be uninteresting. Since the logic itself has no access to encrypted terms
and hence cannot describe protocols, it cannot constrain satisfiability to range over
such admissible runs either.

13.4 Decidability

The technical problem we now consider is the verification problem for our logic.
This asks for a given protocol Pr and a given formula a whether Pr |= o. The first
thing to note is that this problem is undecidable in general.

Theorem 13.1. The verification problem for L is undecidable.

Undecidability in the context of unboundedly long messages (but boundedly
many nonces) was shown by [9] and for unboundedly many nonces (but bounded
message length) by [7], by different techniques. Chapter 3 of [19] presents a uniform
framework in which such undecidablity results can be seen.

We therefore look at restrictions of the problem and try to obtain decidability.
A natural restriction is to confine our interest only to 7-runs, for a fixed finite set
T C 7. The following assertion shows that this is of no help.

Theorem 13.2. For a given Pr and o, and for a fixed finite set T C Ty, checking
whether all T-runs of Pr satisfy o is undecidable.

The proof is based on the same kind of Turing machine codings used in the
proof of Theorem 13.1. The point is that even though we evaluate o only on T'-
runs of Pr, the knowledge modalities range over all runs of Pr, not just over all
T-runs. A “simple” formula like L4 (I has m) forces one to consider runs (including
those in which A does not play a crucial role) in which [ tries to obtain m through
complicated means, and which might involve the honest agents generating lots of
new nonces. The trouble is that the “simple” atomic formula I has m packs a lot of
expressive power, and allows a trivial coding of secrecy.

In this context, it is reasonable to try to obtain decidability by restricting the
semantics of protocols (since even very weak logics are undecidable). One approach
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would be to ask if o is T-valid over Pr, given Pr and ¢. But that would amount
to common knowledge of T, and goes against the grain of security theory: after
all, agents are assumed to have the ability to generate random nonces about which
others know nothing!

We follow an approach that is standard in security analysis. We place an upper
bound on the number of nonces that can be used in any run. This also implies a
bound on the number of concurrent multi-sessions an agent can participate in. More
formally, given b > 0, we ask if it is the case that « is b-valid over Pr.

Before we proceed with our specific decidability result, we make two preliminary
observations.

Proposition 13.2. Given a protocol Pr and a formula «, there exists a finite set of
assignments 4 such that Pr |= « iff for all runs (§,i) of Pr and all assignments a

Sfrom 4, (&,i) =4 .

Proof. Fix an enumeration xo,x1,... of X and an enumeration ng,ny,... of A. Let
(without loss of generality) To = {no,...,ng_1} be the constants of Pr and « (the
constants of & are just the nonces occurring in ). Let xk,...,x;— be the variables
occurring in o.

For every a: x — a(, consider a l:a—au {xk,...,x—1} defined as follows:

al(n) = n ifneTfornda({xk,...,x.—1})
x; if i is the least such that a(x;) = n

Leta: {xk,...,xz—1} — {nk,...,n.—1} be given by:

~ .\ Jn ifa(x)=neT
a(x’){ni ifa(y) & T

For every assignment a, leta : o' — 2 be given by:

) — {al(n) ifa~l(n) € x

a(a~!(n)) otherwise

It is now straightforward to prove that for all runs (&, i) of Pr, all assignments a,
and all subformulas f of o:

(§,0) Fa Biff (a(&),i) =4 B
and the proposition immediately follows.

On the strength of the above theorem, in what follows we only consider the prob-
lem of checking whether a particular set of runs of a protocol satisfy a formula under
a fixed assignment (which we shall not mention explicitly).

For a protocol Pr and a set of agents Ag’, call € an Ag’-run of Pr if only agents
from Ag’ occur in . The following proposition is easy to prove.
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Proposition 13.3. Given a protocol Pr and a formula @, there is a finite set of agents
Ag' such that Pr = o iff (§,0) = o for all Ag'-runs & of Pr.

Theorem 13.3. Fix a bound b. The problem of checking for a given protocol Pr and

(n-h'd)o(l

a formula o of £ whether o is b-valid over Pr is decidable in time 2 ), where

n is the size of the protocol specification, and d is the modal depth of «.

Fix a bound b for the rest of the section. Also fix a protocol Pr and a formula «.
We want to check whether « is b-valid over Pr.

We let T be the set consisting of the constants of Pr, and the nonces occurring in
. For ease of notation, we refer to K, (Pr) by & for the rest of the section. Assume
that the modal depth of the formula is d. This means that it is enough to consider
“chains” of runs of length at most d to determine the truth of the given formula on
any run. Thus if we find an finite set of runs ®' that is d-bisimilar to ®, it will turn
out to be enough to check the truth of & over ®’, in order to verify o over %.

Towards this, we define a set of nonce patterns {O; j | i <d,j < b}, and define
for each i < d the set %, = {0y ; | i’ <i,j < b}. We denote by ®;(i < d) the set of
runs which only use nonces from T and patterns from #; (in place of nonces). A run
belonging to &; is also referred to as an i-run.

For i < d, a zap function of rank i is a one-to-one, partial map U : N\ — T U %,
such that for all n € T, (n) = n. We say that a zap function u is suitable for a b-run
& of the protocol if it is defined for all nonces occurring in &. For two b-runs & and
&’ of Pr, we say that £ =; £’ iff there exist zap functions u, i’ of rank i suitable for
& and &', respectively, such that u(&) = u’(&’). It is clear that ~; is an equivalence
relation for all i <d.

The heart of the proof is the following lemma:

Lemma 13.1. For all i < d, b-runs &1 and &, such that &) ~; &, the following holds:

for all agents A, all b-runs &, and all positions ¢ < |&|, €' < |&]| such that (£1,£) ~4
(&],£)), there exists a b-run &} such that & =1 &} and (§2,€) ~a (&3,0).

Proof. Let U1, [ be appropriate zap functions of rank i such that (&) = ta(&).
Let 2’ be the nonces occurring in &; |A. Define &) to be 7(&[) where 7 is defined as
follows (assuming a set of “fresh nonces” ny,...,np):

undefined  if n does not occur in &{
t(n) = qp (i) ifnend

n; if n is the i™ nonce occurring in &/ and not in A’

It is clear that we can find zap functions | and u} of rank i + 1 such that u{(&{) =
w5 (&4). (They mimic y; respectively on A and map the other nonces (in order of
occurrence) to Ui 1.0, Oig115-- -, Oig1p).

Now we show that (&,0) ~4 (&,¢). Note that & = p, ' (u1(&1)) and & =
()N (U (&])). Also & 1A = & TA. But notice that on &, u} and p] agree with
1, and therefore £;[A = ;! (11 (§]1A)) = &[ A.
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From this, it is a standard argument to prove the following lemma.

Lemma 13.2. For any i < d, any formula B of modal depth d — i, and any two runs

& and &' such that & ~; &', and all £ <|&|, (&,0) =B iff (£,0) = B.

Theorem 13.3 now follows from the fact that the verification problem reduces
to verifying the truth of « over a finite set &’ of runs of Pr (got from ®; by us-
ing a “fresh nonce” n,, in place of each O, ; € #;). A naive decision procedure is
to generate the set of all such runs and check whether the given formula is true.
Proposition 13.1 is used crucially both to check the truth of atomic formulas of the
form A has x, and to check admissibility conditions on actions sequences. We get
the bound on &’ as follows: each event of a run in ®’ is specified by an action a in
the protocol specification, and nonces of the form n; ; that instantiate the ones in a.
Thus the set of events we need to consider is of size B = n- (b'd)°"). Now a run
in ®’ is determined by a subset of the events and an ordering on them. Thus the
number of runs is (B+ 1)5. Thus we get the bound specified in the theorem.

13.5 Discussion

The central idea of the decision procedure above is to [ift the decidability of the ques-
tion T F ¢ to that of the logic. This suggests that we can extend the result to protocols
whose message terms over richer cryptographic primitives, as long as the question
T + t remains decidable. We could include algebraic properties of the encryption
operators, or extend the term algebra with primitives such as blind signatures, and
yet achieve such decidability. In [2], we show this in the case of blind pairing.

The use of the inference system on terms suggests that knowledge of agents
reduces to provability in the weaker system. However, there are many cryptographic
contexts such as zero knowledge proofs where agents can verify that a term has a
particular structure, without being able to construct it. Such a consideration takes us
beyond Dolev-Yao models.

Halpern and Pucella [12] make an attempt to go beyond the Dolev Yao model, by
also considering probabilistic notions and the intruder attempting to guess nonces
and keys. They employ the idea of modelling adversary capabilities by restrictions
on the algorithms used by adversaries; this is represented in our set-up by indexing
the message derivation system: T k4 ¢ describes the algorithm employed by A. This
approach is explored in [17]. But our emphasis has been on decidability, and it will
be interesting to explore decision questions in rich logics like the one in [12].

Another consideration, largely ignored in this paper, relates to how security
protocols may be implemented in a manner consistent with knowledge specifica-
tions [21]. This line of work is important, but what we have attempted to argue here
is that such considerations lead us not only to interesting security theory, but also
new theories of knowledge.
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