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Preface

This book is a tribute to

Prof. Alberto Isidori

on the occasion of his 65th birthday.
Prof. Isidori’s prolific, pioneering and high-impact research activity has

spanned over 35 years. Throughout his career, Prof. Isidori has developed
ground-breaking results, has initiated research directions and has contributed
towards the foundation of nonlinear control theory. In addition, his dedication
to explain intricate issues and difficult concepts in a simple and rigorous way
and to motivate young researchers has been instrumental to the intellectual
growth of the nonlinear control community worldwide.

The volume collects 27 contributions written by a total of 52 researchers.
The principal author of each contribution has been selected among the re-
searchers who have worked with Prof. Isidori, have influenced his research
activity, or have had the privilege and honour of being his PhD students. The
contributions address a significant number of control topics, including theo-
retical issues, advanced applications, emerging control directions and tutorial
works. The diversity of the areas covered, the number of contributors and
their international standing provide evidence of the impact of Prof. Isidori in
the control and systems theory communities.

The book has been divided into six parts: System Analysis, Optimization
Methods, Feedback Design, Regulation, Geometric Methods and Asymptotic
Analysis, reflecting important control areas which have been strongly influ-
enced and, in some cases, pioneered by Prof. Isidori.

The first part “System Analysis” collects four contributions. In “Smooth
Distributions Are Globally Finitely Spanned”, H.J. Sussmann focuses on the
foundations of differential geometry providing a characterization of smooth
distributions. Then E.D. Sontag and Y. Wang, in “Uniformly Universal In-
puts”, prove the existence of universal inputs, uniformly for the observabil-
ity of all analytic continuous-time systems. In “System Interconnection”,
J.C. Willems reviews and sheds new light on the classical notion of intercon-
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nection, with special emphasis on physically consistent formalizations. Finally,
in “Reduced Order Modeling of Nonlinear Control Systems”, A.J. Krener
presents a method for nonlinear model reduction based on a normal form for
the controllability and observability functions.

The second part “Optimization Methods” consists of four contributions. In
“Nonholonomic Trajectory Optimization and the Existence of Twisted Matrix
Logarithms”, R.W. Brockett discusses an optimal control problem for bilinear
systems as a representative example for a class of problems with a Lie group
structure. Then A.B. Kurzhanski and P. Varaiya, in “The Hamilton-Jacobi
Type Equations for Nonlinear Target Control and Their Approximation”,
present a comparison principle for first-order PDEs, of the Hamilton-Jacobi-
Bellman type, arising in nonlinear target control synthesis and reachability
analysis. In “Causal Coding of Markov Sources with Continuous Alphabets”,
S. Yüksel and T. Başar deal with the remote control problem for linear and
nonlinear systems with quantization, by studying the structure of optimal
causal encoders for kth-order Markov sources. Finally, in “Pseudospectral
Optimal Control and Its Convergence Theorems”, W. Kang, I.M. Ross and
Q. Gong present convergence theorems for the pseudospectral methods of
nonlinear optimal control with constraints.

The third part “Feedback Design” comprises six contributions. In “Event
Based Control”, K.J. Åström discusses the advantages of event-based control
strategies over sampled-data theory in computer controlled systems. Then,
A.P. Aguiar, J.P. Hespanha and P.V. Kokotović investigate, in “Zero Dynam-
ics and Tracking Performance Limits in Nonlinear Feedback Systems”, the
tracking performance achievable for nonminimum-phase nonlinear systems by
exploiting the concept of zero dynamics. In “A Nonlinear Model for Com-
bustion Instability: Analysis and Quenching of the Oscillations”, I.D. Lan-
dau, F. Bouziani and R.R. Bitmead study a model for combustion instability
in gas-fueled turbo-machinery using the Krylov-Bogoliubov method. Then,
M. Cao and A.S. Morse, in “Convexification of the Range-Only Station Keep-
ing Problem”, solve the three landmarks station keeping problem in the plane,
by adopting concepts inherited from switched adaptive control. In “Control
of Hydraulic Devices, an Internal Model Approach”, K. Schlacher and K. Ze-
hetleitner study the problem of controlling, by output feedback, nonlinear
hydraulic devices to suppress periodic disturbances in steel rolling. Finally,
in “Hybrid Zero Dynamics of Planar Bipedal Walking”, J.W. Grizzle and
E.R. Westervelt deal with the problem of designing stable periodic walking
motions in bipedal robots by extending the concept of zero dynamics to hybrid
systems.

Six contributions compose the fourth part “Regulation”. In “Hybrid Sys-
tems: Limit Sets and Zero Dynamics with a View Toward Output Regula-
tion”, C. Cai, R. Goebel, R.G. Sanfelice and A.R. Teel investigate concepts
such as limit sets and zero dynamics for hybrid systems and discuss their
use in hybrid output regulation problems. Then, L. Marconi and L. Praly,
in “Essential and Redundant Internal Models in Nonlinear Output Regu-
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lation”, develop a few issues on the problem of semiglobal output regula-
tion for nonlinear systems and, in particular, discuss the design of internal
model-based regulators. In “Two Global Regulators for Systems with Meas-
urable Nonlinearities and Unknown Sinusoidal Disturbances”, R. Marino,
G.L. Santosuosso and P. Tomei deal with the problem of global regulation
for a class of possibly nonminimum-phase nonlinear systems in the pres-
ence of uncertainties on the system and the exosystem. Then A. Serrani, in
“A Taxonomy for Time-Varying Immersions in Periodic Internal-Model Con-
trol”, frames in the context of nonlinear output regulation the problem of
classifying immersion mappings according to the observability properties of
the steady-state generator system. In “Paving the Way Towards the Control
of Wireless Telecommunication Networks”, F. Delli Priscoli and A. Pietra-
bissa show how linear control methodologies can be used for the development
of resource management procedures in communication networks. Finally, in
“Nonlinear Synchronization of Coupled Oscillators: the Polynomial Case”,
J.-S. Kim and F. Allgöwer present a feedback method to achieve synchroniza-
tion of coupled identical oscillators which are described by polynomial vector
fields.

The fifth part “Geometric Methods” contains three chapters. In “Distur-
bance Decoupling for Open Quantum Systems: Quantum Internal Model Prin-
ciple”, N. Ganesan and T.J. Tarn explore the use of classical disturbance
decoupling techniques to eliminate decoherence in quantum control systems.
Then S. Monaco and D. Normand-Cyrot, in “Controller and Observer Nor-
mal Forms in Discrete-Time”, study the problem of simplifying discrete-time
nonlinear systems through feedback transformations and the use of output
injection. Finally, in “A Geometric Approach to Dynamic Feedback Lineariza-
tion”, S. Battilotti and C. Califano characterize, from a geometric perspective,
dynamically feedback linearizable systems and provide an algorithm for the
computation of the linearizing dynamic controller.

The last part “Asymptotic Analysis” contains four contributions. In “The
Steady-State Response of a Nonlinear Control System, Lyapunov Stable At-
tractors, and Forced Oscillations”, C.I. Byrnes and D.S. Gilliam discuss the
notion of steady-state response for nonlinear systems and its use in the study
of forced oscillations. Then, in “Model Reduction by Moment Matching for
Linear and Nonlinear Systems”, A. Astolfi develops a theory of model reduc-
tion for nonlinear systems introducing a nonlinear enhancement of the notion
of moment and exploiting the theory of the steady-state response of non-
linear systems. In “Adaptive Control of Nonlinear Systems with Unknown
Parameters by Output Feedback: a Non-Identifier-Based Method”, H. Lei
and W. Lin solve the output feedback stabilization problem for a class of
nonlinear systems with uncertain parameters. Finally, C. De Persis, in ‘Hy-
brid Feedback Stabilization of Nonlinear Systems with Quantization Noise
and Large Delays”, illustrates the design of hybrid stabilizing controllers
for nonlinear feedforward systems over finite-bandwidth networks with large
delays.
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The editors would like to thank all authors who have contributed to this
exceptional book. We are also grateful to Michelle Hammond for her help in
the preparation of the volume.

We complete the preface with a personal consideration. There are very few
events in the life of a person that shape it in a unique way. For both of us, the
encounter with Prof. Isidori has been one such event. It has determined the
place we live and/or work, has directed our careers, inspired our work, set an
example and influenced the way we work.

It is for us a great honour to celebrate Alberto’s contributions to science
and to our lives.

London, Rome, Bologna Alessandro Astolfi
June 2007 Lorenzo Marconi
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1049-001 Lisbon, Portugal.
pedro@isr.ist.utl.pt

Frank Allgöwer
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Università di Roma “La Sapienza”
00184 Rome, Italy
depersis@dis.uniroma1.it

Narayan Ganesan
Washington University in St. Louis
St Louis, MO-63130, USA
nganesan@wustl.edu

David S. Gilliam
Texas Tech University
Lubbock, TX 79409, USA
gilliam@math.ttu.edu

Rafal Goebel
3518 NE 42 St.,
Seattle, WA 98105, USA
rafal.k.goebel@gmail.com

Qi Gong
Univerisity of Texas at San Antonio
San Antonio, TX 78249, USA.
qi.gong@utsa.edu

Jessy W. Grizzle
University of Michigan
Ann Arbor, MI 48109, USA
grizzle@umich.edu

João P. Hespanha
University of California
Santa Barbara, CA 93106, USA
hespanha@ece.ucsb.edu

Wei Kang
Naval Postgraduate School
Monterey, CA 93943, USA
wkang@nps.edu

Jung-Su Kim
University of Stuttgart
70550 Stuttgart, Germany
kim@ist.uni-stuttgart.de

Petar V. Kokotović
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Summary. A smooth distribution on a smooth manifold M is, by definition, a map
that assigns to each point x of M a linear subspace Δ(x) of the tangent space TxM ,
in such a way that, locally, there exist smooth sections f1, . . . , fd of Δ such that
the linear span of f1(x), . . . , fd(x) is Δ(x) for all x. We prove that a much weaker
definition of “smooth distribution,” in which it is only required that for each x ∈ M
and each v ∈ Δ(x) there exist a smooth section f of Δ defined near x such that
f(x) = v, suffices to imply that there exists a finite family {f1, . . . , fd} of smooth
global sections of Δ such that Δ(x) is spanned, for every x ∈ M , by the values
f1(x), . . . , fd(x). The result is actually proved for general singular subbundles E of
an arbitrary smooth vector bundle V , and we give a bound on the number d of global
spanning sections, by showing that one can always take d = rankE · (1 + dim M),
where rank E is the maximum dimension of the fibers E(x).

1 Introduction

“Smooth singular distributions” – or, simply, ”smooth distributions” – on
a smooth manifold M are often defined as maps M � x �→ Δ(x) such that

(i) for each x ∈M , Δ(x) is a linear subspace of TxM ,
(ii)Δ is locally finitely spanned.

Condition (ii) can be assigned a precise meaning in several different ways. For
example, we could take (ii) to mean

(LFS) for every x∗ ∈M there exist an open neighborhood U of x∗ in M and
a finite sequence (f1, . . . , fd) of smooth vector fields on U such that

Δ(x) = span{f1(x), . . . , fd(x)} for all x ∈ U .

� Research supported in part by NSF Grants DMS01-03901 and DMS-05-09930.
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Naturally, it would also be possible to require a condition that in principle
appears to be stronger, namely, that Δ is “globally finitely spanned,” in the
sense that the sequence (f1, . . . , fd) exist globally, that is

(GFS) There exists a finite sequence (f1, . . . , fd) of smooth vector fields on M
such that

Δ(x) = span{f1(x), . . . , fd(x)} for all x ∈M .

(This is actually the requirement used by A. Isidori in [1], p. 14.)
Alternatively, one could require the seemingly much weaker condition that

Δ is “determined by the values of its smooth sections,” in the sense that

(DVSS) For every x∗ ∈M and every v ∈ Δ(x∗) there exists a smooth vector
field f on some open neighborhood U of x∗ such that f(x∗) = v and
f(x) ∈ Δ(x) for all x ∈ U .

The purpose of this note is to prove that the three conditions are equivalent,
and to give a bound for the number d of smooth global sections of Δ that are
required to span Δ(x) for each x.

We will actually prove the result for a general smooth singular subbundle
E of an arbitrary smooth vector bundle V over a smooth manifold M . The
bound on the number d of global sections of E needed to span the space E(x)
at each point x of M will turn out to be ρ(E) · (1 + dimM), where ρ(E) is
the rank of E. (In particular, a singular distribution Δ on a smooth manifold
of dimension m is always spanned at every point by m2 + m smooth global
sections.)

Acknowledgment. The author is grateful to Dmitry Roytenberg for bringing
to his attention the question that is answered in this paper.

2 Statement and Proof of the Main Result

Throughout this note, the word “smooth” means “of class C∞”, and “smooth
manifold” means “smooth Hausdorff paracompact finite-dimensional manifold
without boundary.” If M is a smooth manifold, then TM is the tangent bundle
of M and, for each x ∈M , TxM is the tangent space of M at x. If S is a subset
of a real linear space X, then spanS denotes the linear span of S.

Our precise definitions are as follows.
Let V be a smooth vector bundle over a smooth manifold M . A singular

subbundle of V on an open subset U of M is a map M � x �→ E(x) such
that E(x) is a linear subspace of V (x) for each x ∈ M . A smooth section
of a singular subbundle E of V defined on U is a map U � x �→ σ(x) ∈ E(x)
which is smooth as a section of V .



Smooth Distributions 5

Definition 1. Let V be a smooth vector bundle over a smooth manifold M
and let E be a singular subbundle of V over M . We say that E is smooth if for
every x ∈M there exists a smooth section σ of E, defined on a neighborhood
U of x, such that v = σ(x).

The rank of a subbundle E of V is the maximum of the dimensions of the
fibers of E. ��

We will use ρ(E) to denote the rank of E.
In particular, a smooth distribution onM is a smooth singular subbundle

of TM . (This means, that Δ is a map M � x �→ Δ(x) such that (i) and (ii)
above hold, where (ii) is interpreted to mean “Condition DVSS holds.”)

The following is then our main result.

Theorem 1. Let V be a smooth vector bundle over a smooth manifold M of
dimension m, and let E be a smooth singular subbundle of V in the sense of
Definition 1. Let d = ρ(E)(m+ 1). Then there exist d smooth global sections
σ1, . . . , σd of E such that the values σ1(x), . . . , σd(x) linearly span E(x) for
every x ∈ E.

Proof. Let r = ρ(E). For each x, use δ(x) to denote the dimension of the
space E(x). Define Ωk = {x : δ(x) ≥ k}, for each k ∈ {0, 1, . . . , r + 1}. Then
the Ωk are open subsets of M . (Indeed, if x ∈ Ωk then we may pick k linearly
independent members v1, . . . , vk of E(x), and smooth sections σ1, . . . , σk of E,
defined on a neighborhood U of x, such that σj(x) = vj for j = 1, . . . , k. Since
σ1(x), . . . , σk(x) are linearly independent, it follows that σ1(x′), . . . , σk(x′) are
linearly independent for all x′ in some neighborhood U ′ of x. Then δ(x′) ≥ k
for all x′ ∈ U ′, so U ′ ⊆ Ωk.)

Furthermore, it is clear that

M = Ω0 ⊇ Ω1 ⊇ Ω2 ⊇ · · · ⊇ Ωr−1 ⊇ Ωr ⊇ Ωr+1 = ∅ .

We will construct m+1-tuples (σk
1 , . . . , σ

k
m+1) of smooth global sections of E,

for each k ∈ {1, . . . , r}, such that

(∗) for every k ∈ {1, . . . , r} the following is true

(#k) for every x ∈ Ωk, the linear span of the set of k(m+1) values σj
i (x),

i ∈ {1, . . . ,m+ 1}, j ∈ {1, . . . , k}, is of dimension ≥ k.

It is then easy to see that, once this construction is carried out, the r(m+1)
sections σj

i , i ∈ {1, . . . ,m+ 1}, j ∈ {1, . . . , r}, will have the desired property.
(Indeed, suppose x ∈ M , and let k = δ(x). Then x ∈ Ωk, so the linear span
of the σj

i (x) for i ∈ {1, . . . ,m+ 1} and j ∈ {1, . . . , k} is of dimension ≥ k,
and then a fortiori the linear span L(x) of the σj

i (x), for i ∈ {1, . . . ,m+ 1}
and j ∈ {1, . . . , r}, is of dimension ≥ k. But E(x) is of dimension k, and
L(x) ⊆ E(x). So L(x) = E(x).)

We construct (σk
1 , . . . , σ

k
r ) by induction on k, as follows. Suppose we have

constructed the σj
i for j < k and i ∈ {1, . . . ,m + 1}, in such a way that
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Conditions (#j) are satisfied for all j ∈ {1, . . . , k − 1}. (In particular, this
assumption is vacuously true if k = 1.)

For each x ∈ Ωk, let A(x) be the linear span of the σj
i (x) for j < k,

i ∈ {1, . . . ,m+ 1}.
Now fix a point x ∈ Ωk. Then our inductive hypothesis implies that

dimA(x) ≥ k − 1. Since dimE(x) ≥ k (because x ∈ Ωk), we may pick a vector
v ∈ E(x) such that the linear span of A(x)∪{v} has dimension ≥ k, and then
we may pick a smooth section νx of E, defined on some open neighborhood
Wx of x, such that νx(x) = v. After multiplying νx by a smooth function
ϕ : M �→ R which is such that ϕ(x) > 0 and the support of ϕ is a compact
subset of Wx, we may assume that νx is a global smooth section of E.

Since span (A(x)∪{v}) has dimension ≥ k, we may assume, after shrinking
Wx, if necessary, that

(*) the linear span of A(x′)∪{νx(x′)} has dimension ≥ k for every x′ ∈ Wx.

This implies, in particular, that Wx ⊆ Ωk. Then W = {Wx}x∈Ωk
is an open

covering of Ωk.
We now come to the key step of our proof, namely, the construction of

a refinement of Z of W with a very special property. (Recall that a refine-
ment of an open covering U = {Uα}α∈A of a topological space T is an open
covering V = {Vβ}β∈B of T such that for every β ∈ B there exists an α ∈ A
such that Vβ ⊆ Uα.)

Lemma 1. There exists Z = {Zλ}λ∈L such that

• Z is an open covering of Ωk;
• Z is a refinement of W;
• the index set L is a union

L = L1 ∪ L2 ∪ · · · ∪ Lm+1 ,

such that each Li has the property that Zλ ∩ Zλ′ = ∅ whenever λ ∈ Li,
λ′ ∈ Li, and λ �= λ′. (In other words, each Zi = {Zλ}λ∈Li is a family of
pairwise disjoint open subsets of Ωk.)

Proof. Let us prove the existence of a Z with the above properties. Equip M
with a Riemannian metric. (This is possible because we are assuming that
M is paracompact.) Then let T be a triangulation of Ωk that refines W , in
the sense that every closed face F of T is a subset of Wx for some x. (The
existence of a triangulation of Ωk follows from the well known fact that every
smooth manifold is triangulable, cf. [2]. Then a triangulation that refines the
coveringW can easily be constructed by successive barycentric subdivisions.)

For j = 0, . . . ,m, let Tj be the set of all j-dimensional open faces of T ,
and let |Tj| be the union of the members of Tj . Then each F ∈ Tj is both
relatively open and relatively closed in |Tj |. Given a face F ∈ Tj , let C(F ) be
the union of the closures in Ωk of all the faces G ∈ Tj other than F . Then
C(F ) is a relatively closed subset of Ωk, because it is the union of a locally
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finite family of compact subsets of Ωk. Furthermore, F ∩C(F ) = ∅, because F
is relatively open in Tj . If x ∈ F , then the Riemannian distance dist(x,C(F ))
from x to C(F ) is strictly positive, because x /∈ C(F ) and C(F ) is closed. Let
Bx be the open ball in Ωk with center x and radius 1

2dist(x,C(F )). Let B(F )
be the union of the Bx for all x ∈ F .

We now prove that the B(F ), as F varies over Tj , are pairwise disjoint.
To show this, let us assume that F, F ′ ∈ Tj and F �= F ′, and let us show that
B(F ) ∩B(F ′) = ∅. Suppose B(F ) ∩B(F ′) �= ∅. Pick y ∈ B(F ) ∩B(F ′). Pick
x ∈ F such that y ∈ Bx and x′ ∈ F ′ such that y ∈ Bx′ . Let δ = dist(x,C(F )),
δ′ = dist(x′, C(F ′)). Assume, without loss of generality, that δ ≥ δ′. Then

dist(x, x′) ≤ dist(x, y) + dist(y, x′) <
1
2
δ +

1
2
δ′ ≤ δ .

So dist(x, x′) < δ, which is a contradiction, since δ = d(x,C(F )) and x′

belongs to C(F ).
By construction, each F ∈ Tj is a subset of Wx for some x ∈ Ωk. So we

may pick, for each F ∈ Tj, a point x
F
∈ Ωk such that F ⊆ Wx

F
. We then

define B̃(F ) = B(F ) ∩Wx
F

. It is clear that

1. for every j ∈ {0, . . . ,m}, and every F ∈ Tj, B̃(F ) is an open subset of
Ωk such that F ⊆ B̃(F ) ⊆Wx

F
;

2. for every j ∈ {0, . . . ,m}, the sets B̃(F ), for F ∈ Tj, are pairwise disjoint;
3.
⋃m

j=0

⋃
F∈Tj

B̃(F ) = Ωk.

Now let Li = Ti−1 for i = 1, 2, . . . ,m+1, and then let L = L1∪· · ·∪Lm+1.
For F ∈ Li, let ZF = B̃(F ). Then Z = {ZF}F∈L is an open covering of Ωk.
Furthermore, Z is a refinement of W , because if F ∈ L then ZF ⊆ Wx

F
.

Finally, each Zi = {ZF}F∈Li is clearly a family of pairwise disjoint sets. So
Z has all the desired properties, and the proof of our lemma is complete. ��

We now return to the proof of the main theorem. Let Zi be the union
of all the members of Zi. For each i and each member Z of Zi pick a point
x̄(i, Z) ∈ Ωk such that Z ⊆Wx̄(i,Z). Then define a smooth section μi of E on
Zi by letting μi(x) = νx̄(i,Z)(x) if x ∈ Z, Z ∈ Zi. (This is possible because
(a) if x ∈ Zi then there exists one and only one Z ∈ Zi such that x ∈ Z,
(b) νx̄(i,Z) is a smooth section of E on Wx̄(i,Z), and (c) Z ⊆Wx̄(i,Z).) It then
follows from (*) that, whenever i = 1, . . . ,m + 1, Z ∈ Zi, and x ∈ Z, then
span(A(x) ∪ {μi(x)}) has dimension ≥ k. In particular,

(**) for every i, the linear span of A(x)∪{μi(x)} has dimension ≥ k for every
x ∈ Zi.

We now construct a smooth function ϕi : M �→ R such that

(1) ϕi(x) > 0 for all x ∈ Zi,
(2) if we let θi(x) = ϕi(x)μi(x) for x ∈ Zi, and θi(x) = 0 for x ∈M , x /∈ Zi,

then θi is a smooth section of V on M .
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(The existence of ϕi is easy to prove. Indeed, it is clearly sufficient to construct
ϕi on each connected component of M , so we may as well assume that M is
connected. Since Zi is open in M , we can express Zi as a countable union⋃∞

�=1K� of compact sets such that K� ⊆ IntK�+1 for each . For each , find
a smooth nonnegative function ψ� : M �→ R such that ψ� ≡ 1 on K� and
ψ� ≡ 0 on M\K�+1. We construct ϕi by letting ϕi =

∑∞
�=1 ε�ψ�, where the

ε� are strictly positive numbers that converge to zero sufficiently fast. The
maps θi,� given by θi,�(x) = ψ�(x)μi(x) are then smooth compactly supported
global sections of V on M , and all we need is to find the ε� so that the series∑∞

�=1 ε�ψ� and
∑∞

�=1 ε�θi,� converge to smooth limits ϕi, θi in the spaces
C∞(M,R), C∞(M,V ) – where C∞(M,V ) is the space of all smooth sections
of V – endowed with the topology of uniform convergence on compact sets
of all the derivatives of all orders. And it is a well known fact that such ε�
always exist.)

We now let σk
i = θi for i = 1, . . . ,m+1. We have to verify that (#k) holds.

For this purpose, we pick x ∈ Ωk and verify that the linear span S(x) of the
vectors σj

i , for i ∈ {1, . . . ,m+ 1}, j ∈ {1, . . . , k}, has dimension ≥ k. Since Z
is a covering of Ωk, we may pick an F ∈ L such that x ∈ ZF . Then F belongs
to Li for a unique i, and then x ∈ Zi. It follows that span(A(x) ∪ {μi(x)})
has dimension ≥ k. Since x ∈ Zi, we have ϕi(x) > 0, and then the fact that
θi(x) = ϕi(x)μi(x) implies that span(A(x)∪{θi(x)}) = span(A(x)∪{μi(x)}),
so span(A(x) ∪ {θi(x)}) also has dimension ≥ k. In other words, we have
shown that span(A(x)∪ {σk

i (x)}) has dimension ≥ k. Since A(x) is the linear
span of the vectors σj

i , for i ∈ {1, . . . ,m+ 1}, j ∈ {1, . . . , k − 1} it is clear
that A(x) ∪ {σk

i (x)} ⊆ S(x). Hence dimS(x) ≥ k as desired, concluding our
proof. ��
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Summary. A result is presented showing the existence of inputs universal for ob-
servability, uniformly with respect to the class of all continuous-time analytic sys-
tems. This represents an ultimate generalization of a 1977 theorem, for bilinear
systems, due to Alberto Isidori and Osvaldo Grasselli.

1 Introduction

One of the key concepts in control theory is that of a universal input for
observability and parameter identification. Informally stated, an input u0 is
universal (for a given system) provided that the following property holds: if
two internal states x1 and x2 are in principle distinguishable by any possi-
ble input/output experiment, then x1 and x2 can be distinguished by forcing
the system with this particular input u0 (and observing the corresponding
output function). Universal input theorem(s) for distinguishability show that
such inputs indeed do exist, and, furthermore, show that “generic” (in an
appropriate technical sense) inputs have this property. Viewing unknown pa-
rameters as constant states, one may re-interpret the universal input property
as one regarding parameter identifiability instead of observability.

In the seminal 1977 paper [5], Alberto Isidori (together with Osvaldo Gras-
selli) provided the first general result on existence of universal inputs for a wide
class of nonlinear systems (bilinear systems). Motivated by this work [8] pro-
vided analogous results for discrete time systems as well as continuous-time
analytic systems with compact state spaces, and this was extended to arbi-
trary continuous-time analytic systems in [14]. (See also the related work in [7]

� Supported in part by NSF Grant DMS-0504557
�� Supported in part by NSF Grant DMS-0504296 and Chinese National Natural

Science Foundation grant 60228003
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for linear automata.) A different proof of the result in [14] was given in [21],
where implications to the study of a nonlinear analog of “transfer functions”
were discussed as well.

In the present paper, we provide an ultimate extension of the theorems
for analytic continuous-time systems, showing that there are inputs that are
universal with respect to all finite dimensional analytic systems, and, more-
over, the set of such inputs is generic. A preliminary version of our result
was presented at the 1994 IEEE Conference on Decision and Control [20] (see
also [11]).

Besides their intrinsic theoretical appeal, universal input theorems help
provide a rationale for systems identification when using information pro-
vided by “random” or unknown inputs. For example, in [16] universal inputs
were used to justify the “dependent input” approach to the identification of
molecular-biological systems, for which high complexity and the lack of suf-
ficient quantitative measurements prevent the use of arbitrary test signals.
The approach in [16], applied to measurements of nitrogen uptake fluxes in
baker’s yeast (Saccharomyces cerevisiae), was to view unmodeled dynamics
(possibly due to mutations in the yeast strains being used) as generating fic-
titious “dependent inputs”. In another direction, universal input theorems
provide a basis for certain numerical methods for path planning in nonlinear
systems, see for example [11, 10, 12].

2 Analytic Input/Output Operators

We first review some standard notions regarding analytic input/output oper-
ators. Let m be a fixed nonnegative integer. By an input we mean a Lebesgue
measurable, essentially bounded function u : [0, T ]→ R

m for some T > 0.
Consider a set Θ = {X0, X1, . . . , Xm}, whose elements will be thought

as m + 1 non-commuting variables. We use Θ∗ to denote the free monoid
generated by Θ, where the neutral element of Θ∗ is the empty word, and the
product is concatenation. We define R[Θ] to be the R-algebra generated by
Θ∗, that is, the set of all polynomials in the Xi’s. By a power series in the
variables X0, X1, . . . , Xm we mean a formal power series:

c =
∑

w∈Θ∗
〈c, w〉w ,

where 〈c, w〉 ∈ R for each w ∈ Θ∗. We use R[[Θ]] to denote the set of all
power series in the Xi’s. This is a vector space with “+” defined coefficient-
wise. There is a linear duality between R[[Θ]] and R[Θ] provided by:

〈c, d〉 =
∑

w∈Θ∗
〈c, w〉〈d, w〉 (1)

for any c ∈ R[[Θ]] and d ∈ R[Θ].
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A series c ∈ R[[Θ]] is a convergent series if there is a positive (radius of
convergence) ρ and a constant M such that

|〈c, w〉| ≤ Mρll!, ∀|w| = l , (2)

where |w| denotes the length of w, i.e., |w| = l if w = Xi1Xi2 · · ·Xil .
Let Lm

e,∞ denote the set of measurable, locally essentially bounded func-
tions u : [0, ∞) → R

m. For each u ∈ Lm
e,∞ and S0 ∈ R[[Θ]], consider the

initial value problem

Ṡ(t) =

(

X0 +
m∑

i=1

Xiui

)

S(t), S(0) = S0 (3)

seen as a differential equation over R[[Θ]]. A solution is an absolutely con-
tinuous curve, where derivative is understood coefficient-wise. For any locally
essentially bounded u( · ), by the Peano-Baker formula, there is always a so-
lution in R[[Θ]] whose coefficients are iterated integrals of u. Furthermore,
one can prove the uniqueness of the solutions successively by induction. In
particular, the solution C[u] with C[u](0) = S0 = 1 defines the generating (or
“Chen-Fliess”) series of u (cf. [1, 2, 14]). Explicitly, For each u, the generating
series C[u] is given by

C[u](t) =
∑

w

Vw[u](t)w ,

where Vw[u] is given recursively by Vφ[u](t) = 1, and

VXiw[u](t) =
∫ t

0

ui(s)Vw[u](s) ds , ∀w ∈ Θ∗ , (4)

where u0 ≡ 1. We say that a pair (T, r) of positive real numbers with r ≥ 1 is
admissible for a convergent series c if for some M and ρ as in (2) the following
inequality holds:

Trρ(m+ 1) < 1.

For each pair (T, r) (where r ≥ 1) that is admissible for a convergent series c,
the series c defines an i/o operator FT,r

c on the set

VT (r) := {u| u : [0, T ]→ R
m, ‖u‖∞ ≤ r}

by means of the following formula:

Fc[u](t) = 〈c, C[u](t)〉 =
∑

w

〈c, w〉Vw [u](t) . (5)

It is known (c.f. [6]) that the series in (5) converges uniformly on [0, T ].
Note that, for every convergent series c, and for every two pairs (T1, r1)

and (T2, r2) that are admissible for c, the functions FT1,r1
c and FT2,r2

c coincide
on Vr(T ), where T = min{T1, T2} and r = min{r1, r2}. Therefore, one may
define a mapping Fc on the union of the sets VT (r) for all pairs (T, r) that are
admissible for c, as an extension of the maps FT,r

c . Such operators defined by
convergent series have been extensively studied, c.f. [3, 6, 18, 19].
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3 Uniformly Universal Inputs

In this section we study the distinguishability of operators by analytic input
functions.

Let c and d be two convergent series. We say that c and d are distinguishable
by an input function u : [0, T0] → R

m, denoted by c �∼u d, if for every T ∈
(0, T0] for which (T,max{‖u‖∞ , 1}) is admissible for both c and d, it holds
that

Fc[u] �= Fd[u]

as functions defined on [0, T ]. Note here that “c �∼u d” is stronger than merely
requiring Fc[u](t) �= Fd[u](t) as functions over some interval. In our context,
we require that Fc[u] �= Fd[u] as functions over every interval [0, T ] for which
(T,max{‖u‖∞ , 1}) is admissible for both c and d.

An input u is called a uniformly universal input if c �∼u d for any con-
vergent series c and d such that c �= d. Note that an input u is a uniformly
universal input if and only if u distinguishes c from 0 whenever c �= 0.

For each T > 0, we consider C∞[0, T ], the set of all smooth functions
from [0, T ] to R

m, a topological space endowed with the Whitney topology.
We will say that a subset S of a topological space is generic if S contains
a countable intersection of open dense sets. Since C∞[0, T ] is a Baire space
(cf.[4]), a generic subset of C∞[0, T ] is dense.

Let ΩT denote the set of all uniformly universal inputs defined on [0, T ].
The following is the main result.

Theorem 1. For any fixed T > 0, the set ΩT of uniformly universal inputs
is a generic subset of C∞[0, T ].

Theorem 1 asserts the existence of smooth uniformly universal inputs (and
their genericity); however, there is no analytic uniformly universal input. To
illustrate this fact, consider the following example.

Example 1. Take any fixed analytic function α : [0, ∞)→ R. For this function,
consider the state space system:

ẋ1 = 1 , ẋ2 = 0 , ẋ3 = (α(x1)− u)x2 , y = x3 . (6)

When writing the system as

ẋ = g0(x) + g1(x)u , y = h(x) ,

one has, in the standard coordinates of R
3, g0(x) = (1, 0, α(x1)x2)τ , g1(x) =

(0, 0, −x2)τ and h(x) = x3, where the superscript “τ” denotes the transpose.
For each x ∈ R

3, let cx be the generating series induced by the system
with the initial state x, that is, cx is given by

〈cx, Xi1Xi2 · · ·Xir〉 = Lgir
· · ·Lgi2

Lgi1
h(x) ,
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for all multi-indices i1i2 . . . ir, and all r ≥ 0. Then cx is a convergent series,
and for any initial state p, and each u, the corresponding output of (6) is given
by the “Fliess fundamental formula” ([6]):

y(t) = Fcp [u](t) .

Observe that for system (6), the two particular initial states p = (0, 0, 0)
and q = (0, 1, 0) can always be distinguished by some input, i.e., cp �= cq.
(Indeed, whenever p �= q are two states such that p1 = q1, the input u(t) =
α(p1 + t) − 1 distinguishes these initial states.) But the pair (p, q) cannot be
distinguished by u, i.e., Fcp [u] = Fcq [u], if u(t) = α(t). Hence, cp and cq cannot
be distinguished by α( · ). This shows that for any analytic function α( · ), one
can always find a pair (cp, cq) which α cannot distinguish but cp �= cq. This
shows that there is no uniformly universal input which is analytic. �

3.1 Universal Input Jets

For each k ≥ 1, consider the polynomial dk(μ) in μ = (μ
0
, μ

1
, . . . , μ

k−1
) given

by

dk(μ) =
dk

dtk

∣
∣
∣
∣
t=0

C[u](t) , (7)

where u is any input such that u(i)(0) = μ
i
. Then one has the following

formula for k ≥ 1:

dk

dtk
Fc[u](0) = 〈c, dk(u(0), u′(0), . . . , u(k−1)(0))〉 . (8)

Let d0 = 1. Then if μ = (μ
0
, μ

1
, . . .) is such that 〈c, dk(μk)〉 �= 0 for some

k ≥ 0, then c �∼u 0, for any T > 0 and any u ∈ C∞[0, T ] such that u(i)(0) = μ
i

for 0 ≤ i ≤ k − 1, where μk ∈ R
mk is given by μk

i = μ
i

for 0 ≤ i ≤ k − 1.
Let IRm,∞ =

∏∞
i=1 R

m be endowed with the product topology whose basis
of open sets consists of all sets of the form

∏∞
i=1 Ui, where each Ui is an open

subset of R
m, and only finitely many of them are proper subsets of R

m. Note
that IRm,∞ is a Baire space, and hence, any generic subset of IRm,∞ is a dense
set. For each μ ∈ IRm,∞ and a series c, we let 〈c, d(μ)〉 denote the sequence

〈c, d0〉, 〈c, d1(μ0
)〉, 〈c, d2(μ0

, μ
1
)〉, 〈c, d3(μ0

, μ
1
, μ

2
)〉, . . . .

Let J be the subset of IRm,∞ defined by

J = {μ : 〈d, d(μ)〉 �= 0, ∀d ∈ C, d �= 0} , (9)

where C stands for the set of all convergent series. Take μ ∈ J . It is easy to
see from (8) that for any u ∈ C∞ with u(i)(0) = μ

i
for all i, u is a uniformly

universal input. We call the elements in J universal input jets.

Theorem 2. The set J of universal input jets is a generic subset of IRm,∞.
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4 Proofs of Theorems 1 and 2

To prove Theorems 1 and 2, we need to study some topological properties of
the set C of convergent series. This set can be identified with R

N, the set of
all maps from N to R, once the elements of Θ∗ are linearly ordered; we again
adopt the product topology on this set. With this topology, that a sequence
{cj} converges to c means

lim
j→∞
〈cj , w〉 = 〈c, w〉

for each w ∈ Θ∗. Observe that a subset S of R[[Θ]] is compact (in the product
topology) if and only if S is closed, and for each w, there exists Mw > 0 such
that for all d ∈ S,

|〈d, w〉| ≤ Mw.

4.1 Equi-Convergent Families

A family S of convergent series is said to be equi-convergent if there exist
ρ, M > 0 such that

|〈d, w〉| ≤ Mρll! , ∀|w| = l (10)

holds for every d ∈ S. Clearly, every closed equi-convergent family is compact,
and if S is equi-convergent, there exists some pair (T, r) that is admissible for
every element of S. For such (T, r), we say that (T, r) is admissible for S.

For any convergent series c and μ ∈ R
mk, we let 〈c, dk(μ)〉k denote the

k-vector (
〈c, d0〉, 〈c, d1(μ0)〉 , . . . , 〈c, dk(μ0 , . . . , μk−1

)〉
)
.

For a set S of convergent series, we let

J k
S = {μ ∈ R

mk : 〈d, dk(μ)〉k �= 0, ∀d ∈ S}

(which maybe an empty set, e.g., in the case when S contains the zero series.)
Let μ ∈ R

mk. We say that ν is a finite extension of μ if ν ∈ R
ml for some

l ≥ k such that ν
i

= μ
i

for 0 ≤ i ≤ k − 1. For an equi-convergent family, we
have the following conclusion.

Lemma 1. Assume that S is compact and equi-convergent, and that J l
S �= ∅

for some l. Then for any k ≥ 1 and any μ ∈ R
mk, there exist K and a finite

extension ν of μ such that ν ∈ JK
S .

To prove Lemma 1, we first discuss some continuity properties of the operators
defined by the convergent series. Lemma 2.2 of [19] shows that if (T, r) is
admissible for c, then the map VT (r)→ C[0, T ], u �→ Fc[u] is continuous using
the L1 norm on VT (r) in the special case when r = 1. The same proof can be
used to prove the following result for equi-convergent families.
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Lemma 2. Assume that S is equi-convergent, and (T, r) is admissible for S.
Then the map

VT (r)→ C[0, T ], u �→ Fc[u]

is continuous with respect to the L1 norm on VT (r) and the C0 norm on
C[0, T ] uniformly for c ∈ S. �

This result can be strengthened further to the following, where the topology
on VT (r) is the L1-topology, and the topology on C[0, T ] is the C0 topology.

Lemma 3. Let S be an equi-convergent family. Then, for any r > 0, there
exists some T1 > 0 such that for any T < T1 the map

ψ : S × VT (r)→ C[0, T ], (c, u) �→ Fc[u]

is continuous.

Proof. Let S be compact and equi-convergent. Then there exists ρ such that

|〈d, w〉| ≤ Mρkk! ∀|w| = k , ∀d ∈ S . (11)

Let T1 = 1
rρ(m+1) . Fix T ∈ [0, T1). Then Fd is defined on VT (r) for each d ∈ S.

For any c, d ∈ S, u, v ∈ VT (r),

‖Fc[u]− Fd[v]‖∞ ≤ ‖Fc[u]− Fc[v]‖∞ + ‖Fc[v]− Fd[v]‖∞ .

Hence, by Lemma 2, it is enough to show that the map

S → C[0, T ], c �→ Fc[v] (12)

is equi-continuous for v ∈ VT (r), that is, for any c ∈ S, for any ε > 0, there
exists a neighborhood N of c such that

‖Fc[v]− Fd[v]‖∞ < ε

for all d ∈ N and all v ∈ VT (r).
First note that for each d ∈ S and v ∈ VT (r), one has

|Vw[v](t)| ≤ rktk

k!
∀ |w| = k, (13)

and therefore,
∣
∣
∣
∣
∣
∣

∑

|w|≥k

〈d, w〉Vw [v](t)

∣
∣
∣
∣
∣
∣
≤

∞∑

j=k

Mρjj! (m+ 1)j
rjT j

j!
≤M

∑

j≥k

T j

T j
1

(where we have used the fact that there are at most (m+1)j elements in Θj).
Since 0 < T < T1, it follows that for any ε > 0, there exists some k > 0 such
that
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|Fd[v](t) − Fdk
[v](t)| < ε ∀t ∈ [0, T ], (14)

for all v ∈ VT (r), all d ∈ S, where for each d, dk is the polynomial given by

dk =
∑

|w|≤k

〈c, w〉w .

Let c ∈ S and ε > 0 be given. Choose k such that (14) holds for all d ∈ S and
v ∈ VT (r) with ε replaced by ε/4. Then,

|Fc[v](t)− Fd[v](t)| ≤ |Fck
[v](t)− Fdk

[v](t)| + ε/2

= |Fck−dk
[v](t)|+ ε/2 ≤

∑

|w|≤k

|〈c− d, w〉Vw [v](t)| + ε/2.

Let

R = max
0≤j≤k

{
rjT j

j!

}

.

It follows from (13) that ‖Vw[v]‖∞ ≤ R for all v ∈ VT (r) and for all w
with |w| ≤ k. Hence, there exists some δ > 0 such that for any d satisfying
|〈d, w〉 − 〈c, w〉| < δ for all |w| ≤ k,

∑

|w|≤k

|〈c− d, w〉Vw [v](t)| < ε/2.

This means that there exists some neighborhood N of c such that for any
d ∈ N ,

|Fc[v](t) − Fd[v](t)| < ε.

This shows that the map given in (12) is equi-continuous. ��

Proof of Lemma 1. Let μ̃ = (μ̃0, . . . , μ̃l−1) ∈ J l
S , and let v ∈ C∞[0, 1] be given

by

v(t) =
l−1∑

i=0

μ̃i
ti

i!
, 0 ≤ t ≤ 1.

Let r = 2 ‖v‖∞. Without loss of generality, we assume that r ≥ 1. Choose
0 < T < 1 such that (T, r) is admissible for every d ∈ S.

By the assumption on μ̃, it follows that v ∈ ΩT
S , where

ΩT
S := {u ∈ C∞[0, T ] : d �∼u 0, ∀ d ∈ S}.

Hence, for any c ∈ S, there exists some tc ∈ [0, T ] such that

|Fc[v](tc)| = τc > 0.

By the continuity property (c.f. Lemma 2), there exists a neighborhood Nc of
c such that for any d ∈ Nc ∩ S,



Uniformly Universal Inputs 17

|Fd[v](tc)| ≥ τc/2 .

Since S is compact, there exist c1, c2, . . . , cn such that S ⊆
⋃n

i=1Nci . It then
follows that for any d ∈ S, there exists some 1 ≤ j ≤ n such that

|Fd[v](tj)| ≥ τcj/2 , (15)

where tj = tcj .
Let μ = (μ0, μ1, . . . , μk−1) ∈ R

mk be given. Let {ωj} be a sequence of
analytic functions defined on [0, T ] such that

• ω
(i)
j (0) = μi for 0 ≤ i ≤ k − 1, j ≥ 1;

• ωj → v in the L1 norm (as functions defined on [0, T ]); and
• for some M ≥ 1, ‖ωj‖∞ ≤M for all j ≥ 1.

(See Lemma A.3 in [21] for the existence of such sequences.) Reducing the
value of T if necessary, one may assume that (T,M) is admissible for all
d ∈ S.

Again, as it follows from the continuity property established in Lemma 2,
one sees that for some n0 large enough,

|Fd[ωn0 ](t)− Fd[v](t)| ≤ τ/4 ∀ t ∈ [0, T ], ∀ d ∈ S, (16)

where τ = min{τc1 , τc2 , . . . , τcn}. It follows from (15) and (16) that for each
d ∈ S, there exists some j > 0 such that

|Fd[ωn0 ](tj)| ≥ τ/4 > 0 ,

from which it follows that ωn0 ∈ ΩT
S . As ωn0 is analytic, it follows that Fd[ωn0 ]

is also analytic (see Lemma 2.3 of [19]). This then implies that for any d ∈ S,
there exists some jd ≥ 1 such that y(jd−1)

d (0) �= 0, where yd(t) = Fd[ωn0 ](t),
and hence,

〈d, djd
(ω(0), . . . , ω(jd−1)(0))〉jd

�= 0 ,

where for simplicity, we have replaced ωn0 by ω. Note then that this is equiv-
alent to

〈djd
, djd

(ω(0), . . . , ω(jd−1)(0))〉jd
�= 0 .

Thus, for any d ∈ S, there exists a neighborhood Wd of d such that for any
d̃ ∈ Wd,

〈d̃jd
, djd

(ω(0), . . . , ω(jd−1)(0))〉jd
�= 0 ,

and consequently,

〈d̃, djd
(ω(0), . . . , ω(jd−1)(0))〉jd

�= 0 .

Again, by compactness of S, there exists some K ≥ 1 such that

〈d, dK(ω(0), . . . , ω(K−1)(0))〉K �= 0 ,

for any d ∈ S. Without loss of generality, one may assume that K ≥ k. Let
ν ∈ R

mK be given by ν
i
= ω(i)(0). Then ν ∈ JK

S , and by the choice of {ωj},
ν is a finite extension of μ. ��
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4.2 Universal Jets for Equi-Convergent Families

For each element w0 ∈ Θ∗, and each integer k > 0, let Cw0,k be the set of all
series satisfying:

|〈c, w0〉| ≥
1
k
, (17)

and
|〈c, w〉| ≤ kn+1n! , ∀|w| = n . (18)

Clearly, each Cw,k is compact, equi-convergent, and d �= 0 for any d ∈ Cw,k.
Moreover, it is easy to see that

C \ {0} =
⋃

w∈Θ∗,k≥1

Cw,k . (19)

We now let, for each w, k, and T > 0,

ΩT
w,k = {u ∈ C∞[0, T ] : c �∼u 0, ∀c ∈ Cw,k} .

Then it follows from (19) that

ΩT =
⋂

w,k

ΩT
w,k .

For a set S of convergent series, we define

JS = {μ ∈ IRm,∞ : 〈d, d(μ)〉 �= 0, ∀d ∈ S} ,

and we denote JCw,k
by Jw,k. Again, by (19), we have

J =
⋂

w,k

Jw,k .

Thus, to prove Theorem 2, it is enough to show that Jw,k is open dense in
IRm,∞.

Lemma 4. Let S be an equi-convergent and compact family so that 0 �∈ S.
Then JS is open and dense in IRm,∞.

To prove Lemma 4, we first prove the following result which is stronger than
Lemma 1 in that it is no longer a prior requirement that J l

S �= ∅ for some l.

Lemma 5. Let S be an equi-convergent and compact family so that 0 �∈ S.
Then for any j ≥ 1 and μj = (μ0, . . . , μj−1) ∈ R

mj, there exists a finite
extension νk of μj such that νk ∈ J k

S .
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Proof. Let μj ∈ R
mj be given. Consider any fixed c ∈ S, c �= 0. According

to [17, Theorem 1] (see also Lemma A.4 in [21]), there are always some l ≥ j
and finite extension νc ∈ R

ml of μj such that

〈c, dl(νc)〉l �= 0 .

From here it follows that there exists some neighborhood Nc of c such that

〈d, dl(νc)〉l �= 0 ,

for all d ∈ Nc∩S. Since S is Hausdorff and compact, one may assume that Nc

is compact. Applying this argument for each c in S, and using compactness
of S, one concludes that there are finitely many c1, c2, . . . cn such that S is
covered by ∪n

i=1Nci . Write Nci ∩S as Ni. Then on each Ni, there exists some
finite extension νci ∈ R

mli of μj such that

〈d, dli(νci)〉li �= 0 ,

for all d ∈ Ni. In particular, note that, for each i, Ni is compact and J li
Ni
�= ∅,

so Lemma 1 can be applied to each such Ni. We do this next, inductively.
Start by defining s1 = l1 and σ1 as just νc1 . Then σ1 ∈ R

ms1 is a finite
extension of μj and σ1 ∈ J s1

N1
. Consider N2. By Lemma 1, there exists some

s2 ≥ s1 and some finite extension σ2 of σ1 such that σ2 ∈ J s2
N2

. Since σ2

is an extension of σ1, it follows that σ2 is also in J s2
N1

, and it is also a finite
extension of μj . Repeating finitely many times, one concludes that there exists
some finite extension σn ∈ R

msn of μj such that σn ∈ J sn

Ni
for all 1 ≤ i ≤ n.

Hence, σn ∈ J sn

S . ��

Proof of Lemma 4. Let S be an equi-convergent family so that 0 �∈ S. We
first prove the density property of JS . Pick up any μ = (μ0, μ1, . . .) ∈ IRm,∞.
Let W be a neighborhood of μ (in the product topology). Without loss of
generality, one may assume that

W = W0 ×W1 × · · · ×Wj−1 × R
m × R

m × · · · ,

where Wi is an open subset of R
m for 0 ≤ i ≤ j − 1. By Lemma 5, there

exists some finite extension νN of μj := (μ0, . . . , μj−1) such that νN ∈ JN
S .

Note that every extension ν of νN is in JS as well as in W since it is also an
extension of μj . Hence, W

⋂
JS �= ∅.

We now prove the openness property of JS . Pick μ = (μ0, μ1, . . .) ∈ JS .
Then for each c ∈ S, there exists some k ≥ 0 such that

〈c, dk(μ)〉k �= 0 . (20)

By compactness of S, one can assume that k does not depend on c. Note
that (20) involves only finitely many terms, so there are neighborhoods Nc of
c ∈ S and Uc,μk of μk in R

mk (where μk = (μ0, . . . , μk−1)) such that
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〈d, dk(ν)〉k �= 0

for all d ∈ Nc and all ν ∈ Uc,μk . Again, using compactness, one can show
that there are finitely many Uc1,μk , . . . , Ucn,μk , each of which is open, so that
S ⊆

⋃n
i=1Nci , and Uci,μk ⊆ J k

Nci
. Let

Uμk =
n⋂

i=1

Uci,μk .

Then Uμk is a neighborhood of μk in R
mk. Since Uμk ⊆ J k

Nci
for all 1 ≤ i ≤ n,

it follows that Uμk ⊆ J k
S . Finally, let U = Uμk × IRm,∞. Then U is an open

set containing μ. Furthermore, for any ν ∈ U , the restriction νk of ν is in Uμk ,
and therefore, ν ∈ JS . This shows that U ⊆ JS and μ is an interior point
of JS . ��

4.3 Universal Inputs for Equi-Convergent Families

As discussed in Section 4.2, to prove Theorem 1, it is enough to show the
following.

Lemma 6. Let S be an equi-convergent and compact family so that 0 �∈ S.
Then, for any T > 0, the set ΩT

S is open and dense in C∞[0, T ].

First of all, we make the following observation.

Remark 1. Suppose that ΩT0
S is open and dense in C∞[0, T0] for some T0, then

ΩT
S is open and dense in C∞[0, T ] for every T > T0. This can be shown in

details as follows.
For each subset U of C∞[0, T ], let UT0 = {vT0 : v ∈ U}, where for v ∈

C∞[0, T ], vT0 denotes the restriction of v to the interval [0, T0]. Suppose U is
open in C∞[0, T ], then UT0 is open in C∞[0, T0], and every u ∈ UT0 can be
smoothly extended to a function ũ ∈ U . Moreover, if u ∈ ΩT0

S , then ũ ∈ ΩT
S .

Hence, if ΩT0
S

⋂
UT0 �= ∅, then ΩT

S

⋂
U �= ∅. This shows the density property

of ΩT
S .

To show the openness property of ΩT
S , let u ∈ ΩT

S . By definition, for any
c ∈ S, there exists some tc ∈ [0, T0] such that Fc[u](tc) �= 0, so uT0

∈ ΩT0
S .

By openness of ΩT0
S , there is a neighborhood U of u

T0
in C∞[0, T0] such that

u
T0
∈ U ⊆ ΩT0

S . Let

Ũ = {v ∈ C∞[0, T ] : v
T0
∈ U}.

Then Ũ is a neighborhood of u in C∞[0, T ], and Ũ ⊆ ΩT
S . This shows that

every u in ΩT
S is an interior element of ΩT

S . �
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Proof of Lemma 6. Assume that S is equi-convergent and compact. Let T > 0
be given. We first prove the density property of ΩT

S . By Remark 1, one may
assume that T < 1/2. Let u ∈ C∞[0, T ], and pick a neighborhood W of u.
Again, without loss of generality, we may assume that

W =
{
v ∈ C∞[0, T ] :

∥
∥
∥v(i) − u(i)

∥
∥
∥
∞
< δ, 0 ≤ i ≤ j − 1

}

for some j ≥ 1 and some δ > 0. Let μ = (μ0, μ1, . . .) be given by μi = u(i)(0).
By Lemma 5, there exists someK > j and a finite extension νK of μj such that
νK ∈ JK

S . By Lemma A.4 in [21], one sees that there exists some analytic
function wj such that w(i)

j (0) = νj+i − μj+i for i = 0, . . . ,K − j − 1, and
‖wj‖L1

< δ. One then defines wl inductively for l = j − 1, . . . , 1, 0 by

wl(t) =
∫ t

0

wl+1(s) ds.

It then can be seen that wl+1(t) = w′
l(t), wl(0) = 0, and ‖wl‖∞ < δ for

0 ≤ l ≤ j−1. Consequently, w0 ∈ C∞[0, T ] is a function such that w(i)
0 (0) = 0

for 0 ≤ i ≤ j − 1, and w
(i)
0 (0) = νi − μi for j ≤ i ≤ K − 1, and

∥
∥
∥w

(i)
0

∥
∥
∥
∞
< δ

for all 0 ≤ i ≤ j − 1.
Let w(t) = u(t) + w0(t). Then w ∈ W . Also note that w(i)(0) = νi for

0 ≤ i ≤ K − 1. Since νK ∈ JK
S , it follows that w ∈ ΩT

S . This proves the
density property of ΩT

S .
Next we show the openness property of ΩT

S . Let u ∈ ΩT
S . Again, by Re-

mark 1, we may assume that (T, r) is admissible for every c ∈ S, where
r = max{‖u‖∞ , 1}, and that T < T1, where T1 is defined as in Lemma 3.
Since S is compact, there exists some δ > 0 such that ‖Fc[u]‖∞ ≥ δ for all
c ∈ S. Observe that Lemma 3 still holds when VT (r) is endowed with the
Whitney topology. Hence, for each c ∈ S, there exist a neighborhood Nc of c
and a neighborhood Uc ⊆ VT (r) of u such that

‖Fc[v]‖∞ > δ/2

for all c ∈ Nc, v ∈ Uc. By compactness of S, there are finitely many
c1, c2, . . . , cL such that S ⊆

⋃L
i=1Nci . Let U =

⋂L
i=1 Uci . Then U is a neigh-

borhood of u, and for each v ∈ U , ‖Fc[v]‖∞ > δ/2 for all c ∈ S. It follows
that U ⊆ ΩT

S . ��

5 State Space Systems

Consider an analytic system

Σ :

⎧
⎪⎨

⎪⎩

x′(t) = g0(x(t)) +
m∑

i=1

gi(x(t))ui(t) ,

y(t) = h(x(t)) ,
(21)
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where for each t, x(t) ∈M, which is an analytic (second countable) manifold
of dimension n, h : M −→ R is an analytic function, and g0, g1, . . . , gm
are analytic vector fields defined on M. Inputs are measurable essentially
bounded maps u : [0, T ] −→ R

m defined on [0, T ] for suitable choices of
T > 0. In general, ϕ(t, x, u) denotes the state trajectory of (21) corresponding
to an input u and initial state x, defined at least for small t.

Fix any two states p, q ∈M and take an input u. We say p and q are distin-
guished by u, denoted by p �∼u q, if h(ϕ( · , p, u)) �= h(ϕ( · , q, u)) (considered
as functions defined on the common domain of ϕ( · , p, u) and ϕ( · , q, u));
otherwise we say p and q cannot be distinguished by u, denoted by p ∼u q.
If p and q cannot be distinguished by any input u, then we say p and q are
indistinguishable, denoted by p ∼ q. If for any two states, p ∼ q implies p = q,
then we say that system (21) is observable. (See [6] and [13].) See also [9] for
other related notions as well as detailed concept of generic local observability.

For a given continuous time system Σ, let F be the subspace of func-
tions M −→ R spanned by the Lie derivatives of h in the directions of
g0, g1, . . . , gm, i.e.,

F := spanR

{
Lgi1

Lgi2
· · ·Lgil

h : l ≥ 0, 0 ≤ ij ≤ m
}
. (22)

This is the observation space associated to (21); see e.g. [13, Remark 5.4.2].
Now for any μ = (μ

0
, μ

1
, . . .) in IRm,∞, we define

ψi(x, μ) =
di

dti

∣
∣
∣
∣
t=0

h(ϕ(t, x, u)) (23)

for i ≥ 0, where u is any C∞ input with initial values u(j)(0) = μ
j
. The

functions ψi(x, μ) can be expressed, – applying repeatedly the chain rule, –
as polynomials in the μ

j
= (μ

1j
, . . . , μ

mj
) whose coefficients are analytic

functions.
For each fixed μ ∈ IRm,∞, let Fμ be the subspace of functions fromM to

R defined by

Fμ = span
R
{ψ0( · , μ), ψ1( · , μ), ψ2( · , μ), . . .} , (24)

and let Fμ(x) be the space obtained by evaluating the elements of Fμ at x
for each x ∈ M.

For system (21), we consider the series cp, for each p ∈M, defined by

〈cp, Xi1Xi2 · · ·Xil〉 = Lgil
· · ·Lgi2

Lgi1
h(p) . (25)

According to [15, Lemma 4.2], this is always a convergent series. Note then
that p �∼ q if and only if cp �= cq (see [6, 17]). Also, for each i ≥ 0, it holds
that

ψ
i
(p, μ) = 〈cp, di(μ0 , . . . , μi−1

)〉,
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where di is still the same as defined in (7). For each μ ∈ IRm,∞, we denote

Ψμ(p) = (ψ0(p, μ), ψ1(p, μ), ψ2(p, μ), . . .) , p ∈M .

Consider the set

JΣ := {μ ∈ IRm,∞ : Ψμ(p) �= Ψμ(q), ∀p �∼ q},

and the set
J :=

⋂

Σ

JΣ ,

where the intersection is taken over the collection of all analytic systems with
m inputs as in (21). Clearly, J ⊇ J , and hence, the following is an immediate
consequence of Theorem 2.

Corollary 1. The set J is a generic subset of IRm,∞.

Using Corollary 1, one recovers the existence of universal inputs for analytic
systems previously established in [14], but in a stronger form, uniformly on
all state space systems of all dimensions with input functions taking values
in R

m.
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System Interconnection

Jan C. Willems

Katholieke Universiteit Leuven, B-3001 Leuven, Belgium

Summary. Viewing a system as an architecture of subsystems is of central impor-
tance, both in modeling and in design. The aim of this article is to put forward
a language for discussing the interconnection of dynamical systems. Under the influ-
ence of feedback control and signal processing, it has become customary to regard
interconnections as output-to-input assignment. It is argued that this picture is not
appropriate for physical systems, where it more logical to view interconnection as
variable sharing. The modeling philosophy that emerges from this vantage point is
tearing, zooming, and linking. This is formalized in the context of the notions from
the behavioral approach, and illustrated by means of a number of examples.

1 Introduction

It is a pleasure to contribute an essay to this volume dedicated to Alberto
Isidori on the occasion of his 65-th birthday. As the topic of my article, I
chose an issue which is at the core of systems thinking, namely the formal-
ization and the mathematization of system interconnection. This pertains to
linear and nonlinear systems alike. In view of Alberto’s early interest in foun-
dational aspects of system theory, especially in the context of linear systems,
and his later concentration on control problems for nonlinear systems, it is
my intention to make this article a fitting tribute to his wide ranging scientific
interests and to the influence that his work had in the field of systems and
control theory.

Systems, physical and man-made alike, usually consist of interconnections
of interacting subsystems. This feature is crucial in modeling, analysis, and
synthesis. The notion of a dynamical system that took shape in the field
of systems and control throughout the 20-th century is input/output based.
This statement ignores the notion of a dynamical system as a ‘flow’, as used
in mathematics, since we consider this setting totally inadequate as a general
vantage point for modeling. The statement also ignore developments in com-
puter science, were very subtle types of interactions have been put forward.
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Fig. 1. Input/output system

The central idea in input/output thinking is that the environment acts
on a system by imposing inputs, and that the system reacts by imposing
outputs on its environment (see Figure 1). This mental image also suggests
the functioning of interconnections, by assigning outputs of one system to
function as inputs to another system (see Figure 2). These are very appealing
ideas indeed, but the question should be examined if this is the mechanism
by which the environment interacts with a system and if this is the way
interconnections function in reality, physical and otherwise.

Fig. 2. Input/output interconnection

Early on, a system was regarded as an input/output map. This view is
especially prevalent in signal processing, in classical control theory, and in
Wiener’s work. However, in all but the simplest examples, a dynamical in-
put/output system is simply not a map. One can go a certain distance with
this ‘map’ idea in the context of linear systems, say by assuming both the
input and the output to be zero in the far past, or by restricting to square
integrable inputs and outputs. But already this is very awkward, for example
in connection with feedback or with unstable systems. However, the ‘map’ as-
pect is a totally inappropriate, indeed basically an impossible, starting point
for nonlinear or discrete event systems.

Later on, state space systems came in vogue. By taking into consideration
initial conditions, the state space point of view gives a much better vantage
point to discuss dynamical models. Thus we arrived at

ẋ = f(x, u, t), y = h(x, u, t)

as the mathematical structure on which system and control theory is based
since the introduction of state models around 1960.

Both the classical input/output maps, as well as the modern input/sta-
te/output version, consider a system as an cause/effect relation. The in-
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put/output point of view led to signal flow graphs, and to system intercon-
nection as output-to-input assignment (see Figure 2). In control and in signal
processing (and, but to a lesser extent, in circuit theory), signal flow dia-
grams combining series, parallel, and feedback connections are viewed as the
standard way to deal with interconnections. Since an adder can be viewed as
a input/output system, with two inputs and their sum as output, we end up
with output-to-input assignment as the basic operation by which systems are
interconnected. Since this also fits the classical picture of control as feedback
so very well, it is this view that came to dominate the field of systems and
control.

2 Tearing, Zooming, and Linking

From an applications point of view, the input/output framework is much more
restrictive than one is often led to believe. The architecture formalized by the
signal flow arrows is often viewed as essential for describing the interaction of
a system with its environment. But, the opposite is actually the case, espe-
cially for the description of physical systems and for describing their intercon-
nections. In many situations, signal flow graphs are unphysical, a figment of
the imagination, cumbersome, and unnecessary. Sharing common variables is
a much more key idea for system interconnection than output-to-input con-
nection.

Fig. 3. Blackbox

A typical modeling task can be viewed as follows. Our aim is to model
the dynamic behavior of a number of related variables. This is visualized by
means of a blackbox (see Figure 3) with a number of terminals. One should
think of these terminals as ‘places’ where the variables which we set out to
model ‘live’. Sometimes one should take these terminals literally, sometimes
not. In first instance, this only means that the modeler has declared what the
variables of interest are: the terminals are merely a visualization. Often, thou,
the terminals are real, and the aim is to model the variables associated with
physical terminals through which a system interacts with its environment.
When dealing with interconnections, it is natural to assume
(i) that these terminals and their variables are real physical entities, and
(ii) that there are usually many physical variables collectively and indivisibly
associated with one and the same terminal.
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Fig. 4. Greybox

Most systems consist of interacting components. In order to discover these
interactions, we look inside the blackbox of Figure 3, where we find an inter-
connection architecture of ‘smaller’ blackboxes that interact through terminals
of their own (see Figure 4). Modeling then proceeds by examining the smaller
blackboxes and their interactions.

This modeling process is called tearing, zooming, and linking .

1) Tearing refers to viewing a system as an interconnection of smaller sub-
systems.

2) Zooming refers to modeling the subsystems.
3) Linking refers to modeling the interconnections.

There is an obvious hierarchical structure in this modeling process. Indeed,
zooming involves modeling the (dynamic) laws that govern the variables on
the terminals of a subsystem. This subsystem may in turn consist of inter-
acting sub-sub-systems. Modeling the subsystem then again involves tearing,
zooming, and linking. This goes on until we meet components whose model
specification follows from first principles, or a subsystem whose model has
been stored in a database, or where system identification is the modeling
procedure that is called for.

The question which we examine in this paper is what actually happens
when subsystems are interconnected. Our theme is that this does not (usu-
ally) imply input-to-output assignment, but rather variable sharing. However,
in order to put these ideas in their proper setting, we briefly backtrack to
the mathematical description of dynamical systems outside the input/output
setting.

3 Behavioral Systems

Over the last two decades, a framework for the study of systems has been
developed that does not take the input/output structure as its starting point.
The ‘behavioral approach’, as this has been called, simply identifies the dy-
namics of a system with a family of trajectories, called the behavior, and
develops systems theory (including control) from there.

The behavioral framework views modeling as follows. Assume that we
have a phenomenon that we wish to describe mathematically. Nature (that
is, the reality that governs this phenomenon) can produce certain events (also



System Interconnection 29

called outcomes). The totality of possible events (before we have modelled the
phenomenon) forms a set U, called the universum. A mathematical model of
the phenomenon restricts the outcomes that are declared possible to a sub-
set B of U;B is called the behavior of the model. We refer to (U,B) (or
to B by itself, since U usually follows from the context) as a mathematical
model.

As an example, consider the ideal gas law, which poses PV = kNT as the
relation between the pressure P , the volume V , the number N of moles, and
the temperature T of an ideal gas, with k a universal physical constant. The
universum U is (R+)4, and the behavior B = {(P, V,N, T ) ∈ (R+)4 | PV =
kNT }.

In the study of dynamical systems we are more specifically interested in
situations where the events are signals, trajectories, i.e. maps from a set of
independent variables (time, in the present paper) to a set of dependent vari-
ables (the values taken on by the signals). In this case the universum is the
collection of all maps from the set of independent variables to the set of de-
pendent variables. It is convenient to distinguish these sets explicitly in the
notation: T for the set of independent variables, and W for the set of depen-
dent variables. T suggests ‘time’, the case of interest in the present article.
Whence a (dynamical) system is defined as a triple

Σ = (T,W,B)

with B, the behavior , a subset of W
T (WT is standard mathematical notation

for the set of all maps from T to W). The behavior is the central object in
this definition. It formalizes which signals w : T→W are possible, according
to the model: those in B, and which are not: those not in B. The behav-
ioral framework treats a model for what it is: an exclusion law. Of course, in
applications, the behavior B must be specified somehow, and it is here that
differential equations (and difference equations for discrete-time systems) en-
ter the scene.

In the equations describing a behavior, very often other variables appear
in addition to those the model aims at. The origin of these auxiliary variables
varies from case to case. They may be state variables (as in flows, automata,
and input/state/output systems); they may be potentials (as in the well-
known expressions for the solutions of Maxwell’s equations); most frequently
and most germane for the purposes of the present article, they are interconnec-
tion variables. It is important to incorporate these auxiliary variables in our
modeling language ab initio, and to distinguish clearly between the variables
whose behavior the model aims at, and the auxiliary variables introduced in
the modeling process. The former are called manifest variables and the latter
latent variables.

A mathematical model with latent variables is defined as a triple (U,L,Bfull),
with U the universum of manifest variables, L the universum of latent vari-
ables, and Bfull ⊆ U × L the full behavior . It induces (or represents) the
manifest model (U,B), with B = {w ∈ U | there exists  ∈ L such that
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(w, ) ∈ Bfull}. A (dynamical) system with latent variables is defined com-
pletely analogously as

Σfull = (T,W,L,Bfull)

with Bfull ⊆ (W × L)T. The notion of a system with latent variables is the
natural end-point of a modeling process and hence a very natural starting
point for the analysis and synthesis of systems. More details and examples of
behavioral systems may be found in [3, 4].

The procedure of modeling by tearing, zooming, and linking is an ex-
cellent illustration of the appropriateness of the behavioral approach. We
assume throughout finiteness, i.e., a finite number of subsystems are in-
terconnected, each with a finite number of terminals. Our view of inter-
action through terminals is certainly not the end point of the develop-
ment of formalizing the interaction of systems. There are many interac-
tions between subsystems that do not fit this ‘terminal’ paradigm: actions
at a distance (as gravity), rolling and sliding, mixing, components that
are interconnected through distributed surfaces, etc. Interconnecting sys-
tems through terminals fits very well lumped electrical and mechanical sys-
tems, many hydraulic systems, some thermal systems, etc. Interconnection
via terminals also serves as a useful paradigm for more complex situa-
tions.

4 Formalization

In this section an outline is given of a formal procedure for obtaining a model
by viewing a system (a blackbox) as an interconnection of subsystems (smaller
blackboxes). The idea is to formalize the picture shown in Figure 2: a finite
number of systems are interconnected through terminals by to other sub-
systems. This suggests a graph with the subsystems in the nodes, and the
interconnections in the edges. As we shall see, this formalism uses the notions
of a behavior and of latent variables in an effective way.

The ingredients are:

1) terminals,
2) (parameterized) modules,
3) the interconnection architecture,
4) the module embedding, and
5) the manifest variable assignment.

4.1 Terminals

A terminal is specified by its type. Giving the type of a terminal identifies
the kind of a physical terminal that we are dealing with. The type of terminal
implies a universum of terminal variables. These variables are physical quan-
tities that characterize the possible ’signal states’ on the terminal, it specifies
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Table 1. Examples of terminals

Type of terminal Variables Universum

electrical (voltage, current) R × R

1-D mechanical (force, position) R × R

2-D mechanical (position, attitude, force, torque) R
2 × [0, 2π) × R

2 × R

thermal (temperature, heat-flow) R+ × R

fluidic (pressure, mass-flow) R × R

input u R

output (y) R

etc. etc. etc.

how the module interacts with the environment through this terminal. Some
examples of terminals are given below.

4.2 Modules

A module is specified by its type, and its behavior . Giving the type of a mod-
ule identifies the kind of physical system that we are dealing with. Giv-
ing a behavior specification of a module implies giving a representation and
the values of the parameters associated with a representation. Combined,
these specify the behavior of the variables on the terminals of the mod-
ule. The type of a module implies an ordered set of terminals. Since each
of the terminals comes equipped with a universum of terminal variables,
we thus obtain an ordered set of variables associated with that module.
The module behavior then specifies what time trajectories are possible for
these variables. Thus a module defines a dynamical system (R,W,B) with
W the Cartesian product over the terminals of the universa of the terminal
variables.

However, there are very many ways to specify a behavior (for example,
as the solution set of a differential equation, as the image of a differential
operator, through a latent variable model, through a transfer function, and
many other ways). The behavioral representation picks out one of these. These
representations will in first instance contain unspecified parameters (for ex-
ample, the coefficients of the differential equation, or the rational functions
in a transfer function). Giving the parameter values specifies their numerical
values, and completes the specification of the behavior of the signals that are
possible on the terminals of a module.

We give two examples. The first is a simple 3 Ohm resistor (see Figure 5).
The module type is ohmic resistor. This means that it has two terminals,
both of ‘electrical’ type, and that it is parameterized by a non-negative real
number (the value of the resistor in Ohms). Since the terminals are electri-
cal, there are two variables, a voltage and a current (counted positive when
it runs into the device), on each terminal. This yields in total four real vari-
ables associated with a resistor: (V1, I1) and (V2, I2) . From the fact that we
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Fig. 5. A resistor

have an ohmic resistor, we know that the relation between these variables
is

V1 − V2 = RI1, I1 + I2 = 0.

Giving in addition the value of the parameter R = 3 of the Ohmic resistor
leads to the behavioral equations

V1 − V2 = 3I1, I1 + I2 = 0.

These equations completely specify the behavior of the terminal variables of
a 3 ohm resistor.
Our second example of a module is a transfer function. The module type
is multivariable proper transfer function. Its parameters are (m, p, G), with
m, p ∈ N and G a p × m matrix of proper real rational functions. This means
that we have a system with m + p terminals, the first m of ‘input’ type,
the last p of ‘output’ type, and behavior described by the controllable in-
put/state/output system

d
dtx = Ax+Bu, y = Cx+Du,

with A,B,C,D such that G(ξ) = D + C(Iξ − A)−1B. The behavior of this
system consists of all (u, y) : R→ R

m × IRp for which there exists x : R→ R
n

such that these equations are satisfied: the state serves as a latent variable.
Of course, to be precise, we would have to add some smoothness, but we will
slide over these technical points, since they are not germane to the purposes
of this article.

This representation of the module behavior requires specification of the
numerical value of the state space system parameter matrices A,B,C,D. We
have identified ‘transfer function’ with controllable linear time-invariant dif-
ferential system. In this case there are very many other ways of translating
this specification into dynamic equations. For example, by using left or right
polynomial co-prime factorizations of the transfer function, we obtain differ-
ential equation representations in kernel or image form. By using factoriza-
tions with rational functions, we can obtain proper stable rational functions
as parametrization. This class of systems, linear time-invariant differential
systems, have been dealt with extensively in the literature.

Some general examples of modules types with their terminals and of be-
havioral specifications are given in the tables above.
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Table 2. Examples of modules

Type of module Terminals Type of terminals

resistor (terminal1, terminal2) (electrical, electrical)

transistor (collector, emitter, base) (electrical, idem,idem)

mass, 2 applicators (appl1, appl2) (3-D mechanical, idem)

2-inlet vessel (inlet1, inlet2) (fluidic, fluidic)

heat exchanger (inlet, outlet) (fluidic-thermal, idem)

signal processor (in, out) (input, output)

etc. etc. etc.

Table 3. Examples of module specifications

Type of module Specification Parameter

resistor default R in Ohms

n-terminal circuit transfer impedance G ∈ R
n×n(ξ)

n-port circuit i/s/o admittance (A,B, C, D)

bar, 2 applicators Lagrangian equations mass and length

2-inlet vessel default geometry

signal processor kernel representation R ∈ IR[ξ]•×•

signal processor latent variable (R,M)

etc. etc. etc.

A module Σ of a given type with T terminals yields the signal space
W = W1 × W2 × · · · × WT , with Wk the universum associated with the
k-th terminal. The behavioral specification yields the behavior B ⊆ W

R. If
(w1, w2, . . . , wT ) ∈ B, then we think of the wk’s as signals wk : R→Wk that
can occur on the k-th terminal.

4.3 The Interconnection Architecture

The next element in the specification of a model is the interconnection ar-
chitecture (or interconnection graph ). This is defined as a graph with leaves.
Recall that a graph is defined as G = (V,E,A), with V the set of vertices, E

the set of edges, and A the adjacency map. A associates with each edge e ∈ E

an unordered pair A(e) = [v1, v2] with v1, v2 ∈ V, in which case e is said to
be adjacent to v1 and v2. A graph with leaves is a graph in which some of
the ‘edges’ are adjacent to only one vertex. These special ‘edges’ are called
‘leaves’. Formally, a graph with leaves is defined as G = (V,E,L,A), with V

the set of vertices, E the set of edges, L the set of leaves, and A the adjacency
map. A associates with each edge e ∈ E an unordered pair A(e) = [v1, v2]
with v1, v2 ∈ V, and with each leaf  ∈ L an element A() = v ∈ V, in which
case e is said to be adjacent to v1 and v2, and  to v.



34 J.C. Willems

4.4 The Module Embedding

The module embedding
(i) associates with each vertex of the interconnection architecture a module,
and
(ii) specifies for every vertex a 1 ↔ 1 assignment between the edges and
leaves adjacent to the vertex and the terminals of the module that has been
associated with this vertex.
This is illustrated in the figure below.

Fig. 6. Terminal assignment

Since each edge is adjacent to two vertices, each edge is associated by the
module embedding with 2 terminals. It is assumed that this assignment results
in terminals that are of the same type if the type is physical (both electrical,
or mechanical, or hydraulic, or thermal, etc.), or of opposite type (one input,
one output) if the terminals are of logical type. In other words, if the edge e
is adjacent to vertices v1 and v2, then the module embedding makes v1 and
v2 either of the same physical type, or of opposite logical type. In this way,
each edge and leaf is labelled by a terminal type, and each vertex is labelled
as a module.

Consider again a few examples. The first is the electrical circuit shown in
Figure 7. The goal is to model the behavior of the voltage and current in the
external port.

Fig. 7. RLC circuit
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This circuit has 6 modules. Two resistors with parameter values RC and
RL respectively, one capacitor with parameter value C, one inductor with
parameter value L, and two connectors with parameter value 3 (meaning that
it connects 3 terminals). All terminals are of electrical type, the resistors,
capacitor, and inductor each have 2 terminals, and the connectors both have
3. The interconnection architecture is shown on the right side of Figure 7.
There are 6 vertices, labelled 1 to 6, 6 edges, labelled c, d, e, f, g, h, and 2
leaves labelled a, b. The module embedding consists of

RC �→ 2, RL �→ 5, C �→ 4, L �→ 3, connector1 �→ 1, connector2 �→ 6.

Because of the special symmetries that are valid for the electrical elements
used, we need not specify how the terminals of the modules are exactly asso-
ciated with the edges. If, for example, there would have been a diode in edge
2, we would have had to specify if its current blocking direction is associated
with edge c or with edge e.
The second example is the classical feedback system shown in Figure 8. The
interconnection architecture is the graph with vertices A1, A2, G1, and G2,
edges 3, 4, 5, 6, and leaves 1, 2, shown on the right side of the figure. The mod-

Fig. 8. Feedback system

ules are two adders, associated with vertices A1 and A2, each with 2 inputs
and 1 output, and two input/output systems, associated with vertices G1 and
G2. The module embedding requires that the appropriate input-to-output di-
rections are respected.

4.5 Interconnection Equations

The edges of the interconnection architecture specify how terminals of modules
are linked. Assume that there are universal rules that specify relations among
the variables on the terminals that are linked. Pairing of terminals by the
edges of the interconnection architecture implies an interconnection law. Some
examples of interconnection laws are shown in the table below.

Proceeding this way leads to a complete set of behavioral equations:
(i) For each vertex of the interconnection architecture, we obtain a behavior re-
lating the variables that ‘live’ on the terminals of the module that is associated
with this vertex. These behavioral equations are called the module equations.
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Table 4. Examples of interconnection laws

Pair of terminals Variables Variables Interconnection
terminal 1 terminal 2 constraints

electrical (V1, I1) (V2, I2) V1 = V2, I1 + I2 = 0

1-D mechanical (F1, q1) (F2, q2) F1 + F2 = 0, q1 = q2

thermal (Q1, T1) (Q2, T2) Q1 + Q2 = 0, T1 = T2

fluidic (p1, f1 (p2, f2) p1 = p2, f1 + f2 = 0

information processing input u output y u = y

etc. etc. etc. etc.

(ii) For each edge of the interconnection architecture, we obtain behavioral
equations relating the variables that ‘live’ on the terminals and that are linked
by this edge. These behavioral equations are called the interconnection equa-
tions. Note that no interconnection equations result from the leaves, but the
associated terminal variables do enter in the module equations.
These equations together specify the behavior of all the variables on all the
terminals involved. Each vertex of the interconnection graph is in the end la-
belled as a module, and each edge as a terminal type: we have systems in the
vertices, and interconnections in the edges. This stands in contrast to conven-
tional electrical circuit theory, which has the elements (i.e. modules) in the
edges, and the interconnections in the vertices. The interconnection equations
are usually very simple (see the table above). Typically they equate certain
variables and put the sum of other variables to zero. We therefore think of
interconnection as variable sharing.

For the examples discussed earlier, and with the obvious notation, we
obtain the following specification of the behavior.
1. For the circuit, we obtain the module equations

Vc′′ − Ve′ = RCIc′′ , Ic′′ = Ie′ ;
Vf ′′ − Vh′ = RLIf ′′ , If ′′ = Ih′ ;

C d
dt (Vc′′ − Ve′ ) = Ic′′ , Ic′′ = Ie′ ;

L d
dtId′′ = (Vd′′ − Vf ′) , Id′′ = If ′ ;

Va = Vc′ = Vd′ , Ia + Ic′ + Id′ = 0;
Vb = Vg′′ = Vh′′ , Ib + Ig′′ + Ih′′ = 0,

and the interconnection equations:

Vc′ = Vc′′ , Ic′ + Ic′′ = 0;
Vd′ = Vd′′ , Id′ + Id′′ = 0;
Ve′ = Ve′′ , Ie′ + Ie′′ = 0;
Vf ′ = Vf ′′ , If ′ + If ′′ = 0;
Vg′ = Vg′′ , Ig′ + Ig′′ = 0;
Vh′ = Vh′′ , Ih′ + Ih′′ = 0.
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2. For the feedback system, we obtain the module equations

(u3, y4) ∈ BG1 ; (u5, y6) ∈ BG2 ;
y2 = u1 + u6; y4 = u2 + u4,

and the interconnection equations

u3 = y3; u4 = y4; u5 = y6; u6 = y6.

Here BG1 and BG2 denote the behavior of the input/output systems in respec-
tively the forward loop and the feedback loop of the feedback system.

4.6 The Manifest Variable Assignment

The final step consists of the manifest variable assignment. This is a mapping
that assigns the manifest variables as a function of the terminal variables. The
terminal variables are henceforth considered as latent variables.

For the circuit example the manifest variable assignment consists of the
maps that defines the port voltage and port current as a function of the
terminal voltages and currents:

Vexternal = Va − Vb, Iexternal = Ia.

For the feedback system, the manifest variable assignment consists of

uexternal = (u1, u2) , yexternal = (y6, y5) .

The behavioral equations (the combination of the module equations and the
interconnection equations), combined with the manifest variable assignment,
define the full behavior of the system that is being modelled. It is the end re-
sult of the modeling process based on tearing (∼= the interconnection architec-
ture), zooming (∼= obtaining the module equations and the manifest variable
assignment), and linking (∼= setting up the interconnection equations).

This tearing-zooming-linking modeling methodology has many virtues: it
is systematic and modular, it is adapted to computer assisted modeling (with
module equations in parametric form stored in a database, and with the in-
terconnection equations also stored in a database), it is hierarchical (once
a model of a system has been obtained, it can be used as a subsystem-module
on a higher level). A good model library will have items that are re-useable,
extendable, modifiable, flexible, etc.).

Disadvantages are that it immediately involves many variables. This can
be alleviated by the (partial) elimination of latent variables when possible.
For example, the interconnection equations often immediately lead to elimi-
nation of half of the interconnection variables. There are situations where the
special structure of the modules and the interconnections allow a more direct
elimination of some of the variables. For example, modeling of mechanical
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systems using Lagrangians, modeling of electrical circuits using ports instead
of terminals, etc.

Our philosophy is to keep the interconnections highly standardized and
simple, and to deal with complex models in the modules. For example, in the
electrical circuit, a multi-terminal connector was viewed as a module, not as
a connection. Also, in mechanical systems, joints, hooks and hinges should be
viewed as modules, not as connections.

As a caveat, we should emphasize that not all interconnections or inter-
actions of subsystems fit the framework described above. In particular, dis-
tributed interconnections were not considered, for example mechanical sys-
tems that are interconnected by sharing a surface, or heat conduction along
a surface. Also, terminals do not capture interconnections along virtual termi-
nals, as action at a distance. Finally, interactions as rolling, sliding, bouncing,
mixing, etc., also require a different setting.

The resulting graph structure of an interconnected system has the mod-
ules in the nodes and the interconnections as the branches. This is faithful
to the physics, and should be contrasted with the graph structure pursued in
electrical circuit theory, which has the modules in the branches and the con-
nectors in the nodes. This works fine with 2-terminal elements, but is awkward
otherwise, and is difficult to generalize to other, non-electrical, domains.

5 Interconnected Behavior

We now formalize the interconnected system. The most effective way to pro-
ceed is to specify it as a latent variable system, with as manifest variables the
variables specified in the manifest variable assignment, and as latent variables
all the terminal variables associated with all the modules. Its full behavior
behavior then consists of the behavior as specified by each of the modules,
combined by the interconnection laws obtained by the interconnection archi-
tecture. A first principles model of an interconnected system obtained this
way always contains many latent variables. This is one of the main motiva-
tions to introduce latent variables in our modeling language ab initio. It also
underscores the importance of the elimination theorem [1, 2, 4].

The modeling procedure described above has some similarity with model-
ing using bondgraphs. However, there are important differences, especially that
in our setting it is not required that the interconnection variables have any
relation to the energy that is transmitted along the interconnection terminals.
The comparison with bondgraphs is taken up in detail in [5].

6 Conclusions

Modeling interconnected via the above method of tearing, zooming, and link-
ing provides the prime example of the usefulness of behaviors and the inad-
equacy of input/output thinking. Even if our system, after interconnection,



System Interconnection 39

allows for a natural input/output representation, it is unlikely that this will
be the case of the subsystem and of the interconnection architecture. It is
only when considering the more detailed signal flow graph structure of a sys-
tem that input/output thinking becomes useful. Signal flow graphs are useful
building blocks for interpreting information processing systems, but physical
systems need a more flexible framework.
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Summary. We consider the problem of model reduction for nonlinear control sys-
tems. We introduce the concept of input normal form of degree d and show that
a sufficiently smooth nonlinear control system can always be brought to this form
by local changes of state coordinates. The changes of coordinates are not uniquely de-
fined but the resulting normal form of the controllability and observability functions
are if d ≤ 6. The parameters in this normal form indicates the relative importance of
the state coordinates to the input output map of the control system. Then we offer
a new interpretation of linear balanced truncation and show how it can be extended
to nonlinear system. Finally we offer new estimates of error between the full and
reduced Hankel maps.

1 Introduction

The theory of model reduction for linear control systems was initiated by
B. C. Moore [9]. His method, called balanced truncation, is applicable to con-
trollable, observable and exponentially stable linear systems in state space
form. The reduction is accomplished by making a linear change of state co-
ordinates to simultaneously diagonalize the controllability and observability
gramians and make them equal. Such a state space realization is said to be
balanced. The diagonal entries of the gramians are the singular values of the
Hankel map from past inputs to future outputs. The balanced reduction is
accomplished by Galerkin projection onto the states associated to the largest
singular values. The method is intrinsic in that the reduced order model de-
pends only on the dimension of the reduced state space.

Scherpen [12] extended Moore’s method to locally asymptotically stable
nonlinear systems. She defined the controllability and observability functions
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which are the nonlinear analogs of the controllability and observability grami-
ans. Scherpen made a change of state coordinates that took the system into
input normal form where the controllability function is one half of the sum of
squares of the state coordinates. She then made additional changes of state
coordinates that preserved the input normal form while diagonalizing the ob-
servability function where the diagonal entries, which she called the singular
value functions, are state dependent. She reduced the system by Galerkin
projection onto coordinates with the largest singular value functions.

The reduction technique of Scherpen is not intrinsic. The singular value
functions themselves are not unique [6]. Moreover the resulting reduced order
system depends on the changes of coordinates that are used to achieve it and
these are not unique.

The goal of this paper is to present a more intrinsic method of nonlin-
ear model reduction. Our approach differs from Scherpen in that we analyze
the changes of coordinates degree by degree and give a normal form of the
controllability and observability functions for each degree. Generically this
normal form of the controllability and observability functions is unique up
through terms of degree 7 and it is diagonalized in some sense. There are
many changes of coordinates that achieve the normal form and this choice
can affect the lower order model.

2 Input Normal Form of Degree d

Suppose we have an n dimensional system of the form

ẋ = f(x, u) = Fx+Gu +f [2](x, u) + . . . +f [d](x, u) +O(x, u)d+1

y = h(x) = Hx +h[2](x) + . . . +h[d](x) +O(x)d+1 (1)

where f(x, u), h(x) are Cd+1, d ≥ 1 in some neighborhood of the equilibrium
x = 0, u = 0. The superscript [j] denotes a function that is homogeneous and
polynomial of degree j in its arguments so the right sides of the above are
the Taylor series expansions of f, h around x = 0, u = 0 with remainders of
degree d+ 1.

Following Moore [9] we assume that F is Hurwitz, i.e., all its eigenvalues
lie in the open left half plane, F,G is a controllable pair and and H,F is
an observable pair. Scherpen [12] defined the controllability and observability
functions of the system. The controllability function πc(x) is the solution of
the optimal control problem

πc(x0) = inf
u(−∞:0)

1
2

∫ 0

−∞
|u|2dt (2)

subject to the system (1) and the boundary conditions

x(−∞) = 0
x(0) = x0.
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The notation u(−∞ : 0) denotes a function in L2((−∞, 0), IRm). Loosely
speaking πc(x) is the minimal “input energy” needed to excite the system
from the zero state to x over the time interval (−∞, 0].

If πc(x) exists and is smooth then it and the optimal control u = κ(x)
satisfy the Hamilton-Jacobi-Bellman equations

0 =
∂πc

∂x
(x)f(x, κ(x)) − 1

2
|κ(x)|2, 0 =

∂πc

∂x
(x)

∂f

∂u
(x, κ(x)) − κ′(x) (3)

locally around x = 0 where ′ denotes transpose. The negative signs in front
of second terms in the above equations occur because we are considering an
optimal control problem on (−∞, 0] rather than the more usual [0,∞).

Because F is Hurwitz and F,G is a controllable pair then from [1], [8]
we know there there exists a unique local solution of these equations around
x = 0 where πc(x) is Cd+2 and κ(x) is Cd+1. Moreover the Taylor series of
this solution can be computed term by term,

πc(x) = 1
2x

′P−1
c x+ π

[3]
c (x) + . . .+ π

[d+1]
c (x) +O(x)d+2

κ(x) = Kx+ κ[2](x) + . . .+ κ[d](x) +O(x)d+1 (4)

where Pc > 0 is controllability gramian, i.e., the unique solution to linear
Lyapunov equation

0 = PcF + F ′Pc +GG′ (5)

and the linear part of the feedback is

K = G′P−1
c . (6)

The controllability gramian is finite because F, G is a controllable pair and
positive definite because F is Hurwitz. The higher degree terms of π(x), κ(x)
can be computed degree by degree following the method of Al’brecht [1].

The observability function πo(x) is defined by

πo(x0) =
1
2

∫ ∞

0

|y(t)|2dt

subject to the system (1) and the initial condition

x(0) = x0 .

Since F is Hurwitz we are assured that if x0 is small enough then x(t) → 0
exponentially fast as t → ∞ so y(0 : ∞) ∈ L2((0,∞), IRp). Again speaking
loosely πc(x) is the “output energy” that is released by the system over the
time interval [0,∞) when it is started at x(0) = x and the input is zero.

The observability function satisfies the nonlinear Lyapunov equation

0 =
∂πo

∂x
(x)f(x, 0) +

1
2
|h(x)|2. (7)
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Because F is Hurwitz and H,F is an observable pair then there exists a unique
Cd+2 solution of this equation defined locally around x = 0. The Taylor series
of this solution can also be computed term by term,

πo(x) =
1
2
x′Pox+ π[3]

o (x) + . . .+ π[d+1]
o (x) +O(x)d+2

where Po > 0 is the observability gramian, i.e., the unique solution to the
linear Lyapunov equation

PoF
′ + FPo +H ′H = 0.

The observability gramian is finite because F is Hurwitz and positive definite
because H, F is an observable pair.

From [9], [12] we know that we can choose a linear change of coordinates
so that in the new coordinates also denoted by x

πc(x) =
1
2
|x|2 + π[3]

c (x) +O(x)4 (8)

πo(x) =
1
2

∑
τix

2
i + π[3]

o (x) +O(x)4 (9)

where the squared singular values τ1 ≥ τ2 ≥ . . . ≥ τn > 0 are the ordered
eigenvalues of PoPc. When (8) holds then we say that the system is in input
normal form of degree one.

Instead we could have made a linear change of coordinates to make Po = I
and Pc a diagonal matrix. Then we say that the system is in output normal
form of degree one. Throughout this paper we shall concentrate on systems
that are in input normal form but there are analogous results for systems that
are in output normal form.

The linear part of the system is said to be balanced [9] if the state co-
ordinates have been chosen so that Pc and Po are diagonal and equal. The
diagonal entries σ1 ≥ . . . ≥ σn > 0 are called the Hankel singular values of the
linear part of the system and they are related to the squared singular values
τi = σ2

i .

Definition 1. A system with distinct squared singular values τ1 > τ2 > . . . >
τn is in input normal form of degree d if

πc(x) =
1
2

n∑

i=1

x2
i +O(x)d+2, πo(x) =

1
2

n∑

i=1

τ
[0:d−1]
i (xi)x2

i +O(x)d+2

(10)
where τ

[0:d−1]
i (xi) = τi + . . . is a polynomial in xi with terms of degrees 0

through d−1. They are called the squared singular value polynomials of degree
d− 1.

Input normal form of degree d is similar to a normal form of Scherpen [12].
She showed that, for nonlinear systems with controllable, observable and
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exponentially stable linear part, state coordinates x can be found such that

πc(x) +
1
2

n∑

i=1

x2
i , πo(x) =

1
2

n∑

i=1

τi(x)x2
i (11)

where Scherpen called τi(x) the singular value functions.
Grey and Scherpen [6] have shown that the singular value functions τi(x)

are not unique except at x = 0 where they equal the squared singular values
of the linear part of the system τi(0) = τi = σ2

i . For example, suppose 1 ≤
i < j ≤ n and we define for any c ∈ IR

τ̄i(x) = τi(x) + cx2
j

τ̄j(x) = τj(x) − cx2
i

τ̄l(x) = τl(x) otherwise

then

πo(x) =
1
2

n∑

l=1

τl(x)x2
l =

1
2

n∑

l=1

τ̄l(x)x2
l .

Moreover there are many local coordinate systems around zero in which the
controllability and observability functions of the system are in the normal
form of Scherpen (11), see [6].

The differences between Scherpen’s normal form and input normal form
of degree d are threefold. First the former is exact while the latter is only
approximate through terms of degree d+ 1. The second difference is that, in
the former, the parameters τi(x) can depend on all the components of x, while,
in the latter, when the Hankel singular values are distinct, the ith parameter
τ

[0:d−1]
i (xi) only depends on xi. Finally and most importantly, the singular

value functions τi(x) of the former are not unique except at x = 0 while
the squared singular value polynomials τ [0:d−1]

i (xi) of the latter are unique
if d ≤ 6 and the Hankel singular values are distinct. If the system is odd,
i.e., f(−x,−u) = −f(x, u), h(−x) = −h(x) then the squared singular value
polynomials τ [0:d−1]

i (xi) are unique if d ≤ 12.
Recently Fujimoto and Scherpen [3] have shown the existence of a normal

form where πc is one half the sum of squares of the state coordinates and

∂πo

∂xi
(x) = 0 iff xi = 0. (12)

But the normal form of Fujimoto and Scherpen [3] is not unique while the
input normal form of degree d ≤ 6 is unique.

While writing this paper we became aware of a earlier paper of Fujimoto
and Scherpen [2] that claims the following. Suppose the linear part of the
system is controllable, observable and Hurwitz and the Hankel singular values
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are distinct. Then there exists a local change of coordinates such that the
controllability and observability functions are of the form

πc(x) =
1
2

n∑

i=1

x2
i πo(x) =

1
2

n∑

i=1

(ρi(xi)xi)
2
. (13)

Unfortunately there appears to be a gap in their proof. Such a result would
be an extremely useful generalization of Morse’s Lemma.

Notice that if a system with distinct squared singular values τi = τi(0)
is in input normal form of degree d then its controllability and observability
functions are “diagonalized” through terms of degree d+ 1. They contain no
cross terms of degree less than or equal to d+1 where one coordinate multiplies
a different coordinate. This is reminiscent of the balancing of linear systems
by B. C. Moore [9].

For linear systems the squared singular value τi is a measure of the impor-
tance of the coordinate xi. The “input energy” in the state x is πc(x) and the
“output energy” is πo(x). The states that are most important are those with
the most “output energy” for fixed “input energy”. Therefore in constructing
the reduced order model, Moore kept the subspace of states with largest τi
for they have the most “output energy” per unit “input energy”.

In Scherpen’s generalization [12] of Moore, the singular value functions
τi(x) measure the importance of the state xi. To obtain a reduced order
model, she assumed τi(x) > τj(x) whenever 1 ≤ i ≤ k < j ≤ n and x is
in a neighborhood of the origin. Then she kept the states x1, . . . , xk in the
reduced order model. But the τi(x) are not unique so this approach is not
uniquely defined.

For nonlinear systems in input normal form of degree d, the polynomial
τ

[0:d−1]
i (xi) is a measure of the importance of the coordinate xi for moderate

sized x. We shall show that if the τi are distinct and d ≤ 6 then τ
[0:d−1]
i (xi)

is unique. The leading coefficient of this polynomial is the squared singular
value τi so in constructing a reduced order model we will want to keep the
states with the largest τi. But τi can be small yet τ [0:d−1]

i (xi) can be large
for moderate sized xi. If we are interested in capturing the behavior of the
system for moderate sized inputs, we may also want to keep such states in the
reduced order model. We shall return to this point when we discuss reduced
order models in a Section 4.

Theorem 1. Suppose the system (1) is Cr, r ≥ 2 with controllable, observable
and exponentially stable linear part . If the squared singular values τ1, . . . , τn
are distinct and if 2 ≤ d < r − 1 then there is at least one change of state
coordinates that takes the system into input normal form of degree d (10). The
controllability and observability functions of a system in input normal form
of degree d ≤ 6 are unique. But the system and a change of coordinates that
achieves input normal form are not necessarily unique even to degree d. If the
system is odd then the controllability and observability functions of a system
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in input normal form of degree d ≤ 12 are unique but again the system and
a change of coordinates that achieves it are not necessarily unique.

Proof. We shall prove the first part by induction. Moore has shown the exis-
tence of input normal form of degree d = 1 so assume that we have shown the
existence of input normal form of degree d−1. Then there are state coordinates
x and polynomials τ [0:d−2]

i (xi) of degree 0 through d− 2 such that

πc(x) =
1
2

n∑

i=1

x2
i + π[d+1]

c (x) +O(x)[d+2]

πo(x) =
1
2

n∑

i=1

τ
[0:d−2]
i (xi)x2

i + π[d+1]
o (x) +O(x)[d+2].

A near identity change of coordinates of degree d > 1 is one of the form
x = z + φ[d](z).. For brevity we refer to it as a change of coordinates of
degree d. Notice that a change of coordinates of degree d does not change the
expansions of πc and πo through terms of degree d but it can change terms
of degrees greater than d. We shall show that there is a degree d change of
coordinates that will bring a system from input normal form of degree d− 1
to input normal form of degree d. In fact there may be several such degree d
changes of coordinates.

Suppose we have a degree d+ 1 monomial

xixjxk1 · · ·xkd−1 (14)

with at least two distinct indices, say i �= j. Let γc and γo be the coefficients
of this monomial in π

[d+1]
c (x) and π

[d+1]
o (x)

After the degree d change of coordinates

φ
[d]
i (z) = aizjzk1 · · · zkd−1

φ
[d]
j (z) = ajzizk1 · · · zkd−1

φ
[d]
l (z) = 0 otherwise

(15)

we have

πc(z) =
1
2

n∑

i=1

z2
i + π[d+1]

c (z) + (ai + aj)zizjzk1 · · · zkd−1

+O(z)[d+2]

πo(z) =
1
2

n∑

i=1

τ
[0:d−2]
i (zi)z2

i

+π[d+1]
o (z) + (τiai + τjaj)zizjzk1 · · · zkd−1

+O(z)[d+2].



48 A.J. Krener

We would like to choose ai and aj so as to cancel the monomial zizjzk1 · · · zkd−1

from both π
[d+1]
c (z) and π

[d+1]
o (z) so they must satisfy
[

1 1
τi τj

] [
ai
aj

]

= −
[
γc
γo

]

(16)

Since i �= j then τi �= τj and this is always possible .
We proceed in this way to cancel all monomials in π

[d+1]
c (z) and π

[d+1]
o (z)

with at least two distinct indices and so all that are left are monomials with
all indices the same i = j = k1 = · · · = kd−1. For such a monomial the degree
d change of coordinates

φ
[d]
i (z) = −γczd+1

i

φ
[d]
l (z) = 0 otherwise

(17)

can be used to cancel the monomial zd+1
i from π

[d+1]
c (z) but nothing can be

done about the same monomial in π
[d+1]
o (z). Hence it is added to τ [0:d−2]

i (zi)
to form τ

[0:d−1]
i (zi).

Next we show that if d ≤ 6 the normal form is unique. Let γc and γo be
the coefficients the monomial xixjxk in π

[3]
c and π

[3]
o . If i = j = k then there

is only one change of coordinates (17) that cancels the monomial from π
[3]
c . If

there are only two distinct indices among i, j, k then there is only one change
of coordinates (15, 16) that cancels the monomial from π

[3]
c and π

[3]
o .

Assume that the indices are distinct, i < j < k. Then there is a one
parameter family of degree two transformations that cancel this monomial
from π

[3]
c , π

[3]
o ,

xi = zi + aizjzk
xj = zj + ajzizk
xk = zk + akzizj
xl = zl, otherwise.

(18)

The coefficients ai, aj , ak must satisfy

[
1 1 1
τi τj τk

]
⎡

⎣
ai
aj
ak

⎤

⎦ = −
[
γc
γo

]

Since τi > τj > τk we can choose any ai and adjust aj , ak to satisfy this
constraint. This freedom propagates to the higher order remainders of πc and
πc in three ways.

The first way is that it introduces terms like z2
j z

2
k, z

2
i z

2
k, z

2
i z

2
j with coef-

ficients that are not unique because they depend on ai. But all these contain
two distinct indices and so all can be cancelled. For example we would cancel
the z2

j z
2
k terms with a degree three change of coordinates of the form
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zj = ξj + bjξjξ
2
k

zk = ξk + bkξ
2
j ξk.

This introduces nonunique terms like ξ2j ξ
4
k and ξ4j ξ

2
k but these are easily can-

celled because they contain two distinct indices. The coordinate transform-
ations that cancel them introduce nonunique terms of degree 12 that we don’t
care about.

Here is another way that (18) can nonuniquely change the higher remain-
ders. Suppose the monomial x3

i appears in πo in the input normal form of
degree d > 2. Then after (18) it is replaced by

z3
i + 3aiz2

i zjzk + 3a2
i ziz

2
j z

2
k + a3

i z
3
j z

3
k.

The first nonunique term 3aiz2
i zjzk contains three distinct indices so it is eas-

ily cancelled by a change of coordinates of degree 3 that introduce nonunique
terms of degree 6 with at least two distinct indices which in turn are easily can-
celled by a changes of coordinates of degree 5 which introduce nonunique terms
of degree 10 that we don’t care about. The second nonunique term 3a2

i ziz
2
j z

2
k

also contains three distinct indices so it is easily cancelled by a change of
coordinates of degree 4 that introduce extra terms of degree 8 that we don’t
care about. The last nonunique term a3

i z
3
j z

3
k has two distinct indices so it can

be cancelled by a change of coordinates that introduce nonunique terms of
degree 12 that we don’t care about.

The last way that (18) can nonuniquely change the higher remainders is as
follows. Suppose the monomial xixl1xl2xl3 appears in the quartic remainders
of πc, πo Then after (18) it is replaced by

zizl1zl2zl3 + aizjzkzl1zl2zl3 + . . .

The nonunique term aizjzkzl1zl2zl3 contains at least two distinct indices j �= k
so it can be cancelled by a change of coordinates of degree 4 which introduces
nonunique terms of degree 8 that we don’t care about.

But if if l1 = l2 = l3 = k then the change of coordinates that cancels the
nonunique term aizjz

4
k is of the form

zj = ξj + bjξ
4
k

zk = ξk + bkξjξ
3
k

and the first of these introduces a nonunique term b2jξ
8
k that contains only

one distinct index and so it cannot be cancelled from π
[8]
o . This is why input

normal form is not unique for d ≥ 7.
If the system is odd then it is easy to see that πc, πo are even functions

πc(x) = πc(−x), πo(x) = πo(−x)

so there Taylor expansions contain only even terms. A slight modification of
the above argument shows that input normal of degree d ≤ 12 is unique. ��
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The normal change of coordinates of degree d that achieves input normal form
of degree d is constructed as follows. For each monomial (14) let i, j be the
pair of distinct indices that are furthest apart. Then we choose ai, aj in the
change of coordinates (15) to cancel this monomial in π

[d+1]
c (z) and π[d+1]

o (z).
If there are not two distinct indices then we choose the change of coordinates
(17) to cancel the monomial in π

[d+1]
c (z). Then form the composition of all

such changes of coordinates as one ranges over all monomials of degree d+ 1
and throw away the part of composition of degree greater than d. The result
does not depend on the order of the composition and it is the unique normal
change of coordinates of degree d. The rational behind using the normal change
of coordinates of degree d is that if i, j are as far apart as possible then so are
τi, τj . The coefficients ai, aj that are used to cancel the monomial (14) in both
π

[d+1]
c and π

[d+1]
o satisfy the pair of linear equations (16). The determinant

of the matrix on the left is τj − τi and we would like to make its magnitude
as large as possible to minimize the effect of numerical errors in solving these
linear equations. Hence we choose i, j as far apart as possible.

While writing this paper we became aware of a paper of Fujimoto and
Tsubakino [4] that discusses the term by term computation of a change of
coordinates that takes a system into input normal form of degree d. They show
that at each degree the coefficients of the change of coordinates must satisfy
a set of linear equations that is underdetermined, there are more coordinates
than there are constraints in the normal form. But they don’t show that the
set of linear equations is always solvable as we have above.

Next we drop the assumption that the squared singular values are distinct.

Definition 2. The system is in input normal form of degree d if

πc(x) = 1
2

∑n
i=1 x

2
i +O(x)d+2

πo(x) = 1
2

∑n
i=1 τ

[0:d−1]
i (x)x2

i +O(x)d+2

(19)

where τ
[0:d−1]
i (x) is a polynomial of degrees 0 through d − 1 in the variables

{xj : τj = τi} and with constant term

τ
[0:d−1]
i (0) = τi.

Theorem 2. Suppose the system (1) is Cr r ≥ 2 with controllable, observable
and exponentially stable linear part . If 2 ≤ d < r − 1 then there is a change
of state coordinates that takes the system into input normal form of degree d
(19).

Proof. A slight extension of the proof of the previous theorem yields the ex-
istence of the input normal form of degree d. One uses changes of coordinates
of the form (15) where τi �= τj to cancel the monomial zizjzk1 · · · zkd−1 from
π

[d+1]
c (z) and π

[d+1]
c (z).



Nonlinear Model Reduction 51

If τi = τj = τk1 = . . . = τkd−1 then the monomial zizjzk1 · · · zkd−1 can be
canceled from π

[d+1]
c (z) using the change of coordinates

φ
[d]
i (z) = cizizjzk1 · · · zkd−1

φ
[d]
l (z) = 0 otherwise.

(20)

But this change of coordinates is not uniquely determined unless i = j = k1 =
. . . , kd−1. For example if i �= j we could as well use the change of coordinates

φ̄
[d]
j (z) = cjzizjzk1 · · · zkd−1

φ̄
[d]
l (z) = 0 otherwise

(21)

to cancel the monomial zizjzk1 · · · zkd−1 from π
[d+1]
c (z). Or we could use a com-

bination of them both

φ̃
[d]
i (z) = cizizjzk1 · · · zkd−1

φ̃
[d]
j (z) = cjzizjzk1 · · · zkd−1

φ̃
[d]
l (z) = 0 otherwise.

(22)

��

If the squared singular values τ1, . . . , τn are not distinct then input normal
form of any degree d > 1 is not unique. For example we could make a block
diagonal change of coordinates

xi = zi + φi(z)

where φi(z) only depends on those zj such that τj = τi. By the an argument
similar to the above we see that input normal form of degree d ≤ 6 is unique
up to such block diagonal changes of coordinates.

3 Linear Model Reduction

Moore’s method [9] of obtaining a reduced order model of a linear system is
called balanced truncation. One chooses so-called balanced linear state coor-
dinates z where the controllability and observability gramians are diagonal
and equal,

Pc = Po = diagonal(σ1, . . . , σn) .

If σ1 ≥ σ2 ≥ . . . ≥ σk >> σk+1 ≥ · · · ≥ σn > 0 then a k dimensional reduced
order model is obtained by Galerkin projection onto the subspace of the first
k balanced coordinates.

An equivalent method is to chose linear coordinates x so that the system
is in input normal form of degree 1,

Pc = I Po = diagonal(τ1, . . . , τn)
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where τi = σ2
i . A k dimensional reduced order model is obtained by Galerkin

projection onto the subspace of the first k input normal coordinates. The two
sets of coordinates and the reduced order models are related by zi = ±σ

1
2
i xi.

It is convenient to let x1 = (x1, x2, . . . , xk) and x2 = (xk+1, . . . , xn) then
in these coordinates the full order linear system is

ẋ1 = F11x1 + F12x2 +G1u
ẋ2 = F21x1 + F22x2 +G2u
y = H1x1 +H2x2

(23)

and the reduced order model is

ẋ1 = F11x1 +G1u
y = H1x1 .

(24)

How does one justify balanced truncation? Consider a linear system

ẋ = Fx+Gu
y = Hx .

(25)

If F is Hurwitz then it defines an input-output map

IO : L2((−∞,∞), IRm)→ L2(−∞,∞, IRp)
IO : u(−∞ :∞) �→ y(−∞ :∞)

given by

y(t) =
∫ t

−∞
HeF (t−s)Gu(s) ds .

Ideally want would like to choose the reduced order model to minimize
over all models of state dimension k the norm of the difference between the
input-output maps of the full and reduced models. Balanced truncation does
not achieve this goal.

The input-output map of a linear system is not a compact operator which
causes mathematical difficulties. There is a closely related map which is of
finite rank hence compact. It is the Hankel map from past inputs to future
outputs which factors through the current state

H : L2(−∞, 0], IRm) → L2([0,∞), IRp)
H : u(−∞ : 0) �→ y(0 :∞)

given by

x(0) =
∫ 0

−∞
e−FsGu(s) ds

y(t) = HeFtx(0) .
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Unfortunately balanced truncation does not minimize the difference of norm
between the Hankel maps of the full and reduced models over all reduced
models of state dimension k.

So how does one justify balanced truncation and how can it be generalized
to nonlinear systems? Newman and Krishnaprasad [11] have given a stochastic
way. Here is another way. We start by restricting our attention to reduced
order models that can be obtained by Petrov Galerkin projection of (25).
A Petrov Galerkin requires two linear maps

Ψ : IRk → IRn, Ψ : z �→ x = Ψz

Φ : IRn → IRk, Φ : x �→ z = Φx

such that ΦΨz = z and(ΨΦ)2 = ΨΦ. The reduced order model of (25) is then

ż = Φ (FΨz +Gu)
y = HΨz .

Balanced truncation is a Galerkin projection in balanced coordinates where

Φ = Ψ ′ =
[
I 0
]
. (26)

But in the original coordinates it is a Petrov Galerkin projection. How were
Ψ and Φ chosen?

Intuitively to obtain a reduced order model of dimension k of the linear
system (25) we should Ψ so that the states in its range have the largest
output energy πo(x) for given input energy πc(x). More precisely, the range
of Ψ should be the k dimensional subspace through the origin where πo(x) is
maximized for given πc(x). If the linear system is in input normal coordinates
the clearly this subspace is given by xk+1 = · · · = xn = 0 and a convenient
choice of Ψ is (26).

We choose Φx so that the norm of the difference in the outputs start-
ing from x and ΨΦx is as small as possible. To do this we define the co-
observability function

πoo(x, x̄) =
1
2

∫ ∞

0

|y(t)− ȳ(t)|2 dt (27)

where y(0 : ∞), ȳ(0 : ∞) are the outputs of the linear system (25) starting
from x, x̄ at t = 0 with u(0 :∞) = 0. Then we choose Φx to minimize

πoo(x, ΨΦx) .

Because of the system is linear, πoo(x, x̄) is a quadratic form in (x, x̄) and

πoo(x, x̄) = πo(x − x̄) =
1
2

∑
τi(xi − x̄i)2 .

If the system is in input normal coordinates then the minimizing Φ is given
by (26). This explains choices of Ψ, Φ that are made in balanced truncation.
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4 Nonlinear Model Reduction

We would like to generalize linear balanced truncation to nonlinear systems
of the form

ẋ = f(x, u)
y = h(x) . (28)

To do so we restrict our attention to reduced order models that are constructed
by a nonlinear Galerkin projection. A nonlinear Galerkin projection of (28)
is defined by two maps, an embedding ψ from the lower dimensional state
space into the higher one and a submersion φ of the higher dimensional state
space onto the lower dimensional one. These state spaces could be manifolds
but, since we will focus on local methods, we shall assume that they are
neighborhoods of the origin in IRk, IRn. To simplify notation we just let
IRk, IRn stand for these neighborhoods.

So we seek

ψ : IRk → IRn, ψ : z �→ x

φ : IRn → IRk, φ : x �→ z

such that φ(ψ(z)) = z and (ψ ◦ φ)2(x) = ψ ◦ φ(x)
Motivated by the interpretation of linear balanced truncation given above

we would like to choose ψ so that the submanifold that is its range maximizes
output energy πo(x) for fixed input energy πc(x). But if k > 1 and the system
is nonlinear then this submanifold is not well-defined.

Suppose k = 1 then for each small positive constant c we can maximize
πo(x) subject to πc(x) = c. Since the quadratic parts of these functions are
positive definite, for small c > 0, πo(x) will have two local maxima on each
level set πc(x) = c. The locus of these local maxima form a one dimensional
submanifold through the origin which we can take as the state space of our
one dimensional reduced order model.

But if k > 1 then the k dimensional submanifold that maximizes πo(x) for
πc(x) = c is not well-defined. When the system is linear and πo(x), πc(x) are
quadratic forms then this submanifold is assumed to be a subspace and hence
is well-defined. It is the subspace spanned by the k leading eigenvectors of Po

when the system is in input normal form Pc = I.
Suppose that the squared singular values are distinct and that the nonlin-

ear system has been brought to input normal form (19) of degree d by changes
of coordinates up to degree d. The minimum input energy necessary to excite
the system to state x is

πc(x) =
1
2
|x|2 +O(x)d+2.

The output energy generated by the system relaxing from the state x is

πo(x) =
1
2

n∑

j=1

τ
[0:d−1]
j (xj)x2

j +O(x)d+2.
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Suppose further that there is a gap in the squared singular value polynomials
over the range of states of interest |x| ≤ c,

τ
[0:d−1]
i (xi) >> τ

[0:d−1]
j (xj) (29)

for 1 ≤ i ≤ k < j ≤ n and |xi| ≤ c, |xj | ≤ c.
Then a k dimensional submanifold that “approximately maximizes” πo(x)

for given πc(x) is given by xk+1 = · · · = xn = 0 and we define

ψ(z1, . . . , zk) = x = (z1, . . . , zk, 0, . . . , 0) . (30)

We find the submersion φ as before. Define the co-observability function
πoo(x, x̄) as before (27) except that y(0 : ∞), ȳ(0 : ∞) are the outputs of
the nonlinear system (28) starting from x, x̄ with u(0 :∞) = 0. It is not hard
to see that πoo(x, x̄) satisfies the Lyapunov PDE

0 =
[
∂πoo

∂x
(x, x̄)

∂πoo

∂x̄
(x, x̄)

] [
f(x, 0)
f(x̄, 0)

]

+
1
2
|h(x)− h(x̄)|2

and this can be easily solved term by term,

πoo(x, x̄) =
1
2

∑
τi(xi − x̄i)2 + π[3]

oo (x, x̄) + π[4]
oo (x, x̄) + . . .

We choose φ(x) to minimize πoo(x, ψ(φ(x))). Assume that the system is in in-
put normal form of degree d and ψ has been chosen as above . Then a straight-
forward calculation leads to

φi(x) = xi

+ 1
τi

(
∂π[3]

oo

∂x̄i
(x, (φ(x), 0)) + ∂π[4]

oo

∂x̄i
(x, (φ(x), 0)) + . . .

) (31)

for i = 1, . . . , k which can be solved by repeated substitution.
The reduced order nonlinear model is

ż = a(z, u) =
∂φ

∂x
(ψ(z))f(ψ(z), u)

y = c(z) = h(ψ(z)) .

(32)

Here is our algorithm for nonlinear model reduction to degree d.

1) Compute the controllability and observability functions πc(x), πo(x) to
degree d + 1 by solving the HJB and Lyapuov equations (3, 7) term by
term.

2) Make normal changes of coordinates of degrees 1 through d to bring the
system into input normal form of degree d, (10)

3) Examine the squared singular value polynomial τ [0:d−1]
i (xi) to see if there

is a gap (29) for some k over the range of states of interest.
4) Define the embedding ψ by (30).
5) Find the submersion φ by solving (31) to degree d.
6) The degree d reduced order model is given by the truncation of (32) to

terms of degree less than or equal to d.
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5 Linear Error Estimates

K. Glover [5] has given an important error bound for the norm of the difference
between the input-output map of the full linear system IOn and the input-
output map of its balanced truncation IOk,

‖IOn − IOk‖ ≤ 2
n∑

j=k+1

σj

where the norm is the induced L2 norm.
We know that the corresponding Hankel maps Hn, Hk satisfy

σk+1 ≤ ‖Hn −Hk‖

so we have for linear balanced truncation

σk+1 ≤ ‖Hn −Hk‖ ≤ ‖IOn − IOk‖ ≤ 2
n∑

j=k+1

σj .

Unfortunately we do not have similar estimates for nonlinear model reduction.
But there is a new error estimate for linear systems that can be extended
to nonlinear systems. To each state x of the full order model there is an
optimal open loop control ux(−∞ : 0) that excites the system from state
0 at t = −∞ to state x at t = 0. It is the solution of the optimal control
problem (2). These optimal controls form a n dimensional subspace of the
space of inputs L2([−∞ : 0], IRm) to the Hankel map. We expect that these
optimal controls are typical of those that are used in the full order model
and hence we are interested in the size of errors when they are used in the
reduced order model. The error of the Hankel maps can be readily bounded
as follows.

The optimal open loop controls are generated by the optimal feedback
(6). If the linear system is in input normal coordinates then the optimal gain
is K = G′. We drive both the full model (23) and the reduced model (24)
obtained by balanced truncation by this feedback to get the combined system

[
ẋ
ż

]

=
[
F +GK 0
G1K F11

]

.

For balanced truncation −(F + GK) and F11 are Hurwitz so there is an
unstable subspace z = Tx where T satisfies the Sylvester equation

T (F +GK)− F11T = G1K . (33)

The meaning of T is that if we excite the reduced order system with the
optimal control ux(−∞ : 0) that excites the full order system to x then
z(0) = Tx.
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Next we define the cross-observability function

ρ(x, z) =
1
2

∫ ∞

0

|yf (t)− yr(t)|2 dt (34)

where yf (0 :∞) is the output of the full order model starting at x(0) = x and
yr(0 :∞) is the output of the reduced order model starting at z(0) = z with
u(0 :∞) = 0. Because the systems are linear, ρ is a quadratic form

ρ(x, z) =
1
2

[
x
z

]′ [
Q11 Q12

Q21 Q22

] [
x
z

]

where Q satisfies the Sylvester equation

0 =
[
F 0
0 F11

]′ [
Q11 Q12

Q21 Q22

]

+
[
Q11 Q12

Q21 Q22

] [
F 0
0 F11

]

+
[
H ′H H ′H1

H ′
1H H ′

1H1

]

. (35)

Clearly Q11 is the observability gramian. If the system is in balanced or input
normal coordinates then Q22 is the upper left k × k block of Q11.

If we use the optimal control ux(−∞ : 0) then the norm of error between
the full and reduced Hankel maps is

2ρ(x, Tx) = x′
[
I
T

]′ [
Q11 Q12

Q21 Q22

] [
I
T

]

x .

If the system is in input normal form then the maximum squared norm of
error between the Hankel maps restricted to optimal inputs of the full system
is the largest eigenvalue of

[
I
T

]′ [
Q11 Q12

Q21 Q22

] [
I
T

]

. (36)

This error estimate is always greater than or equal to the largest neglected
squared singular value τk+1 because the right singular vectors of the Hankel
map of the full system are a basis for the space of optimal controls. In the few
examples that we have computed we found that this error estimate is much
closer to τk+1 than to the square of Glover’s bound.

One can compute the maximum norm of error between the Hankel maps
restricted to optimal inputs of the reduced system in a similar fashion.

6 Nonlinear Error Estimates

Unfortunately for nonlinear model reduction we don’t have an error bound on
the input-output maps similar to Glover. Furthermore we don’t have a lower
bound on the norm of the Hankel error like the first neglected singular value.
But we can generalize the error bounds of the Hankel maps restricted to
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optimal inputs of the full or reduced system. We present the bound for the
optimal inputs of the full system. The other is very similar.

Suppose we have a full order system (1) which is in input normal form of
degree d and its reduced order model

ż = a(z, u) = F11z +G1u +a[2](z, u) + . . . +a[d](z, u)
y = c(z) = H1z +c[2](z) + . . . +c[d](x)

(37)

found by the method above or a similar method.
For each x ∈ IRn there is an optimal open loop control ux(−∞ : 0) that

excites the system from state 0 at t = −∞ to state x at t = 0. It is the
solution of the optimal control problem (2). These optimal controls form a
n dimensional submanifold of the space of inputs L2([−∞ : 0], IRm) of the
Hankel map. Again we expect that these optimal controls are typical of those
that are used in the full order model and hence we are interested in the errors
when they are used in the reduced order model.

The optimal controls are generated by the feedback (4) which can be com-
puted term by term. We plug this feedback into the combined system

ẋ = f(x, κ(x)) = (F +GK)x+ . . .

ż = a(z, κ(x)) = F11z +G1Kx+ . . .

Again −(F +GK) and F11 are Hurwitz so there exists an unstable manifold
z = θ(x) which satisfies the PDE

a(θ(x), κ(x)) =
∂θ

∂x
(x)f(x, κ(x)) .

This PDE can be solved term by term and the linear coefficient is the T
satisfying (33).

The cross-obervability function ρ(x, z) is defined as before (34) except now
the full (1) and reduced (37) systems are nonlinear and the input is zero. The
cross-obervability function satisfies the PDE

0 =
[

∂ρ
∂x (x, z) ∂ρ

∂z (x, z)
]
[
f(x, 0)
a(z, 0)

]

+
1
2
|h(x)− c(z)|2.

This also has a series solution

ρ(x, z) =
1
2

[
x
z

]′ [
Q11 Q12

Q21 Q22

] [
x
z

]

+ ρ[3](x, z) + . . .

where Q satisfies the Sylvester equation (35).
Then the squared norm of the error between the full and reduced Hankel

maps using the optimal control ux(−∞ : 0) is

2ρ(x, θ(x))
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and good estimate of the maximum relative squared norm of the error is

sup
ρ(x, θ(x))
πc(x)

.

Suppose the system is in input normal form of degree d, so that

πc(x) =
1
2
|x|2 +O(x)d+2. (38)

Then we can make a linear orthogonal change of coordinates to diagonalize
the quadratic part (36) of ρ(x, θ(x)). If the diagonal entries are distinct, then
as with the transformation to input normal form of degree d we can make
further changes of state coordinates of degrees 2 through d that leave πc(x)
as above (38) and bring ρ(x, θ(x)) into the normal form

ρ(x, θ(x)) =
1
2

∑

i

ε
[0:d−1]
i (xi)x2

i .

The ε
[0:d−1]
i (xi) are polynomials of degrees 0 through d − 1 and are called

the squared error polynomials. They are unique if d ≤ 6 (d ≤ 12 for odd
systems). They measure how fast the squared error between the Hankel maps
grows restricted to optimal controls ux(−∞ : 0) as x grows.

7 Example

We consider three linked rods connected by planar rotary joints with springs
and dampening hanging from the ceiling. The input is a torque applied to
the top joint and the output is the horizontal displacement of the bottom.
Each rod is uniform of length 2, mass 1, with spring constant 3, dampening
constant 0.5 and gravity constant 0.5.

We approximated the nonlinear system by its Taylor series through terms
of degree 5. The Taylor series of controllability and observability functions
πc(x), πo(x) were computed through terms of degree 6. The system was
brought into input normal form of degree 5 by a changes of state coordi-
nates of degrees 1 through 5. The Hankel singular values of the linear part of
the system are 15.3437, 14.9678, 0.3102, 0.2470, 0.0156, 0.0091. Apparently
only two dimensions are linearly significant.

Figure 1 is a semilog plot of the squared singular value polynomials τ [0:4]
i

Notice the difference in scale and how flat they are. Apparently only two
dimensions are nonlinearly significant.

Let ux(−∞ : 0) be the optimal input that excites the full system to x. Let
Hn,Hk be the Hankel of the full order model (n = 6) and the reduced order
model (k = 2). The error between them satisfies

|Hn(ux(−∞ : 0))−Hk(ux(−∞ : 0))|2 ≤ 0.0965|x|2 − 0.0009|x|4 + . . .
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Fig. 1. Squared singular value polynomials

Fig. 2. Optimal response

By way of comparison, the square of the third Hankel singular value is 0.0962
so this estimate is tight. Figure 2 shows the outputs of the Hankel maps of
the full and reduced systems excited by an optimal control ux(−∞ : 0) for
random x.
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Fig. 3. Sinusoidal response

Figure 3 shows the responses of the full nonlinear model, the reduced
nonlinear model and the linear part of the full model to a sinusoidal input.
The linear response has the largest amplitude and exceeds the total length of
the three rods. The full nonlinear response has a small secondary oscillation
that does not appear in the reduced nonlinear response.

8 Conclusion

We have presented a new normal form for the controllability and observabil-
ity functions of a nonlinear control system. This normal form is valid through
terms of degree d + 1 where d is an integer chosen by the user and less than
the degree of smoothness of the system. There are several advantages to this
normal form. It can be computed term by term from the Taylor expansion of
the nonlinear system. It is essentially unique for d ≤ 6 and therefore gives an
unambiguous measure of the relative importance of the different components
of the state. A reduced order model can be constructed by projection onto the
most important coordinates. One nice property of the reduced order model
is that its controllability and observability functions are almost the restric-
tions of the controllability and observability functions of the full order model.
Also the state space of the reduced order model almost achieves the intuitive
goal of maximizing the observability function while holding the controllability
function constant. Our methods readily extend to other forms of nonlinear
model reduction such as LQG [7], [14] and H∞ [10], [13].
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Matrix Logarithms

Roger W. Brockett
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Dedicated to Alberto Isidori, a leader in the field of systems engineering.

Summary. The problem studied here is a shortest path problem of the type encoun-
tered in sub-Riemannian geometry. It is distinguished by special structures related
to its Lie group setting and the Z2 graded structure on the relevant Lie algebra. In
spite of the fact that the first order necessary conditions lead to differential equa-
tions that are integrable in terms of elementary functions, in this case there remain
questions related to the existence of appropriate values for the parameters which
appear. In this paper we treat the problem in some generality but establish the
existence of suitable parameter values only in the case of the general linear group of
dimension two.

1 Introduction

In the early 1970’s Alberto Isidori worked with Antonio Ruberti and others
in the control group in Rome to help define the subject of bilinear systems.
They showed that various structural results on linear time-invariant systems
generalized nicely to the bilinear case (see, e.g., their paper in [5]) and work
in this area provided a pattern for subsequent results on more general classes
of nonlinear systems, some of which figure prominently in his widely used
book [7].

In this paper we return to the bilinear model, focusing on an optimal
control problem which illustrates remarkable complexity. It is but one example
of a class of problems having a Lie group theoretic flavor and which find
application in quantum control [8], nonholonomic mechanics [4], etc.

We are concerned here with a problem which has a deceptively simple de-
scription. We want to transfer a nonsingular matrix X(0) to a second nonsin-
gular matrix X(1) under the assumption that the matrix evolves according to

Ẋ = UX
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with U(t) = UT (t). This system is controllable on the space of nonsingular
matrices with positive determinant and in our earlier work [4], we observed
that the first order necessary conditions associated with minimizing

η =
∫ T

0

||U(t)|| dt

subject to the condition that U should steer the system from X(0) = X0 to
X(1) = X1 imply that U should take the form

U(t) = eΩtHe−Ωt

with Ω = −ΩT and H = HT , both constant. A standard argument involving
the rescaling of time shows that η does not depend on the available time, T ,
as long as T > 0 and that the optimal control remains the same if ||U(t)|| in
the integrand defining η is replaced with ||U(t)||2. The trajectories satisfying
the first order necessary conditions take the explicit form

X(t) = eΩte(H−Ω)t .

Writing this in the alternative way

X = e
1
2 (AT −A)eA

suggests that, on one hand, finding A is something like finding a logarithm of
X , but on the other, something like finding a polar representation of X .

This optimization problem makes contact with several rather distinct lines
of work of which we mention three.

Expressing matrices as products of positive definite matrices: Notice that
because the exponential of a real symmetric matrix is necessarily positive
definite, when X(0) = I and the differential equation is approximated by
a discrete time system, we need to express X(T ) as the product of symmetric
positive definite matrices This is a problem with some history. A focus of
interest has been on the problem of determining the fewest number of positive
definite factors required to represent an arbitrary matrix, see Ballantine [2].
Our problem can be thought of as a variant in which it is not the number of
factors but the sum of the norms of the logarithms of the factors that is being
minimized.

Sub-Riemannian Distance Problems: Baillieul [1], Gaveau [6] and the au-
thor [4, 3] have studied model problems in sub-Riemannian geometry of vari-
ous types. One such involves the minimization of

η =
∫ T

0

(u2 + v2)1/2 dt

subject to the condition that u, v should drive the system

ẋ = u ; ẏ = v ; ż = xv − yu
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from a given value of (x, y, z) at t = 0 to a second value at t = T . If we write
the matrix system as

Ẋ = U + U(X − I)
we see that in a neighborhood of the identity, the two dimensional problem
takes the form

d

dt

[
x11 x12

x21 x22

]

=
[
u v
v −u

]

+
[
u v
v −u

] [
x11 − 1 x12

x21 x22 − 1

]

so that in terms of a = x11 − x22 , b = x12 + x21 , c = x12 − x21 we have the
approximation

ȧ = u ; ḃ = v ; ċ = av .

Symmetric Spaces: The geometry of certain classes of Riemannian man-
ifolds can be studied in unusual detail by virtue of their representation as
a quotients of Lie groups. The explicit solvability of our optimal control equa-
tions in terms of matrix exponentials is a consequence of Z2 graded structure
on the Lie algebra [4], which is the algebraic counterpart of the idea of a sym-
metric space. An important tool in this theory is the so-called Iwasawa decom-
position of the relevant group–i.e., the representation of the elements of the
group in the form g = k a n, where k belongs to a compact subgroup, a is from
an Abelian subgroup and n is from a nilpotent subgroup. This decomposition
is often more useful than the familiar polar form. For example, in numeri-
cal linear algebra where factorizations involving upper (or lower) triangular
matrices play a role, one can see the effectiveness of this point of view.

Here we bring out some of the relationships with sub-Riemannian geometry
and the appearance of cut points and conjugate points in that subject.

2 Some Preliminaries

Although every nonsingular complex matrix has a complex logarithm and
every real orthogonal matrix and every real symmetric positive definite matrix
has a real logarithm, not every real nonsingular matrix has a real logarithm. If
M is to be expressed as eA then the eigenvalues of M must be the exponentials
of the eigenvalues of A. But if the eigenvalues of M are λ1, λ2, ..., λn with each
being real and negative then the eigenvalues of A must be

ln |λ1|eπi+n12πi, ln |λ2|eπi+n22πi, ..., ln |λn|eπi+nn2πi

for some choice of integers n1, n2, ..., nn. On the other hand, if A is to be real
then these must occur in complex conjugate pairs but this is only possible if the
values of the real and negative eigenvalues are repeated with even multiplicity.
Thus, for example, because the negative definite matrix

X1 =
[
−(2
√

2 + 3) 0
0 2

√
2− 3

]
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has two distinct negative eigenvalues it does not have a real logarithm. How-
ever, and the significance of this has already been hinted at, X1 can be ex-
pressed as eΩeH−Ω . One possibility being

X1 = exp

[
0 3

2π
− 3

2π 0

]

exp

[
0

√
2π − 3

2π√
2π + 3

2π 0

]

.

As will be explained, this representation is critical in showing, for example,
that the minimum value of

η =
∫ 1

0

||U ||dt

required to steer the system Ẋ = UX from I to X1 with U(t) symmetric is
no more than 2π. Likewise, the representation

−I = exp

[
0 2π
−2π 0

]

exp

[
0

√
3π − 2π√

3π + 2π 0

]

is critical in showing that the minimum value of η required to steer the same
system from I to −I is

√
6π. (Notice that the cost would have been just

√
2π

if the admissible controls had included the skew-symmetric matrices.)

Definition 1. If X1 and X2 are nonsingular matrices with positive determi-
nants let d(X1, X2) be the minimizing value of η relative to all measurable
choices of U that steer the system from X1 at t = 0 to X2 and t = 1.

The following facts are more or less immediate. If I is the identity matrix then

i) d(X1,X2) = d(I,X2X−1
1 )

ii) d(I,X) = d(I,XT) = d(I,X−1)

and if Ψ is orthogonal then

iii) d(I,X) = d(I, ΨTXΨT ) .

The first two statements are immediate. Observe that if Ψ is an orthogonal
matrix and if we define Ω∗ = ΨTΩΨ and H∗ = ΨTHΨ then

ΨT eΩeH−ΩΨ = eΩ
∗
eH

∗−Ω∗
.

Of course the Frobenius norm of H and that of H∗ are the same.
This kind of minimum distance problem plays a central role in our paper

[4] and it was shown there that in addition to the obvious fact that every
symmetric positive definite matrix can be expressed as eΩeH−Ω simply by
letting Ω = 0, every orthogonal matrix can be expressed as eΩeH−Ω as follows
from the explicit solution for two-by-two blocks
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[
cosψ sinψ
− sinψ cosψ

]

=
[

cos(ψ + π) sin(ψ + π)
− sin(ψ + π) cos(ψ + π)

]

e

2
4 0 b− ψ − π
b+ π + ψ 0

3
5

with b =
√

2πψ + ψ2. Here one can limit ψ to be between π and −π.
An important question left open in [4] was that of determining if every real

square matrix with positive determinant can be expressed as eΩeH−Ω with
Ω = −ΩT and H = HT real. This is significant because unless this is the case
the above variational problem will necessarily require broken extremals.

Definition 2. If M can be expressed as M = e
1
2 (AT−A)eA as above we will

say that A is a twisted logarithm of M .

The following remarks maybe helpful in gaining an initial understanding
of the problem of finding twisted logarithms.

Remark 1. Suppose that s is a real positive constant. If A is a twisted loga-
rithm of M then A+ (log a)I is a twisted logarithm of aM . �

Remark 2. If A is a twisted logarithm of M and if Θ is orthogonal, then ΘTAΘ
is a twisted logarithm of ΘTMΘ.

Clearly if M = e
1
2 (AT −A)eA then ΘTMΘ = ΘT e

1
2 (AT −A)eAΘ. Using the

fact that ΘeAΘ−1 = eΘAΘ−1
leads to the remark. �

3 Some Properties of the Linearization

In this section we investigate some properties of the map defining the twisted
logarithm and their implications for the optimal control problem. Recall the
well-known integral representation of the linear term in the Taylor series ex-
pansion of eA+εB

eA+εB = eAt

(

I + ε

∫ 1

0

e−AtBeAtdt

)

+ hot .

This may be proven by starting with the differential equation ẋ = (A+ εB)x,
changing variables to z(t) = e−Atx(t) to get

ż = εe−AtBeAtz

then observing that from the Peano-Baker series

z(1) ≈
(

I + ε

∫ 1

0

e−AtBeAtdt

)

z(0)

and finally x(1) = eAz.
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Notation. We denote by ψ the map that takes a square matrix A and maps
it to the twisted exponential,

ψ : A �→ e
1
2 (AT −A)eA .

Let gl(n) denote the set of all n-by-n matrices and Gl(n) the set of all non-
singular n-by-n matrices.

Theorem 1. Consider the map ψ : gl(n) → Gl(n) defined above. The lin-
earization of ψ at any point A with A = AT and A having distinct eigenvalues
is of full rank. More specifically, in a coordinate system in which A = D, with
D diagonal, the derivative with respect to ε of eεΔeD+ε(E−Δ) with Δ = −ΔT

and E = ET is

d

dε
eεΔeD+ε(E−Δ)

∣
∣
0

= ΔeD + eD
∫ 1

0

e−Dt(E −Δ)eDtdt = FeD

with the ijth entry of F being given by

fij = eij

(
e(di−dj) − 1
di − dj

)

edj + δij

(

1− e(di−dj) − 1
di − dj

)

edj

with the understanding that when i = j the coefficient of eij is interpreted as
being one.

Proof. First we verify the statements about the derivative assuming that A
is diagonal. Because we have assumed that the di are distinct, the quantity
(edi−dj − 1)/(di − dj) is never zero. This means that the coefficients of the
eij are never zero. As for the coefficients of δij , we need only consider the
case i �= j because Δ is skew-symmetric. For i �= j the coefficients of the
skew-symmetric ωij are never zero. Thus we see that when A is diagonal with
unrepeated eigenvalues the Jacobian of the map ψ is diagonal with nonzero
eigenvalues. In the general case we can find Θ such that A = ΘTDΘ and Θ
simply acts on E and Ω in an invertible way. ��

When used with the implicit function theorem this result shows that there
exist open sets of real nonsingular matrices that have real twisted logarithms.
However, it is also true that at many values of Ω,H the linearization of the
map ψ is singular.

Lemma 1. If e
1
2 (AT −A)eA = M and if there exists a skew-symmetric matrix

S such that [S,M ] = 0 but [S,A] �= 0 then the Jacobian of ψ is singular at A.

Proof. It is easily verified that, under the hypothesis, the matrix [S,A] is
mapped to 0 by the Jacobian. ��
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4 Main Theorem

We now turn to the proof of the fact that every real two-by-two matrix with
positive determinant has a real twisted logarithm. It seems very likely that
the same result holds in all dimensions but the proof given here does not seem
to be extendable. In general solutions are not unique and our proof involves
a nonconstructive homotopy argument. We will give some further information
on location of solutions in a later section.

Theorem 2. Every real two-by-two matrix with positive determinant can be
expressed as

M = eΩeH−Ω

with H = HT , Ω = −ΩT and both real.

Proof. We begin by establishing some properties of a family of t-parametrized
curves associated with a special case of eΩte(H−Ω)t, for which H is zero on
the diagonal. Consider

Xb,c(t) = exp

[
0 ct
−ct 0

]

exp

[
0 (b− c)t

(b+ c)t 0

]

under the assumption that c > b > 0. This matrix product evaluates to

Xb,c(t) =
[

cos ct cosωt+ c+b
ω sin ct sinωt b−c

ω cos ct sinωt+ sin ct cosωt
− b+c

ω sin ct cosωt+ cos ct sinωt cos ct cosωt− c+b
ω sin ct sinωt

]

where ω =
√
c2 − b2.

Introduce the notation

Ω0 =
[

0 −1
1 0

]

and make the definitions

α(t) =
1
2
tr
(
eΩeH−Ω

)

and
β(t) =

1
2
tr
(
Ω0

(
eΩeH−Ω

))
.

For the given Xc,b it is not difficult to verify that
[
α(t)
β(t)

]

=
[

cos ct sin ct
− sin ct cos ct

] [
1 0
0 c

ω

] [
cosωt − sinωt
sinωt cosωt

] [
1
0

]

= e−cΩ0tDeωΩ0te1

where D is the diagonal matrix with entries 1, c/ω and e1 is the first standard
basis vector in R

2. More explicitly,

α(t) = cos ct cosωt+
c

ω
sin ct sinωt
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β(t) = − sin ct cosωt+
c

ω
cos ct sinωt .

As we have seen, we can scale the determinant of eΩeH−Ω to one by adding
a multiple of the identity to H . This insures that the trace of H is then
zero. In this case we can we can apply an orthogonal transformation to H,Ω
and X making the on-diagonal elements of H both zero. Thus, establishing
the theorem is equivalent to showing that we can solve the α − β equations.
However,

α2(t) + β2(t) = cos2 ωt+
c2

ω2
sin2 ωt = 1 +

b2

ω2
sin2 ωt

so that we actually only need to solve them for any (α∗, β∗) lying outside the
unit disk. Moreover,

d

dt
tan−1 β(t)

α(t)
=
β̇α− α̇β
α2 + β2

= −〈
[
α(t)
β(t)

]

,

Ω0

[
α̇(t)
β̇(t)

]

〉 1
α2(t) + β2(t)

.

This expression evaluates to

d

dt
tan−1 β(t)

α(t)
=

1
α2(t) + β2(t)

eT1 e
−Ω0ωtDeΩ0ctΩ0e

−Ω0ct (−cΩ0D + ωDΩ0) eΩ0ωte1

.

After some some simplification, the numerator can be seen to be a quadratic
form in eΩ0ωte1 defined by the symmetric matrix

DΩ0 (cΩ0D + ωDΩ0) = −cD2 + ω(DΩ0)2 = (c− ω)
[−1 0

0 − c2

ω2

]

Because this is negative definite, we see that tan−1(β/α) is monotone decreas-
ing with t.

Thus, for c and b in the ranges indicated, and for 0 ≤ t ≤ π/ω, the locus of
points in R

2 with coordinates (α(t), β(t)) swept out as t increases from zero,
starts at α(0), β(0)) = (1, 0) and rotates clockwise with an increasing radius
which reaches a local maximum of b2/ω2 when t = π/2ω and then decreases
monotonically until t = π/ω when it meets the unit circle. Moreover, the
radius exceeds b2/2ω2 for t ∈ [π/2ω − π/4ω, π/2ω+ π/4ω]

Now suppose that we are given a particular value of (α, β), say (α∗, β∗),
and that we want to show that we can find a value of (ct, ωt) satisfying the
above equations. Because α2(t)+β2(t) > c2/2ω2 for a range of ct that exceeds
2π we see that the curve encircles a disk of radius c2/2ω2. If we chose c/ω
so that c/ω >

√
2(α∗)2 + 2(β∗)2 then the curve will encircle the given point.

With each pair (c, ω) we associate a closed curve beginning and ending at
(α, β) = (1, 0). The curve consists of two parts, the first is the curve described
above which begins at (1, 0) and ends on the unit circle. The second part begins
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Fig. 1. An example of a plot of the α−β curve discussed in the proof. The horizontal
axis is α, the vertical β and the curve winds clockwise, starting from (1, 0). The
values of c and ω are 5 and 4.96, respectively. The circle in the center is the locus
α2 + β2 = 1.

at the end point of the first and continues around the circle in a clockwise
sense until it reaches (1, 0). This curve encircles the point (α∗, β∗) one or
more times. Now consider the continuous deformation of this curve defined
by reducing (c2 − ω2)/ω2 to one while keeping c − ω positive. This shrinks
the maximal radius of the closed curve from its original value to one. Thus,
for some value of c the curve must pass through (α∗, β∗) and the theorem is
proven. ��

This analysis suggests that a convenient locally convergent numerical al-
gorithm for finding a solution can be obtained by adjusting (c, ω). We rewrite
the equations for (α, β) as
[

0
0

]

=
[

1 0
0 ω

] [
cos ct − sin ct
sin ct cos ct

] [
α
β

]

−
[

1 0
0 c

] [
cosωt sinωt
− sinωt cosωt

] [
1
0

]

.

Let φ(c, ω) denote the norm squared of the right-hand side of these equations
and consider

[
ċ
ω̇

]

= −
[

∂
∂c
∂
∂ω

]

φ(c, ω) .

Corollary 1. Real matrices with positive determinants that have real twisted
logarithms include

1) all nonsingular symmetric matrices (positive definiteness not required);
2) all orthogonal matrices;
3) all nonsingular skew-symmetric matrices.
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Proof. Given any nonsingular symmetric matrix there exists an orthogonal
matrix Θ such that ΘTMΘ is diagonal with the the diagonals ordered such
that the 11 and 22 elements have the same sign, the 33 and 44 elements have
the same sign, etc. In this case theorem two can be applied one block at a time
to give the result. A similar reduction to the two -by-two case is possible for
the other cases as well. ��

5 The Nilpotent Approximation

Known results on the nilpotent problem

ẋ = u ; Ż = xuT − uxT

show that the entire set of points of the form (x, Z) = (0, Z1) are conjugate to
the point (x, Z) = (0, 0). The optimal controls that generate any such transfer
in one unit of time are all periodic of period 1 but there are controls of smaller
period that satisfy the first order necessary conditions. In the case where x
is two-dimensional these can be organized into families according to the least
period of u, which takes the form 1/n with n an integer. Even in higher
dimensions there are nicely characterized submanifolds of points conjugate to
(0, 0). Different points on the submanifolds correspond to different amplitudes
of the control.

The problem under consideration here has a nilpotent approximation of the
following form. Introduce the symmetric matrix Q and the skew-symmetric
matrix Ω. Let U be symmetric and consider

Q̇ = U ; Ω̇ = [U,Q] .

If the matrices in question are of size n-by-n then this can be thought of
being the restriction of a system of the above form with x being of dimension
n(n + 1)/2 and Z being a skew-symmetric matrix with the corresponding
number of rows and columns.

This is a nilpotent approximation to Ẋ = UX but there are very strong
differences between the system and its nilpotent approximation. For example,
as we have seen, conjugate to X = I is any X1 such that for some skew-
symmetric matrix S we have [S,X1] = 0 but X1 is expressible as eΩeH−Ω with
[S,Ω] or [S,H ] nonzero. In this case the controls that steer X to a conjugate
point need not be periodic. As can be seen from the explicit formulas given
above, every orthogonal matrix is conjugate to I but in the two by two case
only those of the form ±I are generated by periodic controls. Moreover, the
optimizing control to reach −I is periodic with least period 1/2, not 1. Thus
we see that the deviation between the system Ẋ = UX and its nilpotent
approximation is quite important.
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6 Shortest Paths

We consider in this final section a direct demonstration of the optimality of
certain paths which satisfy the first order necessary conditions. Such argu-
ments are of interest because, as we have seen, in some cases it is not yet
clear that there is any solution to the first order necessary conditions and,
in cases where we know there is one, there may be many. Moreover, because
the underlying space is not simply connected there will be cut points, beyond
which a minimizing trajectory will cease to be minimizing. Here is a prob-
lem which can be treated in a elementary way and which provides a direct
confirmation of optimality in certain cases. Observe that for Ẋ = UX , any
particular column of X satisfies a vector equation. For example, in the two
by two case we have

d

dt

[
x11

x21

]

=
[
u v
v −u

] [
x11

x21

]

=
[
x11 x21

−x21 x11

] [
u
v

]

.

It follows that

d

dt
tan−1

(
x21

x11

)

=
ẋ21x11 − ẋ11x21

x2
11 + x2

21

=
v(x2

11 − x2
21)− 2ux11x21

x2
11 + x2

21

d

dt
x2

11 + x2
21 = 2u(x2

11 − x2
21) + 2vx11x21 .

These equations have an important property best revealed by writing them in
terms of θ = tan−1(x21/x11) and ρ =

√
x2

11 + x2
21. These equations take the

form

θ̇ = 〈f1,

[
u
v

]

〉 ; ρ̇ = 〈f2,

[
u
v

]

〉

where f1 and f2 can be evaluated from the given equations. What is important
is that f1 and f2/ρ define an orthonormal basis for R

2. This makes it clear
that the optimal control for advancing θ must align (u, v) with f1. Thus we
see, for example, that to transfer from the identity to any matrix of the form

M =
[
α β

γ 1+βγ
α

]

requires at least

η∗ = tan−1 γ

α
+

1
2
| ln(α2 + γ2)| .

The resulting trajectory in θ, ρ coordinates is

θ(t) = θ(0) + (θ(1)− θ(0)) t ; ρ(t) = eln(α2+γ2)t .

Remark 3. To reach any matrix of the form

M =
[
−e s
0 −e−1

]

requires at least η = π + 1. �
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Summary. This paper gives a comparison principle for first-order PDEs of the
Hamilton-Jacobi-Bellman type that arise in problems of nonlinear target control
synthesis and reachability analysis under hard bounds on the controls. The empha-
sis is is on treating backward reachability sets for a system with moving target sets
which may also turn to be forward reachability tubes of another system. The target
sets are to be reached within preassigned intervals. The exact solutions to this prob-
lem, given in set-theoretic terms, are expressed as level sets to the solutions of some
specific types of the HJB equation. But these solutions require fairly complicated
calculation. The present paper presents an alternative approach that avoids exact
solutions in favor of their upper and lower bounds, which in many cases may suffice
for solving the required problems. For systems with linear structure ellipsoidal es-
timates are given, which ensure accurate approximations of nonconvex reachability
sets through unions of ellipsoids.

1 Introduction

A central issue in control theory is to investigate nonlinear control systems,
[11]. Among these are problems of reachability and control synthesis. A related
topic is how to calculate “weakly invariant” sets of points, namely, those from
which it is possible to reach a given terminal set under feedback control, [13],
[16]. The knowledge of these, also known as backward reachability sets, is
crucial for designing feedback control strategies, constructing safety zones in
motion planning and other related problems.

The present paper deals with the indicated problems under additional hard
bounds on the controls, under complete noise-free measurements of the state
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space variable and under the assumption that the target set is moving and
that the set may be reached within a given time interval rather than at given
time. The target is therefore a set, possibly nonconvex, taken in the product
space “time × state”. This yields backward reach sets that are nonconvex
even for linear systems.

It is well known that such problems for systems described by ODEs may be
in principle reduced to the investigation of first order PDEs of the Hamilton-
Jacobi-Bellman (HJB) type and their modifications, [13, 16, 3, 5, 19, 4]. How-
ever, solutions to equations of the HJB type are rather difficult to calcu-
late, and the design of related computational algorithms is still under de-
velopment [22, 24]. Nevertheless, for many applied problems one may of-
ten be satisfied with approximate solutions that impose a smaller com-
putational burden and may be achieved by substituting the original HJB
equations by variational inequalities due to certain comparison principles
([16, 6, 9]). This paper provides comparison theorems for the HJB equa-
tions of this paper, introducing upper and lower estimates for their solu-
tions, which may used for checking sufficient conditions for verification prob-
lems of reachability analysis. In the case of linear systems this approach
may lead to effective algorithms based on ellipsoidal techniques which also
allow to accurately approximate nonconvex reach sets through unions of el-
lipsoids.

2 Backward Reachability from Moving Target Set

We begin with ordinary systems without disturbances. Consider equation

ẋ = f(t, x, u), t ∈ [t0, t1] = T (t0), (1)

where x ∈ IRn is the state space variable, u ∈ P(t) ⊂ IRm is the control. Func-
tion f(t, x, u) is assumed continuous in all variables and satisfying standard
conditions of existence, uniqueness and prolongability of solutions within the
intervals under consideration; P(t) – is a set-valued function with compact
values, Hausdorff-continuous ([14], [1]).

Introduce the notation X [t] = X(t, t0, X0) for the forward reach set, at
time t, from the set-valued position {t0, X0}, where X [t0] = X0 is the starting
set, and

H(t, x, p) = min{(p, f(t, x, u))|u ∈ P(t)}

for the Hamiltonian of system (1). Given moving target setM(s), s ∈ [t, τ ], -
a compact set-valued function, we have to find Wm[t] = W (t,Mβ

α( · )) – the
set of points x = x(t), from which it is possible to reach set M(τ) for some
τ ∈ [α, β] ⊆ T (t), t ≤ α, t1 > β. This is the weakly invariant or backward
reachability set relative to moving target set Mβ

α( · ) = M(τ), τ ∈ [α, β],
[12], [16].
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The value function which grasps the desired property is

Vm(t, x) = min
u
{min

τ
{d2(x(τ),M(τ)) | τ ∈ [α, β], u ∈ P( · )}, x(t) = x} . (2)

Here d(x,X ) = inf{(x−z, x−z)1/2 | z ∈ X} is the Euclid distance from point
x to setM. Then ( see [16] )

Wm[t] = {x : Vm(t, x) ≤ 0}, (3)

where
Vm(t, x) = min

τ
{V (t, τ, x) | τ ∈ [α, β]},

and
V (t, τ, x) = min

u
{d2(x(τ),M(τ)) | u ∈ P( · ), x(t) = x} . (4)

In its turn, V (t, τ, x) satisfies the “backward” HJB equation

Vt +H(t, x, Vx) = 0, V (τ, τ, x) = d2(x(τ),M(τ)) . (5)

Introducing the level sets W (t, τ) = {x : V (t, τ, x) ≤ 0}, we come to the
following property.

Lemma 1. The relation

Wm[t] = ∪{W (t, τ) | τ ∈ [α, β]},

where W (t, τ) is the zero-level set of the function V (t, τ, x) – the solution to
the HJB equation (5), is true.

The last property is independent of whether V was obtained through classi-
cal or generalized viscosity solutions of equation (5). In the last case (5) is
a formal notation where the partial derivatives have to be substituted by gen-
eralized subdifferentials or Dini derivatives, [8], [7], [2], [25]. The next item to
discuss is the strongly invariant set relative toMβ

α( · ). This is the set of points
Ws[t] = W (t,Mβ

α( · )), x = x(t) from each of which the whole forward reach
set X(τ, t, x) ⊆ M(τ) for some time τ ∈ [α, β], t ≤ α. The value function
which grasps the last property is

Vs(t, x) = max
u

min
τ
{d2(x(τ),M(τ)) | τ ∈ [α, β], u ∈ P( · ), x(t) = x}, (6)

so that Ws[t] = {x : Vs(t, x) ≤ 0}. Then the formulae for calculating this set
are similar to (2) – (5), but with minu substituted for maxu . Thus the exact
description of the set W [t] requires to solve the first-order PDE (5) followed
by a minimization problem in τ . Such a problem is in general difficult to solve
as the reachability sets for nonlinear systems may turn out to have a very
peculiar form (see [21], [10]).

We shall therefore seek for the upper and lower estimates of functions
Vm(t, x), Vs(t, x), and as a consequence, also the external and internal es-



80 A.B. Kurzhanski and P. Varaiya

timates of sets W [t],Ws[t]. Following are two theorems on internal external
approximations (note the difference from [16] and similar results).

Consider the solution V (t, τ, x) of equation (5). The next theorem gives
a lower approximation of this function.

Assumption 1. The functions H(t, x, p) and w+(t, τ, x) ∈ C1, μ(t) ∈ L1,
satisfy the inequalities
(i) H(t, x, p) ≥ H(t, x, p), ∀{t, x, p} ,
(ii) w+

t +H(t, x, w+
x ) ≥ μ(t) ,

(iii) V (τ, τ, x) ≥ w+(τ, τ, x) .

Theorem 1. Let Assumption 1 be true. Then, for all x

w+(t, τ, x) +
∫ τ

t

μ(s)ds ≤ V (t, τ, x). (7)

Proof. Let τ be fixed and the pair {τ, x∗(τ) = x∗ ∈ M} generate the trajec-
tory x∗(s), s ∈ [t, τ ], which solves problem (4), with given x∗(t) = x. Then

dw+(t, τ, x)/dt|x=x∗(t) =

= w+
t (t, τ, x∗) +H(t, x∗, w+

x ) ≥ w+
t (t, τ, x∗) +H(t, x∗, w+

x ) ≥ μ(t).

The last relations imply

dw+(t, τ, x)/dt|x=x∗(t) ≥ μ(t).

Integrating this inequality from t to τ , we have

w+(t, τ, x∗(t))+
∫ τ

t

μ(s)ds ≤ w+(τ, τ, x∗(τ)) ≤ V (τ, τ, x∗(τ)) = V (t, τ, x∗(t)).

This proves the theorem, due to Assumption 1 and the fact that V (t, τ, x) =
V (t, τ, x∗(t)) = V (τ, τ, x∗(τ)), due to equation (5). ��

We look for upper approximations of V (t, τ, x).

Assumption 2. The functions H−(t, x, p) and w−(t, τ, x) ∈ C1, ν(t) ∈ L1

satisfy the inequalities
(i) H(t, x, p) ≤ H−(t, x, p), ∀{t, x, p},
(ii) w−

t +H−(t, x, w−
x ) ≤ ν(t),

(iii) V (τ, τ, x) ≤ w−(τ, τ, x).

Theorem 2. Let Assumption 2 be true. Then

w−(t, τ, x) +
∫ τ

t

ν(s)ds ≥ V (t, τ, x). (8)

The proof is similar to the above.
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We may now introduce the lower and upper approximations of the function
Vm(t, x). Since (7) is true for all t ≤ τ and all τ ∈ [α, β], we have

w+
m(t, x) = min

τ
{w+(t, τ, x) +

∫ τ

t

μ(s)ds | τ ∈ [α, β]} ≤ Vm(t, x). (9)

Since (8) is true for all t ≤ τ and all τ ∈ [α, β], we also have

w−
m(t, x) = min

τ
{w−(t, τ, x) +

∫ τ

t

ν(s)ds | τ ∈ [α, β]} ≥ Vm(t, x) . (10)

The last two relations lead to the next comparison theorem.

Theorem 3. The function Vm(t, x) possesses lower and upper bounds

w+
m(t, x) ≤ Vm(t, x) ≤ w−

m(t, x).

Passing to level sets

W+
m(t, τ) = {x : w+

m(t, τ, x) ≤ 0},

W−
m(t, τ) = {x : w−

m(t, τ, x) ≤ 0},
we come to the next conclusion.

Theorem 4. The backward reach set Wm[t] for a moving target Mβ
α( · ) sat-

isfies the relations

∪{W−
m(t, τ) | τ ∈ [α, β]} ⊆Wm[t] ⊆ ∪{W+

m(t, τ) | τ ∈ [α, β]}.

A similar theorem may be proved for the set Ws[t].

3 The Verification Problem for Moving Target Sets

We now introduce some rules to check whether a given point does belong to
the sets from which, within a given time interval [α, β], one may ensure:

(a) the intersection X(τ, t, x)∩M(τ) �= ∅ for some t ∈ [α, β] – a collision with
target set,

(b) the condition X(τ, t, x) ∩Mε(τ) = ∅ for all τ ∈ [α, β] and some ε > 0, –
an evasion fromM(τ),

(c) the inclusion X(τ, t, x) ⊆M(τ) for all τ ∈ [α, β], - an immersion inM for
some τ ∈ [α, β] and for all τ ∈ [α, β].

Here Mε stands for an ε - neighborhood of M taken in some metric. The
schemes for verifying the desired properties will usually consist in checking
some inequalities or solving some optimization problems over respective value
functions or their approximations.
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Lemma 2. Consider set Wm[t] of the previous Section. In order that x∗ ∈
Wm[t] it is

• necessary and sufficient that Vm(t, x∗) ≤ 0,
• sufficient that w−

m(t, x∗) ≤ 0.

Lemma 3. In order that X(τ, t, x∗) ∩Mε(τ) = ∅ for some ε > 0 it is

• necessary and sufficient that Vm(t, x∗) > 0,
• sufficient that w+

m(t, x∗) > 0.

Denote

Vs(t, τ, x) = max
u
{d2(x(τ),M(τ)) | u ∈ P( · ), x(t) = x},

and w−
s (t, τ, x) to be the upper estimate of Vs(t, τ, x), similar to w−

m(t, τ, x) –
the upper estimate of Vm(t, τ, x).

Lemma 4.

(i) In order that X(τ, t, x∗) ⊆M(τ) for some τ ∈ [α, β], it is
– necessary and sufficient that minτ Vs(t, τ, x∗) ≤ 0,
– sufficient that minτ w

−
s (t, τ, x∗) ≤ 0.

(ii)In order that X(τ, t, x∗) ⊆M(τ) for all τ ∈ [α, β], it is
– necessary and sufficient that maxτ Vs(t, τ, x∗) ≤ 0,
– sufficient that maxτ w

−
s (t, τ, x∗) ≤ 0.

Consider now the particular situation when M(τ) = Y [τ ] and Y [τ ] =
Y (τ, t0, y0) is the reach set for another system of type (1), namely

ẏ = g(t, y, v), t ∈ [t0, t1] = T (t0), (11)

with y ∈ IRn, v(t) ∈ Q(t) and the properties of g(t, y, v),Q( · ) are similar to
f(t, x, u), P( · ). Then (see [16]), taking

V T (τ, y) = min
v
{d2(y(t0), y0) | v( · ) ∈ Q( · ), y(τ) = y},

one gets Y [τ ] = {y : V T (τ, y) ≤ 0}. Redefine the functions V (τ, x, t), Vs(τ, x, t)
of (4), (6) as

V (t, τ, x) = min
u
{V T (τ, x(τ)) | x(t) = x} (12)

and
Vs(t, τ, x) = max

u
{V T (τ, x(τ)) | x(t) = x}, (13)

taking V T (τ, x) instead of d2(x(τ), Y [τ ]). Here x(τ) is the state generated
by system (1) from x(t) = x, with some control u( · ) and y(τ) is the state
generated by system (11) from y(t0) = y, with some control v( · ). Rela-
tions (12), (13) may serve to define sets Wm[t],Ws[t] as well as the former
(4), (6).
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Thus we have

V (t, τ, x) = min
u
{min

v
{d2(y(t0), y0) | v( · ) ∈ Q( · ), y(τ) = x(τ)} |x(t) = x},

and

Vs(t, τ, x) = max
u
{min

v
{d2(y(t0), y0) | v( · ) ∈ Q( · ), y(τ) = x(τ)} |x(t) = x},

which brings us, in the second case, to a new type of minmax problem. We
have thus solved the functions for verifying conditions when the intersection
Z(τ) = X(τ, t, x)∩Y [τ ] �= ∅ or Z(τ) = ∅, or Z(τ) = X(τ, t, x) ⊆ Y [τ ] at given
time τ Denoting V (t, τ, x) = V (t, τ, x |t0, y0), Vs(t, τ, x) = Vs(t, τ, x) | t0, y0),
we now have to solve the same problem within the interval [α, β]. Defining
Vm(t, x), Vs(t, x) and their level sets Wm[t],Ws[t] as in the above, we come
to verification rules similar to Lemmas 2.1-2.3. Problems of such type are
relevant for decision support in organizing safe air and water traffic and related
problems. Note that as a rule, the sets Wm[t],Ws[t] are nonconvex. For systems
with original linear dynamics constructive solutions are nevertheless available.

4 Linear Systems – Approximating Nonconvex
Reachability Sets

We shall now illustrate how to use the results of the above for linear systems
of type

ẋ = A(t)x +B(t)u, (14)

with
u(t) ∈ E(q(t), Q(t)) , M(t) = E(m(t),M(t)) (15)

where
E(q(t), Q(t)) = {u : (u− q(t), Q−1(t)(u− q(t))) ≤ 1}

stands for an ellipsoid with support function

max{(l, x)|x ∈ E(q,Q)} = (l, q) + (l, Ql)1/2 .

Then, applying Theorem 2.1, omitting the plus in w+(t, τ, x), we have

dw/dt = wt +H(t, x, wx)
= (wx, A(t)x) − (wx, B(t)Q(t)B′(t)wx)1/2 + (wx, B(t)q(t))
≥ wt + (wx, A(t)x) − μ(t)−

(4μ(t))−1(wx, B(t)Q(t)B′(t)wx) + (wx, B(t)q(t))
= wt +H(t, w, wx),

(16)

for any μ(t) > 0, with equality attained if

μ(t) = μe(t, wx) = −1
2
(wx, B(t)Q(t)B′(t)wx)1/2.
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We look for w(t, τ, x) as a quadratic form

w(t, τ, x) = (x− x∗(t), P (t)(x − x∗(t))) − 1

and require that w + 1 satisfies the PDE

wt +(wx, A(t)x)− (4μ(t))−1(wx, B(t)Q(t)B′(t)wx)+(wx, B(t)q(t)) = 0 (17)

with boundary condition

w(τ, τ, x) + 1 ≡ (x−m,M(x−m)). (18)

Then, after integrating the inequality dw/dt ≥ −μ(t), from {t, x} to {τ, x(τ)},
in view of (18), we come to

(x−m,M(x−m))−1+
∫ τ

t

μ(s)ds = w(τ, x(τ))+
∫ τ

t

μ(s)ds ≥ w(t, x). (19)

Here P (t) may be obtained through a standard procedure of solving equation
(17) by introducing a resulting Riccati equation

−Ṗ = A(t)P + PA′(t)− 1
μ(t)

(P,B(t)Q(t)P ′(t)), (20)

where P (τ) = M and equation

ẋ∗ = A(t)x∗ +B(t)q(t), x∗(τ) = m. (21)

The transformations

Ṗ−1 = −P−1ṖP−1, P+(t) = (1 +
∫ τ

t

μ(s)ds)P−1(t),

convert into

Ṗ+ = P+A(t)+A′(t)P+−
1
π(t)

B(t)Q(t)B′(t)−π(t)P+, P+(τ) = M−1 . (22)

Here π(t) = μ(t)/(1 +
∫ τ

t μ(s)ds). These equations now coincide with those of
Refs. [15, 17] derived through inductive procedures in contrast with present
formulas derived deductively. Here

w(t, τ, x) ≤ V (t, τ, x), ∀x ∈ IRn, τ ≥ t,

so that the zero-level sets for function w(t, τ, x) = w(t, τ, x | π(t))) are ellip-
soids of type E(x∗(t),P(t)). This is all the more true for ellipsoids of type
E(x∗(t),P+(t), P+(t)) = Pπ

+(t)) that depend on parametrizing functions π.
We thus arrive at the proposition below.
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Theorem 5. The backward reachability set W [t, τ ] and the value function
V (t, τ, x) possess the following bounds

E(x∗,Pπ
+(t)) = {x : w(t, τ, x | π( · )) ≤ 1} = E+

π [t] ⊇W (t, τ), (23)

where w(t, τ, x | π( · )) = (x− x∗(t), (Pπ
+)−1(t)(x − x∗(t))) − 1 ≤ V (t, τ, x).

Note that in [15], [17] it was proved that

W [t, τ ] = ∩{E+
π [t] | π( · ) ≥ 0} (24)

which gives exact representation of the backward reachability set. Selecting k
functions πi( · ), we come to the estimate

W [t, τ ] ∈ ∩{E+
πi

[t] | 1 ≤ i ≤ k}. (25)

An appropriate selection of πi( · ) ensures that ellipsoids E+
πi

[t] are tight in
the sense that there is no other external ellipsoid of type (25) that could be
squeezed in between E+

πi
[t] and W [t, τ ], ([17]). Denote

min
τ
{w(t, τ, x | π( · )) | τ ∈ [α, β]} = w+

π (t, x).

Then we come to the conclusion.

Lemma 5.

(i) The inequality w+
π (t, x) ≤W (t, x) is true for all π(s) > 0, s ∈ [t, β].

(ii)The equality w(t, x) = max{w+
π (t, x) | π( · )} = V (t, x) is true.

Here the first assertion follows from Theorem 5 while the second from (25).
Recall that functions wπ(t, τ, x | π( · )) are parametrized quadratic forms.
Their minimization over τ yields a lower estimate wπ(t, x) for function V (t, x)
whose zero-level set W [t] is nonconvex in general. A further maximization
over parameter π( · ) leads to the equality w(t, x) = V (t, x). We now pass
to upper estimates for V (t, τ, x) and internal estimates for W (t, τ). Applying
Theorem 2.2, we have for w−(t, τ, x) the equation

dw−

dt
= w−

t +H(t, x, w−
x )

= w−
t + (w−

x , A(t)x)− (w−
x , B(t)Q(t)B′(t)w−

x )1/2 + (w−
x , B(t)q(t))

≤ w−
t + (w−

x , A(t)x+B(t)q(t))−

−(K−1(t)w−
x ,K

−1(t)w−
x )−1/2(K−1(t)w−

x , S(t)(B(t)Q(t)B′(t))1/2w−
x )

≤ 0,
(26)

where S(t) is any continuous matrix, whose values S(t) are orthogonal matri-
ces with S(t)S′(t) = I, and K(t) = K ′(t) > 0. Equality is reached here under
collinearity of vectors S(t)(B(t)Q(t)B′(t))1/2p and K−1(t)p, wx = p. We shall



86 A.B. Kurzhanski and P. Varaiya

look for w−(t, τ, x) to be quadratic, with w−(t, τ, x) = (x− x∗,K(t)(x− x∗))
−1, where K(t) = K ′(t) > 0 is differentiable.

Note that in the domain

D(r) = {{t, x} : (x− x∗(t),K(t)(x− x∗(t)) < r2, t ∈ [t0, t1], t0 > α, t1 < τ} ,

with r sufficiently large, we have

(w−
t +H(t, x, wx) ≤ (x− x∗(t), K̇(t)(x − x∗(t)))−

−2(ẋ∗(t),K(t)(x − x∗(t)) + 2(K(x− x∗(t)), A(t)x +B(t)q(t))−

−2r−1((x − x∗(t)), S(t)(B(t)Q(t)B′(t))1/2K(x− x∗(t))) ≤ 0.

(27)

Therefore, in this domain we demand that the next equality be true

(x− x∗(t), K̇(t)(x− x∗(t))) − 2(ẋ∗(t),K(t)(x − x∗(t))+
2(K(t)(x− x∗(t), A(t)(x − x∗(t)) +A(t)x∗(t) +B(t)q(t))−

−2r−1((x− x∗(t), S(t)(B(t)Q(t)B′(t))1/2K(t)(x − x∗(t)) = 0.

Equalizing to zero the terms with multipliers of second order in x− x∗, then
those of first order in the same variable, we observe that the last equality will
be fulfilled if and only if, in the domain D(r), the following equations are true
((B(t)Q(t)B′(t))1/2 = B(t)),

K̇ = −K ′A(t) −A′(t)K − r−1(KS(t)B(t) + B(t)S′(t)K) = 0, (28)

ẋ∗ = A(t)x∗(t) +B(t)q(t), (29)

with boundary condition

K(τ) = M−1, x∗(τ) = m.

Under the last equations (28), (29), the relation (27) yields the inequality

dw−/dt ≤ 0,

hence, integrating it from t to τ , we obtain the condition

w−(t, τ, x) ≥ w−(τ, τ, x) = V (τ, τ, x) = (x−m,M−1(x−m))− 1, (30)

where w−(t, x) = (x− x∗(t),K(t)(x − x∗(t)), and K(t) and x∗(t) are defined
through equations (28) and (29), with

w(τ, τ, x) + 1 = (x − x∗(t),M−1(x − x∗(t))) .

Note that for the inverse K−1(t) = K(t) we have

K̇ = A(t)K +KA′(t) + r−1(S(t)B(t)K +KB(t)S′(t)) = 0,
K(τ) = K−1(τ) = M(τ) .

(31)

Thus {x : w(t, τ, x) ≤ 0} = E(x∗,K(t)) = E−S [t] ⊆ W (t, τ). Summarizing the
above, we have the following statement.
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Theorem 6.

(i) The function
w−(t, τ, x|S( · )) ≥ V (t, τ, x), ∀S( · ).

(ii)The inclusion
W(t, τ) ⊆ E−S [t],

is true, where

E−S [t] = {x : (x− x∗(t),K(t)(x− x∗(t))) ≤ 1}

and K(t) = K−1(t) and x∗(t) are defined by equations (29), (31).

Finally, let

min
τ
{w − (t, τ, x|S( · )) | τ ∈ [α, β]} = w−(t, x | S( · ))} .

Then we come to the conclusion.

Lemma 6.

(i) The inequality w−(t, x | S( · )) ≥W (t, x) is true for all S(s) > 0, s ∈ [t, β].
(ii) The equality w(t, x) = min{w−(t, x | S( · )) | S( · )} = V (t, x) is true.

It now remains to pass to the approximation of the functions

Vs(t, x) = min
τ
Vs(t, τ, x), Vss(t, x) = max

τ
Vs(t, τ, x),

where
Vs(t, τ, x) = max

u
{d2(x(τ),M(τ)) | u( · ) ∈ Q( · )}.

The difference of the last function Vs(t, τ, x) from V (t, τ, x) is that in the
definition of the former we have a “max” rather than a “min”. This differ-
ence is reflected in the schemes for quadratic upper and lower approximations
of Vs(t, τ, x) and for external and internal ellipsoidal approximations of sets
Ws(t, τ), which may be repeated along the same lines as before with obvious
changes. As a result we have the next propositions.

Theorem 7. The following inclusions are true

Ws(t, τ) ⊇ E(x∗(t),Ps(t) |γ( · )),

where x∗(t) is defined by (21) and Ps is defined as

Ṗs = PsA(t)+A′(t)Ps+
1
γ(t)

B(t)Q(t)B′(t)+γ(t)Ps, Ps(τ) = M−1(τ), (32)

where
γ(t) = μ(t)/(1−

∫ τ

t

μ(s)ds) > 0.
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Here E(x∗(t),Ps(t) |γ( · )) depends upon a positive parameter γ( · ). The set

E(x∗(t),Ps(t) | γ( · ))

becomes empty when Ps(t) departs from being positive definite.

Theorem 8. The following inclusions are true

Ws(t, τ) ⊆ E(x∗(t),Ks(t) |S( · )), ∀S( · ),

where x∗(t) is defined by (21) and Ks is defined by

K̇ = A(t)K +KA′(t)− r−1(S(t)B(t)K +KB(t)S′(t)) = 0,
K(τ) = K−1(τ) = M(τ),

where S(t) is any orthogonal matrix-valued function, S′(t)S(t) ≡ I.

Lemmas 5, 6 allow us to verify the sufficient conditions of Lemmas 2.1-2.3
by using approximations of value functions through parametrized families
of quadratic forms and approximations of nonconvex sets through unions of
parametrized ellipsoids. For example, suppose for the linear system of this
Section that

w−
m(t, x) = min

τ
{w−(t, τ, x | S( · )}) | τ ∈ [α, β]} = w−(t, x | S( · )),

where w(t, τ, x | S( · )) is a parametrized quadratic form received due to The-
orem 6. Also suppose that for x given, there exists at least one parametrizing
function S( · ) that yields w−(t, τ, x | S( · )) < 0 for at least one τ . Then this
x ∈ Wm[t] ! For another example, suppose for the linear system of this Section
that

w+
m(t, x) = min

τ
{w+(t, τ, x | π( · )) | τ ∈ [α, β]} = w+

π (t, x),

where w+(t, τ, x | π( · )) is a parametrized quadratic form received due to The-
orem 5. Also suppose that for x given, there exists at least one parametrizing
function π( · ) that yields w+(t, τ, x | π( · )) > 0 for all τ . Then there exists
an ε such that X(t, τ, x) ∩Mε = ∅. In a similar way, to check the sufficient
condition of Lemma 4, one has to use quadratic approximations of Vs(t, τ, x)
described in Theorems 3.3, 3.4. Approximation by parametrized quadratic
functions allows to effectively approximate verification problems for moving
targets that are reach sets Y [t] of another system, as indicated at the end of
the previous Section. A detailed description of such algorithms lies beyond
the scope of this paper.

5 Conclusion

This paper indicates Hamilton-Jacobi-Bellman equations for problems of
backward reachability for nonlinear systems under moving target sets. Some
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comparison principles for approximating the solutions to these equations from
above and below are further indicated. For systems with original linear dynam-
ics the types of backward reach sets discussed here turn out to be nonconvex,
despite the original linearity. Nevertheless the application of parametrized
quadratic forms and related families of ellipsoids in principle allow in nonde-
generate cases to approximate these nonconvex sets by unions of ellipsoids.
Among other approaches to the problem under discussion are those in publi-
cations [26], [18], [23], [20].
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Summary. We study, for kth-order Markov sources, the structure of optimal causal
encoders minimizing total rate subject to a mean-square distortion constraint over
a finite horizon. The class of sources considered is general alphabet sources, and
the encoder is allowed to be variable-rate. This leads to an optimization problem
in an infinite-dimensional space, for which a solution exists. We show that the op-
timal causal encoder for a kth-order Markov source uses only the most recent k
source symbols and the information available at the receiver. We also consider the
infinite-horizon version, but for k = 1, provide an existence result for an optimal sta-
tionary solution, discuss the effect of randomization on performance, and show that
a recurrence-based time sharing of at most two deterministic quantizers is optimal.
We further argue that for real-valued processes innovation encoding is not in gen-
eral optimal, but for coding of a stable linear or non-linear source, the quantization
of the innovation is an almost optimal scheme in the limit of low-distortion. This
class of problems has natural applications in remote control of linear and non-linear
systems with quantization.

1 Introduction

In real-time applications such as remote control of time-sensitive processes [6],
live streaming and voice over Internet, causality in encoding and decoding is
a natural limitation. For instance, there is a natural causal ordering of events
in a controlled process, consisting of observation, estimation, and actuation
[23]. All these events need to take place in real time and with no arbitrary
delay. Such a requirement rules out the use in control systems of many of the
traditional communication and encoder schemes which use long block codes,
since their designs build on the asymptotic analysis required by information
theory and rate-distortion theory.
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Practical systems require fast and easily implementable schemes, which
may not perform satisfactorily. Scalar quantizers, and in particular uniform
scalar quantizers, are the most widely used encoding schemes in many appli-
cations, and in particular in control systems. Uniform scalar quantizers, in
addition to their simplicity, are also approximately optimal in the limit of
high-rate distortion [8] with respect to the mean-square distortion measure.
Furthermore, they are the optimal quantizers for the asymptotic distortion
minimization for noiseless linear time-invariant scalar systems [25]. However,
when one deviates from the limit of low-rate distortion or asymptotic analysis,
in general, the structures of the quantizers get more complicated, and little is
known about the optimal encoders.

Causal coding has been studied in the literature in different contexts
and with different assumptions on the classes of sources and encoder types.
Some of the major results on the topic are the following: When the ele-
ments of a sequence {xi}, taking values on a discrete alphabet, are inde-
pendent and identically distributed, and if the decoder is allowed to per-
form with delay, then the optimal memoryless coder is the optimal causal
encoder minimizing the data rate subject to a distortion constraint [18]. The
delayless encoding scheme was studied in [7], which demonstrated the opti-
mality of memoryless fixed-rate encoders when the sources belong to a dis-
crete and finite set, and the encoding is fixed-rate. We note that delayless
encoding (zero-delay encoding) is stronger than that of causality in that
both encoding and decoding are instantaneous. If the source is kth-order
Markov, then the optimal causal fixed-rate coder minimizing any measur-
able distortion uses only the last k source symbols and the current state
at the receiver’s memory [24]. The results of [24] were extended in [21] to
systems without feedback, under the assumption of a fixed decoder struc-
ture. The problem of optimal transmission over noisy channels with perfect
causal feedback was considered in [22] for the case when the source belongs
to a finite and discrete set. In the limit of low distortion (high rate), [14]
studied stationary encoding of a stable stationary process and showed that
memoryless quantizer followed by a conditional entropy coder is at most
0.25 bits worse than any noncausal encoder. A relevant problem in causal
rate-distortion theory was studied in [20], where under the criterion of di-
rected mutual information minimization subject to a distortion constraint,
and with availability of feedback, optimal causal conditional coding laws are
obtained.

If one allows variable rate coding, the optimization problem for the evalua-
tion of the optimal quantizer becomes somewhat complicated since it involves
possibly infinite-dimensional spaces. Entropy, as a lower bound on error-free
transmission for a discrete source, can be attained fairly closely by means
of entropy coding techniques or via block coding. We note that in variable
rate coding, the delays in the transmission of higher length symbols might
affect the overall delay. Nonetheless, in variable-rate coding, the system is
still causal in that no future data is allowed to be used in encoding and de-
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coding. Furthermore, using tools from variable rate encoding, a bound on the
maximum length code can be enforced and entropy coding schemes can still
be applied under such a restriction (note that such a restriction necessarily
leads to finite number of codewords). Various studies [10], [11] have looked
at the problem of entropy-constrained quantization for the design of variable
rate quantizers.

Stochastic control can provide a useful tool in the characterization of op-
timal coding schemes, as has been shown in [24]. An important work in this
direction is [4], which studied infinite horizon quantization of a partially ob-
served source generated by a stationary stable Markov process by also allow-
ing variable rate coding, but under the restriction of finitely many codewords.
The existence of a solution in a general, infinite-horizon average performance
criterion Markov decision process (MDP) problem was studied in several pub-
lications, such as [16], [12].

1.1 Main Results

We provide in this chapter extensions of the available results on causal cod-
ing/decoding in finite horizon to Markov sources of arbitrary degree (which
include i.i.d. sources) and in general state spaces, and to the case where
the quantization is variable rate. We also provide extensions to the infinite-
horizon case with a first-order Markov source. Specifically we give the following
results.

1) We obtain existence results for optimal causal deterministic and random-
ized quantizers under general conditions.

2) We provide the structure of the optimal causal encoders, and show that the
optimal causal coder minimizing the total data rate subject to a distortion
constraint over a finite horizon for a kth-order Markov source uses the last
k source outputs and the information available at the receiver.

3) For the infinite-horizon problem, and for a first-order Markov source, we
obtain existence results, and characterize the optimal solution.

4) We show that performance can be improved through randomization, where
both the transmitter and the receiver have access to the realized outcome
of the randomized choice. Randomization can be restricted to two-point
distributions, without any loss of generality.

5) For the infinite horizon case, even without sharing randomization infor-
mation, an optimal time-sharing policy based on recurrence properties of
the Markov dynamics attains the optimal performance.

6) For various source dynamics, including non-linear systems, we provide
bounds on the performance of innovation coding. We show that innovation
coding is in general suboptimal, but for coding of stable linear as well as
non-linear sources, innovation coding is almost optimal in the limit of low
distortion.
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2 Preliminaries

We first introduce the notion of a quantizer.

Definition 1. A quantizer, Q, for a scalar continuous variable is a Borel-
measurable mapping from the real line to a finite or countable set, character-
ized by corresponding bins {Bi} and their reconstruction levels {qi}, such that
∀i, Q(x) = qi if and only if x ∈ Bi.

We assume that the quantization bins are regular [10]. Thus, (for scalar
quantization) Bi can be taken to be nonoverlapping semiopen intervals, Bi =
(δi, δi+1], with δi < δi+1, i = 0,±1,±2, . . . , such that δ0 is the one closest to
the origin, where {δi} are termed “bin edges”. Here, we also have qi ∈ Bi.

In a dynamic, discrete-time setting, the construction of a quantizer at any
time t could depend on the past quantizer values. To make this precise, let
X be the input space, X̂ be the output space, and Qt be the set of quantizer
reconstruction values, qt, at time t, t = 1, 2, . . .. Then, the quantizer at time
t, to be denoted by ft, is a mapping from X t to Qt, where X t is the t-product
of X . Such a quantizer is said to be causal (that is, it depends only on the
past and present values of the input process), in addition to being dynamic.
A quantizer is assumed to be followed by an encoder, which provides the
binary representation of the quantization outputs. However, hereafter, we will
use the term encoder to refer to the ensemble of the quantizer and the encoder.
Finally, we also introduce gt : Q1 ×Q2 × . . .Qt → X̂ as the decoder function,
which again has causal access to the past received values.

The class of quantizers we have introduced above are so-called determin-
istic quantizers, in the sense that for each fixed t, and given ft and his-
tory xt

1 := {xs, s = 1, . . . , t}, the quantizer value induced, qt = ft(xt
1), is

a uniquely defined element of Qt. Let T be the space of such deterministic
quantizers, and let σ(T ) be its σ-algebra. A more general class quantizers
is the randomized ones, which assign a probability measure to selection of
bins for each fixed x∞1 ∈ X∞. More precisely, and by a slight abuse of no-
tation, quantizer policy q(.|x) is randomized if, for each x ∈ X∞, q(.|x) is
a probability measure on σ(T ), and if, for every fixed D ∈ σ(T ), q(D|.) is
a well-defined function on X∞, whose restriction to the interval [1, t] agrees
with a deterministic quantizer ft.

In the development of this chapter, we will first work with deterministic
quantizers, and subsequently extend the analysis to randomized policies, uti-
lizing in both cases entropy analysis and dynamic programming. We will also
be using Markov Decision Process (MDP) tools; an overview as relevant to
the development here is provided in the Appendix.

3 Problem Formulation

Let vmi , i ≤ m, denote the ith through mth components, {vi, . . . , vm}, of
a vector v. Consider a sequence: xt ∈ R, t = 1, 2, . . . , N . The encoder causally
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encodes this sequence, ft(xt
1), 1 ≤ i ≤ N , and a delayless causal decoder

generates the estimates x̂t = gt(f1(x1), . . . , ft(xt
1)), for 1 ≤ t ≤ N . Let xN

1 be
generated by an i.i.d. or a kth order Markov process, k ≥ 1, where xt, 1 ≤ t ≤
N , takes values inR, and E[x2

t ] <∞ with the marginal density functions p(xt)
continuous. Let H(fN

1 ) denote, with a slight abuse of notation, the entropy
of the quantizer outputs qN1 := {q1, . . . , qN} under the quantization policies
fi( · ), i = 1, . . . , N , that is, with pi(qi) denoting the probability of qi,

H(fN
1 ) = −

N∑

i=1

E[pi(qi) log2 pi(qi)] , qi = f(xi
1) , i = 1, . . . , N .

We study the following constrained minimization problem: For a given positive
integer N ,

inf
fN
1

1
N
H(fN

1 ) (1)

subject to

1
N

N∑

t=1

E[(xt − x̂t(f t
1))

2] ≤ D, (2)

for some finite D > 0, where x̂t(f t
1) is (as the output, gt( · ), of the decoder)

the conditional mean of xt given the quantizer policy fs, s ≤ t, and the output
of the quantizer, qs, s ≤ t . We will consider also the infinite-horizon case,
when N → ∞. Further, we will study the improvement in the value of (1)
when randomization is allowed on quantizer policies.

In the causal coding literature, the underlying optimization problem has
generally been restricted to finite dimensional spaces. The analysis then builds
on the fact that a continuous function over a compact set attains a minimum.
However, when there is an entropy constraint, as opposed to a fixed length
rate constraint, the optimization problem is one of infinite dimension and
the optimal quantizer could then have infinitely many quantization levels [9].
Then, the appropriate framework in this case is one of infinite-dimensional
optimization using weak topology. Some background on this is provided in
the Appendix.

4 The Structure of Optimal Deterministic Quantizers

We use the notation |.| to denote the Euclidean norm (absolute value) of
a scalar quantity and ||.||2 to denote the Euclidean norm of a vector.

Since it is quite inconvenient to work with the set of quantization func-
tions, we will work with the set of quantization output distributions on integer
indexed bins. Thus, one could carry out the analysis via well-studied topo-
logical results on the space of probability distribution functions. We assume
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the input probability distributions to be absolutely continuous with respect
to the Lebesgue measure, and define the (Radon-Nikodym) derivative of the
distributions with respect to the Lebesgue measure as the probability density
function, μ. We also let, by slight abuse of notation, the conditional density
(or conditional probability mass function, as appropriate) of the random vari-
able xt given fs(xs

1) = qs, 1 ≤ s ≤ t, for a fixed quantizer policy f t
1 by

P (xt|f t
1); note that this quantity depends not only on the observed quantizer

outputs qt1 (suppressed in this description) but also on the functional form of
the quantizer policy, f t

1. A similar interpretation also applies to P (fi|f i−1
1 )

(probability mass function of qi = fi(xi
1) given fs(xs

1) = qs, 1 ≤ s ≤ i − 1),
as well as the conditional entropy, H(fi|f i−1

1 ), which is that of the quantizer
output at time t = i given all previous quantizer outputs and all quantizer
functions (past and present).

Our main results for the finite-horizon case are now given below, first for
memoryless sources, and then for Markov sources with memory. In both cases,
a solution to (1)–(2) exists because it is minimization of a weak* continuous
function, H(fN

1 ), over a weak* compact set, as determined by (2)3.

Theorem 1. Suppose {xt} are i.i.d. random variables which can be discrete
or continuous valued. Then, the optimal deterministic encoder uses only the
current symbol.

Proof. We use dynamic programming. The underlying constrained optimiza-
tion problem has an associated Lagrange multiplier, λ > 0 ([25], Proof of
Lemma 3.3). Let us introduce the Lagrangian

Jλ =
N∑

i=1

H(fi|f i−1
1 ) + λ

N∑

i=1

Exi [(xi − g(fi, f i−1
1 ))2|xi

1, f
i−1
1 ].

The cost at time N can be written as

JN
λ = λExN [(xN − g(fN , fN−1

1 ))2|xN
1 , f

N−1
1 ] +H(fN |fN−1

1 ),

which is identical to

JN
λ = λExN [(xN − g(fN , fN−1

1 ))2|xN , f
N−1
1 ] +H(fN |fN−1

1 ),

since xN − g(fN , fN−1
1 )2 does not depend on xN−1

1 , which follows from the
observation that the encoder has perfect access to fN−1

1 and xN .
Define the scalar quantizer and the decoder for the last stage as

ffN−1
1

(xN ) := fN(xN , f
N−1
1 ),

guN (ffN−1
1

(xN )) := gN(fN−1
1 , ffN−1

1
(xN )).

3 Weak* compactness of the constraint set follows from an argument used in [25]
for a similar (but not identical) set.
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Thus,

JN
λ = λExN [[(xN − guN (ffN−1

1
(xN )))2|xN , f

N−1
1 ] +H(ffN−1

1
(xN )|fN−1

1 ) .

We have, since the source is memoryless and the quantizer is deterministic,

H(ffN−1
1

(xN ))|fN−1
1 ) = H(ffN−1

1
(xN )).

The optimal decoder policy does not affect the entropy component of the cost,
and therefore it generates the mean-square minimizing estimate:

x̂N = guN (ffn−1
1

(xN )) = E[xN |fN−1
1 , fN ] = E[xN |fN ] ,

since

p(xN |fN−1
1 , fN )

=
p(ffN−1

1
(xN )|xN , f

N−1
1 )p(xN |fN−1

1 )p(fN−1
1 )

p(fN−1
1 , ffN−1

1
(xN ))

=
p(ffN−1

1
(xN )|xN , f

N−1
1 )p(xN )p(fN−1

1 )

p(ffN−1
1

(xN )|fN−1
1 )p(fN−1

1 )

= p(xN |ffN−1
1

(xN )). (3)

Thus,
ExN [guN (ffN−1

1
(xN ))|fN−1

1 ] = ExN [guN (ffN−1
1

(xN ))] ,

and we have

JN
λ = λExN [(xN − ExN [guN (ffN−1

1
(xN ))])2) +H(ffN−1

1
(xN ))] .

Now, regarding ffN−1
1

(xN ) as a function to be optimized over, it is evident
that the optimal ffN−1

1
is only a function of the last state symbol xN . This

characterizes the structure for the last stage.
At time N − 1, we have the problem of minimization of:

JN−1
λ = λExN−1 [(xN−1 − gN−1(fN−1, f

N−2
1 ))2

+H(fN−1|fN−2
1 ) + E[JN |xN

1 , f
N−1
1 ]|xN−1

1 , fN−2
1 ].

We thus know that JN is independent of both xN
1 and the encoder outputs,

and hence the last term can be taken out of the expectation. The structure
of the cost, JN−1

λ , then becomes identical to that in the problem for the Nth
stage, and the quantizer in the (N −1)th stage is also memoryless. The recur-
sions for the other stages follow similar reasoning. Thus, memoryless scalar
quantization is optimal within the class of deterministic quantizer policies. ��
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Theorem 2. For a kth-order Markov source, the finite-horizon optimal causal
deterministic encoder at stage t, 0 ≤ t ≤ N−1 use the most recent (available)
min(t, k) symbols and the information available at the receiver. The optimal
deterministic encoder for the last stage, N , uses only the last symbol and the
information available at the receiver.

Proof. Let us introduce the Lagrangian

Jλ =
N∑

i=1

H(fi|f i−1
1 ) + λ

N∑

i=1

Exi [(xi − g(fi, f i−1
1 ))2|xi

1, f
i−1
1 ].

The cost at time N can be written as

JN
λ = λExN [(xN − g(fN , fN−1

1 ))2|xN
1 , f

N−1
1 ] +H(fN |fN−1

1 ),

which is identical to

JN
λ = λExN [(xN − g(fN , fN−1

1 ))2|xN , f
N−1
1 ] +H(fN |fN−1

1 ),

since xN − g(fN , fN−1
1 ) does not depend on xN−1

1 , which follows from the
observation that the encoder has perfect access to fN−1

1 and xN .
Define the scalar quantizer and the decoder for the last stage as

ffN−1
1

(xN ) := fN(xN , f
N−1
1 ),

guN (ffN−1
1

(xN )) := gN(fN−1
1 , ffN−1

1
(xN )).

Thus,

JN
λ = λExN [[(xN − guN (ffN−1

1
(xN )))2|xN , f

N−1
1 ] +H(ffN−1

1
(xN )|fN−1

1 ) .

Unlike the memoryless case, we cannot take the conditioning out in the ex-
pression for H(ffN−1

1
(xN ))|fN−1

1 ) .
The optimal decoder policy does not affect the entropy component of the

cost, and therefore it generates the mean-square minimizing estimate:

x̂N = guN (ffn−1
1

(xN )) = E[xN |fN
1 , fN ].

Thus, we have

JN
λ = λExN [(xN − ExN [guN (ffN−1

1
(xN ))])2)

+H(ffN−1
1

(xN ))|fN−1
1 )],

from which it is evident that the optimal ffN−1
1

is only a function of the
last state symbol xN and f1N−1 . This characterizes the structure for the last
stage.
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Upon observing the functional dependence of JN (λ), we write the func-
tional to be minimized at stage N − 1 as,

JN−1
λ = λExN−1 [(xN−1 − gN−1(fN−1, f

N−2
1 ))2|xN−1

1 , fN−2
1 ]

+H(fN−1|fN−2
1 ) + ExN [JN |xN

(N−1)−k+1, f
N−1
1 ].

It should be observed that, JN−1
λ is a function of (xN−1

(N−1)−k+1, f
N−1
1 ), due

to the fact that the last stage cost is a function of xN−1
(N−1)−k+1. This follows

from the observation that the statistics of xN is completely characterized by
xN−1

(N−1)−k+1. Thus, we write JN−1
λ (xN−1

N−1−k+1, f
N−1
1 ) to show the explicit de-

pendence on its arguments.
For the time stage N − 2, we have

JN−2
λ = λExN−2 [(xN−2 − gN−2(fN−2, f

N−3
1 ))2

+H(fN−2|fN−3
1 ) + {ExN−1[J

N−1
λ (xN−1−k+1, f

N−2
1 )

+ExN [JN (xN
(N−1)−k+1, f

N−1
1 )]]|xN−2

1 , fN−2
1 ]}.

Here, we have an expectation over xN−1 and xN−2. Since xN−1 depends on
xN−2
N−1−k, and these terms are measurable, they affect the expectation for the

cost-to-go, i.e.,
E[JN |xN

(N−1)−k+1, f
N−1
1 ]

and are to be used in the optimization. An inductive argument proves the
result for t, such that k ≤ t ≤ N − 3.

For t ≤ k, one uses only the available source values, xt
1 and the information

at the receiver. ��

5 The Infinite-Horizon Solution

Here we restrict the source to be first-order Markov, to simplify the analy-
sis and the convergence result below. For such a source, the problem in the
infinite-horizon case is the minimization of the quantity

lim sup
N→∞

1
N

N∑

t=1

H(ft|f t−1
1 ) (4)

subject to the average distortion constraint

lim sup
N→∞

1
N

N∑

t=1

E[(xt − x̂t(f t
1))

2] ≤ D. (5)

A version of the infinite horizon problem has been studied in [4]. Our setup
here is different, however, in that we do not assume that the number of bins
is finite.
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We first need a non-linear filter for the evolution of the conditional den-
sity, which was developed in [4]. First, it follows from the property of total
probability that

∫

xn−1

P (xn, xn−1, fn, f
n−1
1 ) dxn−1 = P (xn|fn

1 )P (fn
1 ) .

Using properties of conditional probability,

P (xn, xn−1, fn|fn−1
1 ) = P (fn|xn)P (xn|xn−1)P (xn−1|fn−1

1 ) ,

which leads to the following expression for P (xn|fn
1 ):

∫
P (xn−1|fn−1

1 )P (fn|xn)P (xn|xn−1)dxn−1
∫ ∫

P (xn−1|fn−1
1 )P (fn|xn)P (xn|xn−1)dxndxn−1

. (6)

The entropy and the distortion constraint can be written as a function of this
conditional density for all time stages. Following the terminology of [4], we
define

πn(x) := P (xn = x|fn
1 ).

Let P be the set of probability distributions for πn(x), n ≥ 1. Then the con-
ditional density and the quantization output process , (πn(x), fn+1), form
a joint Markov process in P × Q. We refer the reader to [5] and [13] for an
analysis of the conditions for the ergodicity of such filtering processes which
involve deterministic observation dynamics.

Here, we have the minimization of

lim sup
N→∞

1
N

N∑

t=1

∫

H(ft|πt−1)πt−1(xt−1)dxt−1 =: r(π, f) (7)

subject to the constraint

s(π, f) := lim sup
N→∞

[
1
N

N∑

t=1

∫

(
∫

(xt − x̂t(ft, πt−1))2

·P (xt|xt−1)dxt)πt−1(xt−1)dxt−1

]

≤ D , (8)

where x̂t(ft, πt−1) denotes the estimation at the receiver at time t, using the
conditional density and the received codeword.

Theorem 3. For an irreducible Markov sequence {xt}, suppose that (xt)2 and
pt log2(pt) are uniformly integrable over the set of distributions. If xt converges
almost surely to a random variable x with E[x2] < ∞, then there exists an
optimal stationary randomized quantizer solving (7)–(8).
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Proof. Following [12], Theorem 3.2, we have the following.

1) The set of feasible quantizers that lead to satisfaction of the distortion
constraint is nonempty. This follows from the observation that a sub-
optimal strategy would be to encode the source without using the past
information. There exists such a scheme that yields an arbitrarily small
distortion subject to a finite entropy rate (such as memoryless high-rate
uniform quantization of the source). Hence there exists at least one solu-
tion.

2) r(π, f) is nonnegative and weak* continuous. This follows from the fact
that entropy of a discrete variable is nonnegative and that entropy is
a weak* continuous function of both the input distribution and the quan-
tizer. Since entropy is differentiable in the quantizers (see [25]), continuity
follows directly. Following a similar argument, it can be shown that en-
tropy is also weak* continuous in the conditional densities.

3) s(π, f) is nonnegative and weak* continuous. Expected value of the Eu-
clidean distance norm is clearly nonnegative. We need to show that it
is weak* continuous. This follows from the fact that an arbitrarily small
change in the distance can only be caused by an arbitrarily small change
in the quantizer, since this distance metric is differentiable [25] . The same
argument applies to the case of a fixed quantizer when the input densities
are arbitrarily perturbed.

4) The transition function for fn is weak* continuous. For this, we refer to
Lemma 3.1 of [4]. It follows from the properties of the nonlinear filter that

πn(xn) =
∫
πn−1(xn−1)P (qn|xn)P (xn|xn−1)dxn−1∫ ∫
πn−1(xn−1)P (qn|xn)P (xn|xn−1)dxndxn−1

,

and the fact that the conditional densities πn(xn) belong to a tight set for
all time stages.

In view of 1-4 above, there exists an optimal solution. ��

6 The Structure of Optimal Randomized Quantizers

Randomization might improve performance in a constrained optimization
problem. Toward this end we have the following result.

Theorem 4. For both the finite-horizon and the infinite-horizon problems,
performance can be improved using a randomized causal quantizer. The op-
timal randomized stationary policies are convex combinations of at most two
stationary deterministic policies, with the randomization information at the
encoder made available to the decoder.

Proof. The fact that only two-point randomization is needed follows from
the fact that there is only one constraint in the optimization problem. This
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follows arguments in convex optimization to meet Kuhn-Tucker conditions.
Suppose there was an n-point randomization, where randomization informa-
tion is available at the decoder. Suppose we use quantizer f i with probability
pi, with entropies H(f i) and distortions D(f i), 1 ≤ i ≤ n. In this case, we
minimize, with respect to {pi}, the Lagrangian

∑

i

piH(f i) + λpiD(f i) + λ2

∑

i

pi,

where λ2 is needed to enforce that pi’s fare probabilities, and λ is the Lagrange
multiplier that was introduced earlier.

Taking partial derivatives with respect to all the elements, we obtain

H(f i) + λD(f i) + λ2 = 0 .

This suggests that the candidate H(f i), D(f i) pairs must all be on a line.
However, if there are more than two such candidate elements, then one could,
without any loss of generality, take one of them out and place its mass on one
of the remaining quantizers, since the constraint λpiD(f i) = D can be met
with only two such quantizers. ��

The reason why the randomization information has to be available at both
the decoder and the encoder is that otherwise randomization adds additional
entropy to the process, which in turn hurts the performance.

It could be difficult to implement randomized quantizers since these require
common randomness between the encoder and the decoder. However, for the
infinite-horizon problem, one might achieve the optimal performance without
the assumption of such common randomness. This can be achieved via time-
sharing, which has to exploit the recurrence properties of Markov chains.

The set of probability density functions, unlike discrete sets, requires
a more involved analysis for recurrence properties. Normally, one would want
to have a state in the set of probability densities, which would be visited
with probability 1, hence an atom. In this case, this atom would be the state
where after a sufficient number of visits, the policy change would be imple-
mented. However, for general state spaces, such an atom might not be possi-
ble [17]. If the transition of the Markov evolution of P (xt|f t−1

1 ) were to form
an irreducible Markov chain, one could still be able to use this set as the
policy-sharing instant; however, such a notion of irreducibility is not directly
applicable to the space of probability distributions since such distributions
are non-atomic. Toward this end, we use the notion of a small set [17]. Let
P be the set of probability distributions. A set, C in P , is small if there ex-
ists a natural number z and a probability distribution ν, such that, for all
P (xt|qt−1

1 ) ∈ C,

P (P (xt+z |qt+z−1
1 ) ∈ A|P (xt|qt−1

1 )) > ν(A),

for all A ⊂ P . If this holds, then one can obtain a recurrence set by enlarging
the probability space.



Causal Coding of Markov Sources 103

Proposition 1. Suppose that there exists a set C which is recurrent under
each of the deterministic policies used in the randomized stationary quantizer.
Then, there exists an ε-optimal time-sharing scheme of two deterministic poli-
cies corresponding to the optimal randomized stationary policy.

Proof. Suppose the randomization rate η is rational, such that there exists
m and n so that η = m/n, and that quantization policy f ′ is used with
probability η, and another quantization policy f ′′ is used with probability 1−η.

There exists an invariant distribution such that the conditional mass dis-
tribution has a limiting distribution under both policies. Let π∞,f ′(x) be the
invariant conditional density under policy f ′ and let π∞,f ′′(x) be the invariant
density under f ′′. By assumption under both policies there exists a small set C.

Now, apply the policy f ′ in the first m cycles between the visits to the
recurrent state C, and apply f ′′ in the remaining n −m successive visits to
the same state. Such a time-sharing will achieve the optimal performance [19].

If η is not rational, then for any δ > 0 there exist large enough m′, n′ such
that |η − (m′/n′)| < δ. Applying the above scheme for m′ and n′ −m′ cycles
will arbitrarily approximate the optimal randomization policy. ��

Remark 1. For the memoryless discrete source case, it was shown in [18] that
the optimal memoryless encoder time-shares between two scalar quantizers.
This result, as observed above, is applicable to dynamic encoding as well, with
the difference here being in the additional analysis required in the recurrence
properties of the chain. In such a case, the policy is not stationary. �

7 On Innovation Encoding

Linear differential coding, or innovation encoding, is a common coding scheme
used for various applications. However, except for Gaussian sources [2], with
transmission over Gaussian channels, it is not apparent whether innovation
encoding is the best scheme.

In fact, following the analysis on the non-linear filter derived by [4], one
immediately sees that, innovation encoding is in general not optimal for a con-
tinuous source, since the conditional density information cannot be sufficiently
represented by the mean value. An exception of interest is the use of uniform
quantization for a linear noise-free source which has a uniform initial distri-
bution [25]. Linear innovation coding for a Gaussian source is another rare
case where innovation coding is optimal.

We consider here a linear source with the dynamics

xt+1 = axt + wt (9)

where |a| < 1 (that is the process is stable), and wt is an i.i.d. Gaussian
driving process.

For the coding problem, there does exist a solution by our earlier ar-
gument. We now consider a scheme where the innovation process, et =
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xt − aE[xt−1|qn−1
1 ], is quantized. The process {et} is Markov if the quan-

tizer is time invariant. We note that uniformly quantizing the innovation at
a high rate is fairly efficient, and this property in fact holds for any value of
the parameter a (that is, for the unstable case as well). The proof of the result
below in part builds on the findings in [14].

Theorem 5. For causal coding of the source given in (9), suppose innovations
are uniformly quantized. In the limit of low distortion, such an encoder is at
most 0.254 bits worse than any (possibly noncausal) encoder.

Proof. We provide and compare the performances based on some lower and
upper bounds. The lower bound is obtained via the Shannon lower bound.
We have

lim
n→∞(1/n)H(fn

1 ) ≥ lim
n→∞(1/n)

n∑

t=1

I(xt; ft|f t−1
1 )

= lim
n→∞(1/n)

n∑

t=1

H(xt|f t−1
1 )−H(xt|f t

1)

= lim
n→∞(1/n)

n∑

t=1

H(a xt−1 + wt−1|f t−1
1 )−H(xt|f t

1)

≥ lim
n→∞(1/n)

n∑

t=1

H(a xt−1 + wt−1|xt−1
1 )−H(xt|f t

1)

= lim
n→∞(1/n)

n∑

t=1

H(wt−1)−H(xt − x̂t|f t
1)

≥ lim
n→∞(1/n)

n∑

t=1

H(wt−1)−H(xt − x̂t)

= (1/2) log2(σ
2/D) .

For the upper bound, we quantize the innovation as described above. We
first argue that there exists an invariant density for the error process. This
follows from the observation that, there exists an ε > 0 and a bounded set
C = {x : |x|2 ≤ E[w2

0/(1− a2)]} such that (see [17])

E[e2t+1|et] ≤ (1− ε)e2t + E[w2
0]1et∈C ,

where 1(.) is the indicator function. Accordingly, we uniformly quantize et. The
rate as a function of the distortion is given by the Gish-Pierce formula [8]:

R =
1
2

log2(2H)− 1
2

log(12D)

≤ 1
2

log2((2πe(a
2D + σ2)/12D)) .

Hence, as D → 0, the difference is (1/2) log2(2πe/12) = 0.254 bits. ��



Causal Coding of Markov Sources 105

When the source is unstable, that is |a| ≥ 1, (10) seems to still hold
and one might argue that the same rate loss as above applies. However, for
the unstable case, if one uses fixed-length encoding, there does not exist an
invariant density for the state. One then needs to use non-trivial feedback or
memory policies.

A similar approach as in Theorem 5 applies to the case when the source
evolves as a non-linear process. Coding for control of non-linear systems has
been studied by Isidori and De Persis [6] among others. We have the following,
the proof of which follows that of Theorem 5.

Theorem 6. Consider optimal causal coding of a stable source given by

xt+1 = f(xt) + wt (10)

where f(xt) is a stable Lipschitz function (for example, a contraction), and wt

is an i.i.d. Gaussian driving process. Suppose that innovations are uniformly
quantized. Then, in the limit of low distortion, such an encoder is at most
0.254 bits worse than any (possibly noncausal) encoder.

8 Concluding Remarks

In this chapter, we studied optimal causal coding for a rate minimization
problem subject to a distortion constraint. We provided an existence result for
an optimal solution. We then derived for the finite-horizon case the structures
of the optimal encoders for Markov sources of arbitrary finite order, including
memoryless sources. We provided an existence result for the infinite-horizon
problem. We showed that optimal causal quantizers can be randomized, with
randomization between at most two deterministic policies. For the infinite
horizon problem, this randomization performance can be arbitrarily closely
attained via time-sharing and recurrence policies. We also investigated the
performance of innovation coding of linear and non-linear sources.
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A Weak Topology

In finite dimensional spaces, compactness of a set is equivalent to closed-
ness and boundedness. However, this ceases to be true in infinite dimensional
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spaces. Due to the strict definition of strong convergence, in optimization
problems, it usually suffices to work with a weaker notion, that of weak* con-
vergence: A sequence of functions, fn, converges in weak* topology to f , if
and only if ∫

g(x)fn(x)dx→
∫

g(x)f(x)dx

for all g ∈ Cb(X), where X is the space under consideration, which is Polish,
that is, a topological space whose topology is metrizable by some metric such
that X is complete and separable (contains a countably dense set) and Cb(X)
denotes the set of continuous and bounded functions on X . With this defini-
tion of convergence, one can introduce the notion of weak* compactness: a set
of functions is weak* compact if every sequence in the set has a subsequence
which converges in the weak* topology.

When applying these notions to probability distributions, there exists
a simpler way of checking compactness, which is given by the Prohorov theo-
rem, which states that tightness and relative weak* compactness are identical
when X is Polish (such as Rn for finite n). A set of probability distribution
functions P is tight if for every arbitrarily small ε > 0, there exists a compact
set C, such that

p(x ∈ C) ≥ 1− ε
for all p ∈ P .

A relevant result is the Arzela-Ascoli theorem, which states that, a set
of continuous functions mapping a compact space to another one is compact
if and only if each of the functions is uniformly equicontinuous [15]. Some
further details on weak topology and relevant results can be found in [3].

B Markov Decision Processes

Given a metric space S, the σ−algebra generated by S is called the Borel
σ-algebra of set S, and is denoted by B(S). A Borel set is any measurable
subset of S. Thus, a Borel set is an element of B(S).

Given two Borel spaces S and T , a stochastic kernel on S given T is
a function f : T × B(S)→ R such that f(., B) is a measurable function and
f(x, .) is a probability measure, for each (x,B) ∈ T × B(S).

A constrained Markov decision model is a sequence (X ,A,A,Q, c, d),
where

1) X is the state space, which is a Borel space.
2) A is the action space, which is Borel.
3) A : X → B(A) is the action function .
4) Q is a stochastic kernel on X given X ×A. This kernel is the dynamics of

the system.
5) c is a cost function.
6) d is a constraint function.
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A policy, {πn} is a sequence of stochastic kernels in A given the history, such
that

πn(A(xn)|hn) = 1,

where the history process is

hn = (x1, a1, x2, a2, . . . , xn−1, an−1, xn),

for integer valued n ≥ 1.
A policy is randomized stationary if there exists a stochastic kernel φ such

that πn(.|hn) = φ(xn) for each history hn. A policy is called deterministic
stationary is there exists a function h such that πn(.|hn) is the Dirac measure
at h(xn) for all hn. For details, see for instance [12] and [1].
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Summary. During the last decade, pseudospectral (PS) optimal control methods
have emerged as demonstrable efficient methods for computational nonlinear opti-
mal control. Some fundamental problems on the feasibility and convergence of the
Legendre PS method are addressed. In the first part of this paper, we summarize the
main results published separately in a series of papers on these topics. Then, a new
result on the feasibility and convergence is proved. Different from existing results in
the literature, in this new theorem neither the invertibility of necessary conditions
nor the existence of limit points is assumed.

1 Introduction

Optimal feedback control is a fundamental problem in control theory and
control system engineering. For a very limited set of problems, optimal
feedback solutions can be obtained explicitly either through the Hamilton-
Jacobi-Bellman equation or the Minimum Principle. For general problems
with state- and control constraints, and nonlinear dynamics, achieving ex-
plicit solutions is quite impossible. An alternative approach is to develop ef-
ficient numerical methods and generate feedback by way of real-time com-
putation, and idea that goes back to Pontryagin et al. [18]. For many
years, the computational approach had been widely considered as being
too slow for real-time applications of highly nonlinear problems. In re-
cent years, a new class of methods known as pseudospectral (PS) meth-
ods have emerged as demonstrable candidates for real-time computation
[1, 11, 22, 24, 25, 26, 29]. As a matter fact, feedback control via real-time
computation has been demonstrated not merely in simulation but also in

� The research was supported in part by the Air Force Office of Scientific Research
under AFOSR Grant F1ATA0-60-6-2G002.
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practice such as the ground test of the PS attitude control system of NPSAT1
[26, 29], an experimental spacecraft scheduled for launch in 2007. The ad-
vent of practical real-time computation requires a new theoretical frame-
work for optimal control theory. In this paper, we focus on convergence
theorems related to discrete approximations arising from an application of
PS methods.

Currently, there are two approaches to analyze the convergence of discrete
approximations. One is based on the theory of consistent approximations [17]
and the other based on Robinson’s implicit function theorem [20, 21]. In the
theory of consistent approximations, sufficient conditions are constructed to
prove that the limit point of a sequence of discrete optimal solutions must be
the optimal solution of the original optimal control problem, provided that
a limit point exists. Such an approach has been used since the 1960s and mod-
ern results for Runge-Kutta approximations are described in [28]. The other
approach is based on the invertibility of the discrete necessary conditions (i.e.
the Karush-Kuhn-Tucker conditions) [13]. Following this line, one can prove
both convergence and convergence rate at a price of stronger assumptions.
For state-constrained problems, it is necessary to impose significant condi-
tions for a proof of convergence even when the discrete approximations are
based on Eulerian approximations [5]. In this paper, we develop convergence
theorems for PS approximations for a special family of control systems, namely
feedback linearizable systems. In this work, we rely on exploring the approxi-
mation theory from spectral analysis in conjunction with the structure of
feedback linearizable systems. This allows us to state stronger results in which
certain fundamental consistency type of assumptions previously required on
this topic are removed. The results in this paper represent a first success be-
yond some of the consistency cornerstones on the convergence theory of PS
methods. In particular, the proof presented in this paper is independent of
the discrete-time or continuous-time necessary conditions, which is a funda-
mental difference from most existing proofs on the convergence of discrete
approximations.

Pseudospectral methods were largely developed in the 1970s for solv-
ing partial differential equations arising in fluid dynamics and meteorol-
ogy [3]. During the 1990s, PS methods were introduced for solving opti-
mal control problems [7, 6, 9, 8]; and since then, have gained considerable
attention [10, 14, 16, 19, 30, 31]. One of the main reasons for the popu-
larity of PS methods is that they demonstrably offer an exponential con-
vergence rate for the approximation of analytic functions while providing
Eulerian-like simplicity. Although PS methods are easy to apply, proofs of
existence and convergence of approximations is a difficult problem and cur-
rently an active area of research for general nonlinear systems. Significant
progress has been made during the last few years for the family of feed-
back linearizable systems with either continuous or discontinuous optimal
control. In the next few sections, we will first summarize the main results
published separately in a series of papers on the existence and convergence
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of discrete approximations using PS optimal control methods. These re-
sults are formulated in a unified framework so that one can easily analyze
the differences and similarities. Then, a new result is proved in which nei-
ther invertibility of necessary conditions nor the existence of limit points is
assumed.

2 Problem Definition

In this paper, we address the following Bolza problem of control systems in
the feedback linearizable normal form.

Problem B: Determine the state-control function pair (x(t), u(t)), x ∈ IRr

and u ∈ IR, that minimizes the cost function

J(x( · ), u( · )) =
∫ 1

−1

F (x(t), u(t)) dt+ E(x(−1), x(1)) (1)

subject to

ẋ1 = x2, · · · , ẋr−1 = xr, ẋr = f(x) + g(x)u (state equations) (2)
e(x(−1), x(1)) = 0 (endpoint conditions) (3)
h(x(t), u(t)) ≤ 0 (state-control constraints) (4)

where x ∈ IRr, u ∈ IR, and F : IRr × IR→ IR, E : IRr × IRr → IR, f : IRr → IR,
g : IRr → IR e : IRr × IRr → IRNe and h : IRr × IRr → IRs are all Lipschitz
continuous functions with respect to their arguments. In addition, we assume
g(x) �= 0 for all x. Throughout the paper we make extensive use of Sobolev
spaces, Wm,p, that consists of functions, ξ : [−1, 1] → R whose j-th weak
derivative, ξ(j), lies in Lp for all 0 ≤ j ≤ m with the norm,

‖ ξ ‖Wm,p =
m∑

j=0

‖ ξ(j) ‖Lp .

We limit our discussions to those optimal control problems that have at least
one optimal solution (x∗(t), u∗(t)). The problem of convergence is addressed
in three different situations. In the first case, we assume x∗r(t) has bounded
m-th order weak derivative with m ≥ 2, i.e. x∗r(t) is in W 2,∞. This condition
implies that the optimal control u∗(t) is continuous. In this case, uniform
convergence is guaranteed under consistent type of assumptions. In the second
case, the optimal control is allowed to be discontinuous; however, due to the
fundamental limitation in global polynomial approximations, convergence is
proved in a week sense rather than uniform convergence. We hasten to note
that PS methods are not limited to global polynomial approximations, and
that numerical experiments with PS knotting methods [23] based on non-
global polynomials suggest that uniform convergence is possible; however,
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a theoretical framework for a proof of this result is an open area of research.
In the third case, we assume x∗r(t) is in Wm,∞ with m ≥ 3. Under this
assumption of additional regularity of the optimal trajectory, we are able
to remove the strong consistent type of assumptions made in the other two
cases.

In this paper, we focus on the Legendre PS method for optimal control. The
ideas are applicable to other PS methods as well but we limit our discussions
to the Legendre method for the purpose of clarity in presentation. In Legendre
PS optimal control method, the state, x(t), is approximated by N -th order La-
grange polynomials based on the interpolation at the Legendre-Gauss-Lobatto
(LGL) quadrature nodes. The LGL nodes, t0 = −1 < t1 < · · · < tN = 1, are
defined by

t0 = −1, tN = 1, and
for k = 1, 2, . . . , N − 1, tk are the roots of L̇N(t)

where L̇N(t) is the derivative of the N -th order Legendre polynomial LN(t). It
has been proven in computational mathematics that the interpolation at the
LGL nodes is an extremely efficient method in the approximation of smooth
functions. In the discretization, x(tk) is approximated by the vector x̄Nk ∈ IRr,

x̄Nk =
[
x̄Nk

1 x̄Nk
2 · · · x̄Nk

r

]T
.

Similarly, ūNk is the approximation of u(tk). Thus, a discrete approximation
of the function xi(t) is the row vector

x̄N
i =

[
x̄N1
i x̄N2

i · · · x̄NN
i

]
.

A continuous-time approximation of the state xi(t) is defined by its polynomial
approximation denoted as xN

i (t), i.e.,

xi(t) ≈ xN
i (t) =

N∑

k=0

x̄Nk
i φk(t), (5)

where φk(t) is the Lagrange interpolating polynomial. Instead of polyno-
mial interpolation, the control input is approximated by the following non-
polynomial interpolation

uN(t) =
ẋN
r (t)− f(xN (t))

g(xN (t))
. (6)

The notation used in this paper is summarized as follows. The discrete-
time variables are denoted by letters with an upper bar, such as x̄Nk

i and ūNk,
where N represents the number of LGL nodes and k represents the kth node.
If k in the superscript and/or i in the subscript are missing, it represents the
corresponding vector or matrix inwhich the indices run from their minimum
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to the maximum. The index k generates row vectors, and i generates column
vectors. For example,

x̄N
i =

[
x̄N0
i x̄N1

i · · · x̄NN
i

]
, x̄Nk =

[
x̄Nk

1 x̄Nk
2 · · · x̄Nk

r

]T

x̄N =

⎡

⎢
⎣

x̄N0
1 x̄N1

1 · · · x̄NN
1

...
...

...
...

x̄N0
r x̄N1

r · · · x̄NN
r

⎤

⎥
⎦ .

Given a discrete approximation of a continuous function, its interpolation
polynomial is denoted by the same notation without the upper bar. For ex-
ample, xN

i (t) in (5), uN (t) in (6). The derivative of xN
i (t) at the LGL node

tk can be easily computed by a matrix multiplication
[
ẋN
i (t0) ẋN

i (t1) · · · ẋN
i (tN )

]T = D(x̄N
i )T (7)

where D is the (N+1)×(N+1) differentiation matrix. An explicit formula for
its computation is given in [3]. The cost functional J [x( · ), u( · )] is approxi-
mated by the Gauss-Lobatto integration rule (8), in which wk are the LGL
weights [3]. Now, we can define Problem BN , a PS discretization of Problem
B as follows.

Problem BN: Find x̄Nk ∈ IRr and ūNk ∈ IR, k = 0, 1, . . . , N , that minimize

J̄N (x̄N , ūN ) =
N∑

k=0

F (x̄Nk, ūNk)wk + E(x̄N0, x̄NN ) (8)

subject to

D(x̄N
1 )T = (x̄N

2 )T , D(x̄N
2 )T = (x̄N

3 )T , · · · , D(x̄N
r−1)

T = (x̄N
r )T

D(x̄N
r )T =

⎡

⎢
⎣

f(x̄N0) + g(x̄N0)ūN0

...
f(x̄NN ) + g(x̄NN )ūNN

⎤

⎥
⎦ (9)

‖e(x̄N0, x̄NN )‖∞ ≤ (N − r − 1)−m+δ (10)

h(x̄Nk, ūNk) ≤ (N − r)−m+δ ·1, for all 0 ≤ k ≤ N (11)

b ≤
[
x̄Nk

ūNk

]

≤ b̄, for all 0 ≤ k ≤ N (12)

where δ is a positive number to be determined later.

Comparing Problem BN to Problem B, constraints (10) and (11) are re-
laxed by a small margin that approaches zero as N is increased. This is critical
because, without the relaxation, a counter example in [12] shows that Problem
BN may have no feasible trajectory. From a practical view point, the relax-
ation makes sense because of the finite precision in computer hardware and
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tolerances in optimization solvers. Problem BN has an additional constraint
(12) which is not in Problem B. We assume b and b̄ are large enough so
that the optimal solution of Problem B is contained in this region. With-
out this additional constraint, it is possible for Problem BN to have feasible
trajectories but no optimal trajectories. It will be proved later that this addi-
tional constraint do not change the final optimal solution because it becomes
inactive for large N . Furthermore, (12) reduces the search region for the opti-
mal solution and helps speeding up computation. In the PS optimal control,
we use the optimal solution (x̄∗N , ū∗N ) of Problem BN and its interpolation
to approximate the optimal solution of Problem B. However, the seemingly
straightforward approach belies the danger of infeasible discrete constraints
and divergence of the optimal solutions. Examples have been found [12] in
which a PS discretization does not have any feasible trajectory even though
the original optimal control problem has infinitely many feasible continuous-
time trajectories. In another example, the discretization of Problem B has
feasible trajectories but no optimal trajectories. Such complications on the
existence and convergence of approximations are not limited to PS methods,
rather they are intrinsic to optimal control [13, 4]. Nonetheless, as noted ear-
lier, theories developed for the convergence of discrete approximations for one
method are not quite portable to an analysis of convergence of approxima-
tions of another method. Given that PS methods are quite different in the
constructions of discrete approximations, it is evident that we need a first-
principles approach to analyze the convergence of its approximations. In this
spirit, we focus on the following fundamental problems of PS optimal control
methods.

Question 1. Does there exist a feasible trajectory (x̄N , ūN) to Problem BN?
Question 2. Under what condition does a sequence of optimal solutions of
Problem BN converge to an optimal solution of Problem B as N increases?

3 Problems with Continuous Optimal Control

In [12], Questions 1 and 2 were answered for the case of continuous optimal
control. In this case, Problem BN is defined for δ = 3

2 . Convergence is proved
on the basis of the following assumption.

Assumption 1. There is a subsequence {Nj}∞j=1 of the sequence {N}∞N=1

such that
{
x̄Nj0

}∞
j=1

converges as Nj → ∞. Additionally, there exists a con-

tinuous function q(t) such that ẋNj
r (t) converges to q(t) uniformly in [−1, 1].

The following theorem summarizes the key results in [12] on the existence and
convergence of the PS optimal control.

Theorem 1. Suppose Problem B has a feasible trajectory (x(t), u(t)) satisfy-
ing xr(t) ∈Wm,∞, m ≥ 2.
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(i) There exists a positive integer N1 such that, for any N > N1, Problem
BN has a feasible trajectory, (x̄N , ūN). Furthermore, it satisfies

||x(tk)− x̄Nk||∞ ≤ L(N − r)1−m

|u(tk)− ūNk| ≤ L(N − r)1−m

for all k = 0, . . . , N , where L is a positive constant independent of N .
(ii) Suppose {(x̄N , ūN)}∞N=N1

be a sequence of feasible trajectories of Problem
BN and suppose the sequence satisfies Assumption 1. Then, there exists
(x∞(t), u∞(t)) satisfying (2)–(4) such that the following limit converges
uniformly on [−1, 1].

lim
Nj→∞

(xNj (t)− x∞(t)) = 0 (13)

lim
Nj→∞

(uNj(t)− u∞(t)) = 0 (14)

lim
Nj→∞

J̄Nj (x̄Nj , ūNj) = J(x( · ), u( · )) (15)

lim
Nj→∞

J(xNj ( · ), uNj ( · )) = J(x( · ), u( · )) (16)

(iii) If {(x̄N , ūN)}∞N=N1
in (ii) is a sequence of optimal solutions to Problem

BN , then (x∞(t), u∞(t)) in (ii) must be an optimal solution to Problem B.

This theorem answers Questions 1 and 2 raised in Section 2. It is a slightly
generalized version of the key results in [12]. The proof is omitted but inter-
ested readers are referred to [12].

4 Problems with Discontinuous Optimal Control

A critical assumption in Theorem 1 is xr(t) ∈ Wm,∞ for some m ≥ 2. This
implies that ẋr(t) and u(t) are continuous. However, in many optimal control
problems, u(t) is discontinuous as in the case of a bang-bang controller. In
this section, we extend the results of Theorem 1 to problems with piecewise
C1 optimal control. Therefore, in Problem BN we assume m = 1 and δ = 3

4 .

Definition 1. A function ψ(t) : [−1, 1] → IRk is called piecewise C1 if there
exist finitely many points τ0 = −1 < τ1 < · · · < τs+1 = 1 such that, on every
subinterval (τi, τi+1), i = 0, . . . , s, ψ(t) is continuously differentiable and both
ψ(t) and its derivative, ψ̇(t), are bounded.

In the following, we need an assumption that is similar to Assumption 1.

Assumption 2. Given a sequence of discrete feasible trajectories, namely
{x̄N , ūN}∞N=N1

, there exists a subsequence {Nj}∞j=1 of {N}∞N=1 such that (a)
for all 1 ≤ i ≤ r, {x̄Nj0

i }∞Nj=N1
converges as Nj →∞; (b) ẋNj

r (t) is uniformly
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bounded for Nj ≥ N1 and t ∈ [−1, 1]; and, (c) there exists a piecewise C1 func-
tion q(t) such that, for any fixed ε > 0, ẋNj

r (t) converges to q(t) uniformly on
the interval Iε, where

Iε = [−1, 1] \
s⋃

j=1

(τj − ε, τj + ε) (17)

and −1 < τ1 < · · · < τs < 1 represent the discontinuous points of q(t).

Theorem 2. Assume that the optimal state x∗r(t) is continuous and piecewise
C1; the optimal control u∗(t) is piecewise C1; and the set {(x, u)|h(x, u) ≤ 0}
is convex. Let (x(t), u(t)) be any feasible trajectory of Problem B. Then we
have the following properties.

(i) There exists a positive integer N1 such that, for any N > N1, Problem
BN has a feasible trajectory, (x̄N , ūN ). Furthermore, the feasible trajectory
satisfies

‖x(tk)− x̄Nk‖∞ ≤ (N − r)− 1
4 , 0 ≤ k ≤ N (18)

|u(tk)− ūN
k | ≤ (N − r)− 1

4 , ∀ tk ∈ Iρ (19)

where Iρ is defined by (17) with ρ = (N − r)− 1
2 .

(ii)Suppose {(x̄N , ūN)}∞N=N1
be a sequence of feasible trajectories of Problem

BN and suppose the sequence satisfies Assumption 2. Then, there exists
(x∞(t), u∞(t)) satisfying (2)–(4) such that

lim
Nj→∞

(xNj (t)− x∞(t)) = 0 uniformly on [−1, 1]

lim
Nj→∞

(uNj(t)− u∞(t)) = 0 uniformly on any closed set Iε, ε > 0

lim
Nj→∞

J̄Nj (x̄Nj , ūNj ) = J(x∞( · ), u∞( · ))

lim
Nj→∞

J(xNj ( · ), uNj ( · )) = J(x( · ), u( · ))

(iii)If {(x̄N , ūN)}∞N=N1
in (ii) is a sequence of optimal solutions of Problem

BN , then (x∞(t), u∞(t)) in (ii) is an optimal solution of Problem B.

Due to the discontinuity in the optimal control, the proof of this theorem
calls for highly involved algebraic manipulations and inequality estimations.
The reader is referred to [15] for its proof. The importance of Theorem 2
is self-evident. The theorem guarantees that Problem BN is well-posed with
a nonempty set of feasible discrete-time trajectories around any trajectory of
Problem B, even if the input is discontinuous. Furthermore, (18) and (19)
imply that the feasible discrete-time trajectories can be arbitrarily close to
the continuous-time trajectories.
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Compared to Theorem 1, Theorem 2 is significantly different in two key
aspects that are beyond a generalization of allowing for a discontinuous con-
trol input for Problem B. First, the concept of convergence in this section is
different from that of the last section. In fact, due to the fundamental lim-
itation of global polynomial approximations to discontinuous functions, it is
impossible to prove the uniform convergence of the discrete solutions like in
Theorem 1. If the optimal control is discontinuous, the convergence is proved
for an interval Iρ in which an open neighborhood around the discontinuities
must be removed. The second major difference lies in the assumption that the
state-control constraint must be convex, which is not required in Theorem 1.

5 A Convergence Theorem without Assumptions 1 and 2

The goal of this section is to prove a similar convergence result without As-
sumptions 1 and 2. To remove these assumptions, we found it necessary to
add more constraints to Problem BN ; however, we note that these addi-
tional constraints are not necessarily required in practical problem solving.
As a matter of fact, in all of our numerical experimentations, these additional
constraints were not required. With this perspective in mind, we let D be
the differentiation matrix at the LGL nodes [3]. For any integer m1 > 0, let
{am1N

0 , am1N
1 , · · · , am1N

N−r−m1+1} denotes the sequence of spectral coefficients
for the interpolation polynomial of the vector x̄N

r (DT )m1 . There are only
N − r −m1 + 2 coefficients because the order of xN

r (t) is at most N − r + 1
(see Lemma 1). These coefficients depend linearly on x̄N

r [2],
⎡

⎢
⎣

am1N
0
...

am1N
N−r−m1+1

⎤

⎥
⎦ =

⎡

⎢
⎣

1
2

. . .
N − r −m1 + 1 + 1

2

⎤

⎥
⎦×

⎡

⎢
⎣

L0(t0) · · · L0(tN )
...

LN−r−m1+1(t0) · · · LN−r−m1+1(tN )

⎤

⎥
⎦

⎡

⎢
⎣

w0

. . .
wN

⎤

⎥
⎦Dm1

⎡

⎢
⎣

x̄N0
r
...

x̄NN
r

⎤

⎥
⎦ .

(20)

We now modify Problem BN by adding a set of linear inequality constraints
as follows.

Problem BN+: Problem BN+ is defined to be Problem BN plus the follow-
ing additional constraints

bj ≤
[
1 0 · · · 0

]
Dj(x̄N

r )T ≤ b̄j , 1 ≤ j ≤ m1 − 1 (21)
N−r−m1+1∑

n=0

|am1N
n | ≤ d (22)



118 W. Kang, I.M. Ross and Q. Gong

where m1 is a positive integer, 2 ≤ m1 ≤ m−1, and d is a number sufficiently
large.

For Problem BN+, the selection of m1 does not change the convergence
result proved in this section; however, it is proved in a separate paper that
the selection of m1 determines the rate of convergence. The discrete optimal
solution converges faster if m1 is selected around m−1

2 . In Problem BN , we
assume m ≥ 3 and 3

2 < δ < m. Let bj and b̄j be the lower and upper
bounds so that the jth order derivative of x∗r(t) of the optimal trajectory
is contained in the interior of the region; and, d is an upper bound larger
than

6√
π

(U(x∗r
(m1+1)) + V (x∗r

(m1+1)))ζ(3/2) (23)

where ζ(s) is the ζ function, x∗r(t) is the rth component of the optimal tra-
jectory, U(x∗r

(3)) is the upper bound of the third order derivative of x∗r(t)
and V (x∗r

(3)) is the total variation of x∗r
(3) (t). In practice, the quantities, b,

b̄, bj , b̄j , and d are unknown and must be estimated based upon experience
or other information about the system; however, as noted earlier, numerical
experiments reveal that the sequence of optimal solutions converge in most
tested examples without implementing the constraints (21) and (22). Con-
sequently, they must be viewed as practical safeguards against pathological
cases rather than as a burden on problem solving.

Theorem 3. Suppose Problem B has an optimal solution (x∗(t), u∗(t)) in
which (x∗r(t))

(m) has a bounded variation for some m ≥ 3. In Problem BN we
assume δ = m1 + δ1, where 2 ≤ m1 ≤ m− 1 and 1

2 < δ1 < m−m1. Then the
following hold.

(i) There exists an N1 > 0 such that Problem BN+ has feasible trajectories
for all N ≥ N1, i.e. there always exist at least one pair (x̄N , ūN) for each
N ≥ N1 that satisfies all the constraints in Problem BN+.

(ii) Let {(x̄∗N , ū∗N)}∞N=N1
be a sequence of optimal solutions to Problem BN+.

Then, there exists a subsequence, {(x̄∗Nj , ū∗Nj)}∞j≥1 and an optimal solu-
tion, (x∗(t), u∗(t)), of Problem B so that the following limits converge
uniformly:

limNj→∞(x∗Nj (t)− x∗(t)) = 0
limNj→∞(u∗Nj(t)− u∗(t)) = 0
limNj→∞ J̄Nj (x̄∗Nj , ū∗Nj ) = J(x∗( · ), u∗( · ))

limNj→∞ J(x∗Nj ( · ), u∗Nj( · )) = J(x∗( · ), u∗( · ))

(24)

where (x∗Nj (t), u∗Nj (t)) is an interpolant of (x̄∗N , ū∗N ).

To prove this theorem we need several lemmas. The first lemma is on a one-
to-one mapping between the trajectory sets of (9) and (2).
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Lemma 1. (i) For any trajectory, (x̄N , ūN), of the dynamics (9), the pair
(xN (t), uN (t)) defined by (5) and (6) satisfies the differential equations
defined in (2). Furthermore,

x̄Nk = xN (tk), ūNk = uN(tk), for k = 0, 1, · · · , N . (25)

(ii)For any pair (xN (t), uN (t)) in which xN (t) consists of polynomials of de-
gree less than or equal to N and uN(t) is a function. If (xN (t), uN (t))
satisfies the differential equations in (2), then (x̄N , ūN ) defined by (25)
satisfies the discrete equations in (9).

(iii) If (x̄N , ūN) satisfies (9), then the degree of xN
i (t) is less than or equal to

N − i+ 1.

The proof of this lemma follows (6), (7), (9), and some basic ideas from spec-
tral analysis. For the purposes of brevity, the details are omitted.

Lemma 2. Suppose {(x̄N , ūN)}∞N=N1
is a sequence satisfying (9), (21) and

(22). Then,
{
||(xN (t))(l)||∞

∣
∣
∣N ≥ N1, l = 1, · · · ,m1

}
(26)

is bounded. If f(x) and g(x) are Cm1−1, then
{
||(uN (t))(l)||∞

∣
∣
∣N ≥ N1, l = 1, · · · ,m1 − 1

}
(27)

is bounded.

Proof. Consider (xN
r (t))(m1). From Lemma 1, it is a polynomial of degree less

than or equal to N − r −m1 + 1. Therefore,

(xN
r (t))(m1) =

N−r−m1+1∑

n=0

am1N
n Ln(t)

where Ln(t) is the Legendre polynomial of degree n. It is known that
|Ln(t)| ≤ 1. Therefore, (22) implies that ||(xN

r (t))(m1)||∞ is bounded by d for
all N ≥ N1. Then, the integrations of (xN

r (t))(m1) over [−1, 1] are bounded,
which implies the boundedness of (26). Then, using (6), we can prove the
boundedness of (27). ��

Lemma 3. Let {(x̄N , ūN)}∞N=N1
be a sequence satisfying (9)–(12). Assume

the set
{
||ẍN

r (t)||∞
∣
∣N ≥ N1

}
(28)

is bounded. Then, there exists (x∞(t), u∞(t)) satisfying (2)–(4) and a subse-
quence {(x̄Nj , ūNj)}∞Nj≥N1

such that (13), (14), and (15) hold. Furthermore,
if {(x̄N , ūN)}∞N=N1

is a sequence of optimal solutions to Problem BN , then
(x∞(t), u∞(t)) must be an optimal solution to Problem B.
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Proof. Let xN
r (t) be the interpolating polynomial of x̄N

r . Because (28) is
a bounded set, we know that the sequence of functions {ẋN

r (t)|N ≥ N1} is
uniformly equicontinuous. Then, Lemma 3 is a corollary of the Arzelà-Ascoli
Theorem and Theorem 1. ��

Given any function h(t) defined on [−1, 1]. In the following, U(h) represents an
upper bound of h(t) and V (h) represents the total variation. In the following,
K(N) = N − r −m1 + 1.

Lemma 4. Let (x(t), u(t)) be a solution of the differential equation (2). Sup-
pose x

(m)
r (t) has bounded variation for some m ≥ 3. Let m1 be an integer

satisfying 2 ≤ m1 ≤ m − 1. Then, there exist constants M > 0 and N1 > 0
so that for each integer N ≥ N1 the differential equation (2) has a solution
(xN (t), uN(t)) in which xN (t) consists of polynomials of degree less than or
equal to N . Furthermore, the pair (xN (t), uN (t)) satisfies

||xN
i (t)− xi(t)||∞ ≤

MV (x(m)
r (t))

K(N)(m−m1)−1/2
, i = 1, 2, · · · , r (29)

||(xN
r (t))(l) − (xr(t))(l)||∞ ≤

MV (x(m)
r (t))

K(N)(m−m1)−1/2
, l = 1, 2, · · · ,m1 . (30)

Furthermore, the spectral coefficients of (xN
r )(m1)(t), denoted by am1N

n , satisfy

|am1N
n | ≤ 6(U(x(m1+1)

r ) + V (x(m1+1)
r ))√

πn3/2
, n = 1, 2, · · · , N − r − 1 . (31)

If f(x) and g(x) have Lipschitz continuous Lth order partial derivatives for
some L ≤ m1 − 1, then

||(uN (t))(l) − (u(t))(l)||∞ ≤
MV (x(m)

r (t))
K(N)(m−m1)−1/2

, l = 0, 1, · · · , L . (32)

Proof. Consider the Legendre series

(xr)(m1)(t) ∼
N−r−m1+1∑

n=0

am1N
n Ln(t)

A sequence of polynomials xN
1 (t), · · · , xN

r+m1
(t) is defined as follows,

xN
r+m1

(t)=
K(N)∑

n=0

am1N
n Ln(t), xN

r+m1−1(t) = (xr)(m1−1)(−1) +
∫ t

−1

xN
r+m1

(s)ds

· · · , xN
r+1(t)= ẋr(−1) +

∫ t

−1

xN
r+2(s)ds, x

N
r (t)=xr(−1) +

∫ t

−1

xN
r+1(s)ds, · · ·

Define xN (t) =
[
xN

1 (t) · · · xN
r (t)

]T and define uN (t) by (6). It is obvious that
xN
i (t) is a polynomial of degree less than or equal to N . And (xN (t), uN (t))
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satisfies the differential equation (2). Because we assume V (x(m)
r ) < ∞, it is

known [3] that

||x(m1)
r (t)− xN

r+m1
(t)||∞ = ||x(m1)

r (t)−
N−r−m1+1∑

n=0

am1N
n Ln(t)||∞

≤ C1V (x(m)
r )(N − r −m1 + 1)−(m−m1)+1/2

for some constant C1 > 0. Therefore,

|xN
r+m1−1(t)− (xr)(m1−1)(t)| ≤

∫ t

−1

|xN
r+m1

(s)− (xr)(m1)(s)|ds

≤ 2C1V (x(m)
r )(N − r −m1 + 1)−(m−m1)+1/2

Similarly, we can prove (29) and (30).
To prove (31), note that the spectral coefficient am1N

n of (xN
r )(m1)(t) is the

same as the spectral coefficients of (xr)(m1)(t). From Jackson’s Theorem [27],

|am1N
n | < 6√

π
(U(x(m1+1)

r ) + V (x(m1+1)
r ))

1
n3/2

.

Because f and g are Lipschitz continuous. In a bounded set around x(t),
g(x) > α > 0 for some α > 0. Therefore, the function s−f(x)

g(x) is Lipschitz in
a neighborhood of (x, s), i.e.

|uN(t)− u(t)| =
∣
∣
∣
∣
xN
r+1(t)− f(xN (t))

g(xN (t))
− ẋr(t)− f(x(t))

g(x(t))

∣
∣
∣
∣

≤ C2(|xN
r+1(t)− ẋr(t)|+ |xN

1 (t)− x1(t)|+ · · ·+ |xN
r (t)− xr(t)|) (33)

for some C2 independent of N . Hence, (32) follows (29), (30) and (33) when
l = 0. Similarly, we can prove (32) for l ≤ L. ��

Proof of Theorem 3. (i) Because we assume Problem B has an optimal so-
lution, there must exist a feasible solution (x(t), u(t)) satisfying (2)–(4). Let
(xN (t), uN (t)) be the pair in Lemma 4 that satisfies (2). Define

x̄Nk = xN (tk), ūNk = uN(tk) (34)

for 0 ≤ k ≤ N . From Lemma 1, we know that {(x̄N , ūN )} satisfies (9).
Next we prove that the mixed state-control constraint (11) is satisfied.

Because h is Lipschitz continuous and because of (29) and (32), there exists
a constant C independent of N so that

‖h(x(t), u(t)) − h(xN (t), uN (t))‖ ≤ C(
r∑

j=1

|xj(t)− xN
j (t)| + |u(t)− uN (t)|)

≤ CMV (x(m)
r (t))(r + 1)(N − r −m1 + 1)−(m−m1)+1/2 .
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Hence

h(xN (t), uN (t)) ≤ CMV (x(m)
r (t))(r + 1)(N − r −m1 + 1)−(m−m1)+1/2 .

Since m−m1 ≥ 1 and δ > 1
2 , there exists a positive integer N1 such that,

CMV (x(m)
r (t))(r + 1)(N − r −m1 + 1)−(m−m1)+1/2≤ (N − r − 1)−(m−m1)+δ

for all N > N1. Therefore xN
1 (tk), . . ., xN

r (tk), uN(tk), k = 0, 1, . . . , N , satisfy
the mixed state and control constraint (11) for all N > N1.

By a similar procedure, we can prove that the endpoint condition (10) is
satisfied. Because xN

r (t) is a polynomial of degree less than or equal to N , and
because of (7) and (34), we know (xN

r (t))(j) equals the interpolation polyno-
mial of x̄N

r (DT )j . So,
[
1 0 · · · 0

]
Dj(x̄N

r )T equals (xN
r (t))(j)|t=−1. Therefore,

(30) implies (21) if the interval between bj and bj is large enough. In addition,
the spectral coefficients of x̄N

r (DT )m1 is the same as the spectral coefficients
of (xN

r (t))(m1). From (31), we have

N−r−m1+1∑

n=0

|am1N
n | ≤ d

if d is large enough. So, {(x̄N , ūN )} satisfies (22). Because we select b and
b̄ large enough so that the optimal trajectory of the original continuous-
time problem is contained in the interior of the region, we can assume that
(x(t), u(t)) is also bounded by b and b̄. Then, (29) and (32) imply (12) for N
large enough. Thus, (x̄N

k , ū
N
k ) is a discrete feasible solution satisfying all the

constraints in Problem BN+.
(ii) To prove the second part of the theorem, consider {(x̄∗N , ū∗N )}∞N=N1

,
a sequence of optimal solutions of Problem BN+. From Lemma 2, the set (28)
is bounded. By applying Lemma 3, it follows that there exists a subsequence
of {(x∗N (t), u∗N(t))}∞N=N1

and an optimal solution of Problem B so that the
limits in (24) converge uniformly. �

6 Conclusion

By focusing on optimal control problems subject to feedback linearizable sys-
tems, and an appropriate differentiability assumption, it is proved that the
PS discretization, Problem BN+, is always feasible and that its solutions con-
verge to the optimal solution of Problem B as N → ∞. For Problem B with
a discontinuous optimal control, convergence is proved under Assumption 2.
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Summary. In spite of the success of traditional sampled-data theory in computer
control it has some disadvantages particularly for distributed, asynchronous, and
multi-rate system. Event based sampling is an alternative which is explored in this
paper. A simple example illustrates the differences between periodic and event based
sampling. The architecture of a general structure for event based control is presented.
The key elements are an event detector, an observer, and a control signal generator,
which can be regarded as a generalized data-hold. Relations to nonlinear systems
are discussed. Design of an event based controller is illustrated for a simple model
of a micro-mechanical accelerometer.

1 Introduction

Computer controlled systems are traditionally based on periodic sampling of
the sensors and a zero order hold of the actuators, see [31], [48], and [52].
When controlling linear time invariant systems the approach leads to closed
loop systems that are linear but periodic. The periodic nature can be avoided
by considering only the behavior at times that are synchronized with the
sampling resulting in the stroboscopic model. The system can then be described
by difference equations with constant coefficients. Traditional sampled data
theory based on the stroboscopic model is simple, and has been used extensive
in practical applications of computer controlled systems. Periodic sampling
also matches the time-triggered model of real time software which is simple
and easy to implement safely, see [10], [37].

Since standard sampled-data theory only considers the behavior of the
system at the sampling instants, it is necessary to ensure that the inter-sample
behavior is satisfactory. A simple way to do this is to also sample not only
the system but also the continuous time loss function, see [1], [2] and [6]. This
approach, which is called loss function sampling, is equivalent to minimising
the continuous time behavior subject to the constraint that the control signal
is piece-wise constant, see [1]. Analysis and design reduces to calculations
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for a time-invariant discrete system. Another approach, called lifting, is to
describe the behavior of the the state over a whole sampling interval, see [12],
[56]. Lifting also gives a description of the system which is time-invariant but
there are technical difficulties because the state space is infinite dimensional.

Even if traditional sampled data control is the standard tool for implement-
ing computer control, there are severe difficulties when dealing with systems
having multiple sampling rates or systems with distributed computing. With
multi-rate sampling the complexity of the system depends critically on the
ratio of the sampling rates. For distributed systems the theory requires that
the clocks are synchronized. In networked distributed systems it has recently
been a significant interest in the effects of sampling jitter, lost samples and
delays on computer controlled systems, see [11].

Event based sampling is an alternative to periodic sampling. Signals are
then sampled only when significant events occurs, for example, when a meas-
ured signal exceeds a limit or when an encoder signal changes. Event based
control has many conceptual advantages. Control is not executed unless it is
required, control by exception, see [36]. For a camera based sensor it could
be natural to read off the signal when sufficient exposure is obtained. Event
based control is also useful in situations when control actions are expensive,
for example when controlling manufacturing complexes, and when when it
is expensive to acquire information like in computer networks. Event based
control is also the standard form of control in biological systems, see [55].
A severe drawback with event based systems is that very little theory is avail-
able.

All sampled systems, periodic as well as event based share a common
property that the feedback is intermittent and that control is open loop be-
tween the samples. After an event the control signal is generated in an open
loop manner and applied to the process. In traditional sampled-data the-
ory the control signal is simply kept constant between the sampling instants,
a scheme that is commonly called a zero order hold (ZOH). In event based
systems the generation of the open loop signal is an important issue and the
properties of the closed loop system depends critically on how the signal is
generated.

There has not been much development of theory for systems with event
based control. There are early results on discontinuous systems, [20], [53], [54],
and impulse control, see [8] and [7]. Event based systems can also be regarded
as special cases of hybrid control, where the system runs open loop between
the regions, [15].

This paper gives an overview of systems with event based control. Sec-
tion 2 presents a number of examples of were event based control is beneficial.
Section 3 which is based on [4] and [5] gives a detailed discussion of a simple
example that illustrates several issues about event based control. The example
shows the benefits of event based control compared with conventional peri-
odic sampling with impulse holds and zero order holds. Section 4 presents new
ideas on analysis of design of event based control. A general system structure is
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given, and the different subsystems are discussed. Particular emphasis is given
to the design of the control signal generator which can be viewed as a gen-
eralized hold circuit. It is shown that control signal generator can be chosen
so that the event based system is equivalent to a nonlinear control system.
This implies that techniques for nonlinear control can be applied, [28]. The
design procedure is illustrated by a simple version of a MEMS accelerometer
in Section 5.

2 Examples

Event based control occurs naturally in many situations from simple servo
system to large factory complexes and computer networks. It is also the dom-
inating control principle in biological systems. Encoders are primarily event
based sensors. Relay systems with on-off control and satellite thrusters are
event based [20], [16]. Systems with pulse-width of pulse-frequency modula-
tion are other examples [50], [43], [22], [21], [49]. In this case the control signal
is restricted to be a positive or negative pulse of given size. The controller de-
cides when the pulses should be applied, what sign they should have, and the
pulse lengths.

Event based control is easy to implement and was therefore used in many
early feedback systems. Accelerometer and gyros with pulse feedback were
used in systems for inertial navigation, see [41], [17]. A typical accelerometer
consists of a pendulum which is displaced by acceleration. The displacement
is compensated by force sensors and a feedback which keeps the pendulum in
its neutral position. The restoring force was generated by pulses that moved
the pendulum towards the center position as soon as a deviation was detected.
Since all correcting impulses have the same form, the velocity can be obtained
simply by adding pulses. Much work on systems of this type was done in the
period 1960-1990.

Systems with relay feedback [20], [53] are other examples of event based
control. Here feedback occurs when certain signals exceed given limits. The
sigma-delta modulator or the one-bit AD converter, [42] [9], which is com-
monly used in audio and mobile telephone system, is another example. It is
interesting to note that in spite of their wide spread use there does not ex-
ist a comprehensive theory for design of sigma-delta modulators. Design is
currently done based on extensive simulations and experiments.

When controlling automotive engines it is natural to base sampling on
crank angle position rather than on time, see [24], [23] and [13]. In ship control
it is natural to base control on distance travelled rather than time. It is also
much more natural for the ships captain to deal with quantities like turning
radius instead of turning rate. Similarly in control of rolling mills it is natural
to sample based on length rather than time. Other examples of event based
process control are given in [38].
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A typical plant in the process industry has many production units sepa-
rated by buffer tanks for smoothing production variations. It is highly desir-
able not too change production rates too frequently because each change will
cause upsets. There are always disturbances in the production. It may also
be necessary to change production when the levels in the storage tanks are
close to upper and lower limits. Controlling a large production facility can be
approached via event based control. Nothing is done unless there are severe
upsets or when storage tanks are approaching the limits. An early attempt
with event based control of a paper mill is given in [46], a more recent project
is described in [47].

Control of networks are other examples of event based control. In the
Internet there are a large number of routers that just forward messages. The
end-to-end transmission is controlled by the transmission control protocol
(TCP) that ensures that the full message is received. To achieve this some
information must be added to the message as well as mechanism for resending
the message and for controlling the transmission rate. The TCP protocol is
thus an example of event based control, see [29] and [34].

In biological systems the neurons interact by sending pulses. Electrical
stimuli changes ion concentrations in the neuron and a pulse is emitted when
the potential reaches a certain level, see [33], [27]. Several efforts have been
made to mimic these systems. Implementations of silicon neurons are found
in [40] and the paper [14] shows how they can be used to implement simple
control systems. An interesting feature is the ease of interfacing and the pos-
sibility of constructing very reliable systems by duplicating the neurons and
simply adding pulses.

3 Comparison of Periodic and Event Based Control

To provide insight into the differences between periodic and event based con-
trol we will first consider a simple regulation problem where all calculations
can be performed analytically. The results are based on [4] and [5], where many
additional details are given. Consider a system to be controlled described by
the equation

dx = udt+ dv, (1)

where the disturbance v(t) is a Wiener process with unit incremental variance
and u the control signal. It is assumed that the state x is measured without
error. The object is to control the system so that the state is as close to the
origin as possible. To be specific we will minimize the mean square variations

V =
1
T
E

∫ T

0

x2(t)dt. (2)

Conventional periodic sampling with different holds will be compared with
event based control where control actions are taken only when the output is
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outside the interval −a < x < a. The effects of different data holds will also
be explored. We will compare the distribution of x(t) and the variances of the
outputs for both control schemes.

Periodic Sampling with Impulse Hold

We will first consider the case of impulse hold. The control signal is then
an impulse applied when an event occurs. Since the process dynamics is
an integrator it is possible to reset the state to zero instantaneously at
each event. Let tk be the time when the event occurs, the control law then
becomes

u(t) = −x(tk)δ(t− tk), (3)

where δ is the delta function. The control law (3) implies that an impulse
which resets the control to zero is applied at each sampling interval. After
the impulse the closed loop system is governed by dx = dv and the vari-
ance then grows linearly until the next sampling interval occurs. Since the
incremental variance is 1 the average variance over a sampling interval is h/2
and the minimal loss function (2) for periodic sampling and impulse hold
becomes

VPIH =
1
2
h. (4)

Periodic Sampling with Zero Order Hold

To illustrate that the data hold influences the results we will consider the
standard situation with periodic sampling and a first order hold. Let h the
sampling period, the sampled system is then

x(t + h) = x(t) + hu(t) + e(t), (5)

which a special case of a standard discrete system with Φ = 1 and Γ = h [6].
The mean square variance over one sampling period is

V =
1
h

∫ h

0

Ex2(t) dt =
1
h
Je(h)

+
1
h

(
ExTQ1(h)x+ 2xTQ12(h)u + uTQ2(h)u

)

=
1
h

(R1(h)S(h) + Je(h)), (6)

where Q1(h) = h, Q12(h) = h2/2, Q2(h) = h3/3, R1(h) = h and

Je(h) =
∫ h

0

Q1c

∫ t

0

R1c dτ dt = h2/2 (7)

see [2]. The function S(h) is the positive solution of the Riccati equation

S = ΦTSΦ+Q1 − LTRL, L = R−1(Γ TSΦ+QT
12), R = Q2 + Γ TSΓ,
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where the argument h has been dropped to get cleaner equations. The Riccati
equation has the solution S(h) = h

√
3/6, and the controller which minimizes

the loss function (2) is

u = −Lx =
1
h

3 +
√

3
2 +
√

3
x.

The minimum variance with periodic sampling and a zero order hold is thus

VPZOH =
3 +
√

3
6

h. (8)

Notice that the impulse hold gives the variance VPIH = h/2, while a zero
order hold gives the variance VPZOH = h(3+

√
3)/6. The impulse hold is thus

more effective than the zero order hold.

Event Based Control

For event based control we specify a region −a < x < a. No control action
will be taken if the state is inside this region. Control actions are only taken
at events tk when |x(tk)| = a. A simple strategy is to apply an impulse that
drives the state to the origin, i.e. x(tk+0) = 0. With this control law the closed
loop system becomes a Markovian diffusion process of the type investigated
in [18]. Let T±d denote the exit time i.e. the first time the process reaches the
boundary |x(tk)| = a when it starts from the origin. The mean exit time can
be computed from the fact that t− x2

t is a martingale between two impulses
and thus

hE := E(T±d) = E(x2
T±d

) = a2.

The average sampling period thus equals hE = a2.
The probability distribution of x is given by the Kolmogorov forward equa-

tion for the Markov process

∂f

∂t
=

1
2
∂2f

∂x2
(x) − 1

2
∂f

∂x
(d)δx +

1
2
∂f

∂x
(−d)δx,

with f(−a) = f(a) = 0, see [18]. This partial differential equation has the
stationary solution

f(x) = (a− |x|)/a2, (9)

which can be verified by direct substitution. Notice that the distribution is
not Gaussian but symmetric and triangular with the support −a ≤ x ≤ a.
The steady state variance is

VEIH =
a2

6
=
hE

6
. (10)
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Comparison

Summarizing the results we find that the loss functions are given by the Equa-
tions (4), (8) and (10) that

VPZOH =
3 +
√

3
6

h, VPIH =
h

2
, VEIH =

a2

6
=
hE

6
. (11)

The variances are thus related as 4.7h:3h:a2. It follows that for periodic sam-
pling a zero order hold increases the variance by 50% compared with impulse
hold. To compare periodic sampling with event based sampling we will choose
the parameter a so that the average sampling rates are the same. For event
based sampling the average sampling period was hE = a2. Equating this with
h gives a2 = h. An event based controller thus gives a variance that is 3 times
smaller than a controller with periodic sampling.

The reason for the differences is that the event based controller acts as soon
as an error is detected. The reason why impulse holds give smaller variances
than a zero order hold is because it is advantageous to act decisively as soon as
a deviation is detected. In the particular case two thirds of the improvement
is thus due to sampling and one third due to the impulse hold.

The behavior of the closed loop systems obtained with the different control
strategies are illustrated by the simulation results shown in Figure 1. Simu-
lation is performed by approximating continuous behavior by fast sampling.
The same noise sequence is used in all simulations. The states are shown in

Fig. 1. Simulation of an integrator with periodic sampling and first order hold (left)
periodic sampling and impulse hold (center) and event based control with impulse
hold (right). The top plots shows the state and the control signals are shown in the
lower plots. The number of samples are the same in all cases
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the upper plots and the corresponding control signals in the lower plots. The
left plots show results for periodic sampling with a zero order hold (ZOH),
the center plots correspond to periodic sampling with impulse hold (IH) and
the plots to the right show event based control with impulse hold EIH. The
improved performance with event based control is clearly visible in the figure.
Notice that the process state stays within the bounds all the time. In the
plot of the process state for periodic sampling with impulse hold we have also
marked the state at the sampling times with circles. With impulse sampling
the state is reset instantaneously as is clearly seen in the figure. The advan-
tage of the impulse hold is apparent by comparing the behavior of zero order
hold and impulse sampling at time t = 5 where the state has a large positive
value.

4 A General Structure

A block diagram of a system with event based control is shown in Figure 2. The
system consists of the process, an event detector, an observer, and a control
signal generator. The event detector generates a signal when an event occurs,
typically when a signal passes a level, different events may be generated for up-
and down-crossings. The observer updates the estimates when an event occurs
and passes information to the control signal generator which generates the
input signal to the process. The observer and the control signal generator run
open loop between the events, the absence of an event is however information
that can be used by the observer [26]. A simple special case is when the full
state of the process is transmitted when an event occurs.

The control strategy is a combination of feedback and feedforward. Feed-
back actions occur only at the events. The actuator is driven by the control
signal generator in open loop between the events. A consequence is that the
behavior of the system is governed by the control signal generator. Design of
the control signal generator is therefore a central issue.

It is interesting to compare with a conventional sampled data system where
the events are generated by a clock and the behavior of the system is primarily
determined by the control law. Such a system can also be represented by

Fig. 2. Block diagram of a system with event based control. Solid lines with filled
arrows denotes continuous signal transmission and the dashed lines with open arrows
denotes event based signal transmission
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Figure 2 but there is a block representing the control law inserted between the
sampler and the control signal generator. For a conventional sampled system
the behavior of the closed loop system is essentially determined by the control
algorithm, but in an event based controller the behavior is instead determined
by the control signal generator. Therefore it makes sense to use another name,
even if the control signal generator can be regarded as a generalized hold. The
different elements of the system in Figure 2 will now be discussed.

The Control Signal Generator

The design of hold circuits was discussed in the early literature on sampled-
data systems, see [48] and [31]. When computer control became widely used
the zero order hold became the standard solution. Linear holds were some-
times used when a smooth control signal was desired, [6]. There was a renewed
interest of generalised data hold circuits around 1990 when it was discovered
that the properties of a system can be changed significantly, [32]. The solutions
proposed often led to irregular control signals which excited high frequency
modes and gave poor robustness [19]. A properly designed control signal gen-
erator can however give improved performance as is shown in [45].

There has recently been a renewed interest in generalized hold in order to
obtain systems that are insensitive to sampling jitter [44]. This is a central
issue for event based systems where sampling can be very irregular. The dif-
ference between the different holds can be illustrated by a simple example.
Consider the following first order system

dx

dt
= x− u.

An unstable system is chosen because the differences will be more pronounced.
Assume that an event based controller is designed based on an average sam-
pling time t0. We will compare an ordinary zero order hold and a hold with
exponential decay. Consider the situation when x(0) = 1. A straightforward
calculation shows that the control signals and the state behavior are given by

u
PZOH

=
1

1− e−t0
x(0) x

P ZOH
=

1− et−t0

1− e−t0
x(0)

u
EH

=
(a+ 1)e−t

1− e−(a+1)t0
x(0) x

EH
=
e−at − et−(a+1)t0

1− e−(a+1)t0
x(0) .

Figure 3 shows the state and the control signal for the different holds. The zero
order hold gives a constant control signal but the exponential hold generates
a control signal that is large initially and then decays. The behavior of the
state is also of interest, all holds give the desired state x = 0 at the nominal
time t = t0 = 2 but the rate of change of the state at t0 is quite different.
The zero order hold gives the largest rate and the exponential hold with the
fastest decay gives the smallest rate.
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Fig. 3. Behavior of state and control variables after an event for systems with zero
order hold (dashed) and exponential holds with a = 1 (dash-dotted) and a = 2
(solid). The signal is sampled at time t = 0 and the control signal is then applied
in an open-loop manner. Notice that the states for both systems is the same at the
nominal sampling time t0 = 2, but that the rate of change of the state is much
smaller with exponential hold.

The simple example shows that the hold circuit has important conse-
quences. Data holds where the control signal decays after the event have
the advantage that the behavior of the system is robust to changes in the
times events occur. We can thus conclude that for event based control it is
desirable to have holds that give control signals which are large initially and
decay fast. The impulse hold where the control signal is an impulse is an
extreme case. Holds with large control signals may however be undesirable
for systems with poorly damped resonant modes. In the system discussed
in Section 3 impulse sampling gave better performance than a zero order
hold.

Since the hold circuit is important it is natural that it should be matched
to the process and we will therefore briefly discuss methods for designing
control signal generators circuits. There are many ways to do this, in fact
many methods for control system design can be used. Consider for example
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the system described by
dx

dt
= Ax+Bu, (12)

with x ∈ R
n, u ∈ R

p. Design of the control signal generator is essentially the
problem of finding an open loop control signal that drives the system from
its state at the time of the event to a desired state. In regulation problems
the desired state is typically a given constant for example x = 0. This can
always be done in finite time if the system is reachable. There are many ways to
generate the signal, we can for example use a dead-beat controller which drives
the state to zero in finite time. Optimal control and model predictive control
are other alternatives that are particularly useful when there are restriction
on the control signal.

In this paper we will determine a state feedback u = −Lxc for the system
(12) which drives the state to zero. Such a control signal can be generated
from the dynamical system

dxc

dt
= (A−BL)xc, u = −Lxc, (13)

which is initialized with the process state at the event or the estimated process
state. Notice that xc is the controller state and that the control is applied in
an open-loop manner like a feedforward signal.

Relations to Nonlinear Control

There is an advantage to generating the control signal from Equation 13. As-
suming that there are no model errors and no disturbances, the controller state
xc is then equal to the process state x and the open loop control is identi-
cal to a closed loop control of the process with the control law u = −Lx.
Since the control signal generator is a dynamical system the system can
be analysed using nonlinear control theory which is highly attractive, see
[28], [30]. An example where this idea is elaborated will be given in Sec-
tion 5.

The Observer

When the state of the process is not measured directly it is suitable to recon-
struct it using an observer. The observer problem for event based control is
not a standard problem. Consider for example a system described by

dx = Axdt+Budt+ dv, dy = Cxdt + de, (14)

where x ∈ R
n, u ∈ R

p and y ∈ R and v and e are Wiener processes of
appropriate dimensions with incremental covariances R1dt and R2dt. As-
sume that an event is generated when the magnitude of the output y ex-
ceeds a. If no event is obtained we clearly have information that the meas-
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ured signal is in the interval −a < y < a, when an event occurs we ob-
tain a precise measurement of y. This is clearly a non-standard information
pattern.

An ad hoc solution is to use the following approximate Kalman filter

dx̂

dt
= Ax̂+Bu+K(t)(0− Cx̂)

K(t) = P (t)CR−1
2

dP

dt
= AP + PAT − PCTR−1

2 CP +R1,

when no event occurs. A reasonable assumption for the measurement noise is
R2 = a2/(12ts), where ts is the average sampling rate, or the time elapsed
since the last event. Recall that a2/12 is the variance of a uniform distribution
over the interval (−a, a). When an event occurs the state is estimated by

x̂+ = x̂+ PC(R̄2 + CPCT )−1(ye − Cx̂)
P+ = P − PC(R̄2 + CPCT )−1CTP,

where ye = a or −a depending on which boundary is crossed, and R̄2 is
the variance of the detection error. The superscript + denotes the values
immediately after the detection. A simple assumption is R̄2 = 0.

The filtering problem can be solved exactly by computing the conditional
distribution of the state x of (14) given that −a < y < a. This problem
is discussed in [26], where it is shown that at least for the accelerometer
example in Section 5 the approximate Kalman filter discussed in Section 4
gives similar results. In [25] and [26] it is also shown that the exact solution to
the filtering problem has interesting properties. For example it is shown that
the conditional distribution is log-concave under quite general conditions.

5 An Example

As an illustration we will consider a simple model for a MEMS accelerometer,
which consists of a mass supported a weak spring with a detector which detects
small deviations of the mass from the reference position and a capacitive force
actuator. In extreme cases the sensing is done by measuring tunnelling current
via a very narrow tip, see [39], [35].

Neglecting the spring coefficient the system becomes a double integrator.
Using normalized parameters the system can be described by the model

dx

dt
=
(

0 1
0 0

)

x+
(

0
1

)

u (15)

y =
(
1 0
)
x. (16)



Event Based Control 139

It is assumed that the largest control signal is 1 and that an event is detected
when |y(t)| = a. We also assume that the direction of the crossing is detected.
In reality only position information is available, for simplicity we will here
assume that the full state is available when an event occurs.

The state feedback approach is used to generate the control signal. As-
suming a linear feedback u = −Lx the closed loop system becomes

dx

dt
=
(

0 1
0 0

)

x+
(

0
1

)

u =
(

0 1
−l1 −l2

)

x

u = −
(
l1 l2
)
x.

(17)

The characteristic polynomial for the closed loop system is

s2 + l2s+ l1.

Since the largest control signal is one it is natural to choose l1 = a−1. This
means that full control action is used if the mass has zero velocity, and the
output is at the boundary |x1| = a of the detection zone. Choosing l2 = 2/

√
a

gives critical damping. The settling time after a disturbance is then of the
order of 5

√
a. With a = 1 we then get l1 = 1 and l2 = 2 and a settling time

of 5.
When an event occurs the system (17) is initialized with the state equal

to the state of the process and the control signal is then generated by running
(17) in open loop. In this case the control signal generator is thus matched to
the dynamics of the system. Since the actuator has limitations it is useful to
limit the control signal, see [51]. The control signal then becomes

u = −sat(l1x̂1 + l2x̂2).

If the directions of the crossings are known it is possible to add a refinement by
applying the full control power when the output leaves the band −a < y < a
and to apply the signal from the hold circuit when the signal enters the band
again. This gives a relay action which ensures that the system quickly enters
the detection zone. The complete nonlinear control law then becomes

u =

⎧
⎪⎨

⎪⎩

1 if x1 ≤ −1
−sat(l1x̂1 + l2x̂2) if − a < x1 < −a
−1 if x1 ≥ a .

(18)

The control signal generator is thus implemented by applying this nonlinear
feedback law to the system (15) and running it in open loop. Another way to
generate the hold signal is to observe that the pulse shape is given by

u =

⎧
⎪⎨

⎪⎩

1 if x1 ≤ −1
−sat(±p1(t) + p2(t)v∗) if − a < x1 < −a
−1 if x1 ≥ a ,
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where p1(t) and p2(t) are given functions of time which can be computed off
line, v∗ the velocity when x1 enters the region −a < x1 < 1, and the sign of
the p1-term depends on which side it enters from. A table look-up procedure
can thus also be used to generate the control signal.

Equivalent Nonlinear System

If there are no disturbances and no modeling errors and if the control signal
is generated by (13), the system with event based control behaves like the
system (15) with the nonlinear feedback (18). Since this system is of second
order it is straightforward to analyze its behavior. A phase plane of the system
is shown in Figure 4 for a = 1. The phase plane is symmetric so it suffices to
discuss half the region. It follows from (18) that u = −1 in the shaded region.
The equations can then be integrated analytically in that region, and we find
that the trajectories are given by the parabolic curves

x1 = x1(0) +
1
2
x2

2(0)− 1
2
x2.

Fig. 4. Phase plane for the system when there are no modeling errors and no
disturbances. The control signal is u = −1 in the shaded zone
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A solution starting at x1(0) = −1 with x2(0) ≥
√

(2) intersects the line x1 = 1
at x2 = ±

√
x2

2(0)− 2. The velocity x2 decreases for each passage of the region
−1 < x1 < 1. Trajectories starting at x1(0) = −1 with 1 ≤ x2(0) ≤

√
2 enter

the linear region, and trajectories starting at x1(0) = −1 with x2(0) < 1
remain in the rhomboid region. The origin is globally asymptotically stable
and all trajectories entering the rhomboid region around the origin will remain
in that region.

Response to Random Accelerations

The control law (18) implies that the system works like a system with re-
lay feedback when the output is outside the detection region. This feedback
attempts to force the output into the detection region. The action of the
signal generator is to generate a signal that drives the state to the nomi-
nal zero position. This means that the signal generator provides a damping
action.

The consequences of event based control is clearly seen in the response to
a random acceleration. A simulation of such a case is shown in Figure 5. Notice

Fig. 5. Simulation of a MEMS accelerometer with event based feedback and random
acceleration
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that the deviation is kept between the limits even if the events are quite sparse.
Also notice the shape of the pulses. They maintain the maximum values as
long as the deviation is outside the detector limit, they jump at the events
when the output enters the detection region and then they decay gracefully to
zero. In this case it is essential to apply full restoring force when the output
is outside the detection band. If this is not done the system may diverge after
a large disturbance.

Response to a Constant Acceleration

The previous analysis is useful in order to understand the basic behavior of
the system. It is, however, more relevant to explore the real purpose of the
system by investigating how it responds to a constant acceleration Figure 6
shows another simulation when there is a constant acceleration. The top curve
in the figure shows the position of the mass y = x1, the center curve is the
control signal u and the bottom curve is the integral of the acceleration error

Fig. 6. Response to a constant acceleration w = 0.05. The upper plot shows po-
sition of the mass, the middle plot shows the control signal u and the lower plot
shows the integral of the control error. The events are also indicated in the lower
plot
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ea. The integral is reset to zero at the events formed by the up-crossings. The
events are also marked in the figure.

Let the acceleration be w, and let the control signal be u. Assume that tk
and tk−1 are consecutive events where the same boundary is crossed. It then
follows that

x(tk+1) = x(tk)+
∫ tk+1

tk

∫ t

tk

(w(τ)+u(τ))dτ = x(tk)+
∫ tk+1

tk

(tk+1−t)(w(t)+u(t))dt.

Since x(tk) = x(tk−1) it follows that
∫ tk+1

tk

∫ t

tk

u(t)dt =
∫ tk+1

tk

(tk+1 − t)u(t)dt = −
∫ tk+1

tk

(tk+1 − t)w(t)dt.

The double integral of the control signal between two consecutive events is
thus a weighted average of the acceleration in the interval between the events.

A similar analysis shows that if the events represents crossings of different
boundaries a correction term 4a/(tk+1 − tk)2 should be added. The time res-
olution is given by the width of the detection interval. If there is a periodic
solution we have v(tk+1) = v(tk) and in this case we find that the integral of
the control signal over an interval between two events is the average of the
acceleration during that interval. This is illustrated in the lower plot in Fig-
ure 6 which shows the integral of the acceleration error. The integral is reset
to zero at the events formed by the up-crossings. The events are also marked
in the figure.

A phase plane is shown in Figure 7. The figure shows that the limit cycle
is established quickly. Also notice the parabolic shape of the trajectories for

Fig. 7. Phase plane for the simulation in Figure 6
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x1 > 1. Exact conditions for limit cycles and their local stability can be
computed using the method in [3].

6 Conclusions

Even if periodic sampling will remain the standard method to design com-
puter controlled systems there are many problems where event based control
is natural. Several examples of event based control were given in Section 2. In
Section 3 we investigated a simple example where the event based and peri-
odic control could be compared analytically. The example showed that the
performance with event based control was superior to periodic sampling, and
it also shown that that the control signal generation is important. A general
architecture of an event based controller was discussed in Section 4. Key ele-
ments of the system are the event detector, the observer, and the control signal
generator. Several ways to design the control signal generator was discussed.
One method has the advantage that the event based system is equivalent to
a nonlinear system. The results were illustrated with design of a controller for
a simplified version of a MEMS accelerator. Even if event based systems have
been used for a long time, the field is still at its infancy and there are many
challenging theoretical problems that are not solved.
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Zero Dynamics and Tracking Performance
Limits in Nonlinear Feedback Systems
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1 Dept. Electrical Eng. and Computers and the Institute for Systems
and Robotics, Instituto Superior Técnico, Torre Norte 8, Av. Rovisco Pais,
1049-001 Lisbon, Portugal.
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Summary. Among Alberto Isidori’s many seminal contributions, his solution of
the nonlinear tracking problem and the underlying concept of zero dynamics have
had the widest and strongest impact. Here we use these results to investigate and
quantify the limit to tracking performance posed by unstable zero dynamics. While
some aspects of this limit are nonlinear analogs of Bode’s T-integral formula, the
dependence on the exosystem dynamics is an added complexity of nonlinear tracking.

1 Introduction

The concept of nonlinear zero dynamics is now firmly placed at the foundation
of control theory. Its ability to reveal input-output properties and feedback
limitations continues to stimulate many researchers to gain deeper insights
and develop new design methods.

The foundational and pioneering role of Alberto Isidori in this area is well
known. Some quarter of a century ago he captured the attention of most
of active researchers in the field by the astonishing novelty of his ideas and
brilliant clarity with which he presented them. Any one of his papers and talks
was enough to convert his listeners to his way of thinking and motivate them
to ask for his preprints and notes, which he most generously shared with his
colleagues.

We use this opportunity to express our gratitude to Alberto Isidori and
illustrate how his concepts of non-minimum phase nonlinear systems influ-
enced our research. Isidori and coworkers introduced this concept in the
1980’s, within the broader framework of input-output linearization theory
[16, 11, 12, 15, 17, 13].

� The first author was supported by the FCT-ISR/IST pluriannual funding program
through the POS C Program that includes FEDER funds.
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Difficulties with non-minimum phase linear systems have been known in
classical feedback theory for many decades, especially in tracking and dis-
turbance rejection problems. For linear transfer functions Bode has char-
acterized the limitations of feedback connections via his seminal results
on integral invariants in frequency domain. Bode showed that integrals of
logarithmic sensitivities are constrained by unstable poles and zeros. Over
the last several decades Bode-like results have been obtained for wider
classes of linear time-invariant systems (see [21, 9, 22, 23, 4] and references
therein).

The frequency domain form of Bode integrals makes it unclear whether
such constraints apply to nonlinear systems. Occasionally one would even
hear conjectures that, by introducing nonlinearities in the controller, Bode’s
constraints may be avoided.

A few years ago we approached the nonlinear feedback limitations problem
using Isidori’s work on nonlinear zero dynamics and normal forms. For this we
first had to give a state space interpretation of Bode’s integrals. We focused
on the T-integral and followed a path which started with the 1972 “cheap
control” result of Kwakernaak and Sivan [21]. This led us through the singular
perturbation analysis [18, 26] to the explicit formulas of Qiu and Davison [23].
For a special case a nonlinear analog of the Bode T-integral was obtained by
Seron et al. [24] while our general result is presented in [3]. The purpose of
this text is to present a brief review on this line of research.

2 Bode T-Integral and Cheap Control

For single input-single output linear time invariant systems, the best attain-
able tracking performance is constrained by Bode’s T-integral

1
π

∫ ∞

0

log |T (jω)|dω
ω2

+
1

2Kv
=

p∑

i=1

1
αi

with T = GK(1 + GK)−1 where G is the plant, K is a minimum phase
controller, Kv is the velocity constant and α1, . . . , αp are the unstable zeros.
Clearly, perfect tracking of a reference input that would result from T (jω) = 1
for all ω, is impossible in the presence of unstable zeros of plant G.

With a singular perturbation time scale decomposition of the cheap con-
trol tracking problem into the slow minimum energy stabilization of the zero
dynamics and a rapid output regulation, Seron et al. [24] showed that the
Bode T-invariant is, in fact, the minimum amount of output energy needed
to stabilize the zero dynamics. This insight is gained from the linear normal
form in which the output is the input into the zero dynamics subsystem and
must be used for its stabilization. The amount of energy the output needs to
stabilize the unstable zeros is therefore not available for tracking and appears
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as the energy of the tracking error which remains nonzero even when the gain
is allowed to tend to infinity. In other words

1
π

∫ ∞

0

log |T (jω)|dω
ω2

+
1

2Kv
= lim

ε→0

1
2

∫ ∞

0

e2(t) dt.

Seron et al. have shown that this interpretation of Bode T-constraint applies
to nonlinear systems having a normal form in which the system output is
the sole input into the zero dynamics subsystem and plays the role of the
stabilizing control in the corresponding nonlinear minimum energy problem.

The results and expressions summarized in the above discussion are for
the tracking of a step input. To prepare for more general nonlinear results
discussed in the next section, we briefly review the tracking problem for linear
systems

ẋ = A x+Bu, y = Cx+Du,

x ∈ R
n, u ∈ R

m, y ∈ R
q, and reference signals r(t) ∈ R

q generated by a known
exosystem

ẇ = Sw, r = Qw.

Davison [7] and Francis [8] have shown that it is possible to design a feedback
controller such that the closed-loop system is asymptotically stable and the
output y(t) converges to r(t), if and only if (A,B) is stabilizable, (C,A) is
detectable, the number of inputs is at least as large as the number of outputs
(m ≥ q), and the zeros of (A,B,C,D) do not coincide with the eigenvalues of
S. The internal model approach, [10, 8], designs the tracking controller

u(t) = Kx(t) + (Γ −KΠ)w(t),

where A+BK is Hurwitz, and Π and Γ satisfy

ΠS = AΠ +BΓ,

0 = CΠ +DΓ −Q.

Then, the tracking error e(t) := y(t)−r(t) converges to zero, and the transients

x̃ := x−Πw, ũ := u− Γw

are governed by ˙̃x = (A+BK)x̃, ũ = Kx̃.
Kwakernaak and Sivan [21] were the first to consider the cheap control

problem

Jε := min
ũ

∫ ∞

0

[
‖y(t)− r(t)‖2 + ε2‖ũ(t)‖2

]
dt

and to demonstrate that in the presence of non-minimum phase zeros dynam-
ics the limit Jε → J as ε→ 0 is strictly positive.
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Qiu and Davison [23] showed that for r(t) = η1 sinωt + η2 cosωt, η =
col(η1, η2), the non-minimum phase zeros z1, z2, . . . , zp determine the limit J
as follows:

J = η′Mη, traceM =
p∑

i=1

(
1

zi − jω
+

1
zi + jω

)

.

For more general reference signals, Su, Qiu, and Chen [25] give explicit for-
mulas which show the dependence of J on the non-minimum phase zeros and
their frequency-dependent directional information.

3 Performance Limits in Nonlinear Feedback Systems

The analogous nonlinear tracking problem

ẋ = f(x, u), y = h(x, u), (1)
ẇ = s(w), r = q(w), (2)

where f(0, 0) = 0, s(0) = 0, h(0, 0) = 0, has been analyzed by Isidori and
Byrnes [14]. They proved that this problem is solvable if and only if there
exist smooth maps Π(w) and c(w), satisfying

∂Π

∂w
s(w) = f(Π(w), c(w)), Π(0) = 0, (3a)

h(Π(w), c(w)) − q(w) = 0, c(0) = 0. (3b)

In [3] we consider the class of nonlinear systems which are locally diffeomor-
phic to systems in strict-feedback form (see for example [20, Appendix G])3:

ż = f0(z) + g0(z)ξ1, (4a)

ξ̇1 = f1(z, ξ1) + g1(z, ξ1)ξ2,
...

ξ̇rd
= frd

(z, ξ1, . . . , ξrd
) + grd

(z, ξ1, . . . , ξrd
)u, (4b)

y = ξ1, (4c)

where z ∈ R
nz , ξ := col(ξ1, . . . , ξrd

), ξi ∈ R
m, ∀i ∈ {1, . . . , rd}, u ∈ R

m,
and y ∈ R

m. fi( · ) and gi( · ) are Ck functions of their arguments (for some
large k), fi(0, . . . , 0) = 0, and the matrices gi( · ), ∀i ∈ {1, . . . , rd} are always
nonsingular. We assume that initially the system is at rest, (z, ξ) = (0, 0).
3 When convenient we use the compact form (1) for (4). In that case, f( · ) denotes

the vector field described by the right-hand-side of (4a)–(4b), h( · ) the output
map described by (4c), and x = col(z, ξ1, . . . , ξrd).
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When the tracking problem is solvable, that is, when it is possible to
design a continuous feedback law that drives the tracking error to zero, there
exist maps Π = col(Π0, . . . , Πrd

), Π0 : R
p → R

nz , Πi : R
p → R

m, ∀i ∈
{1, . . . , rd}, and c : R

p → R
m that satisfy (3). The locally diffeomorphic

change of coordinates

z̃ = z −Π0(w), (5a)

ξ̃ := col(ξ̃1, . . . , ξ̃rd
), (5b)

ξ̃i = ξi −Πi(w), i = 1, . . . , rd (5c)
ũ = u− c(w), (5d)

transforms the system (4) into the error system

˙̃z = f̃0(z̃, w) + g̃0(z̃, w)e,
˙̃
ξ1 = f̃1(z̃, ξ̃1, w) + g̃1(z̃, ξ̃1, w)ξ̃2,

...
˙̃ξrd

= f̃rd
(z̃, ξ̃1, . . . , ξ̃rd

, w) + g̃rd
(z̃, ξ̃1, . . . , ξ̃rd

, w)ũ,

e = ξ̃1, (6)

where

f̃0 := f0(z̃ +Π0(w)) − f0(Π0(w)) +
[
g0(z̃ +Π0(w)) − g0(Π0(w))

]
q(w),

g̃0 := g0(z̃ +Π0(w)),

f̃0(0, w) = 0, g̃0(z̃, 0) = g0(z̃), and f̃i( · ), g̃i( · ), ∀i ∈ {1, . . . , rd} are appropri-
ately defined functions that satisfy f̃i(0, . . . , 0, w) = 0 and g̃i(z̃, . . . , ξ̃i, 0) =
gi(z̃, . . . , ξ̃i).

As in the work of Seron et al. [24], the singular perturbation separation of
time scales gives rise to the following two optimal control problems.
Cheap control problem: For the system consisting of the error system (6)
and the exosystem (2) with initial condition

(
z̃(0), ξ̃(0), w(0)

)
=
(
z̃0, ξ̃0, w0

)
,

find the optimal feedback law ũ = αcc
δ,ε(z̃, ξ̃, w) that minimizes the cost func-

tional
1
2

∫ ∞

0

(
‖e(t)‖2 + δ‖z̃(t)‖2 + ε2rd‖ũ(t)‖2

)
dt

for δ > 0, ε > 0. We denote by Jcc
δ,ε(z̃0, ξ̃0, w0) the corresponding optimal

value. The best-attainable cheap control performance for tracking is then

J := lim
(δ,ε)→0

Jcc
δ,ε(z̃0, ξ̃0, w0).

As shown by Krener [19], in some neighborhood of (0, 0, 0) and for every δ > 0,
ε > 0, the value Jcc

δ,ε( · , · , · ) is Ck−2 under the following assumption.
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Assumption 1. The linearization around (z, ξ) = (0, 0) of system (4) is sta-
bilizable and detectable, and the linearization around w = 0 of the exosystem
(2) is stable.

The fast part of the cheap control problem describes the rapid transient of
e(t) to its slow part represented by the minimum energy problem for the
stabilization of zero dynamics.
Minimum-energy problem: For the system

˙̃z = f̃0(z̃, w) + g̃0(z̃, w)e, z̃(0) = z0, (7a)
ẇ = s(w), w(0) = w0, (7b)

with e viewed as the input, find the optimal feedback law e = αme
δ (z̃, w) that

minimizes the cost
1
2

∫ ∞

0

(
δ‖z̃(t)‖2 + ‖e(t)‖2

)
dt,

for δ > 0. We denote by Jme
δ (z̃0, w0) the corresponding optimal value. Under

Assumption 1, Jme
δ ( · , · ) is Ck−2 in some neighborhood of (0, 0).

Our analysis reveals that the best-attainable cheap control performance J
is equal to the least control effort (as δ → 0) needed to stabilize the corre-
sponding zero dynamics system (7) driven by the tracking error e.

Theorem 1. Suppose that Assumption 1 holds and that (3) has a solution in
some neighborhood of w = 0. Then, for any (z̃(0), ξ̃(0), w(0)) = (z̃0, ξ̃0, w0)
in some neighborhood of (0, 0, 0) there exists a solution to the cheap control
problem and the limit to tracking performance is

J = lim
δ→0

Jme
δ .

A more detailed analysis leading to this theorem and its proof are soon to
appear in [3].
For linear systems we obtain the following:

Corollary 1. For linear systems with unstable zero-dynamics subsystem de-
scribed by

ż = F0z +G0y,

the limit to tracking performance is

J = lim
δ→0

1
2
ω′

0Π
′
0P0(δ)Π0ω0, (8)

where ω0 = ω(0), and Π0 and P0 > 0 satisfy

Π0S = F0Π0 +G0Q, (9a)
F ′

0P0 + P0F0 + δI = P0G0G
′
0P0. (9b)
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Formula (8) follows from the fact that the equations for the minimum-energy
problem are

˙̃z = F0z̃ +G0e,

ẇ = Sw

where z̃ = z −Π0ω, and Π0 is the solution of (9a). In this case the optimal
feedback law for the minimum energy problem is e = −G′

0P0z̃ where P0 > 0
is the solution of (9b), and 1

2 z̃
′
0P0(δ)z̃0 the corresponding optimal value. Note

that z̃0 = z(0)−Π0ω(0) = −Π0ω0.

4 Illustrative Example

To illustrate the above results and show how the limits of tracking performance
for nonlinear systems depend on the exosystem dynamics, we consider the
following system

ż = −z + z2 + ξ1, (10a)

ξ̇1 = ξ2, (10b)

ξ̇2 = u, (10c)
y = ξ1,

which is already in normal form. The zero-dynamics subsystem given by (10a)
with ξ1 ≡ 0 has an asymptotically stable equilibrium at z = 0. Suppose that
the tracking task is to asymptotically track any reference r(t) generated by
the exosystem

ω̇1 = aω2, (11a)
ω̇2 = −aω1, (11b)
r(t) = q(ω1, ω2), (11c)

where a > 0 and q(ω1, ω2) is to be chosen later. When the maps Π(w) and
c(w) satisfying (3) exist, we apply (5) and obtain the error system

˙̃z =
(
2Π0(ω)− 1

)
z̃ + z̃2 + e, (12a)

˙̃
ξ1 = ξ̃2, (12b)
˙̃
ξ2 = ũ, (12c)

e = ξ̃1.

The zero-dynamics of the error system are governed by (12a) with e ≡
0 and (11a)–(11b). Clearly, the stability of the zero dynamics and hence
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(a)

(b)

Fig. 1. State z, tracking error e, and
R t

0
‖e(τ )‖2 dτ for (a) ω(0) = (0.1, 0)′ and (b)

ω(0) = (1, 0)′ (Note the 10−5 scale factor!)

the limits of tracking performance depend on the exosystem. In partic-
ular, the zero-dynamics are unstable for 2Π0(ω) > 1. To illustrate this
we let

Π0(ω1, ω2) = ω2
1 + ω2

2
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and then evaluate the corresponding q(ω1, ω2) from

∂Π0

∂ω1
aω2 −

∂Π0

∂ω2
aω1 = −Π0(ω1, ω2) +Π0(ω1, ω2)2 + q(ω1, ω2)

as dictated by (3). We use this q(ω1, ω2) in (11c) and perform a series of
simulations. To compare the transient errors with different initial conditions
ω(0) = ω0, we define the normalized transient error J̄ := J

‖ω0‖2 .
Figure 1(a) displays the simulation results obtained with a = 1 rad/s and

using a feedback law of the form u = c(ω)+k0(z−Π0(ω))+k1(ξ1−Π1(ω))+
k2(ξ2 −Π2(ω)). The initial conditions are (z, ξ1, ξ2) = 0, ω(0) = (0.1, 0)′. In
this case Π0(ω1, ω2) = 0.01, so that the subsystem (12a) is locally input-to-
state stable and the convergence to the desired reference signal is achieved
with a negligibly small transient error J � 7.2× 10−5 and J̄ � 7.2× 10−3.

In contrast, Figure 1(b) shows the simulation results obtained with the
same controller but with initial condition ω(0) = (1, 0)′ which implies that
Π0(ω1, ω2) = 1 and, hence, the error zero-dynamics are not input-to-state
stable. As it can be seen, the transient error and its normalized version have
increased by several orders of magnitude to J = J̄ � 1.1.

5 Concluding Remarks

We have shown that, analogous to the tracking problem for linear time-
invariant non-minimum phase systems, the tracking performance for nonlinear
non-minimum phase systems cannot be improved beyond a limit determined
by the least amount of energy required to stabilize the zero dynamics of the
tracking error system. In the nonlinear problem, these zero dynamics depend
on the dynamics of the exosystem, which may destabilize them for some ref-
erence signals, as illustrated on an example.

Since non-minimum phase phenomena create a fundamental limit to the
tracking performance that can not be removed by any controller redesign,
a direction of practical interest would be to search for reformulations of the
tracking problem that would be free of limitations, but still meaningful for
applications. One such reformulation, pursued in our work [1, 6, 2, 5] is to
replace the tracking problem by a less demanding path following problem,
in which the speed along the prescribed geometric path is used as a free
design parameter. As shown in [3], for a class of path following problems the
limitations of the tracking problems can be avoided.
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class of nonlinear systems with unstable zero dynamics. In Proc. of
the 43rd IEEE Conf. on Decision and Contr., Paradise Island, Bahamas,
2004.

7. E.J. Davison. The robust control of a servomechanism problem for linear time-
invariant multivariable systems. IEEE Trans. on Automat. Contr., 21(1):25–34,
1976.

8. B.A. Francis. The linear multivariable regulator problem. SIAM J. Contr. Op-
timization, 15(3):486–505, 1977.

9. B.A. Francis. The optimal linear-quadratic time-invariant regulator with cheap
control. IEEE Trans. on Automat. Contr., 24(4):616–621, 1979.

10. B.A. Francis and W.M. Wonham. The internal model principle of control theory.
Automatica, 12(5):457–465, 1976.

11. A. Isidori. The matching of a prescribed linear input-output behavior in a non-
linear system. IEEE Trans. on Automat. Contr., 30(3):258–265, 1985.

12. A. Isidori. Nonlinear control systems: An introduction. Springer-Verlag, New
York, NY, 1985.

13. A. Isidori. Nonlinear Control Systems. Communications and Control Engineer-
ing Series. Springer-Verlag, Berlin, 3rd edition, 1995.

14. A. Isidori and C.I. Byrnes. Output regulation of nonlinear systems. IEEE
Trans. on Automat. Contr., 35(2):131–140, 1990.

15. A. Isidori and J.W. Grizzle. Fixed modes and nonlinear noninteracting control
with stability. IEEE Trans. on Automat. Contr., 33(10):907–914, 1988.

16. A. Isidori, A.J. Krener, C. Gori-Giorgi, and S. Monaco. Nonlinear decoupling via
feedback: A differential geometric approach. IEEE Trans. on Automat. Contr.,
26(2):331–345, 1981.

17. A. Isidori and C. Moog. On the nonlinear equivalent of the notion of transmission
zeros. In Byrnes C. and A. Kurzhanski, editors, Modelling and Adaptive Con-
trol, Lecture notes in information and control, pages 146–157. Springer-Verlag,
Berlin, 1988.

18. A. Jameson and R.E. O’Malley. Cheap control of the time-invariant regulator.
Appl. Math. Optim., 1(4):337–354, 1975.

19. A.J. Krener. The local solvability of a Hamilton-Jacobi-Bellman PDE around
a nonhyperbolic critical point. SIAM J. Contr. Optimization, 39(5):1461–1484,
2001.
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Summary. It is a great pleasure for us to contribute to this book dedicated to
Alberto Isidori on the occasion of his sixty-fifth birthday. It is also, for the first
author, the occasion to acknowledge a very long period of useful and pleasant ex-
change which started in 1973 (bilinear systems) and has continued through the years
on various specific subjects.

The important contributions of Alberto Isidori to the control of nonlinear sys-
tems have had a tremendous impact in the control community. Feedback lineariza-
tion was one of the important subjects developed by Alberto. While the oscilla-
tory nonlinear system considered in this contribution requires specific techniques
for its analysis, still a feedback linearization is used for quenching the oscilla-
tions.

1 Introduction

Combustion instability phenomena in gas-fueled turbomachinery are the fo-
cus of several investigations starting from more than 200 years ago [20]. Re-
cent important research programs oriented toward this topic are currently
conducted in some countries with industrial collaboration (inter alia USA,
France and UK). The papers [16, 17, 8, 1] give an overview of this activ-
ity. These phenomena are extremely complex and hard to predict, but in
most cases can be explained by an unsteady flame generating pressure waves
which are reflected by physical boundaries back into the combustion pro-
cess. In terms of system interpretation, this corresponds to a positive feed-
back coupling between the heat-release process and the acoustics of the com-
bustion chamber, see Figure 1. The positive feedback coupling leads to the
creation of nonlinear limit cycles. Generally, these phenomena occur only in
confined environments. The Rijke tube [7] which consists of a flame placed
inside an open-ended cylinder (Figure 2), is one simple demonstration that
shows that interactions leading to instabilities can occur in even simple con-
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Fig. 1. Positive feedback coupling between the heat-release process and acoustics

Fig. 2. Rijke tube

fined environments, where the combustion process and the acoustics inter-
act.

The heart of the issue is that combustion at low equivalence ratio (fuel-
to-air ratio) is desirable for reducing pollution. This occurs because low-
equivalence-ratio combustion occurs at a low temperature, which in turn
causes low levels of creation of Nitrogen-Oxygen compounds, NOx. Unfortu-
nately, as the equivalence ratio decreases the instability appears and manifests
itself through strong self-sustained oscillations, which can be sometimes char-
acterized by the coexistence of oscillations at several distinct non-harmonic
frequencies. With the appearance of these oscillations, the flame front becomes
spatially unstable and the combustion is alternatively hot and then cold; the
pollution benefits disappear entirely.

From a practical perspective, the modulation of a fuel flow fraction into
the combustor is possible as a control input to ameliorate the instability.
This control action is of a multiplicative type. Such modulation has been
widely tested in experiments as a candidate for active control for suppress-
ing the combustion instability [19, 2]. In the literature, several active con-
trol methods have been proposed; an excellent overview of existing meth-
ods is given in [1]. Systematic design and implementation of active con-
trol requires a realistic low order model which exhibits the dominant dy-
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namical effects. The parsimonious modelling of such nonlinear systems is an
extremely difficult task, given that high-order, physics-based computational
fluid dynamics codes can be unreliable in capturing the phenomenon well.
One particular feature which any model should capture is the simultaneous
coexistence of two non-harmonic oscillating modes in the uncontrolled sig-
nals [18, 9].

Establishing a low order model requires good knowledge of the physical
phenomenon at the same time as the availability of mathematical tools al-
lowing the analysis of nonlinear oscillating systems. The models presented in
the literature are established according to various approaches. Some mod-
els are developed by a purely theoretical and phenomenological approach
starting from physical equations of the combustion process, while others
proceed by a purely experimental approach. However, there exist mod-
els which are established on a compromise between the theoretical ap-
proach and the experimental approach, so-called gray-box models. Among
these models, that of Dunstan and Bitmead [10] provides a good base
for understanding the instability mechanism. Unfortunately, in the absence
of analytical tools this model loses much of its utility. For such a sys-
tem, the first requirement of model validation can be seen as the associa-
tion between this existing and appropriate powerful analysis methods. The
Krylov-Bogoliubov (K-B) method (detailed in [3, 11, 13, 14, 15]) is such
an analytical method capable of accommodating nonlinear oscillating sys-
tems. From our knowledge, this work is the first application of the K-B
method to the analysis of combustion instabilities models. The effective-
ness of this method combined with a relevant model may be considered as
a major step forward in combustion instability modelling, since an approxi-
mate but physically reasonable model is attached to a cognate analysis ap-
proach.

The model presented in this chapter, inspired from [10], is an ana-
lytically tractable model for combustion instabilities. This model will be
analyzed using K-B method and employed for studying the possibility of
quenching of the oscillations in combustion instabilities by multiplicative con-
trol.

The chapter is organized as follows. In Section 2, a very brief sum-
mary of the first K-B approximation method for autonomous multi-resonator
systems is presented. To illustrate the efficacy of the K-B approximation
and of multiplicative control, a generalized van der Pol equation is de-
veloped as an oversimplified but candidate model for combustion instabil-
ities in Section3. In Section 4, a multiple-resonator model with delay in
the feedback path is presented and analyzed using the K-B method. This
model is employed in Section 5 for studying the possibility of quenching
the oscillations in combustion instabilities by multiplicative feedback con-
trol. Conclusions, remarks and directions for further work are given in Sec-
tion 6.
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2 First K-B Approximation for Autonomous
Multi-Resonator Systems

Consider a system with n resonators described by differential equations of the
form,

d2xj

dt2
+ ω2

jxj = εfj

(

x,
dx

dt

)

, (j = 1, 2, . . . , n), (1)

where x = {x1, . . . , xn}, dx
dt = { dx1

dt , . . . ,
dxn

dt } and ε is a small parameter. For
the jth resonator, the first K-B approximation (for more details see Chapter 2
of [14]) proposes the solution

xj = aj cos(ψj), (2)

where ψj = ωjt+ θj , aj and θj are slowly time-varying functions obeying the
equations

{
daj

dt = − ε
2ωj

Hjj(a1, . . . , an, θ1, . . . , θn),
dθj

dt = − ε
2ωjaj

Gjj(a1, . . . , an, θ1, . . . , θn),
(3)

with Hjj and Gjj obtained from the function fj
(
x, dx

dt

)
by substituting

{
xk = ak cos(ωkt+ θk),
dxk

dt = −akωk sin(ωkt+ θk),
(k = 1, 2, . . . , n) (4)

and by setting it in the form

fj (a1 cos(ω1t+ θ1), . . . , an cos(ωnt+ θn),
−a1ω1 sin(ω1t+ θ1), . . . ,−anωn sin(ωnt+ θn))

=Hjj sin(ωjt+ θj) +Gjj cos(ωjt+ θj)

+
r∑

ωj 
≈ω�

(H�j sin(ω�t+ θ�) +G�j cos(ω�t+ θ�)) , (5)

where ω� and θ� are integer linear combinations of ω1, . . . , ωn and θ1, . . . , θn,
respectively, and r is the number of possible integer linear combinations of
ω1, . . . , ωn different from ωj . For xj the coefficients of the fundamental term
in (5) are used and the all other terms are eliminated.

3 Simple Case Study: Generalized Van der Pol Equation

In this section a reduced-order model for combustion instabilities with one
single resonator (corresponding to a generalized van der Pol equation) will be
considered to illustrate the potential effectiveness of the K-B method for ana-
lysis and of closed-loop multiplicative control for quenching the oscillations.
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3.1 Model Analysis

Consider the van der Pol equation in generalized form (Figure 3).

ẍ+ ω2x =
d

dt

{
ϕv0 + ϕv1x−

ϕv3

3
x3
}
, (6)

where ω is the natural frequency, ϕv1 and ϕv3 are arbitrary positive constants,
ϕv0 is an arbitrary constant, p = x is the downstream pressure perturbation
at the burning plane, and q = ϕv0 + ϕv1x − ϕv3

3 x3 is the flame heat release
rate.

Lemma 1. For the van der Pol equation (6), the application of K-B approx-
imation gives

x = a cos(ωt+ θ) (7)

with
{
ȧ = ϕv1

2 a
(
1− ϕv3

4ϕv1
a2
)

θ̇ = 0 .
(8)

Proof. Consider (6) and (1), in this case with ε = 1,

f(x,
dx

dt
) = ϕv1

(

1− ϕv3

ϕv1
x2

)
dx

dt
. (9)

Introducing x = a cos(ωt+ θ) and ẋ = −aω sin(ωt+ θ), i = 1, 2, in (9), yields

f(., .) = −ωϕv1a

(

1− ϕv3

4ϕv1
a2

)

sin(ωt+ θ)− ωϕv3a
3

4
sin (3(ωt+ θ)) . (10)

Fig. 3. A simplified (van der Pol) combustion instability model
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Consequently, one can consider that (10) is in the form (5). Thus for x one
obtains

{
H1 = −ωϕv1a

(
1− ϕv3

4ϕv1
a2
)

G1 = 0
(11)

By the application of rule (3) to (11), one deduces the result of Lemma 1. ��

The system of equations (8) has two steady-state solutions. One steady-
state solution corresponds to a = 0, and is unstable. The other steady-state
solution corresponds to a = 2

√
ϕv1
ϕv3

, and is locally stable. Therefore, we con-
clude for the uncontrolled generalized van der Pol equation, that the solution
x is a self-sustained oscillation with steady frequency close to ω and with
steady state amplitude close to 2

√
ϕv1
ϕv3

.

3.2 Quenching the Oscillations

Output-feedback control is introduced into the model by multiplying a func-
tion of the output x to capture the effect of fuel flow modulation on the heat
release rate. The control strategy is characterized by the following differential
equation.

ẍ+ ω2x =
d

dt

{
(1 + Φ(x))

(
ϕv0 + ϕv1x−

ϕv3

3
x3
)}

, (12)

where ϕv0 is different from zero and the feedback law Φ(x) is a polynomial
function of x. In order to quench self-sustained oscillation, the control law
must force the system (12) to be asymptotically stable at the origin. Hence,
one considers the following lemma.

Lemma 2. For the following control low

Φ(x) = −Kx− 1
ϕv0

(
ϕv1x−

ϕv3

3
x3
)
, (13)

where K is a constant of the same sign as ϕv0, the system (12) is locally
asymptotically stable at the origin.

Proof. Introducing (13) into (12), yields

ẍ+ω2x=−Kϕv0ẋ−2ϕv1

(

K +
ϕv1

ϕv0

)

xẋ+
4ϕv3

3

(

K +
2ϕv1

ϕv0

)

x3ẋ−2
ϕ2

v3

3ϕv0
x5ẋ.

Expressing this equation in state equation form with z1 = x and z2 = ẋ, one
obtains
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Fig. 4. Simulation test of multiplicative feedback quenching of oscillations in
a model described by a generalized van der Pol equation, where K = 1, ϕv0 = 0.45,
ϕv1 = ϕv1 = 0.1 and ω = 1

⎧
⎪⎪⎨

⎪⎪⎩

ż1 = z2,

ż2 = −ω2z1 −Kϕv0z2 − 2ϕv1

(
K + ϕv1

ϕv0

)
z1z2,

+ 4ϕv3
3

(
K + 2ϕv1

ϕv0

)
z3
1z2 − 2 ϕ2

v3
3ϕv0

z5
1z2.

Computation of the linearized system matrix around the origin gives

Az =
[

0 1
−ω2 −Kϕv0

]

.

Since by assumption K and ϕv0 have the same sign, the eigenvalues of ma-
trix Az will have negative real part. By using Lyapunov’s indirect method,
one can deduce that the system is locally asymptotically stable at the
origin. ��

The local asymptotic stability at the origin implies that quenching of the
oscillation is possible and can occur around the origin in a local domain which
can be estimated [12]. This quenching is illustrated by the simulation test
presented in Figure 4.

4 Combustion Instability Model

The relationship between coupled van der Pol equations and the combus-
tion instability model of Dunstan and Bitmead [10] has been discussed in [5].
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A system of two coupled van der Pol equations has been considered as a basic
model for combustion instabilities

{
d2x1
dt2 + ω2

1x1 = ε d
dt

(
(x1 + x2)− 1

3 (x1 + x2)3
)

d2x2
dt2 + ω2

2x2 = ε d
dt

(
(x1 + x2)− 1

3 (x1 + x2)3
)
,

(14)

where ω1 and ω2 are the natural radian frequencies of the first and second
resonators respectively and which can have arbitrary values with some mod-
est provisions to be developed, and ε is a small positive quantity. The model
has been successfully analyzed using the Krylov-Bogoliubov approach in [5].
However, this model does not include the cascade differentiator-plus-delay and
the low pass filter (existing in Dunstan and Bitmead model [10]). While in-
teresting results have been obtained concerning the existence or quenching of
the oscillations in the system, the van der Pol model was not able to explain
the simultaneous presence of two oscillating non-harmonic modes observed
experimentally.

In order to make modelling more realistic in [6], the model based on two
coupled van der Pol equations was further generalized by incorporating delay
and filtering. The modifications lead to the model presented in Figure 5 and
described by the following equations

{
ẍ1 + ω2

1x1 = d
dtLPF

{
ϕv0 + ϕv1ṗτ − ϕv3

3 ṗ3
τ

}

ẍ2 + ω2
2x2 = d

dtLPF
{
ϕv0 + ϕv1ṗτ − ϕv3

3 ṗ3
τ

}
,

(15)

where ϕv0 is an arbitrary constant, ϕv1 and ϕv3 are arbitrary negative con-
stants, τ is a transport time delay from nozzle to flame surface, LPF is the
transfer operator of the low pass filter, p = x1 + x2 is the downstream pres-
sure perturbation at the burning plane, ṗτ is the output of the delay-plus-
differentiator block and q is the flame heat release rate.

Fig. 5. Proposed combustion instability model
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4.1 Model Analysis

Equation Development and Analysis

The first step of the analysis is to develop the left term of (15) in order
to apply K-B approximation. The presence of delay and low pass filtering
presents some difficulties in computing approximations, which will be treated
by introducing some realistic assumptions which are effective in a stationary
regime. Consider the system (15) and the form (1) (with ε = 1), in this
case

f1 = f2 = f =
d

dt
LPF

{
ϕv0 + ϕv1ṗτ −

ϕv3

3
ṗ3
τ

}
. (16)

Replacing

ẋi = −aiωi sin(ωit+ θi), (i = 1, 2)

in ṗ, one obtains

ṗ = ẋ1 + ẋ2

⇒ ṗ = −ω1a1 sin(ω1t+ θ1)− ω2a2 sin(ω2t+ θ2)
= ω1a1 cos(ω1t+ θ1 + π

2 ) + ω2a2 cos(ω2t+ θ2 + π
2 ),

which after adding the delay, takes the form

ṗτ = ω1a1τ cos(ω1t+ θ1τ + π
2 − ω1τ) + ω2a2τ cos(ω2t+ θ2τ + π

2 − ω2τ) (17)

where a1τ , a2τ , θ1τ and θ2τ are amplitudes and phases after the delay
block, respectively. Since, for K-B approximation the amplitudes ai and
the phases θi (i = 1, 2) are slowly time-varying functions, and in order
to approximate the time delay block, we propose the following assump-
tion.

Assumption 1. For small time delay τ , the quantities | ai − aiτ | and
| θi − θiτ | (i = 1, 2) can be neglected.

Assumption 1 allows the following approximations
{
aiτ = ai − (ai − aiτ ) ≈ ai,
θiτ = θi − (θi − θiτ ) ≈ θi.

(i = 1, 2) (18)

To get an expression in the form of (5), the low pass filter block must also be
approximated. Therefore, we consider a second assumption.

Assumption 2. The low pass filter is linear and its dynamics are much faster
than the evolution of amplitudes and phases in the K-B approximation.
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The utility of Assumption 2 is that, for an input given as the sum of sinu-
soidal terms (such as (5)), the output will be equal to the sum of the outputs
of each term, and for sinusoidal inputs with slowly time-varying amplitudes
and phases the rise time will be neglected, and the amplitudes and phases will
be considered as constant parameters. Therefore, Assumption 2 leads to the
following approximation

LPF (a cos(ωt+ θ)) ≈ G(ω)a cos(ωt+ θ − φ(ω)) (19)

where a, ω and θ are the amplitude, the frequency and the phase of the
input, respectively, G(ω) and φ(ω) are the gain and the phase of the fil-
ter at frequency ω. We use the following notation in the remaining of
paper.

ψk1k2 = (k1ω1 + k2ω2)t+ (k1θ1 + k2θ2), (20)

Ak1k2 = ω
|k1|
1 ω

|k2|
2 G(k1ω1 + k2ω2), (21)

χk1k2 =
(k1 + k2)π

2
− (k1ω1 + k2ω2)τ − φ(k1ω1 + k2ω2). (22)

The analysis to come will show that this notation has some significance. Ex-
pression (20) corresponds to the linear combinations of frequencies ω1 and ω2

present in the development of f , and the expressions (21) and (22) are the
corresponding gains and phases introduced by the delay plus differentiator
block and by filtering.

Lemma 3. Consider the expression (17) and Assumptions 1 and 2. Then one
obtains the following development

f ≈− ϕv1

{

ω1A10a1

(
1− ϕv3

ϕv1

(
(ω1a1)2

4
+

(ω2a2)2

2

))

sin(ψ10 + χ10)

+ ω2A01a2

(
1 −ϕv3

ϕv1

(
(ω2a2)2

4
+

(ω1a1)2

2

))

sin(ψ01 + χ01)
}

+ ϕv3

{ω1A30a
3
1

4
sin (ψ30 + χ30) +

(2ω1 − ω2)A2−1a
2
1a2

4
sin (ψ2−1 + χ2−1)

+
(2ω1 + ω2)A21a

2
1a2

4
sin (ψ21 + χ21) +

(ω1 + 2ω2)A12a1a
2
2

4
sin (ψ12 + χ12)

+
ω2A03a

3
2

4
sin (ψ03 + χ03) +

(2ω2 − ω1)A−12a
2
2a1

4
sin (ψ−12 + χ−12)

}

.

(23)

Proof. Substituting approximations (18) into (17), yields

ṗτ ≈ ω1a1 cos(ω1t+ θ1 + π
2 − ω1τ) + ω2a2 cos(ω2t+ θ2 + π

2 − ω2τ). (24)
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Whence, using (24), (20) and trigonometrical simplifications,

ϕv0+ϕv1ṗ−τ −
ϕv3

3
ṗ3
−τ

≈ ϕv0 + ϕv1ω1a1

(

1− ϕv3

ϕv1

(
(ω1a1)2

4
+

(ω2a2)2

2

))

cos(ψ10 +
π

2
− ω1τ)

+ ϕv1ω2a2

(
1 −ϕv3

ϕv1

(
(ω2a2)2

4
+

(ω1a1)2

2

))

cos(ψ01 +
π

2
− ω2τ)

− ϕv3

{(ω1a1)3

12
cos
(

ψ30 +
3π
2
− 3ω1τ

)

+

+
ω2

1ω2a
2
1a2

4
cos
(
ψ2−1 +

π

2
− (2ω1 − ω2)τ

)

+
ω2

1ω2a
2
1a2

4
cos
(

ψ21 +
3π
2
− (2ω1 + ω2)τ

)

+
ω1ω

2
2a1a

2
2

4
cos
(

ψ12 +
3π
2
− (2ω2 + ω1)τ

)

+
(ω2a2)3

12
cos
(

ψ03 +
3π
2
− 3ω2τ

)

+
ω1ω

2
2a

2
2a1

4
cos
(
ψ−12 +

π

2
− (2ω2 − ω1)τ

)}

(25)

Using (25), (19) and (21), one arrives at (23). ��

Result (23) yields the frequency set

W = {ω1, ω2, 3ω1, 3ω2, 2ω1 + ω2, ω1 + 2ω2, 2ω1 − ω2, 2ω2 − ω1} , (26)

which will be very important for identifying the different situations depending
on the proximity of frequencies in W . Consequently, one has the following
three situations:

1) ω1 �≈
{
ω2, 3ω2,

ω2
3

}
,

2) ω1 ≈ ω2 : mutual synchronization with close frequencies
3) ω1 ≈ 3ω2 (respectively ω2 ≈ 3ω1): Mutual synchronization with multiple

frequencies

Cases 2 and 3 were considered in [5]. However, experimental results [10] reveal
that Case 1 occurs in practice and that both modes can oscillate freely without
synchronization. Hence, we limit our study here to Case 1. This is both new
and more practically significant than the results in [5].

K-B Approximation of the Model

The second analytical task is to find an expression for the model output
using the result (23) and to analyze the evolution of this output in different
situations.
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Lemma 4. Consider the condition ω1 �≈
{
ω2, 3ω2,

ω2
3

}
and the result (23).

The application of K-B approximation gives

xi = ai cos(ωit+ θi), (i = 1, 2) (27)

with
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

ȧ1 = ϕv1A10 cos(χ10)
2 a1

(
1− ϕv3

ϕv1

(
(ω1a1)2

4 + (ω2a2)
2

2

))
,

ȧ2 = ϕv1A01 cos(χ01)
2 a2

(
1− ϕv3

ϕv1

(
(ω2a2)2

4 + (ω1a1)
2

2

))
,

θ̇1 = ϕv1A10 sin(χ10)
2

(
1− ϕv3

ϕv1

(
(ω1a1)2

4 + (ω2a2)
2

2

))
,

θ̇2 = ϕv1A01 sin(χ01)
2

(
1− ϕv3

ϕv1

(
(ω2a2)2

4 + (ω1a1)
2

2

))
,

(28)

Proof. By application of rules (2) and (3) to the expression (23), one finds
the result. ��

From (28), one can see that the coupled parameters are a1 and a2. Therefore,
the system dynamics depend essentially on the evolution of amplitudes a1 and
a2. The analytical determination of equilibrium points gives

a1 = 0 and a2 = 0, (29)

a1 =
2
ω1

√
ϕv1

ϕv3
and a2 = 0, (30)

a1 = 0 and a2 =
2
ω2

√
ϕv1

ϕv3
, (31)

a1 =
2
ω1

√
ϕv1

3ϕv3
and a2 =

2
ω2

√
ϕv1

3ϕv3
. (32)

The stability of each equilibrium point leads to a particular regime. Conse-
quently, one distinguishes four operation regimes, which will be elaborated
and explained shortly.

1) Asymptotically stable system.
2) Two generators with competitive quenching.
3) Simultaneous self-sustained oscillations.
4) Total instability.

For the stability study one can apply Lyapunov’s indirect method, which
uses the stability properties of the linearized system around the equilibrium
point. The computation of the characteristic polynomial leads to the following
result.

P (λ) = λ2 − ϕv1

2

{
A10 cos(χ10)

(
1− ϕv3

ϕv1

(3(ω1a1)2

4
+

(ω2a2)2

2

))

+A01 cos(χ01)
(
1− ϕv3

ϕv1

(3(ω2a2)2

4
+

(ω1a1)2

2

))}
λ
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+
A10A01 cos(χ10) cos(χ01)

4

{
ϕ2

v1

(
1− ϕv3

ϕv1

(3(ω1a1)2

4
+

+
(ω2a2)2

2

))(
1− ϕv3

ϕv1

(3(ω2a2)2

4
+

(ω1a1)2

2

))
−ϕ2

v3(ω1ω2a1a2)2
}
. (33)

The characteristic polynomial obtained is second order. Therefore, the stabil-
ity can be verified by testing the signs of polynomial coefficients.

Asymptotically stable system

The system is asymptotically stable around the origin, if and only if the equi-
librium point (29) is asymptotically stable. Introducing (29) in the general
characteristic polynomial (33), one obtains the following.

P (λ) = λ2 − ϕv1

2

{
A10 cos(χ10) +A01 cos(χ01)

}
λ

+
A10A01 cos(χ10) cos(χ01)ϕ2

v1

4
,

which has two stable zeros if the following conditions are respected
{
−ϕv1

{
A10 cos(χ10) +A01 cos(χ01)

}
> 0

A10A01 cos(χ10) cos(χ01)ϕ2
v1 > 0

⇐⇒
{
ϕv1 cos(χ10) < 0
ϕv1 cos(χ01) < 0 . (34)

Provided (34) is satisfied and the initial states are close to the origin, the
amplitudes of both oscillations converge to the equilibrium point (29). Figure 6
shows an example of a simulation test, where the conditions (34) are satisfied
under realistic parameters values.

Two generators with competitive quenching

The two generators with competitive quenching regime occurs when both
equilibrium points (30) and (31) are locally stable. Substituting (30) into
(33), one gets

P (λ) = λ2 + ϕv1

{
A10 cos(χ10) +

1
2
A01 cos(χ01)

}
λ

+
A10A01 cos(χ10) cos(χ01)ϕ2

v1

2
.

The local stability of (30) is satisfied if and only if
{
ϕv1

{
A10 cos(χ10) + 1

2A01 cos(χ01)
}
> 0

A10A01 cos(χ10) cos(χ01)ϕ2
v1 > 0

⇐⇒
{
ϕv1 cos(χ10) > 0
ϕv1 cos(χ01) > 0 . (35)

By symmetry, for the equilibrium point (31) one finds the same conditions.
Provided that the conditions (35) are satisfied, the amplitudes of x1 and x2

converge to one of both possible equilibrium points (30) and (31). Depending
on the initial states, one of the generators is excited, while the oscillations
of the other generator are entirely quenched. Figure 7 shows an example of
a simulation test in this competitive quenching regime.
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Fig. 6. Simulation test for ω1 = 2π×210, ω2 = 2π×740, ϕv0 = 0.45, ϕv1 = −0.135,
ϕv3 = −5.4 × 10−3, LPF = 2π×500

s+2π×500
and τ = 5.5 × 10−3

Fig. 7. Simulation test for ω1 = 2π×210, ω2 = 2π×740, ϕv0 = 0.45, ϕv1 = −0.135,
ϕv3 = −5.4 × 10−3, LPF = 2π×500

s+2π×500
and τ = 3.5 × 10−3
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Simultaneous self-sustained oscillations

Simultaneous and persistent oscillation of both resonators occurs when the
equilibrium point (32) is stable. Introducing (32) in (33), one obtains

P (λ) = λ2 + ϕv1
3

{
A10 cos(χ10) +A01 cos(χ01)

}
λ− A10A01 cos(χ10) cos(χ01)ϕ2

v1
3 .

The equilibrium point (32) is locally stable if and only if
{
ϕv1

{
A10 cos(χ10) +A01 cos(χ01)

}
> 0

−A10A01 cos(χ10) cos(χ01)ϕ2
v1 > 0

⇐⇒
{
ϕv1

(
A10 cos(χ10) +A01 cos(χ01)

)
> 0

cos(χ10) cos(χ01) < 0 . (36)

By satisfying (36), it is possible to have simultaneous self-sustained oscilla-
tions, the amplitudes of x1 and x2 converge to the equilibrium point (32). By
self-sustained oscillations it is meant that both oscillators are excited with-
out synchronization. Figure 8 shows the stationary part of a simulation test
example in the simultaneous self-sustained oscillations regime.

Total instability

When the conditions (34), (35) and (36) are not satisfied, there does not exist
a stable equilibrium point. Therefore, there is no stable limit cycle and the

Fig. 8. Simulation test for ω1 = 2π×210, ω2 = 2π×740, ϕv0 = 0.45, ϕv1 = −0.135,
ϕv3 = −5.4 × 10−3, LPF = 2π×500

s+2π×500
and τ = 4.8 × 10−3



176 I.D. Landau, F. Bouziani and R.R. Bitmead

amplitudes of both oscillations diverge. By total instability it is meant that
for any non-equilibrium initial state, the state of the system diverges.

Analysis of Results

The results demonstrate the existence of four operation regimes when the
ratio of natural frequencies is different from 1, 3 and 1

3 . The occurrence of
each operation regime depends on the satisfaction of certain conditions. The
simulations confirm the quality of estimated amplitudes using the K-B ap-
proximation. The conditions for each regime contain essentially the phases
χ01 and χ10 introduced by the delay and low pass filtering respectively. The
phase domain conditions (34), (35) and (36) are independent. So with fixed
delay and low-pass filter it is not possible to have operation in more than one
regime. The results suggest that it is perhaps possible in certain cases to esti-
mate the delay from the measurement of the oscillations (number, frequency,
amplitude). To illustrate the importance of delay, Figure 9 depicts the opera-
tion regimes for several values of τ and for other parameters fixed near to the
practical values. One observes the occurrence of various regimes as a function
of the delay.

From a practical point of view, the interesting situation is the simulta-
neous self-sustained oscillatory regime which is represented in Figure 9. The
fact that, the amplitudes of harmonics ω1 and ω2 take values 2

ω1

√
ϕv1
3ϕv3

and

2
ω2

√
ϕv1
3ϕv3

respectively, shows clearly that they depend inversely on the values

of frequencies (a phenomenon which has been observed in practice). The re-
sults of Figure 9 have a very important practical implication: the design of the
combustion system influences the type of combustion instability which may
occur.

5 Quenching the Oscillations

For the development of an effective control method for quenching both os-
cillation modes present in combustion instabilities, the model (14) is taken

Fig. 9. The operation regimes as a function of τ , ω1 = 2π × 210, ω2 = 2π × 740,
ϕv0 = 0.45, ϕv1 = −0.135, ϕv3 = −5.4 × 10−3 and LPF = 2π×500

s+2π×500
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with the addition of a multiplicative control action (modulation of the fuel
flow). The multiplicative effect of the control action must be included in the
representation to capture the modulation of a fraction of the fuel flow u into
the combustion chamber and its consequent effect on the heat release rate
[10, 9]. This leads to the following differential equations

{
ẍ1 + ω2

1x1 = d
dtLPF

{
(1 + u)

(
ϕv0 + ϕv1ṗτ − ϕv3

3 ṗ3
τ

)}

ẍ2 + ω2
2x2 = d

dtLPF
{
(1 + u)

(
ϕv0 + ϕv1ṗτ − ϕv3

3 ṗ3
τ

)}
.

(37)

To deal with combustion instabilities, different control approaches have been
considered in practice [1]. One can use a feedback control which is based on
the pressure measurement alone. Two types of control law can be considered,
one linear the other nonlinear. The linear law requires the availability of x1

and x2 which can be obtained by using appropriate band pass filters [4]. Here
we are interested in nonlinear feedback which uses the pressure measurement
(p = x1+x2), since it gives effective results and is subject to fewer constraints.
To study the effects of such control we continue to use the K-B method. The
following assumption is proposed concerning the validity of the K-B approxi-
mation.

Assumption 3. Let a1 and a2 be the amplitudes of the oscillations x1 and x2

obtained from the K-B approximation. If a1 and a2 are asymptotically locally
(globally) stable at the origin, then the original system is asymptotically locally
stable at the origin.

For nonlinear feedback, the pressure measurement p is differentiated and de-
layed with a delay τ to obtain ṗτ , which is introduced into a nonlinear function
Φ, to obtain a control law u = Φ(p, ṗτ ). This control strategy is explained in
the block diagram shown in Figure 10. This control law will be used to add
damping and to compensate the physical feedback caused by the coupling
between the thermal heat-release process and the acoustics of the combus-
tion chamber. If such a control is designed, the system will be asymptotically
stable at the origin and the quenching of oscillations will occur. This can be
interpreted also as a feedback linearization which in addition stabilizes the
system. The results are summarized in the following lemma

Lemma 5. For the control law

Φ (p, ṗτ ) = −Kp− 1
ϕv0

(
ϕv1ṗτ −

ϕv3

3
ṗ3
τ

)
, (38)

where K is a constant satisfying the conditions
{
Kϕv0 cos(φ(ω1)) > 0
Kϕv0 cos(φ(ω2)) > 0, (39)

the system is locally asymptotically stable at the origin.
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Fig. 10. Block diagram of nonlinear feedback

Proof: Replacing the function (38) in (37) yields,
⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ẍ1 + ω2
1x1 = d

dtLPF
{
ϕv0 −Kϕv0p−Kϕv1pṗτ +K ϕv3

3 pṗ3
τ

−ϕ2
v1

ϕv0
ṗ2
τ + 2ϕv1ϕv3

3ϕv0
ṗ4
τ −

ϕ2
v3

9ϕv0
ṗ6
τ

}

ẍ2 + ω2
2x2 = d

dtLPF
{
ϕv0 −Kϕv0p−Kϕv1pṗτ +K ϕv3

3 pṗ3
τ

−ϕ2
v1

ϕv0
ṗ2
τ + 2ϕv1ϕv3

3ϕv0
ṗ4
τ −

ϕ2
v3

9ϕv0
ṗ6
τ

}
.

Therefore, for the K-B approximation (1) with ε = 1 one may consider the
following choice

f1 = f2 = f = d
dtLPF

{
ϕv0 −Kϕv0p−Kϕv1pṗτ +K ϕv3

3 pṗ3
τ

−ϕ2
v1

ϕv0
ṗ2
τ + 2ϕv1ϕv3

3ϕv0
ṗ4
τ −

ϕ2
v3

9ϕv0
ṗ6
τ

}
. (40)

Introducing xi = ai cos(ωit+θi) and ẋi = −aiωi sin(ωit+θi), i = 1, 2, in (40),
using the approximation (24) and after trigonometric simplifications and using
Assumption 2, one obtains the expression

f ≈ Kϕv0ω1G(ω1)a1

[
cos(φ(ω1)) sin(ω1t+ θ1)− sin(φ(ω1)) cos(ω1t+ θ1)

]

+Kϕv0ω2G(ω2)a2

[
cos(φ(ω2)) sin(ω2t+ θ2)− sin(φ(ω2)) cos(ω2t+ θ2)

]

+
r∑

ω� 
≈ω1∧ω2

(H�(a1, a2, θ1, θ2) sin(ω�t+ θ�) +G�(a1, a2, θ1, θ2) cos(ω�t+ θ�)) .

Applying the rule (3) for the amplitudes leads to the following approximations
{

da1
dt = − 1

2G(ω1)Kϕv0 cos(φ(ω1))a1
da2
dt = − 1

2G(ω2)Kϕv0 cos(φ(ω2))a2.
(41)

These are linear differential equations for the uncoupled amplitudes a1 and
a2. The amplitudes are globally asymptotically stable at the origin if the
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Fig. 11. Linear feedback control applied at the first appearance of oscillations

Fig. 12. Nonlinear feedback control applied after the oscillation has reached steady-
state

conditions (39) are satisfied. Appealing to Assumption 3, one deduces the
result.

This control has been tested in simulation, with the same model param-
eters used in simultaneous self-sustained oscillations and with gain K = 100
for the two possible scenarios. In the first scenario, the control is applied at
the appearance of oscillations in x1 or x2. This is presented in Figure 11. In
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the second scenario, the control is applied after the oscillations in x1 and x2

have already reached steady-state operation. This is presented in Figure 12.
The control law yields asymptotic local stability at the origin. The do-

main of amplitudes a1 and a2 where quenching oscillations is guaranteed, is
delimited by the boundary of validity the K-B method applied to (37). It is im-
portant to note however, that such a control strategy requires good knowledge
of the parameters values in the combustion instability model, particularly of
the value of the delay τ .

6 Conclusion

This paper presents a model for combustion instabilities which is analyti-
cally tractable. Its analysis is carried out using the Krylov-Bogoliubov (K-B)
method. The analysis has shown that the model can explain the coexistence
of several distinct non-harmonic frequencies observed in practice. The chapter
has also shown and quantified the effect of the delay for the occurrence of the
various phenomena observed.

Once this method of analysis has been made available and taking advan-
tage of the mutiplicative control which can be implemented by amplitude
modulation of the fuel flow, a feedback control methodology for quenching
oscillations in combustion instabilities has been developed. The possibility of
quenching oscillations has been analyzed also by the K-B method.

Further work will focus on robustness of these quenching approaches with
respect to model parameters uncertainties as well as a quantitative evaluation
of the stability domains.
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Summary. Using concepts from switched adaptive control theory plus a special
parameterization of the class of 2×2 nonsingular matrices, a tractable and provably
correct solution is given to the three landmark station keeping problem in the plane
in which range measurements are the only sensed signals upon which station keeping
is to be based. The performance of the overall system degrades gracefully in the face
of increasing measurement and miss-alignment errors, provided the measurement
errors are not too large.

1 Introduction

“Station keeping” is a term from orbital mechanics which refers to the “prac-
tice of maintaining the orbital position of satellites in geostationary orbit”
{Wikipedia}. In this paper as in [3], we take station keeping to mean the
practice of keeping a mobile autonomous agent in a position in the plane
which is determined by prescribed distances from two or more landmarks.
We refer to these landmarks as neighboring agents because we envision so-
lutions to the station keeping problem as potential solutions to multi-agent
formation maintenance problems. We are particularly interested in solutions
to the station keeping problem in which the only signals available to the agent
whose position is to be maintained, are noisy range measurements from its
neighbors1. Our approach to station keeping builds on the work initiated in
[3] where we treated station keeping as a problem in switched adaptive con-
trol. We continue with the same approach in this paper but now deal directly
with an important computational issue which was not addressed in [3]. In
particular, the control system considered in [3] requires an algorithm capable

1 We are indebted to B. D. O. Anderson for making us aware of this problem.
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of minimizing with respect to the four entries in a 2 × 2 nonsingular matrix
P , a cost function of the form M(X,P ) = trace{

[
I P
]
X
[
I P
]′} where X

is a 4 × 4 positive semi-definite matrix. What makes the problem difficult is
the constraint that P must be non-singular, since this leads to an non-convex
optimization problem. The main contribution of this paper is to explain how
to avoid this difficulty by utilizing the fact that any 2×2 non-singular matrix
B can be written as B = U(I +L)S where U is a specially structured matrix
from a finite set, L is strictly lower triangular and S is symmetric and posi-
tive definite [12]. This fact enables us to modify the optimization problem just
described, so that instead of having a non-convex problem to solve, one has
a finite set of convex problems instead. Not only does the modification lead
to convex programming problems, but also programming problems which can
each be solved efficiently using semi-definite programming methods [22].

Work on the range-only station keeping problem already exists [9, 20, 2]
and related work on range-only source localization can be found in [5, 4].
The station keeping problem is closely related to the Simultaneous Local-
ization and Mapping {SLAM} problem [11, 16, 6, 23], which is also called
the Concurrent Mapping and Localization problem [7, 21]. SLAM is the pro-
cess of building a map of an unknown environment by using mobile robots’
sensed information and simultaneously estimating those robots’ locations by
using this map. The station keeping problem with one autonomous agent
and multiple landmarks can be cast as a SLAM problem in which the map
describes the positions of the landmarks and the autonomous agent is the
robot to be localized. There are several approaches to the SLAM problem,
such as those based on Kalman filters [19, 1] and those using sequential
Monte Carlo techniques [8, 24]. Kalman filtering based methods apply to
linearized observation models and assume that the measurement errors are
Gaussian. Since most of the sensory data from the range-only measurements
are nonlinear and with non-Gaussian errors, the limitation of the Kalman fil-
ter method in this context is obvious. Sequential Monte Carlo based methods
use nonlinear observation models and do not require suitable probabilistic
models for measurement noises, but do require large numbers of samples; typ-
ically such methods are computationally difficult to implement. There are
also several interesting and new set-based techniques addressed to the range-
only SLAM problem [9, 20], but these have not been validated mathemati-
cally.

Several features of the station keeping method proposed here distinguish
it from SLAM-based methods. First, SLAM algorithms seek to localize and
map whereas the approach here focuses sharply and exclusively on the ulti-
mate goal of moving an agent to its assigned position; no attempt is made to
localize the assigned position and because of this, the approach taken here is
fundamentally different than the more indirect SLAM approach. Second, the
present method uses a provably correct switched adaptive control algorithm,
whereas the SLAM-based methods do not.
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In Section 2 we formulate the station keeping problem of interest. Error
models appropriate to the solution to the problem are developed in Section 3.
Some of the error equations developed have appeared previously in [9, 20, 18]
and elsewhere. In Section 4 we present a switched adaptive control system
which solves the three neighbor station keeping problem for a point mod-
elled agent. The control system consists of a “multi-estimator” E, a “multi-
controller” C, a “monitor” M and a “dwell-time switching logic” S. These
terms and definitions have been discussed before in [14, 15] and elsewhere. In
Section 4.3, the output of the monitor is defined to be a parameter-dependent,
scalar-valued signal of the form M(W,P ) = trace{

[
I P
]
W
[
I P
]′} where W

is a 4 × 4 positive semi-definite signal generated by the monitor and P is
a 2 × 2 non-singular matrix of parameters taking values in a compact but
non-convex parameter space P . Although this particular definition is intu-
itive and natural for the adaptive solution to the station keeping problem, as
we’ve already noted, the definition leads to non-convex optimization problem.
To avoid this, use is made of the previously mentioned fact that any 2 × 2
non-singular matrix B can be written as B = U(I + L)S where U is a spe-
cially structured matrix from a finite set, L is strictly lower triangular and
S is symmetric and positive definite [12]. In Section 4.3 M( · ) is redefined as
M(W,U,L, S) = trace{

[
(I − L)U ′ S

]
X
[
(I − L)U ′ S

]′} where L and S take
values in compact convex sets L and S respectively. More detailed descrip-
tions of these sets are derived in Section 6. In Section 7 it is then explained
how to re-formulate the resulting problem of minimizing M(W,U,L, S) over
L × S for fixed W and U , as a semi-definite programming problem.

Because of the re-parameterization just outlined, the resulting switched
adaptive control is completely tractable and easy to implement. In addition,
it has especially desirable properties. For example, in the absence of errors
the control causes agent positioning to occur exponentially fast; moreover it
guarantees that performance will degrade gracefully in the face of increasing
measurement and miss-alignment errors, provided the measurement errors are
not too large. In Section 5 we sketch the ideas upon which these claims are
based.

2 Formulation

Let n > 1 be an integer. The system of interest consists of n + 1 points
in the plane labelled 0, 1, 2, . . . , n which will be referred to as agents. Let
x0, x1, . . . , xn denote the coordinate vector of current positions of agents
0, 1, 2, . . . n respectively with respect to a common frame of reference. As-
sume that the formation is suppose to come to rest and moreover that agents
1, 2, . . . , n are already at their proper positions in the formation and are at
rest. Thus

ẋi = 0, i ∈ {1, 2, 3, . . . , n}. (1)
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We further assume that the nominal model for how agent 0 moves is a kine-
matic point model of the form

ẋ0 = u (2)

where u is an open loop control taking values in IR2.
Suppose that agent 0 can sense its distances y1, y2, . . . , yn from neighbor-

ing agents 1, 2, . . . , n with uniformly bounded, additive errors ε1, ε2, . . . , εn
respectively. Thus

yi = ||xi − x0||+ εi, i ∈ {1, 2, . . . , n} (3)

where || · || denotes the Euclidean 2-norm. Suppose in addition that agent 0 is
given a set of non-negative numbers d1, d2, . . . , dn, where di represents a de-
sired distance from agent 0 to agent i. The problem is to devise a control law
depending on the di and the yi which, were the εi all zero, would cause agent 0
to move to a position in the formation which, for i ∈ {1, 2, . . . , n}, is di units
from agent i. We call this the n neighbor station keeping problem. We shall
also require the controllers we devise to guarantee that errors between the yi
and their desired values eventually become small if the measurement errors
are all small.

Let x∗ denote the target position to which agent 0 would have to move
were the station keeping problem solvable. Then x∗ would have to satisfy

di = ||xi − x∗||, i ∈ {1, 2, . . . , n}. (4)

There are two cases to consider.

1) If n = 2, there will be two solutions x∗ to (4) if |d1 − d2| < ||x1 − x2|| <
d1+d2 and no solutions if either |d1−d2| > ||x1−x2|| or ||x1−x2|| > d1+d2.
We will assume that two solutions exist and that the target position is
the one closest to the initial position of agent zero.

2) If n ≥ 3, there will exist a solution x∗ to (4) only if agents 1 through n
are aligned in such a way so that the circles centered at the xi of radii di
all intersect at least one point. If the xi are so aligned and at least three
xi are not co-linear, then x∗ is even unique. Such alignments are of course
exceptional. To account for the more realistic situation when points are
out of alignment, we will assume instead of (4), that there is a value of x∗

for which
di = ||x∗ − xi||+ ε̄i, i ∈ {1, 2, . . . , n} (5)

where each ε̄i is a small miss-alignment error.

Our specific control objective can now be stated. Devise a feedback control
for agent 0, using the di and measurements yi, which bounds the induced L2

gains from each εi and each ε̄i to each of the errors

ei = y2
i − d2

i , i ∈ {1, 2, 3, . . . , n}. (6)

We will address this problem using well known concepts and constructions
from adaptive control.
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3 Error Models

The controllers which we propose to study will all be based on suitably defined
error models. We now proceed to develop these models.

3.1 Error Equations

To begin, we want to derive a useful expression for each ei. In view of (3)

y2
i = ||xi − x0||2 + 2εi||xi − x0||+ ε2i .

But
||xi − x0||2 = ||xi − x∗||2 + 2(x∗ − xi)′x̄0 + ||x̄0||2

where
x̄0 = x0 − x∗. (7)

Moreover from (5)

d2
i = ||xi − x∗||2 + 2ε̄i||xi − x∗||+ ε̄i

2.

From these expressions and the definition of ei in (6) it follows that

ei = 2(x∗ − xi)′x̄0 + ||x̄0||2 + 2εi||x̄0||+ ηi (8)

where
ηi = 2εi||xi − x0||+ ε2i − 2ε̄i||xi − x∗|| − ε̄2i − 2εi||x̄0||.

Note that |||xi − x0|| − ||x̄0||| ≤ ||xi − x∗|| because of the triangle inequality
and the definition of x̄0 in (7). From this and (5) it is easy to see that

|ηi| ≤ (|εi|+ |ε̄i|)γi (9)

where γi = 2di + |εi − ε̄i|.

3.2 Station Keeping with n = 3 Neighbors

In this section we consider the case when n = 3. We shall assume that x1, x2,
and x3 are not co-linear. Note first that we can write

˙̄x0 = u (10)

because of (2) and the fact that x̄0 = x0 − x∗. Let

e =
[
e1 − e3
e2 − e3

]



188 M. Cao and A.S. Morse

and define q = Bx̄0, where

B = 2
[
x3 − x1 x3 − x2

]′
. (11)

The error model for this case is then

e = q + ε||B−1q||+ η (12)
q̇ = Bu (13)

where

ε = 2
[
ε1 − ε3
ε2 − ε3

]

η =
[
η1 − η3

η2 − η3

]

.

Our assumption that the xi are not co-linear implies that B is non-singular.
Note that since B is nonsingular, x0 = x∗ whenever q = 0. This in turn will
be the case when e = 0 provided ε = 0 and η = 0. The term ||B−1q||ε can be
regarded as a perturbation and can be dealt with using standard small gain
arguments. Essentially linear error models like (12), (13) can also be derived
for any n > 3.

3.3 Station Keeping with n = 2 Neighbors

In the two-neighbor case we’ve assumed that |d1 − d2| < ||x1 − x2|| < d1 + d2

and thus that two solutions x∗ to (4) exist. We will assume that x̄0 has been
defined so that ||x̄0(0)|| is the smaller of the two possibilities. As before, and
for the same reason, (10) holds. For this version of the problem we define

e =
[
e1
e2

]

.

Let q = Bx̄0, where now

B = 2
[
x∗ − x1 x

∗ − x2

]′
. (14)

The error model for this case is then

e = q + ε||B−1q||+ ||B−1q||21 + η (15)
q̇ = Bu (16)

where

1 =
[
1
1

]

ε = 2
[
ε1
ε2

]

η =
[
η1

η2

]

.

Note that our assumption that |d1 − d2| < ||x1 − x2|| < d1 + d2 implies that
x1, x2, x

∗ are not co-linear. This in turn implies that B is non-singular. The
essential difference between this error model and the error model for the three
neighbor case is that the two-neighbor agent model has a quadratic function of
state in its readout equation whereas the three-neighbor error model does not.
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4 Station Keeping Supervisory Controller

In this section we will develop a set of controller equations aimed at solv-
ing the station keeping problem with three neighbors. Because of its proper-
ties, the controller we propose can also be used for the two neighbor ver-
sion of the problem; however in this case meaningful results can only be
claimed if agent 0 starts out at a position which is sufficiently close to
its target x∗. For ease of reference, we repeat the error equations of inter-
est.

e = q + ε||B−1q||+ η (17)
q̇ = Bu. (18)

In the sequel we will assume that ||ε|| ≤ ε∗, t ≥ 0 where ε∗ is a positive
constant which satisfies the constraint

ε∗ <
1

||B−1|| . (19)

Note that this constraint says that the allowable measurement error bound
will decrease as agents 1, 2, and 3 are positioned closer and closer to co-
linear and/or further and further away from agent 0. While we are unable
to fully justify this assumption at this time, we suspect that it is intrinsic
and is not specific to the particular approach to station keeping which we
are following. Our suspicion is prompted in part by the observation that the
map q �−→ q + ε||B−1q|| will be invertible for all ||ε|| ≤ ε∗ if and only if (19)
holds.

The type of control system we intend to develop assumes that B is un-
known, but requires one to define at the outset a closed bounded subset of
2 × 2 non-singular matrices P ⊂ IR2×2 which is big enough so that it can be
assumed that B ∈ P . It is clear that because of the non-singularity require-
ment, just about any reasonably defined parameter space P which satisfies
these conditions would not be convex, or even the union of a finite number of
convex sets. This has important practical implications which we will elaborate
on later.

The supervisory control system to be considered consists of a “multi-
estimator” E, a “multi-controller” C, a “monitor” M and a “dwell-time
switching logic” S. These terms and definitions have been discussed before
in [14, 15] and elsewhere. They are fairly general concepts, have specific
meanings, and apply to a broad range of problems. Although there is con-
siderable flexibility in how one might define these component subsystems,
in this paper we shall be quite specific. The numbered equations which fol-
low, are the equations which define the supervisory controller we will con-
sider.
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4.1 Multi-Estimator E

For the problem of interest, the multi-estimator E is defined by the two equa-
tions

ż1 = −λz1 + λe (20)
ż2 = −λz2 + u (21)

where λ is a design constant which must be positive but is otherwise uncon-
strained.

Note that the signal ρ = z1 +Bz2 − q satisfies

ρ̇ = −λρ+ λ(ε||B−1q||+ η).

For P ∈ P , let ēP denote the P th output estimation error

ēP = z1 + Pz2 − e.

The relevant relationships between these signals when P = B can be conve-
niently described by the block diagram in Figure 1. The diagram describes

Fig. 1. Subsystem

a nonlinear dynamical system with inputs η and z1 +Bz2 and outputs ēB. It
is easy to verify that this system is globally exponentially stable with stability
margin no smaller than λ(1−ε∗||B−1||) because of the measurement constraint
(19) discussed earlier. The diagram clearly implies that if ε and η were 0, ēB
would tend to 0; in this case z1 + Bz2 would therefore be an asymptotically
correct estimate of e = q . We exploit these observations below.

4.2 Multi-Controller C

The multi-controller C we propose to study is simply

u = −λB̂−1e (22)
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where B̂ is a suitably defined piecewise constant switching signal taking values
in P . The definition of u has been crafted so that the “closed-loop param-
eterized system” matrix −λPP−1 is stable with “stability margin” λ for all
P ∈ P . Other controllers which accomplish this could also be used {e.g.,
u = −λB̂−1(z1 + B̂z2)}. The consequence of this definition of u is predicted
by the certainty equivalence stabilization theorem [10] and is as follows. Let
ē bB = z1 + B̂z2 − e and define the so-called injected sub-system to be the
system with input ē bB and output z1 +Bz2 which results when z1 +Bz2− ē bB
is substituted for e in the closed loop system determined by (20), (21) and (22).
Thus

ż1 = λB̂z2 − λē bB
ż2 = −λB̂−1z1 − 2λz2 + λB̂−1ē bB.

Certainty equivalence implies that this system, viewed as a dynamical system
with input ē bB, is also stable with stability margin λ for each fixed B̂ ∈ P . In
this special case one can deduce this directly using the state transformation
{z1, z2} �−→ {z1, z1 + B̂z2}. For this system to have stability margin λ means
that for any positive number λ0 < λ the matrix λ0I + A(B̂) is exponentially
stable for all constant B̂ ∈ P . Here

A(B̂) =

⎡

⎣
0 λB̂

−λB̂−1 −2λI

⎤

⎦

which is the state coefficient matrix of the injected system.
In the sequel, we fix λ0 at any positive value such that λ0 < λ(1 −

ε∗)||B||−1. This number turns out to be a lower bound on the convergence
rate for the entire closed-loop control system.

We need to pick one more positive design parameter, called a dwell time
τD. This number has to be chosen large enough so that the injected linear
system defined above is exponentially stable with stability margin λ for every
“admissible” piecewise constant switching signal B̂ : [0,∞) → P , where by
admissible we mean a piecewise constant signal whose switching instants are
separated by at least τD time units. This is easily accomplished because each
λ0I + A(P ), P ∈ P is a stability matrix. All that’s required then is to pick
τD large enough so that the induced norm {any matrix norm} of each matrix
e{λ0I+A(P )}t, P ∈ P , is less than 1.

It is useful for analysis to add to Figure 1, two copies of the injected system
just defined, one {Σ1} with output e = z1+Bz2− ē bB and the other {Σ2} with
output z1 + Bz2. The multiple copies are valid because the injected system
is an exponentially stable linear system. The resulting system is shown in
Figure 2.
Note that if there were a gain between ēB and ē bB, and if ε were small
enough, the overall system shown in Figure 2 would be exponentially stable
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Fig. 2. Subsystem for analysis

and bounded η would produce bounded e. We return to this observation
later.

4.3 Monitor M

The state dynamic of monitor M is defined by the equation

Ẇ = −2λ0W +
[
z1 − e
z2

] [
z1 − e
z2

]′
(23)

where W is a “weighting matrix” which takes values in the linear space X
of 4 × 4 symmetric matrices; although not crucial, for simplicity we will
require M to be initialized at zero; thus W (0) = 0. This clearly implies
that W (t) is positive semi-definite for all t ≥ 0. Note that it takes only
10 differential equations rather than 16 to generate W because of symme-
try.

The output of M - First Pass

The output of M is a parameter dependent “monitoring signal” which for
the moment we define to be μP = M(W,P ) where M : X × P → IR is the
scalar-valued function

M(X,P ) = trace{
[
I P
]
X
[
I P
]′}.

The μP are helpful in motivating the definition of M and the switching logic
S which follows; however, they are actually not used anywhere in the imple-
mented system. It is obvious that they could not be because there are infinitely
many of them.

Note that for any P ∈ P ,

μ̇P = −2λ0μP + trace({z1 − e+ Pz2}{z1 − e+ Pz2}′)

so
μ̇P = −2λ0μP + ||z1 − e+ Pz2||2.
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But ēP = z1 − e+ Pz2. Therefore

μ̇P = −2λ0μP + ||ēP ||2

and

M(W,P ) =
∫ t

0

e−2λ0(t−s)||ēP ||2ds.

Thus if we introduce the exponentially weighted 2-norm

||ω||t =

√
∫ t

0

{eλ0s||ω(s)||}2ds

where ω is a piecewise continuous signal, then

M(W (t), P ) = e−2λ0t||ēP ||2t , t ≥ 0.

Minimizing M(W (t), P ) with respect to P and setting B̂(t) to the resulting
minimizing value, would then yield an inequality of the form

||ē bB||t ≤ ||eB||t.

Were it possible to accomplish this at every instant of time and were B̂ chang-
ing slowly enough so that all of the time-varying subsystems in Figure 2 were
exponentially stable, then one could conclude that for ε∗ sufficiently small,
the resulting overall system with input η and output e would be stable with
respect to the exponentially weighted norm we’ve been discussing. It is of
course not possible to carry out these steps instantly and even if it were, B̂
would likely be changing too fast for the time-varying subsystems in Figure 2
to be exponentially stable. Were we to continue with this definition of μP , we
would nonetheless, want to minimize M(W (t), P ) from time to time and in
doing so would end up with an input-output stable system. In fact the imple-
mentation of dwell time switching proposed in [3] requires such minimizations
to be carried out. But were we to proceed with this approach, we’d run head
on into an important practical problem which we want to address.

A Non-Convex Parameter Space

Note that even though M(X,P ) is a quadratic positive semi-definite function
of the elements of P , the problem of minimizing M(X,P ) over P is still very
complex because P is not typically convex or even a finite union of convex
sets. Thus if we were to use such a parameter space and proceed as we’ve just
outlined, we’d be faced with an intractable non-convex optimization problem.
The root of the problem stems from the requirement that the algebraic curve

C = {P : p11p22 − p12p21 = 0}
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in IR2×2 on which P is singular cannot intersect P . One way to deal with
this difficulty relies on an idea called “cyclic switching” which was specif-
ically devised to deal with this type of problem [17, 13]. Cyclic switching
is roughly as follows. First P is allowed to contain singular matrices, in
which case it is reasonable to assume that it is a finite union of compact
convex sets. Minimization over P thus becomes a finite number of stan-
dard convex programming problems. For minimizing values of B̂ which turn
out to be close to or on C, one uses a specially structured switching con-
troller in place of (22) – one which does not require B̂ to be nonsingular.
This controller is used for a specific length of time over which a “switch-
ing cycle” takes place. At the end of the cycle, minimization of M(W, B̂)
is again carried out; if B̂ is again close to C, another switching cycle is
executed. On the other hand, if B̂ is not close to C, the standard cer-
tainty equivalence control (22) is used. Cyclic switching is completely sys-
tematic and can be shown to solve the singularity problem of interest here.
The main disadvantage of cyclic switching is that it introduces additional
complexity.

There is another possible way to deal with the singularity problem. What
we’d really like is to construct a parameter space P which is a finite union of
convex sets, defined so that every matrix in P is nonsingular and, in addition,
the matrices in P correspond to a “large” class of possible positions of agents
1, 2, 3. Keep in mind that the convex subsets whose union defines such a P ,
can overlap. This suggests the following problem.

Problem 1 (Convex Covering Problem). Suppose that we are given
a compact subset P0 of a finite dimensional space which is disjoint from a sec-
ond closed subset C {typically an algebraic curve}. Define a convex cover of
P0 to mean a finite set of possibly overlapping convex subsets Ei such that
the union of the Ei contains P0 but is disjoint from C. One could then define
P to be the union of the Ei.

The existence of such a convex cover can be established as follows2. Let d
denote the shortest distance between P0 and C; thus d = min{||p − s|| : p ∈
P0, s ∈ C}. Since P0 and C are disjoint, d > 0. Let r be any positive number
less than d and for each p ∈ P0 let B(p) = {q : ||q− p|| < r, q ∈ P0}. Then for
each p ∈ P0, the closure of B(p) and C are disjoint. Moreover the set of all B(p)
is an open cover of P0. Thus by the Heine-Borel Theorem, there is a finite
subset of the B(p), say B1,B2, . . . ,Bm which covers P0. Setting Ei equal to the
closure of Bi, i ∈ {1, 2, . . . ,m} thus provides a convex cover of P0 whose union
is disjoint from C. Of course this construction would typically produce a cover
containing many more convex subsets than might be needed. The question
then is how might one going about constructing a convex cover consisting of
the smallest number of subsets possible? This unfortunately appears to be
a very difficult problem. Nonetheless, its solution could provide an attractive
2 We thank Ji Liu for pointing this out to us.
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alternative to the approach to station keeping which we’ve outlined in this
paper.

There is a third way to avoid the tractability problem which is the approach
which we will take here. The key idea is to use a different parameterization
which we describe next.

Re-parameterization

Let U denote the set of all 2× 2 matrices U , where each U is a matrix of 0’s,
1’s and −1’s having exactly one nonzero entry in each row and column; there
are exactly eight such matrices. It is known [12] that any 2 × 2 nonsingular
matrix M can be written as M = U(I + L)S for some U ∈ U , some strictly
lower triangular matrix L and some symmetric positive definite matrix S.
This suggests that we consider a parameter space

P = {U(I + L)S : {U,L, S} ∈ U × L × S}

where L is a compact, convex subset of the linear space of strictly lower
triangular 2 × 2 matrices and S a compact, convex subset of the convex set
of all 2× 2 positive definite matrices. Notice that this definition of P satisfies
both the compactness requirement and the requirement that its elements are
all non-singular matrices. Of course one needs to also make sure that L and S
are large enough so that B ∈ P . We will say more about how to do this later.
For the present we will assume that B ∈ P and thus that there are matrices
UB ∈ U , LB ∈ L and SB ∈ S such that

B = UB(I + LB)SB .

In the sequel we will show that it is possible to meaningfully redefine the
type of optimization referred to above as the problem of minimizing a func-
tion J(U,L, S) over the set U × L × S. While this set is not convex, L × S
is. Moreover, as we shall see, for each fixed U ∈ U , J(U,L, S) is a convex,
quadratic function of the entries in L and S. Because of this, the minimization
of J(U,L, S) over U ×L×S boils down to solving eight convex programming
problems, one for each U ∈ U .

The Output of M – Second Pass

In the light of the preceding discussion we now re-define M’s output to be
μ{U,L,S} = M(W,U,L, S) where now M : X × U × L × S → IR is

M(X,U,L, S) = trace{
[
(I − L)U ′ S

]
X
[
(I − L)U ′ S

]′}. (24)

In this case it is easy to see that

M(W (t), U, L, S) = e−2λ0t||(I − L)U ′ēP ||2t , t ≥ 0
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where P = U(I + L)S. In deriving this expression for M we’ve made use of
the easily verified formulas U ′ = U−1, U ∈ U and (I + L)−1 = I − L, L ∈ L.

The matrix B̂ used in the definition of u in (22) is now defined by the
formula

B̂ = Û(I + L̂)Ŝ (25)

where {Û , L̂, Ŝ} is a piecewise constant switching signal taking values in U ×
L × S. This signal will be generated by a “dwell-time switching logic” which
will be described next.

4.4 Dwell-Time Switching Logic S

For our purposes a dwell-time switching logic S, is a hybrid dynamical system
whose input and output are W and B̂ respectively, and whose state is the
ordered triple {X, τ, {Û, L̂, Ŝ}}. Here X is a discrete-time matrix which takes
on sampled values of W , and τ is a continuous-time variable called a timing

Fig. 3. Dwell-time switching logic S
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signal. τ takes values in the closed interval [0, τD]. Also assumed pre-specified
is a computation time τC ≤ τD which bounds from above for any X ∈ W , the
time it would take to compute a value {U,L, S} ∈ U ×L×S which minimizes
M(X,U,L, S). Between “event times,” τ is generated by a reset integrator
according to the rule τ̇ = 1. Event times occur when the value of τ reaches
either τD− τC or τD; at such times τ is reset to either 0 or τD− τC depending
on the value of S’s state. S’s internal logic is defined by the flow diagram shown
in Figure 3 where {UX , LX , SX} denotes a value of {U,L, S} ∈ U × L × S
which minimizes M(X,U,L, S).

The definition of S clearly implies that its output B̂ is an admissible switch-
ing signal. This means that switching cannot occur infinitely fast and thus that
existence and uniqueness of solutions to the differential equations involved is
not an issue.

Note that implementation of the switching logic just described requires
an algorithm capable of minimizing trace{M(X,U,L, S)} over U × L× S for
various values of X ∈ X . As we’ve already explained, for each fixed U ∈
U , and X ∈ X , minimization of trace{M(X,U,L, S)} reduces to a convex
programming problem. Thus for each X ∈ X , it is enough to solve eight
convex programming problems, one for each value of U ∈ U ; the results of
these eight computations can then be compared to find the values of U,L and
S which attain a global minimum of trace{M(X,U,L, S)} over U × L × S.
In other words, by making use of the parameterization we’ve been discussing,
we’ve been able to reformulate the overall adaptive algorithm in such a way
that at each event time all that is necessary is to solve eight, independent
quadratic programming problems, one for each U ∈ U . Of course each of
these eight problems may still be challenging. In Section 7 we will explain
how each can be reformulated as a semi-definite programming problem.

5 Results

The results which follow rely heavily on the following proposition which char-
acterizes the effect of the monitor-dwell time switching logic subsystem.

Proposition 1. Suppose that W (0) = 0, that B̂ = Û(I + L̂)Ŝ is the response
of the monitor-switching logic subsystem {M, S} to any continuous input sig-
nals e, z1, and z2 taking values in IR2, and that for {U,L, S} ∈ U × L × S,
ēP = (z1−e)+Pz2 where P = U(I+L)S. For each real number γ > 0 and each
fixed time T > 0, there exists piecewise-constant signals H : [0,∞) → IR2×4

and ψ : [0,∞)→ {0, 1} such that

|H(t)| ≤ γ, t ≥ 0 (26)
∫ ∞

0

ψ(t)dt ≤ 4(τD + τC) (27)
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and
||(1 − ψ)(ē bB −Hz) + ψēB||T ≤ δ||ēB||T (28)

where z =
[
z′1 z′2

]′,

δ = 1 + 8α2

(
1 + diameter{P}

γ

)4

,

and
α = max

L∈L
||I + L||.

This proposition is a minor modification of a similar proposition proved in
[14, 15]. The proposition summarizes the key consequences of dwell time
switching which are needed to analyze the system under consideration. While
the inequality in (28) is more involved than the inequality ||ē bB||t ≤ ||ēB||t
mentioned earlier, the former is provably correct whereas the latter is not.
Despite its complexity, (28) can be used to establish input-output stability
with respect to the exponentially weighted norm || · ||t. The idea is roughly
as follows. Fix T > 0 and pick γ small enough so that λ0I + A(B̂) +
(1 − ψ)D(B̂)H is exponentially stable where A(B̂) is the state evolution
matrix of the injected system defined at the beginning of Section 4.2 and

D(B̂) =
[
−λI ′ λ(B̂−1)′

]′
. The fact that ψ has a finite L1 norm {cf. (27)},

implies that λ0I+A(B̂)+(1−ψ)D(B̂)H+ψ
[
0 B̂ −B

]
is exponentially stable

as well. Next define

ē = (1 − ψ)(ē bB −Hz) + ψēB.

Then
||ē||T ≤ δ||ēB||T (29)

because of (28). The definition of ē implies that

ē bB = ē+ (1− ψ)Hz + ψ
[
0 B̂ −B

]
z.

Substitution into the injected system defined earlier yields the exponentially
stable system

ż = {A(B̂) + (1− ψ)D(B̂)H + ψ
[
0 B̂ −B

]
}z +D(B̂)ē

with input ē. Now add to Figure 1, two copies of the system just defined,
one {Σ̄1} with output e =

[
I B̂
]
z − {ē + (1 − ψ)Hz + ψ

[
0 B̂ −B

]
z}

and the other {Σ̄2} with output z1 + Bz2 =
[
I B
]
z. Like before, the

multiple copies are valid because the matrix A(B̂) + (1 − ψ)D(B̂)H +
ψ
[
0 B̂ −B

]
is exponentially stable. The resulting overall system is shown

in Figure 4.
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Fig. 4. Snapshot at time T of the overall subsystem for analysis

In the light of (29) it is easy to see that if the bound ε∗ on ε is sufficiently
small, the induced gain of this system from η to e with respect to || · ||T is
bounded by a finite constant gT . It can be shown that gT in turn, is bounded
above by a constant g not depending on T [15]. Since this is true for all T ,
it must be true that g bounds the induced gain from η to e with respect to
|| · ||∞.

The following results are fairly straightforward consequences of these ideas.
Detailed proofs, specific to the problem at hand, can be found in the full-length
version of this paper. The results are as follows:

1) If all measurement errors εi and all miss-alignment errors ēi are zero, then,
no matter what its initial value, x0(t) tends to the unique solution x∗ to
(4) as fast as e−λ0t.

2) If the measurement errors εi and the miss-alignment errors ēi are not all
zero, and the εi sufficiently small, then no matter what its initial value,
x0(t) tends to a value for which the norm of the error e is bounded by
a constant times the sum of the norms of the εi and the ε̄i.

Before leaving this section, it should be mentioned that success with the
new parameterization we’ve proposed, of course comes with a price. Note that
the gain δ which appears in the statement of Proposition 1 is an increasing
function of α, and moreover α > 1. Thus the effect of re-parameterization is,
in essence, to increase the “gain” around the loop containing Σ̄2 in Figure 4.
This in turn, reduces the stability margin associated with ε and also increases
overall induced gain from η to e.

6 Definitions for L and S
So far we have assumed that L is a compact, convex subset of the linear space
of strictly lower triangular 2 × 2 matrices and that S is a compact, convex
subset of the set of positive definite 2 × 2 matrices. The assumptions are
sufficient to ensure that any matrix in

P = {U(I + L)S : (U,L, S) ∈ U × L × S}
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is invertible and also that the minimization of

M(X,U,L, S) = trace{
[
(I − L)U ′ S

]
X
[
(I − L)U ′ S

]′}

over L × S for any fixed U ∈ U and any fixed positive semi-definite
2 × 2 matrix X , is a convex programming problem. But we’ve not yet ex-
plained how to explicitly define L and S. To do this, it makes sense to
first define bounds for B which are meaningful for the problem at hand.
Towards this end, suppose that agent 0 has a limited sensing radius ρ.
Since we’ve assumed that agent 0 can sense the distances to agents 1, 2,
and 3, it must be true that ||x3 − x1|| ≤ 2ρ and ||x3 − x1|| ≤ 2ρ. But
B = 2

[
x3 − x1 x3 − x2

]′
. Prompted by this we will assume that

√
B′B ≤ β2I

where β2 = 4ρ.
We’ve also assumed that agents 1, 2 and 3 are not positioned along a line;

this is equivalent to B being nonsingular. One measure of B’s non-singularity,
is its smallest singular value. Prompted by this, we will assume that there is
a positive number β1 such that

√
B′B ≥ β1I; β1 might be chosen empirically

to reflect the degree to which the three leader agents are non co-linear in
a given formation. We shall assume that such a number has been chosen and
moreover that β1 < β2. In summary we suppose that bounds β1 and β2 have
been derived such that

β1I ≤
√
B′B ≤ β2I (30)

where β1 and β2 are distinct positive numbers. It is obvious that the set of
matrices B satisfying these inequalities is not convex.

Our next objective is to define L and S so that any matrix B satisfying
(30) is in P . Let L be the set of all strictly lower triangular 2 × 2 matrices
L =

[
lij
]
for which

|l21| ≤ 1 +
√

2
β2

β1
. (31)

In addition, let S be the set of all 2× 2, symmetric matrices satisfying

σ1I ≤ S ≤ σ2I (32)

where

σ1 =
1

(

2

√

1 +
(

β2
β1

)2
)β1

σ2 =

⎛

⎝2

√

1 +
(
β2

β1

)2
⎞

⎠ β2. (33)

It is now shown that any matrix B satisfying (30) is in P .
As a first step, let us note that b11 and b21 cannot both be zero because

B is nonsingular. If |b11| ≥ |b21|, let
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U =

⎡

⎣
sign{b11} 0

0 sign{b11d}

⎤

⎦

L =

⎡

⎣
0 0

u22b21−u11b12
|b11| 0

⎤

⎦

S =

⎡

⎢
⎣

|b11| u11b12

u11b12
b212+|d|
|b11|

⎤

⎥
⎦ . (34)

On the other hand, if |b21| > |b12|, let

U =

⎡

⎣
0 −sign{b21d}

sign{b21} 0

⎤

⎦

L =

⎡

⎣
0 0

u12b11−u21b22
|b21| 0

⎤

⎦

S =

⎡

⎢
⎣

|b21| u21b22

u21b22
b222+|d|
|b21|

⎤

⎥
⎦ . (35)

In either case it is easy to verify that B = U(I + L)S. It is also clear that in
either case U ∈ U , that L is strictly lower triangular and that S is symmetric.
Thus to prove that B ∈ P , it is sufficient to show that in either of the two
cases, L and S satisfy (31) and (32) respectively. We will do this only for the
case |b11| ≥ |b21| as similar reasoning applies to the case |b21| < |b11|.

Let us note from (34) that |l21| ≤
∣
∣
∣ b21b11

∣
∣
∣+
∣
∣
∣ b12b11

∣
∣
∣. By assumption |b11| ≥ |b21|;

this implies that
∣
∣
∣ b21b11

∣
∣
∣ ≤ 1 so |l21| ≤ 1+

∣
∣
∣b12b11

∣
∣
∣. Now from (30), β1 ≤

√
b211 + b221,

so β1 ≤
√

2b211 =
√

2|b11|; also from (30), |b12| ≤ β2. Therefore
∣
∣
∣ b12b11

∣
∣
∣ ≤
√

2β2
β1

.
It follows that l21 satisfies (31).

Next observe that B′B = S(I+L)′U ′U(I+L)S = S(I+L)′(I+L)S. Now
(I +L)′(I +L) ≤ (2 + |l12|2)I. Therefore B′B ≤ (2 + |l12|2)S2. From this and
(30), it follows that S2 ≥ β2

1
2+|l12|2 I. From (31),

l221 ≤ 2
(

1 + 2
β2

2

β2
1

)

. (36)

Therefore S2 ≥ β4
1

4(β2
1+β2

2)
I = σ2

1I.
Finally observe that S = (I −L)U ′B and thus that S2 = B′U(I −L)′(I −

L)U ′B. But (I−L)′(I−L) ≤ (2+|l12|2)I. Therefore S2 ≤ (2+|l12|2)B′UU ′B =
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(2 + |l12|2)B′B. From this (30), and (36) it follows that S2 ≤ 4(1 + β2
2

β2
1
)β2

2I.
Therefore S satisfies both inequalities in (32). This means that B ∈ P .

7 Semi-Definite Programming Formulation

Fix U ∈ U , and let X ∈ X be a given positive semi-definite matrix. To
implement the dwell time switching logic defined in Section 4.4, it is necessary
to make use of an algorithm capable of minimizing over L×S, a cost function
of the form

N(L, S) = trace{
[
(I − L)U ′ S

]
X
[
(I − L)U ′ S

]′}. (37)

Our aim is to explain how to reformulate this convex optimization problem as
a convex semi-definite programming problem over the space Y ×L×Y where
Y is the linear space of 2×2 symmetric matrices3. As a first step towards this
end, we exploit two easily proved facts. First, if (L1, S1) minimizes N(L, S)
over L× S, then ({

[
(I − L1)U ′

1 S1

]
X
[
(I − L1)U ′

1 S1

]′}, L1, S1) minimizes

N̄(Y, L, S) = trace{Y }

over Y × L × S subject to the constraint that Y − [(I − L1)U ′
1 S1]X [(I −

L1)U ′
1 S1]′ is positive semi-definite. Second, if (Y2, L2, S2) minimizes N̄(Y, L, S)

over Y × L × S subject to the constraint that Y − [(I − L1)U ′
1 S1]X [(I −

L1)U ′
1 S1]′ is positive semi-definite, then (L2, S2) minimizes N(L, S) over

L × S. In other words, the optimization problem of interest is equivalent
to minimizing the cost N̄(Y, L, S) over Y × L× S subject to the constraint

Y −
[
(I − L)U ′ S

]
X
[
(I − L)U ′ S

]′ ≥ 0. (38)

To proceed, let us next observe that the matrix to the left in the above in-
equality, is the Schur complement of the matrix

Q =

⎡

⎣
I R′ [(I − L)U ′ S

]′

[
(I − L)U ′ S

]
R Y

⎤

⎦

where R is any matrix such that X = RR′. Thus the matrix inequality in (38)
is equivalent to the matrix inequality

Q ≥ 0. (39)

Moreover the constraint that S ∈ S is equivalent to S ∈ Y and the pair of
linear matrix inequality constraints σ2I − S ≥ 0 and S − σ1I ≥ 0. These
constraints can be combined with (39) to give finally the constraint
3 We are indebted to Ali Jadbabai for making us aware of this simplification.
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⎡

⎢
⎢
⎢
⎢
⎣

Q 0 0

0 σ2I − S 0

0 0 S − σ1I

⎤

⎥
⎥
⎥
⎥
⎦
≥ 0. (40)

Thus we’ve reduced the optimization problem of interest to minimizing
N̄(Y, L, S) over Y × L × Y subject to (40). Since (31) is equivalent to two
linear inequality constraints, the problem to which we’ve been led is a con-
ventional convex, semi-definite programming problem [22]. Of course to carry
out this optimization, one needs also an standard algorithm to factor a positive
semi-definite matrix X as X = RR′.

8 Concluding Remarks

In this paper we have devised a tractable solution to the three neighbor sta-
tion keeping problem in which range measurements are the only sensed signals
upon which station keeping is to be based. The solution is the same as that
in [3] except that here a special parameterization is used to avoid the non-
convex optimization problem which must be solved in order to implement the
algorithm in [3]. The solution in this paper is provably correct and the per-
formance of the resulting system degrades gracefully in the face of increasing
measurement and miss-alignment errors, provided the measurement errors are
not too large. We have used standard constructions from adaptive control to
accomplish this. Because of the exponential stability of the overall system,
the same control algorithm will solve the two agent station keeping problem
provided the agent is initially not too far from its target position.
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Control of Hydraulic Devices,
an Internal Model Approach

Kurt Schlacher and Kurt Zehetleitner

Institute of Automatic Control and Control Systems Technology, Johannes Kepler
University, Linz, Austria

Summary. Hydraulic devices are used, where high forces must be generated by
small devices. A disadvantage of these devices is the nonlinear behavior, especially
of big devices, which are used e.g. in steel industries. Since one cannot measure the
whole state in these applications, an output feedback controller is presented, which is
based on a reduced observer. In addition disturbance forces, which can be described
by exosystems, are taken into account. Their effect is eliminated in the steady state
by the internal model approach. The presented design is applied to the hydraulic gap
control of mill stands in rolling mills, such that unknown slowly varying disturbance
forces and forces caused by eccentricities of the rolls are rejected.

1 Introduction

Hydraulic devices are often used, where very high forces must be generated by
small devices provided there is enough space for the supply tanks. If one takes
the elasticity of the oil into account, which is necessary for fast or big devices,
then the intrinsic non linear behavior of these devices cannot be neglected any
more. Often these hydraulic devices drive non linear mechanisms with one de-
gree of freedom (1-DOF) such that the position of a point of the mechanism
or the generated force at a point is controlled. Such a configuration is input
to state linearizable, see e.g. [5], therefore, the controller design problem looks
quite simple. But one cannot measure the velocity of the mechanism and its
value is not derivable from the position signal because of the noise. Therefore,
two approaches are possible; the first one avoids the use of the velocity signal
in the control law, see e.g. [7], the second applies observers, see e.g. [4]. In
addition several disturbance forces act on such a system. Typical representa-
tives are slowly varying forces and sinusoidal forces caused by imperfections of
the mechanism like eccentricities. The design goal is to eliminate the effect of
the disturbances at least in the steady state. This demand brings the internal
model approach into the play, see e.g. [1], [6], which is applied to the hydraulic
gap control problem of stands in steel rolling mills.
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According to the program presented above this contribution is organized
as follows. In Section 2 the mathematical models of the mechanical and hy-
draulic part are derived. The design goals and the methods to achieve them
are presented in Section 3, where the force and position control problem are
formulated. In Section 4 the previous developed control loop design is applied
to hydraulic gap control of four high mill stands equipped with a single act-
ing hydraulic piston. Simulations show both, the applicability of the methods
to industrial problems, as well as high achievable performance. Finally, this
contribution finishes with some conclusions.

2 The Mechanics and Hydraulics

The plants under consideration are simple mechanical systems with one degree
of freedom, which are driven by hydraulic pistons. E.g. Figure 1 shows a looper,
where a hydraulic piston moves an arm with a roll. Such devices are used to
control the tension of steel strips, to balance different rolling velocities, etc.
We assume, that the mechanical part is described by the equations

ẋ = ∂pH
ṗ = −∂xH − d

(
p
m

) (1)

with Hamiltonian

H (x, p, Fh, F1, . . . , Fs) =
1

2m (x)
p2 + Vp (x)− xFh +

s∑

l=1

hiFi . (2)

Here and in the following x, p denote the position and the momentum of the
piston, m (x) the mass, Vp (x) the potential energy, d the coefficient of viscous

Fig. 1. A Looper, a hydromechanic device
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friction. The hydraulic force Fh is the control input of the mechanical part,
whereas the forces Fi describe disturbances, discussed later. The C1 functions
hi (x) are related to the points of attack xi of the forces Fi.

We restrict the description of the hydraulic part to the quasi static case.
Therefore, any solution must pull back the closed form

dU − TdS + PdV

with the internal energy U , the temperature T , the entropy S, the pressure P ,
the volume V to zero. This relation is valid for a thermodynamically closed
system. Introducing specific quantities U = uM , S = sM , ρV = M with the
mass M and the density ρ of the hydraulic fluid, we get

d (Mu)− Td (Ms) + Pd
M

ρ

= M

(

du− Tds+ Pd
(

1
ρ

))

︸ ︷︷ ︸
=0

+
(

u− T s+
P

ρ

)

dM .

In a thermodynamically open system the underbraced term vanishes. Since
the process under consideration is isoentropic, this means ds = 0, we end up
with

d (Mu)
︸ ︷︷ ︸

U

+PdV −
(

u+
P

ρ

)

︸ ︷︷ ︸
=h

dM , (3)

where h denotes the specific enthalpy. To complete the description, a consti-
tutive relation is required. The choice

∂ρP =
E

ρ

with the bulk modulus E ∈ �+ leads to

P − P0 = E
∫ ρ

ρ0

dτ
τ = E ln

(
ρ
ρ0

)

= E ln
(

M
M0

V0
V

)
,

(4)

where the index zero refers to a fixed thermodynamic reference state. The
energy U stored in the liquid in the volume of the piston follows from (3), (4)
as

U − U0 = −
∫ V

V0

(

E ln
(
M

M0

V0

τ

)

+ P0

)

dτ +
∫ M

M0

hdM

=
(

E ln
(
M

M0

)

+ P0 + E

)

V0 −
(

E ln
(
M

M0

V0

V

)

+ P0 + E

)

V

+
∫ t

t0

ṀdM
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with the mass flow Ṁ into the piston. Obviously, the function HP ,

HP = AEV ln
(
M

M0

V0

V

)

+A (P0 + E) (V − V0) (5)

with the effective cross section A of the piston is a potential of the hydraulic
force Fh = AP .

To finalize the derivation of the equations of motion, we assume that x0,
p0 = 0, ρ0, M0, Fi = 0 is an equilibrium of the system. Let P denote the pres-
sure of chamber one and let the pressure PC = P0 of the second chamber with
the same effective cross section A like chamber one be constant. Introducing
displacement coordinates Δx = x − x0, ΔM = M −M0, we rewrite (1) as

Δẋ = ∂pΔH
ṗ = −∂ΔxΔH − d

(
p
m

) (6)

with Hamiltonian

ΔH (Δx, p,ΔM,F1, . . . , Fs)
= H (x0 +Δx, p, 0, F1, . . . , Fs)−H (x0, 0, 0, 0, . . . , 0)

+HP (M0 +ΔM,V )−AP0 ,
(7)

see (5). The dynamics of the hydraulic part takes the simple form

ΔṀ =
M

V
Qc , (8)

where the control input Qc is the volumetric flow into chamber one of the
piston. Here, leakages are neglected.

In industrial applications the measured quantities are the piston position
x and the piston pressure P . Therefore, we choose the output y,

y1 = Δx

y2 = ΔP = E ln
(
1 + ΔM

M0

)
− E ln

(
1 + ΔV

V0

)
,

(9)

where V (x) = V (x0) +AΔx is the volume of the piston filled with hydraulic
fluid. It is also worth mentioning that the function ΔH , see (7) is a Liapunov
function of the coupled system (6), (8), (9) for the case Qc = 0. Roughly
speaking the piston behaves like a non linear spring in this case with potential
ΔHP of (5).

Often the input Qc is generated by a servo valve, here a critically centered
three land four way spool valve with input xv is used, see Figure 2. We neglect
its dynamics and use the static relations

Qc =
{
g (xv)

√
PS − P , xv ≥ 0

−g (xv)
√
P − PT , xv ≤ 0 , (10)

where PS , PT are the supply and tank pressures. The function g is monotonou-
sly increasing and meets g (0) = 0. Since (10) is invertible, one can take Qc

as control input. Often one says, that the spool valve is compensated.
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Fig. 2. A spool valve

Sometimes it is advantageous to use the coordinates (x, v, P ), p = vm.
With the Lagrangian ΔL,

ΔL (Δx, v,ΔM,F1, . . . , Fs) = (pv −ΔH)p=vm

one derives the relation

Δẋ = v

mv̇ + v2

2 ∂Δxm = ∂ΔxVp − dv +AΔP −
∑s

l=1 ∂ΔxhiFi
(11)

for the mechanical part, see (1), (2), and gets

VΔṖ = E (−Av +Qc) (12)

for the hydraulic part, see (8), (9).

3 Design Goals and Methods

A hydraulic actuator is the heart of many industrial applications, because it
can produce very high forces in some milliseconds. The main disadvantage is
the non linear behavior, especially for applications with high dynamics. Here
we discuss two problems. The first one is to keep a point xp of the mechanism
as close as possible to a desired position. The second problem, the force control
problem, is to keep a generated force Fp at a point xp as close as possible to its
desired value. In the two cases disturbances Fi are acting on the mechanical
part. We distinguish two disturbances, internal and external ones. Here, the
external disturbance is a constant force F1 = Fd modeled by the exosystem

Ḟd = 0 . (13)

The internal disturbance is a force caused by imperfections of the mechanical
part. A typical representative is a force caused by the eccentricity of rotating
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bodies. Since the angular velocity ω ∈ �+ of a rotating body is often known
or can easily be measured, an appropriate model for the eccentricity force F2

is given by

Ḟe =
[

0 −ω
ω 0

]

︸ ︷︷ ︸
Ω

Fe

F2 =
[
c1 c2

]

︸ ︷︷ ︸
c

Fe

(14)

with c21 + c22 = 1. Therefore, the models of Section 2 must be completed by
the models (13), (14) to take these disturbances into account.

One of the design goals could be that neither F1 nor F2 have an effect on
the position xp. Since xp is not measured one has to reach this goal indirectly.
Often the effect of F1, F2 on xp is known in the static case. Then one can
compensate this effect by a suitable choice of the piston position x at least
for the static behavior. This is industrial standard for the case F2 = 0, where
known elastic deformations are eliminated. In the case of force control it also
often desirable that the effect of F1, F2 on the piston pressure is eliminated.

A simple check shows, that the models (6), (8) or (11), (12) are input
to state linearizable. The main problem is that the piston velocity v is not
measurable in most of the industrial applications. Also high gain methods
will fail because the measurements are noisy. Therefore, two approaches are
possible in principle. The first one avoids the use of v for feedback. Several
successful applications of this strategy exist, see e.g. [7], [8], [9], [10]. The
second approach is based on the design of observers for the velocity v and for
the disturbances, see e.g. [4]. Here we follow the second strategy.

The models developed in the previous section show the dependency of m
on x. Since we deal with 1-DOF models, we can get rid of this disadvantage
by the transformation

Δx̄ = ϕ (Δx) =
∫ x0+Δx

x0

√
m (τ)
m0

dτ

v̄ =
√

m

m0
v

p̄ =
√
m0

m
p .

The equations (11), (12) take the form

Δ ˙̄x = v̄

m0 ˙̄v = V
′
p − d

√
m0

m
v̄ +AΔP − h̄′1F1 − h̄′2F2 (15)

ΔṖ

E
= −A

V̄

√
m0

m
v̄ +

1
V̄
Qc
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in the new coordinates with the measured quantities Δx, ΔP with V̄ = V ◦
ϕ−1, V p = Vp ◦ ϕ−1. Here and in the following we use the shortcut ′ for ∂Δx̄.

3.1 The Reduced Observer

It is a matter of fact, that a model of the exosystems must be included into
the controller to reach the design goals, see [1], [2], [6]. Our choice is the design
of a reduced observer for the linear and time variant subsystem

⎡

⎢
⎢
⎣

˙̄v
Ḟd

Ḟe,1

Ḟe,2

⎤

⎥
⎥
⎦ =

⎡

⎢
⎢
⎣

−d√
m0m

− h̄′
1

m0
− h̄′

2c1
m0
− h̄′

2c2
m0

0 0 0 0
0 0 0 −ω
0 0 ω 0

⎤

⎥
⎥
⎦

⎡

⎢
⎢
⎣

v̄
Fd

Fe,1

Fe,2

⎤

⎥
⎥
⎦+

⎡

⎢
⎢
⎣

V̄ ′
p+AP

m0

0
0
0

⎤

⎥
⎥
⎦ (16)

based on the measurement of x̄, P . Since equation (15) shows that both ΔṖ
and Δ ˙̄x depend on v̄, we use Δx̄ to stabilize the observer. With the transform-
ation

w1 = v̄ + k1Δx̄ + dχ

w2 = Fd + k2Δx̄

w3 = Fe,1 + k3Δx̄ (17)
w4 = Fe,2 + k4Δx̄

χ =
∫ m

m0

1
√
m0τ

dτ
τ ′

and τ (x) = m (x) one gets the system

ẇ = Aw + r (18)

with driving term r and

wT =
[
w1 w2 w3 w4

]

rT =
[
r1 r2 r3 r4

]

A =

⎡

⎢
⎢
⎣

k1 − h̄′
1

m0
− h̄′

2c1
m0
− h̄′

2c2
m0

k2 0 0 0
k3 0 0 −ω
k4 0 ω 0

⎤

⎥
⎥
⎦

r1 = −k1 (k1Δx̄+ χ) +
h̄′1
m0

k2 +
h̄′2c1
m0

k3 +
h̄′2c2
m0

k4

r2 = −k2 (k1Δx̄+ χ)
r3 = −k3 (k1Δx̄+ χ) + ωk4

r4 = −k4 (k1Δx̄+ χ)− ωk3 .
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Because of constructional reasons the relations

h̄′1 (Δx) = h̄′1,0 +Δh̄′1 (Δx̄) ,
∣
∣h̄′1,0
∣
∣ >
∣
∣Δh̄′1

∣
∣

h̄′2 (Δx̄) = h̄′2,0 +Δh̄′2 (Δx̄) ,
∣
∣h̄′2,0
∣
∣ >
∣
∣Δh̄′2

∣
∣

with h̄′1,0, h̄′2,0 ∈ � are met in the operating range. In this special case one
can always find numbers ki, i = 1, . . . , 4 such that

A0 =

⎡

⎢
⎢
⎣

k1 −
h̄′
1,0
m0
− c1h̄

′
2,0

m0
− c2h̄

′
2,0

m0

k2 0 0 0
k3 0 0 −ω
k4 0 ω 0

⎤

⎥
⎥
⎦

is a Hurwitz matrix and such that the function V

V =
1
2
wTPw

0 = AT
0 P + PA0 +Q

with Q > 0 is a time invariant Liapunov function of the time variant system
(18) for r = 0. Following the standard approach, one chooses a trivial observer

˙̂w = Aŵ + r

for (18), where ˆ indicates the estimated value, and derives for the error
eT =

[
e1 e2 e3 e4

]
,

e1 = ̂̄v − v̂ = −ŵ1 + k1Δx̄+ χ

e2 = Fd − F̂d = −ŵ2 + k2Δx̄

e3 = Fe,1 − F̂e,1 = −ŵ3 + k3Δx̄

e4 = Fe,2 − F̂e,2 = −ŵ4 + k4Δx̄

(19)

the asymptotic stable dynamics

ė = Ae . (20)

3.2 Force Control

In the case of pure force control, one tries to keep a force Fp at a point xp on
the mechanics, as close as possible to its desired value Fp,des . We assume, there
exists a function Fp − Fp,des = f (Δx̄,AΔP,F1, F2), 0 = f (0, 0, 0, 0), which
connects Fp with the other forces in the steady state. The control problem is
to keep the controlled output yc,

yc = f (Δx̄,AΔP,F1, F2) (21)
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as close as possible to zero. The choice of the ideal dynamics

ẏc = −αyc, α ∈ �+ , (22)

leads to a control law of the type

Qc = Qc (Δx̄, v̄,ΔP, F1, F2) (23)

because ẏc depends already on Qc, see (15). Obviously, one has to replace
v̄, F1, F2 by their estimates ˆ̄v, F̂1, F̂2 for the implementation. The arising
stability problem will be discussed only shortly for the application.

3.3 Position Control

The goal of position control is to keep the position x̄p of a point of the mech-
anism as close as possible to its desired value x̄p,des. Since xp is not meas-
urable, we assume there exists a static compensation Δx̄des = x̄des − x0 =
f (Δxp, Δx̄, F1, F2), 0 = f (0, 0, 0, 0), Δxp = xp − xp,des with the corrected
piston position x̄des in the transformed coordinates. Therefore, the controller
must keep the controlled output yc,

yc = Δx̄− f (0, Δx̄, F1, F2) (24)

as close as possible to zero. The choice of the ideal dynamics
...
y + α2ÿ + α1ẏ + α0y = 0
s3 + α2s

2 + α1s+ α0 =
(
s2 + 2ζsω0 + ω2

0

)
(s+ ω1) ,

(25)

with ζ, ω0, ω1 ∈ �+ leads again to a control law of the type

Qc = Qc (Δx̄, v̄,ΔP, F1, F2) (26)

because Δ
...
x̄ depends on Qc, see (15). Again, one has to replace v̄, F1, F2

by their estimates ˆ̄v, F̂1, F̂2 for the implementation of (26). Like above the
stability problem will be discussed for the application, only.

4 Gap Control of a Four High Stand

The approach presented in the previous sections is now applied to the hy-
draulic gap control problem in steel rolling mills. Figure 3 presents a sketch of
a four high mill stand, consisting of a hydraulic actuator acting on the upper
backup and work roll system. The steel strip is located between the upper and
the lower work roll. There are two problems in hydraulic gap control. The first
one is to control the thickness of the strip. Since the gauge meter for the thick-
ness measurement is mounted after the stand, one controls the position of the
upper work roll. But the applied forces cause elastic deformations of the stand,
as well as of the rolls. These deformations must be compensated at least stat-
ically. The second problem is to control the roll force, which acts on the strip.
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Fig. 3. Sketch of a four high mill stand

Again the roll force is not measurable. Therefore, one controls the pressure of
the piston. Depending on the construction also elastic deformations have to
be taken into account. In the following we consider a simplified model of the
setup, and neglect the dynamics of the mill housing and, moreover, consider
the piston to be rigidly connected to work and backup roll system. There ex-
ist more complex models, which also describe the plastic deformation of the
strip, see e.g. [3]. Even for this simple one dimensional model one has to deal
with implicit nonlinear equations for the deformation. For the following we
approximate this model by a simple spring, mass, damper system with mass
m, constant c of the linear spring, constant d of the viscose damper and an
unknown, but slowly varying disturbance force Fd. Figure 4 depicts this sim-
plified one mass model, which is a standard one in steel industries, because
it reflects the reality quite well. Further we assume that one chamber of the
single acting piston is connected to the spool valve, which again is connected
to the supply tanks, and that the other one with a tank with constant pressure
PC . We assume that the spool valve is compensated, see (10), and choose the
volumetric flow Qc as the plant input. After some operation time the rolls are
deformed and must be exchanged, which is quite costly. Usually the deform-
ation can be approximated by a sinusoidal eccentricity. Here we take only the
eccentricity of the work rolls into account, because they get more damaged
than the backup rolls. But it is no problem to extend the approach by the
eccentricity of the later ones. In addition the roll force model used online to
determine the required roll force, see e.g. [3], is only an approximative one. Its
deviation from the reality is described by a slowly varying force. Therefore, we
complete our model with the forces F1, F2 caused by imperfections of the roll
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Fig. 4. 1-DOF model of a four high mill stand with hydraulic actuator

force model and by the eccentricity of the work rolls and derive the equations

Δẋ = v
mv̇ = −cΔx− dv +AΔP − F1 + F2,

(V0 +AΔx)ΔṖ = E (Qc −Av) ,
(27)

with the hydraulic force ΔFh = AΔP , see also (15). The effect of gravity is
taken into account by the steady state conditions. The equations (13), (14)
with c1 = 1, c2 = 0 are used to model F1, F2. Thus we end up with a model
of the form (11), (12) with m = m0. It is worth mentioning that the angular
velocity ω, see (14), of the work rolls must be controlled precisely. Therefore,
measurements of ω are always available.

4.1 Reduced Observer

The observer for the non measurable quantities v, F1, F2 is designed according
to Section 3.1. Since the mass m = m0 is constant and the functions h1, h2

meet h1 = h2 = x, the dynamic matrices of (16), (18) and therefore, the error
dynamics (20) of the reduced observer are time invariant. Here A and w, see
(17), (19) take the values

A =

⎡

⎢
⎢
⎣

k1 − 1
mp

1
mp

0
k2 0 0 0
k3 0 0 −ω
k4 0 ω 0

⎤

⎥
⎥
⎦ , w =

⎡

⎢
⎢
⎣

vp + k1xp

Fd + k2xp

Fe,1 + k3xp

Fe,2 + k4xp

⎤

⎥
⎥
⎦ . (28)

It is easy to see that one can render the observer asymptotically stable by
a suitable choice of the parameters ki, i = 1, . . . , 4.
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4.2 Force Control

The force controller is designed according to Subsection 3.2, and we try to
keep the roll force Fp, which acts at the position xp, see Figure 4, as close as
possible to its desired value. The static relation

Fp = ΔFh − F1

implies the choice of the controlled output yc = Fp − Fp,des, see (21). The
control law (23) can easily be calculated from (22). It is worth mentioning that
it is independent of the internal force F2. Nevertheless Fe must be estimated,
since it enters the observer, see (28). Another approach for this eccentricity
problem is worth to be mentioned. If one eliminates the effect of Fd on the
piston pressure ΔP , then one eliminates its effect on Fp, see [8], [9].

It remains to show stability of the whole configuration. It is easy to see that
the operating point, the equilibrium F1 = F2 = 0, is locally asymptotically
stable by Liapunov’s indirect method, which allows us to find a Liapunov
function. Because of the special structure of the models (13), (14) one can
construct an ISS-Liapunov function, see [6], locally for at least sufficient small
values of |Fd|, ‖Fe‖.

4.3 Position Control

The position control problem is to keep the position of the point xp, where the
roll is in contact with the strip, see Figure 4, as close as possible to its desired
value. Since we cannot measure xp, we control the piston position x such that
elastic deformations are eliminated at least in the static case, see Subsection
3.3. Therefore, we move the piston in such a manner that the eccentricity gets
eliminated. Following this idea we derive the controlled output yc, see (24),

yc = Δx+
F2

c
, (29)

which is also a measure of the strip exit thickness. The control law (26) fol-
lows from (25) in a straightforward manner. We have to estimate the non
measurable signals v, Fd, Fe, and use the reduced observer presented in the
Subsection 4.1. Since the stability investigations for the whole system are
totally analogous to the force control problem of Subsection 4.2, they are
omitted here.

4.4 Simulation Results

The simulations are based on the relations (27) with disturbances generated
by the exosystems (13) and (14) with ω = 15 rad

s . The model parameters are
presented in Table 1. The results for the force controller of Subsections 3.2,
4.2 with α = −10, see (22) are presented in Figure 5. The choice for the
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Table 1. Simulation parameters for the 1-DOF model

Variable Value Unit

m 50000 [kg]

d 107
ˆ

Ns
m

˜

c 2 × 109
ˆ

N
m

˜

V0 0.0715
ˆ
m3

˜

A 0.6779
ˆ
m2

˜

Fig. 5. Simulation results: force control

eigenvalues λi, i = 1, . . . , 4 of the observer, see (28), is λi = −120. Here and
later small leakages and noise of industrial sensors are taken into account. The
setup values are Fd = 5MN, and P0 = 146 ·105 Pa, PC = 80 · 104 Pa, which
imply Fp = AΔP − Fd = 0. We choose v̂ = F̂d = F̂e = 0 for the observer.
At t = 1 s the reference value for Fp,ref is changed to 8 MN . The closed
loop shows excellent tracking and disturbance rejection. E.g. the effect of the
eccentricity force Fe on the controlled output vanishes almost.
Figure 6 shows the estimated values of disturbance forces Fd, Fe.

The controller derived in Subsection 4.3 is applied to the position control
problem. Figure 7 presents the simulation results for two scenarios. In the
first scenario, dashed lines, no eccentricity compensation has been carried
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Fig. 6. Observer signals: force control

Fig. 7. Simulation results: position control

out, i.e., the estimated values for Fe are unused. The second one, lines are
continuous, shows the eccentricity compensation according to Subsection 4.3.
The values of the parameter (25) of the control law (26) are ω0 = 70, ζ = 1,
ω1 = 70 in both cases. In addition the desired controlled output (29) makes
a step of height 0.1mm at t = 1. The simulations show that the influence
of the eccentricity can be almost eliminated. Here, the observer is initialized
correctly such that no initial error is visible.

Finally it is worth mentioning that for both the force and position control
problem the design parameters of the controllers are chosen quite conserva-
tively to make the result better comparable with the ones published in litera-
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ture. Therefore, there exists a significant potential for the further improvement
of such hydraulic devices.

5 Conclusions

This contribution shows, how nonlinear output feedback with internal models
can significantly improve the performance of industrial control systems, with
the help of hydraulic devices. Such devices are of interest, where high forces
are supposed to be generated by small devices. One of the limiting factors is
the non linear behavior of such devices, since high dynamical behavior is not
reachable by classical engineering methods, but can be achieved by the pre-
sented approach. Here, the authors want to thank Professor Alberto Isidori for
his excellent course about “Robust Autonomous Control: an Internal Model
Approach”, that he gave at the Johannes Kepler University, Linz, Austria in
the year 2005. This course gave the initial ideas for the application of output
feedback with internal models to problems in steel industries.
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Summary. Models of bipedal robots in motion are fundamentally hybrid due to the
presence of continuous phases, discrete transitions, and unilateral constraints arising
from the contact forces between the robot and the ground. A major challenge in the
control of bipedal robots has been to create a feedback theory that provides system-
atic synthesis methods, provable correctness and computational tools for designing
asymptotically stable, periodic walking motions, especially walking motions that
are dynamic unlike the quasi-static, flat-footed gaits that are prevalent in today’s
machines. This chapter highlights the fundamental role of zero dynamics in obtain-
ing truly dynamic walking gaits that include underactuated phases. The theoretical
analysis is verified with experimental work.

1 Introduction

Feedback control is an integral part of any biped, whether biological or mech-
anical. With the exception of “passive” robots that exhibit a very limited
range of stable walking on an inclined plane, without any sensing and control
[5], bipeds are dynamically unstable. Said another way, without a properly
functioning control system, a biped stumbles and falls.

Models of bipedal robots are quite complex. They are hybrid, nonlinear,
and typically, high dimensional. In addition, as will be explained later, the
continuous portion of the dynamics is effectively underactuated. A further
complication is that a steady walking cycle is a non-trivial periodic motion.
This means that standard stability tools for static equilibria do not apply.
Instead, one must use tools appropriate for the study of periodic orbits, such
as Poincaré return maps. It is of course well known how to use numerical
methods to compute a Poincaré return map and to find fixed points of it [12].
The drawback in such a direct approach is that it does not yield sufficient
insight for feedback design and synthesis. An extension of the notion of the
zero dynamics to the hybrid models arising in bipedal locomotion leads to
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a feedback design process in which Poincaré stability analysis can be directly
and insightfully incorporated into feedback synthesis.

Early definitions of the zero dynamics of a time-invariant nonlinear con-
trol system were proposed by Krener and Isidori in 1980 (using controlled-
invariant distributions), by Byrnes and Isidori in 1984, and Marino in 1985
(using inverse systems) as a tool for feedback design and stability analysis. An
important refinement of the concept was achieved by Isidori and Moog in 1988
[10], where three equivalent state-space characterizations of the zero dynamics
of a linear time-invariant system were evaluated and compared for nonlinear
systems, including the now-well-known definition of the zero dynamics as the
restriction dynamics to the largest controlled-invariant manifold contained in
the zero set of the output. Which of the definitions to adopt in nonlinear con-
trol was not settled until the hugely-influential 1991 paper [3] by Byrnes and
Isidori that treated stabilization of equilibrium points on the basis of the zero
dynamics. The notion of a hybrid zero dynamics builds on this fundamental
work.

For the hybrid closed-loop system consisting of a biped robot, its environ-
ment, and a given feedback controller, the objective during the analysis phase
is to be able to determine if periodic orbits exist and, if they exist, whether
they are asymptotically stable. In the ensuing feedback synthesis phase, the
objective is to optimize over a class of stabilizing feedback controllers in order
to achieve performance objectives, such as minimal peak actuator torques and
walking with a given average speed.

2 Why Study Underactuation?

An important source of complexity in a bipedal robot is the degree of actuation
of the model, or more precisely, the degree of underactuation. It is assumed
here that the robot’s legs are terminated in points, and consequently, no ac-
tuation is possible at the end of the stance leg. It follows that the mechanical
model is underactuated during single support, as opposed to fully actuated
(a control at each joint and at the contact point with the ground). One could
be concerned that “real robots have feet”, and thus, while the analysis of point-
feet models may be of interest mathematically, it is “misguided for practical
robotics”. Focusing on underactuation is important for at least two reasons.

On the one hand, it is interesting to prove, both theoretically and exper-
imentally, that elegant walking and running motions are possible with a me-
chanically simple robot (no feet). On the other hand, if human walking is
taken as the defacto standard against which mechanical bipedal walking is to
be compared, then the flat-footed walking achieved by current robots needs to
be improved. In particular, toe roll toward the end of the single support phase
needs to be allowed as part of the gait design. Currently, this is not allowed
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specifically because it leads to underactuation3, which cannot be treated with
a control design philosophy based on trajectory tracking and the quasi-static
stability criterion, known as the Zero Moment Point (ZMP) [14], as is cur-
rently practiced widely in the bipedal robotics community.

3 Hybrid Model of a Bipedal Walker

This section introduces a hybrid dynamic model for walking motions of a pla-
nar bipedal robot with point feet. The robot is assumed to consist of N ≥ 2
rigid links with mass connected via rigid, frictionless revolute joints to form
a single open kinematic chain lying in a plane. It is further assumed that
there are two identical sub-chains called the legs, connected at a common
point called the hip, and, optionally, additional sub-chains that may be iden-
tified as a torso, arms, a tail, etc. Since each leg end is terminated in a point,
either the robot does not have feet, or it is walking tip-toe. A typical allowed
robot is depicted in Fig. 1, which is intentionally suggestive of a human form.
All motions will be assumed to take place in the sagittal plane and consist
of successive phases of single support (stance leg on the ground and swing
leg in the air) and double support (both legs on the ground). Conditions that
guarantee the leg ends alternate in ground contact – while other links such as
the torso or arms remain free – will be imposed during control design. A rigid
impact is used to model the contact of the swing leg with the ground. Fur-
ther details on the model are given in [17, Sec. II], along with assumptions on
the walking gait (symmetric, motion from left to right, instantaneous double
support phase, no slipping or rebound at impact).

The distinct phases of walking naturally lead to mathematical models that
are comprised of two parts: the differential equations describing the dynamics
during the swing phase and a model that describes the dynamics when a leg
end impacts the ground. For the models developed here, the ground – also
called a walking surface – is assumed to be smooth and perpendicular to the
gravitational field, that is, the ground is assumed to be flat as opposed to
sloped or terraced.

3.1 Lagrangian Swing Phase Model

The swing phase model corresponds to a pinned open kinematic chain. It
is assumed that only symmetric gaits are of interest, and hence it does not
matter which leg end is pinned. The swapping of the roles of the legs will be
accounted for in the impact model.

Let Q be the N -dimensional configuration manifold of the robot when
the stance leg end is acting as a pivot and let q := (q1; · · · ; qN ) ∈ Q be
3 When the foot is rotating about the toe, one effectively has a point contact with

no actuation.
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Fig. 1. (a) A typical planar robot model analyzed here. For later use, Cartesian
coordinates are indicated at the swing leg end. (b) Hybrid model of walking with
point feet. Key elements are the continuous dynamics of the single support phase,
written in state space form as ẋ = g(x) + g(x)u, the switching or impact condition,
pv
2(q) = 0 and ph

2(q) > 0, which detects when the height of the swing leg above
the walking surface is zero and the swing leg is in front of the stance leg, and the
re-initialization rule coming from the impact map, Δ

a set of generalized coordinates and denote the potential and kinetic energies
by V (q) and K(q, q̇) = 1

2 q̇
′D(q)q̇, respectively, where the inertial matrix D is

positive definite on Q. The dynamic model is easily obtained with the method
of Lagrange, yielding the mechanical model

D(q)q̈ + C(q, q̇)q̇ +G(q) = B(q)u, (1)

where u = (u1; · · · ;uN−1) ∈ R
(N−1), where ui is the torque applied between

the two links connected by joint-i, and there is no torque applied between the
stance leg and ground. The model is written in state space form by defining

ẋ =
[

q̇
D−1(q) [−C(q, q̇)q̇ −G(q) +B(q)u]

]

(2)

=: f(x) + g(x)u (3)

where x := (q; q̇). The state space of the model is X = TQ. For each x ∈ X ,
g(x) is a 2N × (N − 1) matrix; its i-th column is denoted by gi. In natural
coordinates (q; q̇) for TQ, g is independent of q̇.

3.2 Impact Model

The impact of the swing leg with the ground at the end of a step is represented
with the rigid (i.e., perfectly inelastic) contact model of [6, 13]. This model
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effectively collapses the impact phase to an instant in time. The impact forces
are consequently represented by impulses, and a discontinuity or jump is al-
lowed in the velocity component of the robot’s state, with the configuration
variables remaining continuous or constant during the impact. Since we are
assuming a symmetric walking gait, we can avoid having to use two swing
phase models – one for each leg playing the role of the stance leg – by rela-
beling the robot’s coordinates at impact. The coordinates must be relabeled
because the roles of the legs must be swapped. Immediately after swapping,
the former swing leg is in contact with the ground and is poised to take on
the role of the stance leg.

The relabeling of the generalized coordinates is given by a matrix,R, acting
on q with the property that RR = I, i.e., R is a circular matrix. The result
of the impact and the relabeling of the states provides an expression

x+ = Δ(x−) (4)

where x+ := (q+; q̇+) (resp. x− := (q−; q̇−)) is the state value just after (resp.
just before) impact and

Δ(x−) :=

[
Δq q

−

Δq̇(q−) q̇−

]

. (5)

The impact map is linear in the generalized velocities. Further details are
given in [7, 17].

3.3 Overall Hybrid Model

A hybrid model of walking is obtained by combining the swing phase model
and the impact model to form a system with impulse effects. Assume that the
trajectories of the swing phase model possess finite left and right limits, and
denote them by x−(t) := limτ↗t x(τ) and x+(t) := limτ↘t x(τ), respectively.
The model is then

Σ :

{
ẋ = f(x) + g(x)u, x− /∈ S

x+ = Δ(x−), x− ∈ S,
(6)

where the switching set is chosen to be

S := {(q, q̇) ∈ TQ | pv
2(q) = 0, ph

2(q) > 0}. (7)

In words, a trajectory of the hybrid model is specified by the swing phase
model until an impact occurs. An impact occurs when the state “attains”
the set S, which represents the walking surface. At this point, the impact of
the swing leg with the walking surface results in a very rapid change in the
velocity components of the state vector. The impulse model of the impact
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compresses the impact event into an instantaneous moment in time, result-
ing in a discontinuity in the velocities. The ultimate result of the impact
model is a new initial condition from which the swing phase model evolves
until the next impact. In order for the state not to be obliged to take on
two values at the “impact time”, the impact event is, roughly speaking, de-
scribed in terms of the values of the state “just prior to impact” at time
“t−” and “just after impact” at time “t+”. These values are represented
by the left and right limits, x− and x+, respectively. Solutions are taken
to be right continuous and must have finite left and right limits at each im-
pact event. Figure 1 gives a graphical representation of this discrete-event
system.

A step of the robot is a solution of (6) that starts with the robot in double
support, ends in double support with the configurations of the legs swapped,
and contains only one impact event. Walking is a sequence of steps.

4 Feedback Design via Posture Control

Any attempt to describe walking, even something as simple as the difference
between human-like walking (knees bent forward) and bird-like walking (knees
bent backward), inevitably leads to a description of the posture or shape of
the robot throughout a step. In other words, a description of walking involves
at least a partial specification of the path followed in the configuration space
of the biped; see Fig. 2. The following is one possible way to express this
mathematically: let qb = (q1; · · · ; qN−1) be a set of body coordinates for the
robot and let θ be the angle of some point of the robot with respect to an
inertial frame, and assume moreover that θ has been chosen so that it is
strictly monotonic throughout the step. Then the path of the robot in the
configuration space can be expressed as

0 = qb − hd(θ). (8)

A natural objective is therefore: determine a feedback controller that drives
asymptotically to zero the output function

y = h(q) := qb − hd(θ). (9)

This leads to two questions.

1) An analysis question: when will a given choice of hd(θ) lead to an
asymptotically stable periodic orbit (i.e., a stable walking motion)?

2) A synthesis question: how to make a choice of hd(θ) that will yield
an asymptotically stable periodic orbit meeting physically motivated re-
quirements such as: energy efficiency; the robot walks at a desired speed;
and the reaction forces at the leg end are such that the contact between
the stance and the ground behaves as a pivot?
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Fig. 2. Joint angles for a four-link walker over a complete gait cycle, that is, two
steps. The gait cycle consists of two phases each of double support (DS) and single
support (SS). Depicted are the relative hip angle and the knee angle of the leg drawn
in white. The first single support phase can be thought of as a graph of (8) for the
relative angles of the hip and knee during the swing phase, and the second single
support phase is a graph of (8) for the relative angles of the hip and knee during the
stance phase. The angle θ in (8) can be taken as the angle of the hip with respect
to the ground contact point of the stance leg

Addressing the first question leads to the notion of the hybrid zero dynamics,
the focus of this chapter. A finite parametrization of possible paths hd(θ, α) via
Bézier polynomials and the use of parameter optimization have been employed
to address the second question.

5 The Zero Dynamics of Walking

The zero dynamics of the hybrid model (6) with output (9) are developed
in a two-step process. First, the zero dynamics of the (non-hybrid) nonlinear
model consisting of the swing phase dynamics (3) and the output (9) are
characterized, and then, second, an impact invariance condition is imposed
on the swing-phase zero dynamics manifold in order to obtain the hybrid zero
dynamics. For general hybrid systems and output functions, this approach
to forming a hybrid zero dynamics is less general than directly applying the
output zeroing definition of Isidori et al. [3, 9, 10]. From results in [17, 18],
however, it can be deduced that for an N -degree of freedom biped model with
one degree of underactuation and an N − 1 dimensional output vector of the
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form (9), if there exists at least one periodic solution of the hybrid model (6)
that zeros the output and is transversal to S, then the approach followed here
and the definition used in [9] are equivalent.

5.1 The Swing Phase Zero Dynamics

The objective is to characterize the zero dynamics manifold and associ-
ated restriction dynamics for the swing-phase model (3) and output (9).
The zero dynamics, by definition, is independent of the choice of coordi-
nates and the application of regular state variable feedback [9, pp. 228]. Ex-
press the mechanical model (1) in the generalized coordinates q = (qb; θ).
It is proven in [8, pp. 562] that the model (3) is globally feedback equiva-
lent to

q̈b = v (10a)

θ̇ =
σ̄N

dN,N(qb)
− Jnorm(qb)q̇b (10b)

˙̄σN = −∂V
∂θ

(qb, θ), (10c)

where
Jnorm(qb) =

1
dN,N(qb)

[dN,1(qb), · · · , dN,N−1(qb)] , (11)

dj,k is the j-k-element of D, σ̄N is the generalized momentum conjugate to
qN = θ, and v is the new input coming from the feedback transformation.
Taking x̃ := (qb; θ; q̇b; σ̄N ), the swing-phase model after feedback is expressed
in state variable form as

˙̃x =

⎡

⎢
⎢
⎣

q̇b
σ̄N

dN,N(qb) − Jnorm(qb)q̇b
v

−∂V
∂θ (qb, θ)

⎤

⎥
⎥
⎦ =: f̃(x̃) + g̃(x̃)v. (12)

Decoupling Matrix

Differentiating (9) twice along the dynamics (12) gives

ÿ = L2
f̃
h(x̃) + Lg̃Lf̃h(q)v. (13)

A simple calculation gives that the decoupling matrix is

Lg̃Lf̃h(q̃) = I(N−1)×(N−1) +
∂hd(θ)
∂θ︸ ︷︷ ︸

(N−1)×1

Jnorm(qb)
︸ ︷︷ ︸
1×(N−1)

. (14)
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It follows that [18]

det(Lg̃Lf̃h)(q) = 1 + Jnorm(qb)
∂hd(θ)
∂θ

(15)

and is nonzero if, and only if,

dN,N(qb) +
[
dN,1(qb), · · · , dN,(N−1)(qb)

] ∂hd(θ)
∂θ

�= 0. (16)

Moreover, on the open set T Q̃ ⊂ TQ where the determinant of the decoupling
matrix is nonzero, the inverse of the decoupling matrix is

[
Lg̃Lf̃h(q)

]−1

= I(N−1)×(N−1) +
1

det(Lg̃Lf̃h)(q)
∂hd(θ)
∂θ

Jnorm(qb). (17)

The swing phase zero dynamics manifold is then4

Z := {x ∈ T Q̃ | h(x) = 0, Lfh(x) = 0}; (18)

it is a smooth two-dimensional embedded submanifold of TQ. The feedback
control

ũ∗(x̃) = −
[
Lg̃Lf̃h(q)

]−1

L2
f̃
h(x̃) (19)

renders Z invariant under the closed-loop vector field f̃ + g̃ũ∗. The zero dy-
namics vector field is the restriction

fzero := f̃ + g̃ũ∗
∣
∣
∣
Z
. (20)

The zero dynamics is given by

ż = fzero(z), (21)

for z ∈ Z.

Computing Terms in the Zero Dynamics

In the coordinates (qb; θ; q̇b; θ̇), the zero dynamics manifold can be written as

Z =
{

(qb; θ; q̇b; θ̇)
∣
∣
∣
∣ qb = hd(θ), q̇b =

∂hd(θ)
∂θ

θ̇

}

. (22)

On Z, the generalized momentum conjugate to θ becomes

σ̄N = I(θ)θ̇, (23)

4 By [9, pp. 230], Lf̃h = Lfh; moreover, (12) and (3) have the same zero dynamics
because they are related by a regular state variable feedback [9].
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where the virtual inertia I(θ) is given by

I(θ) :=
[

dN,N(qb) +
[
dN,1(qb), · · · , dN,(N−1)(qb)

] ∂hd(θ)
∂θ

]∣
∣
∣
∣
qb=hd(θ)

. (24)

On Z, the invertibility of the decoupling matrix establishes a bijective rela-
tionship between σ̄N and θ̇,

θ̇ =
σ̄N

I(θ)
. (25)

Restricting (10c) to Z,

˙̄σN = −∂V
∂θ

(qb, θ)
∣
∣
∣
∣
qb=hd(θ)

. (26)

Defining ξ1 := θ and ξ2 := σ̄N , it follows that the swing phase zero dynamics
is

ξ̇1 = κ1(ξ1)ξ2 (27a)
ξ̇2 = κ2(ξ1), (27b)

where

κ1(ξ1) =
1

I(ξ1)
(28a)

κ2(ξ1) = −∂V
∂θ

∣
∣
∣
∣
qb=hd(θ), θ=ξ1.

. (28b)

It is emphasized that these terms can be determined directly from the La-
grangian of the swing-phase model and the term hd of the output (9). In
particular, there is no need to invert the inertia matrix, as would be required
if the zero dynamics were computed directly from (3).

5.2 The Hybrid Zero Dynamics

To obtain the hybrid zero dynamics, the zero dynamics manifold must be
invariant under the impact map, that is

Δ(S ∩ Z) ⊂ Z. (29)

If S∩Z is nonempty, then, due to the form of the output (9), S∩Z is a smooth
one-dimensional embedded submanifold of T Q̃ if, and only, if pv

2(hd(θ), θ) has
constant rank on its zero set. Furthermore, when the decoupling matrix is
invertible, the following statements are equivalent [17]:

(a) (29) holds;
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(b) h ◦Δ|(S∩Z) = 0 and Lfh ◦Δ|(S∩Z) = 0; and
(c) there exists at least one point (q−0 ; q̇−0 ) ∈ S ∩ Z such that σ̄N �= 0, h ◦

Δq(q−0 ) = 0, and Lfh ◦Δ(q−0 , q̇
−
0 ) = 0.

Definition 1 (Hybrid zero dynamics [17]). Consider the hybrid model (6)
and output (9). Suppose that the decoupling matrix (14) is invertible and let Z
and ż = fzero(z) be the associated zero dynamics manifold and zero dynamics
of the swing phase model. Suppose that S ∩ Z is a smooth, one-dimensional,
embedded submanifold of TQ. Suppose further that Δ(S ∩ Z) ⊂ Z. Then the
nonlinear system with impulse effects,

Σzero :

{
ż = fzero(z), z− /∈ S ∩ Z

z+ = Δ(z−), z− ∈ S ∩ Z,
(30)

with state manifold Z, is the hybrid zero dynamics.

In the local coordinates (ξ1; ξ2), S ∩ Z and Δ : (ξ−1 ; ξ−2 )→ (ξ+1 ; ξ+2 ) simplify
to

S ∩ Z =
{
(ξ−1 ; ξ−2 ) | ξ−1 = θ−, ξ−2 ∈ R

}
(31a)

ξ+1 = θ+ (31b)
ξ+2 = δzero ξ

−
2 , (31c)

where δzero is a constant that may be readily computed using (4) and (9) and
where θ− and θ+ satisfy

pv
2(hd(θ−), θ−)) = 0, ph

2(hd(θ−), θ−) > 0, (32a)

pv
2(hd(θ+), θ+)) = 0, ph

2(hd(θ+), θ+) < 0. (32b)

The hybrid zero dynamics is thus given by (27) during the swing phase, and
at impact with S ∩ Z, the re-initialization rules (31b) and (31c) are applied.

For θ+ ≤ ξ1 ≤ θ−, define

Vzero(ξ1) := −
∫ ξ1

θ+

κ2(ξ)
κ1(ξ)

dξ. (33)

A straightforward computation shows that Lzero := Kzero − Vzero [17], where

Kzero =
1
2

(
ξ̇1

κ1(ξ1)

)2

, (34)

is a Lagrangian of the swing-phase zero dynamics (27). This implies, in par-
ticular, that the total energy Hzero := Kzero+Vzero is constant along solutions
of the swing-phase zero dynamics.
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5.3 Existence and Stability of Periodic Orbits

The analysis of periodic orbits of the hybrid zero dynamics forms the basis
for proposing feedback laws that induce exponentially stable walking motions
in the full-dimensional hybrid model. Take the Poincaré section to be S ∩ Z
and let

ρ : S ∩ Z → S ∩ Z (35)

denote the Poincaré (first return) map5 of the hybrid zero dynamics. Using the
fact that the total energy Hzero is constant along solutions of the continuous
portion of the dynamics, the Poincaré map may be shown to be

ρ(ζ−2 ) = δ2zero ζ
−
2 − Vzero(θ−), (36)

where ζ−2 := 1
2 (ξ−2 )2, and its domain of definition is

Dzero =
{
ζ−2 > 0

∣
∣ δ2zero ζ

−
2 − V max

zero > 0
}
, (37)

where
V max

zero := max
θ+≤ξ1≤θ−

Vzero(ξ1). (38)

The domain Dzero is non-empty if, and only if, δ2zero > 0. Whenever δ2zero < 1,
the fixed point of (36),

ζ∗2 := −Vzero(θ−)
1− δ2zero

, (39)

will be exponentially stable as long as it belongs to Dzero. The conditions for
there to exist an exponentially stable periodic orbit of (30) are thus

δ2zero
1− δ2zero

Vzero(θ−) + V max
zero < 0 (40a)

0 < δ2zero < 1. (40b)

Periodic orbits of the hybrid zero dynamics are periodic orbits of the full-
dimensional model. Two different feedback controllers are provided in [11, 17]
for exponentially stabilizing these orbits in the full-dimensional model, (3).

6 Experimental Data

The hybrid zero dynamics has played an integral role in the design of walk-
ing gaits for a prototype bipedal robot called RABBIT [4]; see Fig. 3. The
analytical results of Section 5.2 are rendered useful in feedback synthesis by
introducing a finite parametrization of the output (9). In particular, the func-
tion hd is constructed from Bézier polynomials [1], which in turn introduces
free parameters α into the hybrid zero dynamics (30),
5 This is in general a partial map.
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Fig. 3. In (a) geometry of the closed-loop system. In (b), the prototype RABBIT,
which was developed as a French National Project by the CNRS [4]; the robot is
housed in LAG, the Automatic Control Laboratory of Grenoble

Σzero,α :

{
ż = fzero,α(z), z− /∈ S ∩ Zα

z+ = Δ(z−), z− ∈ S ∩ Zα,
(41)

through
hα(q) := qb − hd(q, α). (42)

Moreover, the hybrid invariance condition (29) can be imposed analytically;
see [17, Thm. 4].

A minimum-energy cost criterion

J(α) =
1

step length

∫ step time

0

||u∗α(t)||22dt (43)

is posed, where
u∗α := − [LgLfhα]−1

L2
fhα

∣
∣
∣
Z

(44)

is the (unique) input to the model (3) realizing the periodic orbit of the hy-
brid zero dynamics. Constraints based on (40) are easily imposed to guarantee
that periodic orbits exist and are exponentially stable. Additional constraints
are used to prescribe walking at a desired average speed, with the (unilateral)
forces on the support leg lying in the allowed friction cone. Parameter opti-
mization is then used to minimize the cost J(α). Whenever a solution exists,
the result is a provably stable, closed-loop system with satisfied design con-
straints. Typical solutions times for computing the optimal parameter value
are thirty seconds to one minute in MATLAB. For further details on the
procedure, see [17].



236 J.W. Grizzle and E.R. Westervelt

Fig. 4. Limit cycles of the closed-loop hybrid systems corresponding to asymptot-
ically stable walking

Feedback control designs based on the hybrid zero dynamics have been
extensively evaluated on RABBIT. As reported in [16], natural walking mo-
tions were obtained with remarkably little trial and error. Figure 4 compares
a limit cycle obtained on the robot with a limit cycle obtained with the same
controller on a simulation model. For videos of RABBIT walking and running,
see [2, 15].

7 Conclusions

The notion of zero dynamics has become ubiquitous in nonlinear control the-
ory and practice. This chapter has reviewed an extension of the zero dynamics
to a class of hybrid models relevant for the analysis of walking gaits in bipedal
robots. The hybrid zero dynamics provides an effective tool for the analysis
and synthesis of feedback controllers that induce exponentially stable, periodic
walking motions in bipedal robots. Its utility has been confirmed experimen-
tally.
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Summary. We present results on omega-limit sets and minimum phase zero dy-
namics for hybrid dynamical systems. Moreover, we give pointers to how these results
may be useful in the future for solving the output regulation problem for hybrid sys-
tems. We highlight the main attributes of omega-limit sets and we show, under mild
conditions, that they are asymptotically stable. We define a minimum phase notion
in terms of omega-limit sets and establish an equivalent Lyapunov characterization.
Then we study the feedback stabilization problem for a class of minimum phase,
relative degree one hybrid systems. Finally, we discuss output regulation for this
class of hybrid systems. We illustrate the concepts with examples throughout the
paper.

1 Introduction

This paper is written as a tribute to Professor Alberto Isidori for all of the
important concepts and results he has introduced in the nonlinear control
systems area over his illustrious career. Following the adage that imitation is
the highest form of flattery, we have chosen for this tribute to emulate some
of Professor Isidori’s recent results on limit sets, zero dynamics, and output
regulation [4, 7, 5, 3, 6].The novelty of our results comes from the setting that
we consider: hybrid dynamical systems. These systems contain state variables
that are capable of evolving continuously (flowing) and/or evolving discon-
tinuously (jumping). In particular, systems with logical modes that interact
with continuous states can be modeled in this framework. Hybrid systems
have been studied in the literature for multiple decades (early notable refer-
ences include [31, 28]), with the majority of progress having occurred since
the early 1990s as codified, for example, in the books [30, 23, 19]. Recently, we
have established mild sufficient conditions for robustness in hybrid dynamical
systems [13, 14]. Along the way, these conditions have led to a generalization
of results on ω-limit sets of trajectories and of LaSalle’s invariance principle
[26], and to general results on the existence of smooth Lyapunov functions
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(converse theorems) for hybrid systems [9, 10]. These results come together
in the present paper, where we take inspiration from Isidori and Byrnes to
establish results on Ω-limit sets (limit sets of sets of initial conditions) for hy-
brid systems, to show under mild conditions that these sets are asymptotically
stable, to show how this notion can lead to a non-equilibrium characterization
of asymptotically stable zero dynamics for hybrid systems, including converse
Lyapunov theorems for a “minimum phase” property, and to give a stabiliza-
tion result, related to nonlinear output regulation, for a class of minimum
phase, relative degree one hybrid systems. Perhaps eventually, following the
trail blazed by Professor Isidori, these results will be used for a more general
theory of output regulation for hybrid systems and/or output regulation using
hybrid controllers. We conclude this short introduction by noting that hybrid
controllers have already appeared in the context of output regulation; see, for
example, [27].

2 Hybrid Dynamical Systems

For the purposes of this paper, a hybrid system H is specified by the data
(F,G,C,D) and a state space O ⊂ R

n where F is a set-valued mapping from
O to R

n called the “flow map”, G is a set-valued mapping from O to R
n called

the “jump map”, C ⊂ O is called the “flow set” and indicates where in the
state space flows may occur, D ⊂ O is called the “jump set” and indicates
from where in the state space jumps may occur.

We denote by x the state of the hybrid system H which can include both
the so-called “continuous variables” and the so-called “discrete variables”, or
modes. A hybrid system H can be expressed as

H
{
ẋ ∈ F (x) x ∈ C
x+ ∈ G(x) x ∈ D,

which is suggestive of the meaning of solution to H. Following [13, 14] and
also [11] (cf. [1], and [21]), a solution to a hybrid system is a function defined
on a hybrid time domain satisfying certain conditions. Let R≥0 := [0,+∞)
and N := {0, 1, 2, . . .}. A set S ⊂ R≥0 ×N is a compact hybrid time domain if

S =
J−1⋃

j=0

([tj , tj+1], j)

for some finite sequence of times 0 = t0 ≤ t1 ≤ t2 ... ≤ tJ . The set S is
a hybrid time domain if for all (T, J) ∈ S,

S ∩ ([0, T ]× {0, 1, ...J})

is a compact hybrid domain. By a hybrid arc we understand a pair consisting
of a hybrid time domain dom φ and a function φ : dom φ → R

n such that
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t �→ φ(t, j) is locally absolutely continuous for fixed j and (t, j) ∈ dom φ. We
will not mention dom φ explicitly, but always assume that given a hybrid arc
φ, the set dom φ is exactly the set on which φ is defined.

A hybrid arc φ : dom φ→ O is a solution to H if φ(0, 0) ∈ C ∪D and:

(S1) for all j ∈ N and almost all t such that (t, j) ∈ dom φ,

φ(t, j) ∈ C, φ̇(t, j) ∈ F (φ(t, j));

(S2) for all (t, j) ∈ dom φ such that (t, j + 1) ∈ dom φ,

φ(t, j) ∈ D, φ(t, j + 1) ∈ G(φ(t, j)).

A solution is called nontrivial if dom φ contains at least one point different
from (0, 0), complete if dom φ is unbounded, Zeno if it is complete but the
projection of dom φ onto R≥0 is bounded, and maximal if it is not a truncation
of another solution φ′ to some proper subset of dom φ′. The notation SH(X )
indicates the set of maximal solutions to H from the set of initial conditions
X . Note that when x0 �∈ C ∪D, SH(x0) = ∅.

Standing Assumption 1 (Hybrid Basic Conditions) State space O ⊂
R

n is open; sets C and D are closed relative3 to O; mappings F and G are
outer semicontinuous and locally bounded4 on O; F (x) is nonempty and con-
vex for all x ∈ C; G(x) is nonempty and contained in O for all x ∈ D.

These (mild) assumptions on the data of H are needed to guarantee that,
among other properties, the sets of solutions to H have good sequential com-
pactness properties.

Theorem 1. (sequential compactness, [14, Theorem 4.4]) Let φi : dom φi →
R

n, i = 1, 2, ..., be a locally eventually bounded with respect to O sequence of
solutions5 to H. Then there exists a subsequence of φi’s graphically converging
to a solution of H. Such a limiting solution is complete if each φi is complete,
or more generally, if no subsequence of φi’s has uniformly bounded domains
(i.e. for any m > 0, there exists im ∈ N such that for all i > im, there exists
(t, j) ∈ dom φi with t+ j > m).

We refer the reader to [14] (see also [13]) for more details on and consequences
of Standing Assumption 1.
3 A set C is closed relative to O if C = O ∩ C.
4 A set-valued mapping G defined on an open set O is outer semicontinuous if for

each sequence xi ∈ O converging to a point x ∈ O and each sequence yi ∈ G(xi)
converging to a point y, it holds that y ∈ G(x). It is locally bounded if, for each
compact set K ⊂ O there exists μ > 0 such that G(K) := ∪x∈KG(x) ⊂ μB,
where B is the open unit ball in R

n. For more details, see [25, Chapter 5].
5 A sequence {φi}∞i=1 of hybrid trajectories is locally eventually bounded with respect

to an open set O if for any m > 0, there exists i0 > 0 and a compact set K ⊂ O
such that for all i > i0, all (t, j) ∈ dom φi with t + j < m, φi(t, j) ∈ K.
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A more general approach to the study of hybrid systems is to consider
abstract hybrid systems given by a collection of hybrid arcs satisfying certain
properties but not associated to any particular data. These abstract hybrid
systems have been introduced in [26] and are called sets of hybrid trajecto-
ries. Sets of hybrid trajectories parallel the concept of generalized semiflows,
but with elements, given by hybrid arcs (or equivalently, following [26], given
by hybrid trajectories), that can flow and/or jump. When they satisfy the
sequential compactness property stated in Theorem 1, convergence results
for sets of hybrid trajectories have been presented in [26]. For the sake of
simplicity, in this paper we present results for hybrid systems H with data
(F,G,C,D) and state space O, but extensions to sets of hybrid trajectories
are possible.

Regarding existence of solutions to H, conditions were given in [14] (see
also [1]) for the existence of nontrivial solutions from C ∪ D that are ei-
ther complete or “blow up”. In words, these conditions are that at every
point in C \ D flowing should be possible and at every point in D, the
map G maps to C ∪ D. These conditions are automatically satisfied when
C ∪D = O.

In what follows, we do not necessarily assume that solutions are either
complete or blow up. Moreover, given a hybrid system H and a set Y ⊂ O
that is closed relative to O, we denote the restriction of H to Y by the hybrid
system H |Y which has data (F,G,C ∩Y, D∩Y) and state space O. Note that
H |Y still satisfies the hybrid basic conditions.

3 Ω-Limit Sets

The results in this section pertain to Ω-limit sets of sets of initial con-
ditions for hybrid dynamical systems satisfying Standing Assumption 1.
They extend to these systems some of the results in [16] as specialized to
finite-dimensional systems. Since the solutions to hybrid systems are often
not unique, the results here resemble those for generalized semiflows in [2]
and [22], where nonuniqueness of solutions to continuous-time systems is
permitted.

Consider a hybrid system H with state space O and data (F,G,C,D)
satisfying Standing Assumption 1. For a given set X ⊂ O, we define the
Ω-limit set of X for H as:

ΩH(X ) := {y ∈ R
n :

y= lim
i→∞

φi(ti, ji), φi∈SH(X ), (ti, ji) ∈ dom φi , ti + ji →∞
}
.

Clearly, there are connections between Ω-limit sets of sets of initial conditions
for hybrid systems and ω-limit sets of solutions to hybrid systems, as pursued
together with various hybrid invariance principles in [26]. We do not pursue
such connections here other than to observe that, letting ω(φ) denote the
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ω-limit set of the solution φ to the hybrid system H, we have
⋃

x∈X ,φ∈SH(x)

ω(φ) ⊂ ΩH(X )

but that the opposite set containment does not necessarily hold.
We also define, for each i ∈ N,

Ri
H(X ) := {y ∈ O : y = φ(t, j), φ ∈ SH(X ), (t, j) ∈ dom φ , t+ j ≥ i} .

We note that if i′ > i then Ri′
H(X ) ⊂ Ri

H(X ). Because of this, we say that
the sequence of sets Ri

H(X ) is nested. Below, B denotes the open unit ball in
R

n.

Lemma 1. Let X ⊂ O. Then6

ΩH(X ) = lim
i→∞

Ri
H(X ) =

⋂

i

Ri
H(X ) . (1)

Equivalently, for each ε > 0 and ρ > 0 there exists i∗ such that for all i ≥ i∗

(a) ΩH(X ) ∩ ρB ⊂ Ri
H(X ) + εB

(b) Ri
H(X ) ∩ ρB ⊂ ΩH(X ) + εB.

In what follows, we aim to clarify various attributes of the set ΩH(X ). All of
the subsequent attributes will be established under the assumption that the
sets Ri

H(X ) are uniformly bounded with respect to O for large i:

Assumption 1. The set X ⊂ O is such that the hybrid system H is eventu-
ally uniformly bounded from X , i.e., there exist a compact set K ⊂ O and
a nonnegative integer i∗ such that Ri

H(X ) ⊂ K for all i ≥ i∗.

Remark 1. The notion of eventual uniform boundedness agrees with the prop-
erty defined in [16, p. 8] of a compact set (contained in O) attracting X under
the solutions of the system H. The papers [4, 5, 3] use the term “uniformly
attracts”. �

Remark 2. Assumption 1 does not necessarily imply that Ri
H(X ) is nonempty

for all i. Under Assumption 1, ΩH(X ) is nonempty if and only if Ri
H(X ) is

nonempty for all i. �

Since the sequence of sets Ri
H(X ) is nested, it is enough to verify that

Ri∗
H(X ) ⊂ K for some nonnegative integer i∗ in order to establish Assump-

tion 1. In particular, if R0
H(X ), i.e., the reachable set from X , is contained in

a compact subset of O then H is eventually uniformly bounded from X . The
following examples show that it is possible for Assumption 1 to hold without
R0

H(X ) being bounded.
6 A sequence of sets Si ⊂ R

n converges to S ⊂ R
n (i.e. limi→∞ Si = S) if for all

x ∈ S there exists a convergent sequence of xi ∈ Si such that limi→∞ xi = x
and, for any sequence of xi ∈ Si and any convergent subsequence xik , we have
limk→∞ xik ∈ S. For more details, see [25, Chapter 4].
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Example 1. Consider the (hybrid) system with data F (x) = −x3 and X =
C := R (and D := ∅). The solutions from X are unique, with |x(t)| =

|x(0)|√
1+2x(0)2t

. Thus, R1
H(X ) ⊂

[
− 1√

2
, 1√

2

]
. It follows that H is eventually uni-

formly bounded from X . �

Example 2. In the preceding example, the set X was not bounded whereas
in this example it is. In [29] an example was given of a scalar, time-varying,
locally Lipschitz, differential equation ẋ = f(t, x), with |f(t, x)| ≤ c|x|3 for
some real number c > 0, where the origin is uniformly globally attractive
(meaning that for each R > 0 and ε > 0 there exists T > 0 such that
|x(t◦)| ≤ R and t ≥ t◦ + T implies |x(t)| ≤ ε) but not uniformly globally
stable. In particular, the overshoots from the set |x(t◦)| = 1 grow to infinity
with t◦. Define the set-valued map F : R

2 →→ R
2 by

F (ξ) :=
[
−ξ21

f(ξ−1
1 , ξ2)

]

∀ξ1 �= 0 , F (0, ξ2) :=
[

0
[−c, c] ξ32

]

and set C = R
2, D = ∅, so that the hybrid basic conditions are satisfied.

Let X = (0, 1] × [−1, 1]. Note that d
dt

(
ξ−1
1 (t)

)
= 1 and thus the behavior

of ξ2 matches that of the system ẋ = f(t, x) with t◦ = ξ1(0)−1. Due to the
results in [29], R0

H(X ) is not contained in a compact subset of R
2. Now, since

ξ1(0) ∈ (0, 1] and ξ̇1(t) = −ξ21 , we have ξ1(t) ∈ (0, 1] for all t ≥ 0. Using
uniform global attractivity, there exists an integer i∗ such that |ξ2(t)| ≤ 1 for
all t ≥ i∗ and all ξ(0) ∈ X . Thus, Ri∗

H(X ) ⊂ X , the latter being contained
in the compact set [0, 1] × [−1, 1]. It follows that H is eventually uniformly
bounded from X . �

Example 3. In the preceding example, the set X was not compact and the
system did not exhibit finite escape times from X . Consider the hybrid system
F (x) = x3, C = {0} ∪ [1/2,∞), G(1/8) = {0, 1}, G(x) = 0 otherwise, D =
(−∞, 1/2] and take X = [−1/4, 1/4]. The solutions first jump either to zero
or, if initialized at 1/8, possibly to one. From x = 0, the solution remains at
zero for all hybrid time, either flowing or jumping. From x = 1, the solutions
escape to infinity in one unit of time. It follows that R2

H(X ) = {0} and thus
H is eventually uniformly bounded from X . �

The following proposition gives a realistic scenario in which Assumption 1 is
equivalent to the assumption that R0

H(X ) is contained in a compact subset
of O.

Proposition 1. Under Assumption 1, if X is a compact subset of O and every
maximal solution starting in X either has an unbounded hybrid time domain
or is bounded with respect to O then R0

H(X ) is contained in a compact subset
of O.

We will now focus on invariance properties for ΩH(X ). We say that a set O1 ⊂
O is weakly backward invariant if for each q ∈ O1, N > 0, there exist x0 ∈ O1
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and at least one φ ∈ SH(x0) such that for some (t∗, j∗) ∈ dom φ, t∗ + j∗ ≥ N ,
we have φ(t∗, j∗) = q and φ(t, j) ∈ O1 for all (t, j) ! (t∗, j∗), (t, j) ∈ dom φ.
This definition was used to characterize invariance properties for the ω-limit
set of a hybrid trajectory in [26]. A similar property, but for continuous-time
systems, is called “negative semi-invariance” in [22, Definition 5].

We say that a set O1 ⊂ O is strongly pre-forward invariant if, for each
x0 ∈ O1 and each φ ∈ SH(x0), we have φ(t, j) ∈ O1 for all (t, j) ∈ dom φ.
The prefix “pre” is used here since we do not assume that maximal solutions
starting in O1 have an unbounded hybrid time domain.

The next theorem asserts that, under Assumption 1, the properties of weak
backward invariance and uniform attractivity from X are generic for ΩH(X ).
These results parallel some of the results in [22, Theorem 1] for continuous-
time, generalized semiflows. The result below also gives a condition for strong
pre-forward invariance, which parallels a part of [2, Lemma 3.4] for continuous-
time, generalized semiflows.

Theorem 2. Under Assumption 1, the set ΩH(X ) is contained in O, compact,
weakly backward invariant, and for each ε > 0 there exists i∗ such that, for
all i ≥ i∗, ΩH(X ) ⊂ Ri

H(X )+ εB and Ri
H(X ) ⊂ ΩH(X )+ εB. If, in addition,

ΩH(X ) ⊂ R0
H(X ) ∪ X then ΩH(X ) is strongly pre-forward invariant.

Remark 3. If X ⊂ C ∪D then X ⊂ R0
H(X ). Otherwise, neither the contain-

ment R0
H(X ) ⊂ X nor the containment X ⊂ R0

H(X ) necessarily holds. �

The next examples show that if the extra condition for strong pre-forward
invariance, ΩH(X ) ⊂ R0

H(X )∪X , is removed, then strong pre-forward invari-
ance may fail.

Example 4. Consider the hybrid system with data F (x) = −x, C = R, G(x) =
1, D = {0} and take X = {−1}. It is not difficult to verify that ΩH(X ) = {0}.
However, there is a solution starting at the origin that jumps to the value one,
thus leaving ΩH(X ), before flowing back toward the origin. Thus, ΩH(X ) is
not strongly (pre-)forward invariant. �

Example 5. This example is a purely continuous-time system. Consider the
(hybrid) system with data F (x) = −x for x < 0 and F (x) = x1/3 for x ≥ 0,
C = R and D = ∅. With X = {−1}, we again have ΩH(X ) = {0}. However,
there is a solution starting at the origin satisfying φ(t, 0) = (2t/3)3/2 for all
t ≥ 0. Thus, ΩH(X ) is not strongly (pre-)forward invariant. �

The preceding examples motivate considering a weaker notion of forward in-
variance, as an alternative to strong (pre-)forward invariance. It would make
sense to define weak pre-forward invariance, i.e., to require the existence of
a solution remaining in the set that is nontrivial but not necessarily com-
plete, at least at points where nontrivial solutions exist. However, the condi-
tion on completeness of solutions we give below actually implies more than
what a weak pre-forward invariance notion would; it actually guarantees the
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existence of a complete solution remaining in ΩH(X ) (this follows by weak
backward invariance of ΩH(X )). Therefore, our definition will actually insist
on the existence of one complete solution remaining in the set. In this way,
following [26], we say that a set O1 ⊂ O is weakly forward invariant if for each
x ∈ O1, there exists at least one complete solution φ ∈ SH(x) with φ(t, j) ∈ O1

for all (t, j) ∈ dom φ . We note that, in the context of continuous-time, gener-
alized semiflows, the reference [2] combines weak forward invariance and weak
backward invariance into a single property called quasi-invariance.

The next examples show that weak forward invariance can fail without
extra assumptions, beyond Assumption 1.

Example 6. This example shows that there may not be any nontrivial solutions
from points in ΩH(X ). Consider the system with data F (x) = x−1, C = [1, 2],
D = ∅ and take X = C. Then it is not difficult to verify that ΩH(X ) = X but
that from the point x = 2, which belongs to ΩH(X ), there are no nontrivial
solutions. �

Example 7. This example shows that it is possible to have the existence of
nontrivial solutions but not one that remains in ΩH(X ). Consider the hybrid
system with data F (x) = −x, C = [−1, 1], G(x) = 10 + x, D = [−1, 1]∪ {10}
and X = {1}. It is not difficult to verify that ΩH(X ) = {0, 10} but from the
point x = 10 there is only one solution and it jumps to the value 20, i.e.,
leaves ΩH(X ), which doesn’t belong to C ∪D. �

Example 8. This example shows that weak forward invariance can fail even
when the system is a purely continuous-time system with constraints. Consider
the system with data F (x) =

[
0 x2−1

]T , C =
{
x ∈ R

2 : x1 ≥ 0 or x2 ≥ 0
}
,

D = ∅ and take X = {x ∈ C : x1 < 0}. It is not difficult to verify that
ΩH(X ) = {x ∈ C : x1 ≤ 0 , x2 ≥ 0}. Thus, the origin belongs to ΩH(X ).
There is only one solution starting at the origin and it immediately leaves
ΩH(X ) by virtue of the x2 component of the solution becoming negative.�

In order to guarantee weak forward invariance of ΩH(X ), we will assume
that the hybrid system H is eventually complete from X , i.e., there exists
a nonnegative integer i∗ such that, for all i ≥ i∗, every maximal solution
starting in Ri

H(X ) has an unbounded hybrid time domain. (Note: this still
doesn’t guarantee that Ri

H(X ) is nonempty for all i and thus still doesn’t
guarantee that ΩH(X ) is nonempty.) Since the sequence of sets Ri

H(X ) is
nested, it is enough to verify this property for solutions starting in Ri∗

H(X ) for
some nonnegative integer i∗. Example 3 has already shown that it is possible
for H to be eventually complete from X without being complete from X .

We will see that eventual completeness combined with the previous condi-
tion for strong pre-forward invariance will guarantee strong pre-forward invari-
ance with complete solutions. We say that a set O1 ⊂ O is strongly forward
invariant if it is strongly pre-forward invariant and each maximal solution
starting in O1 is complete, i.e., has an unbounded hybrid time domain.
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The next theorem establishes weak forward invariance under Assumption 1
and the assumption that the system H is eventually complete from X . This
parallels a part of [22, Lemma 3.4] on continuous-time, generalized semiflows.

Theorem 3. Under Assumption 1, if the hybrid system H is eventually
complete from X then ΩH(X ) is weakly forward invariant. If, in addition,
ΩH(X ) ⊂ R0

H(X ) ∪ X then ΩH(X ) is strongly forward invariant.

Below we state results on the Ω-limit sets of the restriction of H to some
subset in the state space O.

Proposition 2. If the set Y ⊂ O is closed relative to O and strongly pre-
forward invariant for H, then ΩH |Y

(X ) = ΩH(X ∩ Y).

Theorem 4. Suppose Assumption 1 holds. Define M := ΩH(X ). Then M ⊂
ΩH |M

(M).

Remark 4. The opposite containment, ΩH |M
(M) ⊂ M , does not necessarily

hold as demonstrated by Example 4 or Example 7. Clearly, the only way this
containment can fail is if M is not forward invariant for the system H |M . This
requires jumps from M that leave M , as in the referenced examples. �

The following corollaries of Theorem 4 are related to [4, Lemma 4.1] and the
reduction principle for Ω-limit sets given in [3, Lemma 5.2].

Corollary 1. Suppose Assumption 1 holds, Z ⊂ O, and that Y ⊂ O is closed
relative to O. If ΩH(X ) ⊂ Y ∩ Z then ΩH(X ) ⊂ ΩH |Y

(Z).

Corollary 2. Suppose Assumption 1 holds, Z ⊂ O is compact, and that Y ⊂
O is closed relative to O. Suppose, for the system H that, for each ε > 0 there
exists T > 0 such that for each x ∈ X , each φ ∈ SH(x), and each (t, j) ∈
dom φ with t+ j ≥ T , we have |φ(t, j)|Y∩Z ≤ ε 7. Then ΩH(X ) ⊂ Y ∩Z. In
particular, we have ΩH(X ) ⊂ ΩH |Y

(Z).

Remark 5. Corollary 2 is a useful tool for stability analysis in cascade-
connected systems (for example, recovering Corollaries 10.3.2 and 10.3.3 in
[18]). �

The properties established in Theorems 2, 3 and 4 above parallel analogous
results for continuous-time dynamical systems, as summarized in [16, Chapter
2], that have been fundamental to the work in [4, 7, 5, 3]. In subsequent
sections, we will use these properties in a manner that parallels how results
for continuous-time systems were used in these latter references. In particular,
we will show how these results impact robust stability and control results for
hybrid systems. The next section addresses the notion of asymptotic stability
that we use.
7 In what follows, given x ∈ R

n and S ⊂ R
n, |x|S := inf{|x − s| : s ∈ S}.
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4 Pre-Asymptotically Stable Compact Sets

Pre-asymptotic stability (pre-AS) is a generalization of standard asymptotic
stability to the setting where completeness or even existence of solutions is
not required. Pre-AS was introduced in [10] as an equivalent characterization
of the existence of a smooth Lyapunov function for a hybrid system. It is
a natural stability notion for hybrid systems, since often the set C∪D does not
cover the state space O and because local existence of solutions is sometimes
not guaranteed. As we will see subsequently, not insisting on local existence
of solutions can make it easier to characterize certain dynamic properties,
such as the minimum phase property, and to give stronger converse Lyapunov
theorems for such properties.

Consider the hybrid system H. Let A ⊂ O be compact. We say that

• A is pre-stable for H if for each ε > 0 there exists δ > 0 such that any
solution to H with |φ(0, 0)|A ≤ δ satisfies |φ(t, j)|A ≤ ε for all (t, j) ∈
dom φ;

• A is pre-attractive for H if there exists δ > 0 such that any solution φ to
H with |φ(0, 0)|A ≤ δ is bounded with respect to O and if it is complete
then φ(t, j)→ A as t+ j →∞;

• A is uniformly pre-attractive if there exists δ > 0 and for each ε > 0
there exists T > 0 such that any solution φ to H with |φ(0, 0)|A ≤ δ
is bounded with respect to O and |φ(t, j)|A ≤ ε for all (t, j) ∈ dom φ
satisfying t+ j ≥ T ;

• A is pre-asymptotically stable if it is both pre-stable and pre-attractive;
• (A is asymptotically stable if it is pre-asymptotically stable and there exists

δ > 0 such that any maximal solution φ to H with |φ(0, 0)|A ≤ δ is
complete.)

The set of all x ∈ C ∪D from which all solutions are bounded with respect to
O and the complete ones converge to A is called the pre-basin of attraction of
A.

Clearly, these stability definitions cover classical stability notions. They
also cover some unexpected situations, such as in the following example.

Example 9. Consider the (hybrid) system ẋ = Ax, x ∈ C where A ∈ R
2×2 has

complex eigenvalues with positive real part and C :=
{
x ∈ R

2 : x1x2 ≤ 0
}

(and D := ∅). Because of the structure of the matrix A, there is a number
T > 0 such that solutions to ẋ = Ax starting on the unit circle in the set
C can flow for no more than T units of time before leaving C. It follows
from homogeneity that no solutions are complete and thus the origin is pre-
attractive, in fact, uniformly pre-attractive. Moreover, defining c := exp(AT ),
we have |φ(t, 0)| ≤ c|φ(0, 0)|. Thus the origin is pre-stable. In summary, the
origin is pre-asymptotically stable with pre-basin of attraction given as C. �

The following results come from [10] and are used to establish many of the
subsequent statements in this paper.
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Lemma 2. For system H, if the compact set A ⊂ O is strongly pre-forward
invariant and uniformly pre-attractive, then A is pre-asymptotically stable.

Lemma 3. Let the set O1 ⊂ O be open, and let the set A ⊂ O1 be nonempty
and compact. For system H, the following statements are equivalent:

• The set A is pre-asymptotically stable with pre-basin of attraction contain-
ing O1 ∩ (C ∪D), and O1 is strongly pre-forward invariant;

• For each function ω : O1 → R≥0 that is a proper indicator8 for A
on O1, there exists a smooth Lyapunov function V : O1 → R≥0 for
(O1, F,G,C,D, ω) on O1, that is, there exist class-K∞ functions α1, α2

such that

α1(ω(x)) ≤ V (x) ≤ α2(ω(x)) ∀x ∈ O1 ,
max

f∈F (x)
〈∇V (x), f〉 ≤ −V (x) ∀x ∈ O1 ∩ C ,

max
g∈G(x)

V (g) ≤ e−1V (x) ∀x ∈ O1 ∩D .

Lemma 4. For system H, if the compact set A ⊂ O is pre-asymptotically
stable, then its pre-basin of attraction is open relatively to C ∪D, and there
exists an open set O1 ⊂ O that is strongly pre-forward invariant and equals
to O1 ∩ (C ∪D).

The combination of Lemmas 3 and 4 not only provides Lyapunov charac-
terizations of pre-asymptotic stability (and even a strong result on converse
Lyapunov theorems for pre-asymptotic stability), but also allows us to es-
tablish an equivalent Lyapunov characterization of hybrid systems with pre-
asymptotically stable zero-dynamics in the next section.

In the following result we give sufficient conditions for ΩH(X ) to be pre-
asymptotically stable for hybrid systems.

Theorem 5. Suppose Assumption 1 holds. If the set X ⊂ O is such that each
solution starting in X is bounded with respect to O and ΩH(X ) ⊂ int(X ) then
ΩH(X ) is a compact pre-asymptotically stable set with pre-basin of attraction
containing X ∩ (C ∪D).

Corollary 3. Suppose for the system H that there exist T > 0 and compact
sets X ⊂ O and Xo ⊂ O such that Xo ⊂ int(X ) and, each solution φ starting
in X is bounded with respect to O and φ(t, j) ∈ Xo for all (t, j) ∈ dom φ with
t+j ≥ T . Then Assumption 1 holds and ΩH(X ) ⊂ Xo ⊂ int(X ). In particular,
ΩH(X ) is a compact pre-asymptotically stable set with pre-basin of attraction
containing X ∩ (C ∪D).

8 Given an open set O1 containing a compact set A, a continuous function ω :
O1 → R≥0 is proper on O1 if ω(xi) → ∞ when xi converge to the boundary of
O1 or |xi| → ∞, and is a proper indicator for A on O1 if it is proper on O1 and
satisfies {x ∈ O1 : ω(x) = 0} = A.
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Theorem 5 parallels the stability result for omega limit sets of sets in [16,
Lemma 2.0.1] for continuous-time nonlinear systems (see also [4, Lemma 2.1]).

It is obvious that the weaker condition ΩH(X ) ⊂ X does not imply pre-
asymptotic stability for ΩH(X ). For example, consider any Lipschitz differ-
ential equation where the origin is an unstable equilibrium point and take
X = {0}. It is even possible to have ΩH(X ) ⊂ X and have ΩH(X ) globally
attractive without havingΩH(X ) pre-asymptotically stable. For example, con-
sider the system in [15, pp. 191-194] where the origin is globally attractive but
not stable.

The following result gives sufficient conditions for pre-asymptotic stability
of ΩH |Y

(X ) (recall that H |Y = (F,G,C ∩ Y, D ∩ Y)).

Proposition 3. Suppose Assumption 1 holds and let Y be closed relative to O.
Suppose, for the hybrid system H, each solution starting in X ∩Y is bounded
with respect to O, and ΩH(X ∩ Y) ⊂ int(X ). Then the hybrid system H |Y
is eventually uniformly bounded from X , each solution of H |Y starting in X
is bounded with respect to O and ΩH |Y

(X ) ⊂ int(X ). In particular, for the
system H |Y , ΩH |Y

(X ) is a compact pre-asymptotically stable set with pre-
basin of attraction containing X ∩ Y ∩ (C ∪D) 9.

We emphasize that none of the assumptions in the results above have guaran-
teed that ΩH(X ) is nonempty. One may ask, in the case when ΩH(X ) is empty,
when one can still guarantee the existence of a compact, pre-asymptotically
stable set contained in the interior of X with pre-basin of attraction containing
X . Such a characterization is given next.

Proposition 4. Let Assumption 1 hold. Suppose the set X ⊂ O is such that
each solution starting in X is bounded with respect to O and ΩH(X ) ⊂ int(X ).
There exists a nonempty, compact, pre-asymptotically stable set A ⊂ int(X )
with pre-basin of attraction containing X ∩ (C ∪D) if and only if there exists
a point x ∈ int(X ) such that either x /∈ C ∪D or R0

H(x) ⊂ int(X ).

5 Minimum Phase Zero Dynamics

In this section, we address the concept of zero dynamics and the minimum
phase property for hybrid systems with inputs. For an introduction to these
concepts for non-hybrid nonlinear control systems, see [17, Chapter 6].

9 The assumptions used in Proposition 3 are related to [4, Assumption 1]. In par-
ticular, the set Y in the proposition below should be associated with the set
{(z, w) : w ∈ W} where W is characterized in [4, Assumption 0] and X should be
associated with the set {(z, w) : z ∈ Z} where Z is a set of initial conditions given
in [4]. Furthermore, if Y is strongly (pre-)forward invariant (cf. [4, Assumption
0]), then Proposition 2 says that ΩH(X ∩ Y) = ΩH |Y

(X ).
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Consider the control-hybrid system

Hu

{
ẋ = f(x, u) (x, u) ∈ C

x+ = g(x, u) (x, u) ∈ D (2)

with state space O ⊂ R
n, where f : C → R

n and g : D → O are continuous,
and C,D ⊂ O × R

m are closed relative to O × R
m. Solutions of Hu are

defined in a manner that is analogous to the definition of solutions for H in
Section 2. The signal u is a hybrid control signal, i.e., like a hybrid arc but
instead of being locally absolutely continuous in t, it only needs to be locally
bounded and measurable. A solution is a pair (x, u) consisting of a hybrid
arc and a hybrid control signal that share the same hybrid time domain. In
particular, it is not possible to pick the domain of the hybrid control signal
independently from the domain of the state trajectory.

Associate to (2) an additional constraint (x, u) ∈ Y, i.e., consider the
control-hybrid system Hu

|Y . The “zero dynamics” (of Hu relative to Y) is
given by the hybrid system Hu

|Y . Let N denote the class of functions from
R≥0 to R≥0 that are continuous and nondecreasing. Given γ ∈ N , we use
Hu→γ

|Y to denote the hybrid system with the data

Fγ,Y(x) := co {z ∈ R
n : z = f(x, u), (x, u) ∈ C ∩ Y, |u| ≤ γ(|x|)} ,

Gγ,Y(x) := {z ∈ R
n : z = g(x, u), (x, u) ∈ D ∩ Y, |u| ≤ γ(|x|)} ,

Cγ,Y := {x ∈ R
n : ∃u ∈ R

m such that (x, u) ∈ C ∩ Y, |u| ≤ γ(|x|)} ,

Dγ,Y := {x ∈ R
n : ∃u ∈ R

m such that (x, u) ∈ D ∩ Y, |u| ≤ γ(|x|)} .
(3)

Let Y∗ := {x ∈ R
n : ∃u ∈ R

m such that (x, u) ∈ Y, |u| ≤ γ(|x|)}. The zero
dynamics of Hu relative to Y is said to be (robustly) pre-asymptotically sta-
ble from the compact set X ⊂ O if, for each γ ∈ N , the system Hu→γ

|Y is
such that each solution starting in X is bounded with respect to O and
ΩHu→γ

|Y
(X ) ⊂ int(X ) ∩ Y∗; moreover, if ΩHu→γ

|Y
(X ) is empty then there exists

x ∈ int(X )∩Y∗ such that either x /∈ Cγ,Y ∪Dγ,Y or R0
Hu→γ

|Y
(x) ⊂ int(X )∩Y∗.

When the zero dynamics of Hu relative to Y is (robustly) pre-asymptotically
stable from the compact set X ⊂ O, we will say that Hu

|Y is strongly minimum
phase relative to X .

Example 10. Consider the nonlinear control system defined on R
3 × R

ẋ1 = x3
1 + x1u+ x2

2u
2

ẋ2 = x3

ẋ3 = q(x1, x2, x3) + u
y = x2

(4)
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where q : R
3 → R is continuous such that

|x1| > 1 =⇒ x1

(
x3

1 − x1q(x1, 0, 0)
)
< 0 . (5)

To check the minimum phase property, we must consider, for each function
γ ∈ N , the behavior of the (hybrid) system

⎡

⎣
ẋ1

ẋ2

ẋ3

⎤

⎦ ∈

⎧
⎨

⎩

⎡

⎣
x3

1 + x1u+ x2
2u

2

x3

q(x1, x2, x3) + u

⎤

⎦ , |u| ≤ γ(|x|)

⎫
⎬

⎭
(x, u) ∈ Y (6)

where Y :=
{
(x, u) ∈ R

3 × R : x2 = 0
}
. We check the minimum phase prop-

erty relative to a compact set X containing the set [−1, 1]× {0} × {0} in its
interior. We note that, regardless of the function γ, in order to flow in the set
Y we must have x2(t) = x3(t) = 0 for all t in the maximal interval of defini-
tion and ẋ3(t) = 0 for almost all such t. From this it follows that flowing is
only possible from points (x1, 0, 0) such that |q(x1, 0, 0)| ≤ γ(|x1|). Whenever
flowing is possible, it must be the case that, for almost all t,

ẋ1(t) = x1(t)3 − x1(t)q(x1(t), 0, 0) .

Using (5), the set [−1, 1] × {0} × {0} is strongly forward invariant for (6).
It also follows from (5) that, when the Ω-limit set of (6) is nonempty, it is
contained in the set [−1, 1] × {0} × {0} which, by assumption, is contained
in int(X ) ∩ Y∗. Then, the system (4) is minimum phase relative to X . When
the Ω-limit set is empty, which is the case for some functions γ ∈ N and q
satisfying (5) (for example, consider q(x1, 0, 0) = 1 + 2x2

1 and γ ≡ 0), there
are no complete solutions to (6). In turns out that, due to (5), we can take
any point x the set [−1, 1]×{0}× {0} and get that R0

Hu→γ
|Y

(x) ∈ int(X )∩Y∗.
This shows that the system (4) is minimum phase relative to X . �

Following the ideas in the example above, one can compare the zero dynamics
notion given above to the description used in [4]. In the latter case, one iden-
tifies a subset of Y, called the zero dynamics kernel, that is viable at every
point and a (unique) feedback control selection that makes the zero dynamics
kernel viable. In contrast, we work with the dynamics on all of Y and do not
insist on viability. A possible advantage of the latter approach is that it leads
to an equivalent Lyapunov characterization of the minimum phase property
where the Lyapunov function is shown to be decreasing on all of Y, not just
on the zero dynamics kernel and not just for certain control values. This re-
sult is provided next and is a consequence of Lyapunov characterizations of
pre-asymptotic stability in the last section.

Theorem 6. Let X ⊂ O be compact. For system (2), the following statements
are equivalent.

(a) Hu
|Y is strongly minimum phase relative to X ;
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(b) For each γ ∈ N there exists a nonempty open set O1 ⊂ O containing
X , and a nonempty compact set A ⊂ int(X ) such that for each proper
indicator ω : O1 → R≥0 for A on O1 there exists a smooth function
V : O1 → R≥0 and class-K∞ functions α1 and α2 such that

α1(ω(x)) ≤ V (x) ≤ α2(ω(x)) ∀x ∈ O1 ,
〈∇V (x), f(x, u)〉 ≤ −V (x) ∀(x, u) ∈ C ∩ Y, |u| ≤ γ(|x|) ,

V (g(x, u)) ≤ e−1V (x) ∀(x, u) ∈ D ∩ Y, |u| ≤ γ(|x|) .

There have been several alternative characterizations of minimum phase zero
dynamics that have appeared in the literature. In [24], the authors provide
a notion of minimum phase (relative to an equilibrium point) that again asks
for viability of a zero dynamics kernel and the existence of a stabilizing control
selection, but allows for other control selections that are destabilizing. The
system in [24, Example 1] is minimum phase in the sense of [24] but it is
not strongly minimum phase in the sense of the current paper. Compared to
what we have proposed, one could call the notion in [24] a weak minimum
phase property (like the distinction between weak and strong invariance.)
It is easy to define a weak minimum phase property in the context of Ω-
limit sets for hybrid systems by replacing u by a stabilizing, locally bounded
feedback, forming the convex hull and considering Ω-limit sets. Lyapunov
characterizations of this property would also be straightforward, with the
Lyapunov function decreasing everywhere that the output is zero but only for
control values close to those of the stabilizing feedback.

The minimum phase property is also addressed in [20, Definition 3] where
more general notions, output-input stability [20, Definition 1] and weak uni-
form 0-detectability, are introduced. In output-input stability, the state and
the input should be bounded by the output and its derivatives plus a func-
tion of the norm of the state that decays with time. When evolving in the
set where the output is zero, so that the derivatives are also zero, this asks
for convergence of the input and state to zero, which is a property that is
similar to our strong minimum phase property in the case where the Ω-limit
set is the origin and the functions γ are required to be zero at zero. Many
interesting phenomena appear by considering dynamics outside of the output
zeroing set, and this is in large part the focus of the paper [20]. Included in this
work is a Lyapunov characterization of weak uniform 0-detectability, which is
like output-input stability but without imposing a bound on the input. The
authors of [20] also provide an example that partially motivates bounding the
inputs by some function of the state in the Lyapunov characterization of the
minimum phase property.

The work [12] also considers a strong minimum phase property, much
like the one we have presented but for equilibria, and discusses its Lyapunov
characterization. In [12], the decrease condition for the Lyapunov function is
in the set where the output and all of its derivatives are zero, a set related to
the zero dynamics kernel mentioned above. This is in contrast to our result
when the Lyapunov function decreases everywhere in the set where the output
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is zero. Like the example mentioned in [20], [12, Example 2] again motivates
restricting the size of the input as a function of the size of the state in order
to get a converse Lyapunov theorem.

6 Feedback Stabilization for a Class of Strongly
Minimum Phase, Relative Degree One Hybrid Systems

Consider the control-hybrid system

Hu

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ż = f̂(z, ζ)
ζ̇ = q(z, ζ) + u

}

(z, ζ) ∈ Ĉ

z+ = ĝ(z, ζ)
ζ+ = r(z, ζ)

}

(z, ζ) ∈ D̂

where z ∈ R
n1 ; ζ, u ∈ R

n2 ; O = R
n1+n2 is the state space; f̂ , ĝ : R

n1 ×R
n2 →

R
n1 and q, r : R

n1×R
n2 → R

n2 are continuous functions and the sets Ĉ and D̂
are closed relatively to O (per the Standing Assumption 1). We investigate the
effect of the feedback control algorithm u = −kζ with k > 0 to be specified. We
make suitable assumptions, made explicit below, that guarantee this feedback
steers ζ to zero while keeping the entire state bounded. The zero dynamics
corresponding to the output y = ζ play a crucial role.

To match the notation of the previous section, we define f = [f̂ q]T ,
g = [ĝ r]T , C := Ĉ×R

m andD := D̂×R
m. We also define Ŷ := {(z, ζ) : ζ = 0}

and Y := Ŷ × R
m. We note that Y� = Ŷ.

Assumption 2. Let X ⊂ O be compact. The system Hu
|Y is strongly minimum

phase relative to X .

Regardless of γ ∈ N , as long as the solutions ofHu→γ
|Y exist, they are solutions

of the hybrid system

H◦

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ż = f̂(z, 0)
ζ̇ = 0

}

(z, ζ) ∈ Ĉ ∩ Ŷ

z+ = ĝ(z, 0)
ζ+ = r(z, 0)

}

(z, ζ) ∈ D̂ ∩ Ŷ .

(7)

Thus, to check the conditions for the strong minimum phase property, it is
enough to check them for the system (7). It is worth noting that, depending
on γ, the system (7) may have more solutions than the zero dynamics. This is
because, for a given γ ∈ N and a certain z, the zero value may not belong to
the set {q(z, 0)}+γ(|z|)B. However, when γ ∈ N is such that |q(z, 0)| ≤ γ(|z|)
for all z then the solutions of the zero dynamics agree with the solutions of (7).
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Define A◦ := ΩH◦(X ), where X is given in Assumption 2, for the case
where ΩH◦(X ) is nonempty. Otherwise, one can take A◦ to be either the
point in int(X ) ∩ Ŷ that is not in Ĉ ∪ D̂ or else the reachable set for H◦
from the point in int(X ) ∩ Ŷ having the property that this reachable set is
contained in int(X )∩Ŷ . Necessarily the set A◦ is pre-asymptotically stable for
H◦. Let O1 be the largest open set such that, for the system H◦, the pre-basin
of attraction for A◦ is O1 ∩ (Ĉ ∪ D̂) ∩ Ŷ . We note that (z, ζ) ∈ O1 does not
put a restriction on ζ.

In addition to the strong minimum phase assumption, we make some sim-
plifying assumptions on the functions q, r, f̂ and ĝ in order to give the flavor
for the kinds of results that are possible. With a good knowledge of the non-
linear control literature, the reader may be able to see the directions in which
these assumptions can be relaxed, especially in light of the converse Lyapunov
theorem for the strong minimum phase property, as given in Theorem 6. (Also
see the discussion in Section 7.)

We let K ⊂ O1 denote a compact set over which we expect the closed-loop
system to operate. It can, and should, be chosen to contain a neighborhood
of A◦. In order to state the assumptions succinctly, we make the definitions

F (z, ζ, u) :=
[

f̂(z, ζ)
q(z, ζ) + u

]

, G(z, ζ) :=
[
ĝ(z, ζ)
r(z, ζ)

]

.

Assumption 3. There exist c > 0 and δ > 0 such that

(a) a) (z, ζ) ∈ K ∩ D̂ =⇒ |r(z, ζ)| ≤ c|ζ|;
b) (z, ζ) ∈

(
K ∩ Ĉ

)
+ δB =⇒ |q(z, ζ)| ≤ c|ζ|;

(b) There exists a closed set D̂e ⊂ O such that D̂ ⊂ D̂e and G(D̂) ∩ D̂e = ∅;
(c) for almost all (z, ζ) ∈

(
K ∩ Ĉ

)
+ δB and all u such that 〈ζ, u〉 ≤ 0,

−〈∇|(z, ζ)|D̂e
, F (z, ζ, u)〉 ≤ c . (8)

Remark 6. The condition (8) is certainly satisfied when |(z, ζ)|D̂e
is indepen-

dent of ζ, i.e., when the jump condition depends only on z. The condition in
the third item guarantees that the flow for ζ, which can be controlled, is given
enough time to dominate the jump behavior of ζ. In particular, it rules out
Zeno solutions for the closed-loop control system. �

Theorem 7. Under Assumptions 2-3, there exists k∗ ≥ 0 such that for each
k ≥ k∗, using the feedback control law u = −kζ in the control system Hu

results in the following property: The set A◦ is pre-asymptotically stable with
pre-basin of attraction containing the set of all initial conditions having the
property that the ensuing solutions remain in the set K.

In the proof of this result, we use the positive semidefinite Lyapunov function
V (z, ζ) := ρ(|(z, ζ)|D̂e

)|ζ|2 to establish, under the stated assumptions, that
there exist k∗ ≥ 0 and an uniform bound on the ζ component of all solutions
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to Hu remaining in K when using the control law u = −kζ, k ≥ k∗ and that
trajectories remaining in K converge uniformly to Ŷ. Then Corollary 2 and
Theorem 5 are used to draw the stated conclusion.

Example 11. Consider the hybrid system given by

Hu

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[
ż1
ż2

]

=
[
z2
−g

]

[
ζ̇1
ζ̇2

]

=
[
u
u

]

⎫
⎪⎪⎬

⎪⎪⎭

(z, ζ) ∈ Ĉ := {(z, ζ) : z1 ≥ 0, ζ1 = ζ2}

[
z1
z2

]+
=
[
a
0

]

[
ζ1
ζ2

]+
=
[
ζ1 + η(ζ1)
ζ2 + η(ζ2)

]

⎫
⎪⎪⎬

⎪⎪⎭
(z, ζ) ∈ D̂ := {(z, ζ) : z1 = 0, z2 ≤ 0} ,

where z, ζ ∈ R
2, u ∈ R, η : R → R is a locally Lipschitz continuous function

satisfying η(0) = 0, a > 0, g > 0, and the state space is given by O := R
4. Let

the control law be given by u = −kζ. The hybrid systemHu can be interpreted
as a simplified model of an actuated particle, with horizontal position given by
ζ1, moving on a concave-shaped surface and experiencing impacts with a free-
falling particle, with height z1, vertical velocity z2, and horizontal position ζ2.
In this setting, the goal is to stabilize the horizontal position of the actuated
particle to ζ1 = 0 under the effect of the impacts with the free-falling particle,
which occur when z1 = 0 and z2 ≤ 0, and affect the position of the actuated
particle by η(ζ1). The horizontal position of the free-falling particle (ζ2) tracks
the position of the actuated particle (ζ1) to guarantee the collision. At impacts,
the free-falling particle is repositioned to the height given by a with zero
vertical velocity. In the simplified model given above, the actuated particle
moves only horizontally but the effect of the free-falling particle impacting
with the actuated particle on a concave-shaped surface are captured in the
function η. In this particular physical situation, the function η will be such
that it has the same sign as its argument. Note that we do not need to assume
this as our result hold for more general functions η.

The solutions to the zero dynamics ofHu, denoted byHu
|Y with Y = Ŷ×R,

Ŷ = {(z, ζ) : ζ = 0}, are such that ζ = 0 and the z-component of the solutions
is reset to [a 0]T , then flows until the jump set is reached, and then it is
reset to [a 0]T from where this evolution is repeated. (For the illustration
given by the physical system above, the solutions to Hu

|Y are such that the
actuated particle stays at ζ1 = 0 and the free-falling particle, with ζ2 = 0,
falls from z1 = a with zero velocity, then impacts with the actuated particle,
and then is reset to z1 = a, z2 = 0 again for another free fall.) We now
check that Assumption 2 holds. For any compact set X = X1 × X2 ⊂ O,
X1,X2 ⊂ R

2, such that X1 contains a neighborhood of [0, a]× [−
√

2a g, 0] and
X2 contains a neighborhood of {0} ⊂ R

2, the zero dynamics of the system
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Hu relative to Y is (robustly) pre-asymptotically stable (in fact, the omega
limit set ΩHu→γ

|Y
(X ) can be explicitly computed to check that it is nonempty

and satisfies ΩHu→γ
|Y

(X ) ⊂ int(X ) ∩ Ŷ). Let K ⊂ O be compact. We now
check Assumption 3. Items 1.a and 1.b hold by inspection. Item 2 holds with
D̂e = D̂ since after every jump we have z1 = a > 0. Item 3 automatically
holds since |(z, ζ)|D̂e

is independently of ζ. Note that Assumption 3 holds for
every set K ⊂ O. It follows by Theorem 7 that there exists k∗ > 0 such that
the set A◦ = ΩHu→γ

|Y
(X ) is pre-asymptotically stable for the hybrid system

Hu with u = −kζ, k ≥ k∗. �

7 Comments on Output Regulation and Conclusions

We conclude this paper by comparing the assumptions of the previous section
to the assumptions that are in place in the (non-hybrid) output regulation
[4] problem after a preliminary compensator is introduced to cancel the term
q(z, 0), found in the ζ̇ equation, as the term evolves along solutions of the
zero dynamics. (See the immersion assumptions in [4, 5] and the relaxation
in [6]; we acknowledge that we have not given any thought to accomplishing
this preliminary step in the context of hybrid systems).

First we note that, even in the presence of a Poisson stable exosystem, our
strong minimum phase assumption holds under [4, Assumption 1]. This can
be achieved by restricting the flow (and jump) sets to the forward invariant
set W of [4, Assumption 0] and recognizing that our strong minimum phase
property is expressed in terms of pre-asymptotic stability, so that there is
nothing to check for solutions that start outside of W . Moreover, with the
forward invariance assumption on W and the other assumptions in [4] the
Ω-limit set for H◦ (see (7)) is non-empty the dynamics restricted to the zero
dynamics kernel is complete and bounded.

Thus, the main extra condition we are assuming is that

|q(z, ζ)| = 0 ∀(z, ζ) ∈ C ∩ Y

whereas the preliminary steps in output regulation only provide that

|q(z, ζ)| = 0 ∀(z, ζ) ∈ C ∩ Y ∩ A◦ .

(See, for example, the assumptions in [7, Proposition 4.1].) With such a re-
laxed assumption, and using the control u = −kζ, the interconnection of z
and ζ will not behave like a cascade of systems, like it did in the previous sec-
tion. Like in the continuous-time case, the analysis for the full interconnection
would then require either a small gain argument or a full-state Lyapunov argu-
ment. We do not pursue such an approach here for hybrid systems, but we do
mention that such arguments for general hybrid systems are in preparation.
We also add here that, unlike in the non-hybrid case (see [7]), exponential
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stability for hybrid systems with Lipschitz data does not necessarily imply
local input-to-state stability with finite gain (see the counterexample in [8,
Example 1]). Thus, exponential stability for the zero dynamics will not guar-
antee that one can achieve asymptotic stability for A◦ using a feedback of the
form u = −kζ. Nevertheless, even without exponential stability for the zero
dynamics, a nonlinear feedback of ζ should be able to achieve the goals of
output regulation: driving ζ to zero while keeping the full state bounded.

We conjecture that the preliminary steps of output regulation can be solved
for a class of minimum phase, relative degree one hybrid systems, like those
considered in the previous section, and that emerging tools for the analysis
of interconnected hybrid systems will permit concluding output regulation
results that parallel what is known in the continuous-time case.

The present paper should at least put into place the pieces related to
the characterization of Ω-limit sets that are required to start tackling output
regulation for hybrid systems.
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properties of hybrid automata. IEEE Trans. on Automat. Contr., 48(1):2–17,
2003.

22. V.S. Melnik and J. Valero. On attractors of multivalued semi-flows and
differential inclusions. Set-Valued Analysis, 6(1):83–111, 2004.

23. A. N. Michel, L. Wang, and B. Hu. Qualitative Theory of Dynamical Systems.
Pure and Applied Mathematics, Marcel Dekker, 2001.
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Summary. This paper is focused on the problem of output regulation for non-
linear systems within the main framework developed in [23]. The main goal is to
complement that theory with some new results showing how the dimension of the
internal model-based regulator can be reduced by preserving the so-called internal
model property. It is shown how the problem of reducing the regulator dimension
can be approached by identifying “observability” parts of the so-called steady-state
input generator system. A local analysis based on canonical geometric tools and
local observability decomposition is also presented to identify lower bounds on the
regulator dimension. Possible benefits in designing redundant internal models are
also discussed.

This work is dedicated to Prof. Alberto Isidori
on the occasion of his 65th birthday.

1 Introduction

One of the main issue in control theory is in the ability to capture information
about the plant to be supervised and the environment in which it operates and
to employ such a knowledge in the design of the controller in order to achieve
prescribed performances. A well-known control framework where such an issue
is particularly emphasized, is the one of output regulation (see, besides others,
[4], [19]) in which the problem is to design a regulator able to asymptotically
offset the effect, on a controlled system, of persistent exogenous signals which
are thought as generated by an autonomous system (the so-called exosystem)
of known structure but unknown initial condition. Indeed, as pioneered in
a linear setting in [12] and in a nonlinear setting in [18], the controller, to suc-
ceed in enforcing the desired asymptotic properties, is necessarily required to
be designed by employing the a-priori knowledge of the environment in which
the plant operates provided, in the classical framework, by the structure of
the exo-system. This, in turn, has led to the fundamental concept of internal
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model and to the identification of design procedures for internal model-based
regulators. To this respect the crucial property required to any regulator solv-
ing the problem is to be able to generate all possible steady state“feed-forward”
control inputs needed to enforce an identically zero regulation error, namely
the control inputs able to render invariant the so-called zero error manifold.
This is what, in the important work [4], has been referred to as internal model
property.

The design of regulators with the internal model property in a nonlinear
context necessarily requires the ability to address two major points. The first
regards the extension of the notion of steady state for nonlinear systems which,
clearly, is instrumental to properly formulate the internal model property. The
number of attempts along this direction which appeared in the related litera-
ture started with the work [18], in which the steady state has been character-
ized in terms of the solution of the celebrated regulator equations (somewhere
also referred to as Francis-Isidori-Byrnes equations), and culminated with the
notion recently given in [4]. In this work the authors showed how the right
mathematical tool to look for is the omega limit set of a set and, upon this
tool, they built up a non-equilibrium framework of output regulation.

The second critical point to be addressed consists of identifying method-
ologies to design regulators which on one hand posses the internal model
property, and, on the other hand, enforce in the closed-loop system a steady
state with zero regulated error. This double requirement justifies the usual
regulator structure constituted by a first dynamical unit (the internal model),
designed to provide the needed steady-state control action, and a second dy-
namical unit (the stabilizer), whose role is to effectively steer the closed-loop
trajectories towards the desired steady-state. Of course the design of the two
units are strongly interlaced in the sense that the ability of designing a sta-
bilizer is affected by the specific structure of the internal model which, as
a consequence, has to be identified with an eye to the available stabiliza-
tion tools. The need of satisfying simultaneously the previous two properties
motivated the requirement, characterizing all the frameworks appeared in lit-
erature, that the dynamical system defining all possible “feed-forward” inputs
which force an identically zero regulation error be “immersed” into a system
exhibiting certain structural properties. This requirement is what, in litera-
ture, is referred to as “immersion assumption”. This is the side where, in the
literature of the last fifteen years or so, the research attempts have mostly
concentrated by attempting to weaken even more the immersion assumption.
At the beginning, the system in question was assumed to be immersed into
a linear known observable system (see [15], [21], [3], [24]). This assumption has
been then weakened, in the framework of adaptive nonlinear regulation (see
[25]), by asking immersion into a linear un-known (but linearly parameterized)
system. Subsequent extensions have been presented in [6] (where immersion
into a linear system having a nonlinear output map is assumed) and in [7]
(where immersion into a nonlinear system linearizable by output injection is
assumed). Finally the recent works in [5] and [8] (see also [9]) have definitely
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focused the attention on the design of nonlinear internal models requiring
immersion into nonlinear systems described, respectively, in a canonical ob-
servability form and in a nonlinear adaptive observability form.

As clearly pointed out in [9], the inspiring idea in all the previous works
was to adopt methodologies for the design of the internal model inherited by
the design of observers. This perspective, along with the new theory to design
nonlinear observers proposed in [20] and developed in [1], played a crucial role
to completely drop the immersion assumption in the work [23]. In plain words
the main achievement in [23] has been to show that the steady state input
rendering invariant a compact attractor to be stabilized by output feedback
can be dynamically generated, in a robust framework, by an appropriately
designed regulator without any specific condition on this input (required, on
the contrary, in the past through the immersion assumption).

This paper aims to extend [23] by exploring conditions under which the di-
mension of the controller can be decreased while preserving the internal model
property and, on the other side, to show potential advantage in the regula-
tor design resulting from a redundant implementation of the internal model.
The major achievement in the reduction results is to show that the identifica-
tion of an “essential” internal model is intimately related to the identification
of “observability” parts of the so-called steady-state input generator system.
Motivated by this result we show how a local analysis based on canonical geo-
metric tools and local observability decomposition is useful to identify lower
bounds on the regulator dimension. On the other side, it is presented a result
showing that implementing a not essential internal model, in the sense better
specified in the paper, leads to a simplification in the structure of the stabilizer
which can be taken linear. Basically, the results presented in the paper reveal
a trade-off between the redundancy of the internal model and the simplicity
of the stabilizer.

The paper is organized as follows. In the next section we briefly review
the framework of output regulation and the solution given in [23]. Section 3,
articulated in two subsections, present the new results regarding essen-
tial regulators and the potential advantage coming from redundant internal
models. Finally, Section 4 presents some concluding remarks.

2 The Framework of Output Regulation

2.1 The Class of Systems and the Problem

The typical setting where the problem of nonlinear output regulation is for-
mulated is the one in which it is given a smooth nonlinear system described
in the form3

3 The form (1) is easily recognized to be the well-known normal form with rel-
ative degree 1 and unitary high-frequency gain (see [17]). As discussed in [23],
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ż = f(w, z, y)
ẏ = q(w, z, y) + u , (1)

with state (z, y) ∈ R
n ×R and control input u ∈ R and measurable output y,

influenced by an exogenous input w ∈ R
s which is supposed to be generated

by the smooth exosystem
ẇ = s(w) (2)

whose initial state w(0) is supposed to range on an invariant compact set
W ⊂ R

s. Depending on the control scenario, the variable w may assume
different meanings. It may represent exogenous disturbances to be rejected
and/or references to be tracked. It may also contain a set of (constant or
time-varying) uncertain parameters affecting the controlled plant. Associated
with (1) there is a regulated error e ∈ R expressed as

e = h(w, z, y) (3)

in which h : R
s × R

n × R→ R is a smooth function.
For system (1)–(2)–(3) the problem of semiglobal output regulation is de-

fined as follows. Given arbitrary compact sets Z ⊂ R
n and Y ⊂ R find, if

possible, an output feedback controller of the form

η̇ = ϕ(η, y)
u = #(η, y) (4)

with state η ∈ R
ν and a compact set M ⊂ R

ν such that, in the associated
closed-loop system (1), (2), (4) the positive orbit of W×Z×Y ×M is bounded
and, for eachw(0), z(0), y(0), η(0) ∈W×Z×Y×M , limt→∞ e(t) = 0 uniformly
in w(0), z(0), y(0), η(0).

As in [23], we approach the solution of the problem at issue under the
following assumption formulated on the zero dynamics (with respect to the
input u and output y) of system (1), namely on the system

ẇ = s(w)
ż = f(w, z, 0) . (5)

Note that, as a consequence of the fact that W is an invariant set for ẇ =
s(w), the closed cylinder C := W × R

n is locally invariant for (2)–(5) and
thus it is natural to regard this system on C and endow the latter with the
subset topology. This, indeed, is done in all the forthcoming analysis and, in
particular, in the next assumption.

Assumption 1. There exists a compact set A ⊂ R
s+n which is locally asymp-

totically stable for (5) with a domain of attraction which contains the set of
initial conditions W × Z. Furthermore, h(w, z, 0) = 0 for all (w, z) ∈ A.

Section 2.2, (see also [8]) the more general case (higher relative degree and not
unitary high frequency gain) can be dealt with with simple modifications which,
for sake of compactness, are not repeated here.
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Following [4] this assumption can be regarded as a “weak” minimum phase
assumption, with the adjective weak to highlight the fact that the “forced”
zero dynamics of the plant ż = f(w, z, 0) is not required to posses input-to-
state stability (with respect to the input w) properties nor that the “unforced”
ż = f(0, z) dynamics exhibit equilibrium points with prescribed stability prop-
erties.

2.2 The Asymptotic Regulator in [23]

The regulator proposed in [23] to solve the problem at hand is a system of
the form

η̇ = Fη +Gu η ∈ R
m

u = γ(η) + v

v = −κ(y) ,

(6)

in which m > 0, (F,G) ∈ R
m×m × R

m is a controllable pair with F Hurwitz
and γ : R

m → R and κ : R → R are suitable continuous maps. The initial
condition of (6) is supposed to be in an arbitrary compact set M ⊂ R

m.
The key result proved in [23] is that, under the only assumption stated

in Section 2.1, there exist a lower bound for m, a choice of the pair (F,G)
and of the maps γ and κ such that the regulator (6) succeeds in solving the
problem at hand. In this subsection we run very briefly over the key steps and
ideas followed in [23] to prove this, which are instrumental for the forthcoming
analysis in Section 3.

First of all, for sake of compactness, define z := col(w, z) and rewrite
system (5) as ż = f0(z) where

f0(z) := col(s(w), f(w, z, 0)) . (7)

Consistently set q0(z) := q(w, z, 0). A key role in the regulator (6) is played
by the function γ( · ) which is supposed to be an at least continuous function
satisfying the design formula

q0(z) + γ ◦ τ(z) = 0 ∀ z ∈ A (8)

with the function τ : A → R
m a continuous function satisfying

Lf0τ(z) = Fτ(z) −Gq0(z) ∀ z ∈ A (9)

where Lf0 denotes the Lie derivative along f0.
In order to motivate the design formulas (8)–(9), consider the closed-loop

system (1), (2), (6) given by

ẇ = s(w)
ż = f(w, z, y)
η̇ = Fη +Gγ(η) + v
ẏ = q(w, z, y) + v .

(10)



268 L. Marconi, L. Praly

The crucial property exhibited by this system is that, by the fact that the set
A is forward invariant for (5) (as a consequence of the fact that A is locally
asymptotically stable for (5)) and by (8), (9), the set

graph(τ)× {0} = {(z, η, y) ∈ A× R
m × R : η = τ(z) , y = 0} (11)

is a forward invariant set for (10) (with v ≡ 0) on which, by assumption,
the regulation error e is identically zero. This, in turn, makes it possible to
consider the problem of output regulation as a set stabilization problem in
which the issue is to design the function κ so that the set (11) is locally
asymptotically stable for (10) with v = κ(y) with a domain of attraction
containing the set of initial conditions. Both the existence of a γ (and of the
pair (F,G)) satisfying (8), (9) and the existence of κ so that the set (11) is
locally asymptotically stable for (10) with v = κ(y) are issues which have been
investigated in [23] and [22]. In the remaining part of the section we present
the main result along this direction. We start with a proposition presenting
the main result as far as the existence of γ is concerned (see Propositions 2
and 3 in [23]).

Proposition 1. Set
m ≥ 2(s+ n) + 2 .

There exist an  > 0 and a set S ⊂ CI of zero Lebesgue measure such that if
σ(F ) ⊂ {λ ∈ CI : Reλ < −} \ S, then there exists a function τ : A → R

m

solution of (9) which satisfies the partial injectivity condition

|q0(z1)− q0(z2)| ≤ #(|τ(z1)− τ(z2)|) for all z1, z2 ∈ A (12)

where # is a class-K function. As a consequence of (12) there exists a contin-
uous function γ satisfying (8).

On the other hand the problem of designing the function κ so that (11) is lo-
cally asymptotically stable for (10) with v = κ(y) can be successfully handled
by means of a generalization of the tools proposed in [27] (see also [17]) for
stabilization of minimum-phase systems via high-gain output feedback. Here,
in particular, is where the “weak” minimum phase assumption presented in
Section 2.1 plays a role. The main result in this direction is presented in the
following proposition collecting the main achievements of Theorems 1 and 2
and Proposition 1 in [23].

Proposition 2. Let the pair (F,G) and the function γ be fixed according to
Proposition 1. There exists a continuous κ such that the set graph(τ) × {0}
is asymptotically stable for (10) with v = −κ(y) with a domain of attraction
containing W × Z ×X × Y .
Furthermore, if γ is also locally Lipschitz and A is locally exponentially stable
for (5) then there exists a k� > 0 such that for all k ≥ k�, the set (11) is
locally asymptotically stable for (10) with v = −ky.
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The issue of providing an explicit expression of γ, whose existence is guaran-
teed by Proposition 1, has been dealt with, in an exact and approximated way,
in the work [22]. For compactness we present only one of the two expressions
of γ given in [22] to which the interested reader is referred for further details.
In formulating the expression of γ it is argued that the class-K function # in
(12) satisfies

#(|x3 − x1|) ≤ #(|x3 − x2|) + #(|x1 − x2|) ∀ (x1, x2, x3) ∈ R
3m . (13)

This, indeed, can be assumed without loss of generality as shown in the proof
of Proposition 3 of [22].

Proposition 3. Let τ be fulfilling (12) with a function # satisfying (13). Then
the function γ : R

m → R defined by

γ(x) = inf
z∈A
−q0(z) + min{#(|x− τ(z)|), 2Q} (14)

where Q = supz∈A q0(z) satisfies (8).

2.3 Comments on the Results

As clear by the previous analysis, the desired asymptotic behavior of the sys-
tem (1) is the one in which the components (w, z) of the overall trajectory
evolve on A and the y component is identically zero. This, in turn, guaran-
tees, by the second part of the Assumption in Section 2.1, that the regulation
error (3) is asymptotically vanishing. In order to have this asymptotic desired
behavior enforced, a crucial property required to the regulator is to be able
to generate any possible asymptotic control input which is needed to keep y
identically zero while having (w, z) evolving on A. This, in turn, is what in [4]
has been referred to as internal model property (with respect to A), namely
the property, required to any regulator solving the problem at hand, of repro-
ducing all the “steady state” control inputs needed to keep the regulated error
to zero. By bearing in mind (10) and the notation around (8)–(9), it is not
hard to see that, in our specific context, the regulator (6) posses the asymp-
totic internal model property with respect to A if for any initial condition
z0 ∈ A of the system

ż = f0(z)
yz = −q0(z)

(15)

yielding a trajectory z(t), t ≥ 0, there exists an initial condition η0 ∈ R
m of

the system
η̇ = Fη −Gq0(z(t))
yη = γ(η) (16)

such that the corresponding two output trajectories yz(t) and yη(t) are such
that yz(t) = yη(t) for all t ≥ 0. This, indeed, is what is guaranteed by the
design formulas (8)–(9). As a matter of fact, by taking η0 = τ(z0), the two
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formulas (8)–(9) along with the fact that A is forward invariant for (15), imply
that the corresponding state trajectory η(t) of (16) is such that η(t) = τ(z(t))
for all t ≥ 0 and, by virtue of (8), that yz(t) = yη(t) for all t ≥ 0. In these terms
the triplet (F,G, γ( · )) qualifies as an internal model able to reproduce all the
asymptotic control inputs which are required to enforce a zero regulation error.

Seen from this perspective, Proposition 1 fixes precise conditions under
which the asymptotic internal model property can be achieved by a regulator
of the form (6). In particular it is interesting to note that, for the function γ
to exist, the dimension m of the internal model is required to be sufficiently
large with respect to the dimension s+n of the dynamical system (15) whose
output behaviors must be replied.

The result previously presented gains further interest in relation to the
theory of nonlinear observers recently proposed in [20] and developed in [1],
which has represented the main source of inspiration in [23]. In the observation
framework of [20], systems (15), (16) are recognized to be the cascade of the
“observed” system (15), with state z and output yz, driving the “observer”
(16) whose output γ(η) is designed to provide an asymptotic estimate of the
observed state z. To this purpose, in [1], the map γ( · ) is computed as the
left-inverse of τ( · ), i.e. such that γ(τ(z)) = z for all z ∈ A, with τ solution
of (9). Such a left-inverse, as shown in [1], always exists provided that the
dimension of η is sufficiently large (precisely dim(η) ≥ 2dim(z) + 2 as in
Proposition 1) and certain observability conditions for the system (f0,q0) hold.
To this regard it is interesting to note that, in the context of output regulation,
the observability conditions are not needed as the design of γ( · ), in order
to achieve the internal model property, is done in order to reconstruct the
output q0(z) of the observed system and not the full state z. This motivates
the absence of observability conditions for the system (f0,q0) in Proposition 1
and, in turn, the absence of immersion conditions in the above framework.

3 Essential and Redundant Internal Models

3.1 Essential Regulators

The goal of this part is to enrich the results previously recalled by exploring
conditions under which the dimension m of the regulator (6) (fixed, according
to Proposition 1, to be 2(s + n) + 2) can be reduced in order to obtain an
essential regulator preserving the internal model property.

As discussed in Section 2.3, the crucial feature required to the regulator
(6) in order to posses the internal model property with respect to A is that
system (16) is able, through its output yη, to reproduce all the possible output
motions of the system (15) with initial conditions taken in the set A, the latter
being a compact set satisfying the basic assumption in Section 2.1. From
this, it seems natural to approach the problem of identifying an essential
regulator by addressing two subsequent issues. First, to address if there exists
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a minimal set A0 satisfying the basic assumption in Section 2.1. This would
lead to identify steady state trajectories for (5) which originate essential output
behaviors of (15) to be captured by the internal model. Second, to identify
conditions under which all the output behaviors of (15) originating from initial
conditions in A0 can be reproduced by the output of a system of the form
(16) of minimal dimension (i.e. lower than 2(s+ n) + 2). This would lead to
identify an essential internal model (F,G, γ( · )) possessing the internal model
property with respect to A0 and thus suitable to obtain an essential regulator
of the form (6).

In the next proposition we address the first of the previous issues, by
showing the existence of a minimal set satisfying the assumption in Section 2.1
which turns out to be (forward and backward) invariant for (5) as precisely
formulated in the following. The set in question turns out to be the ω-limit set
of the set W × Z of system (5), denoted by ω(W × Z) (see [13]), introduced
in [4] in the context of output regulation.

Proposition 4. Let A be a set satisfying the assumption in Section 2.1. Then
the set A0 := ω(W × Z) is the unique invariant set such that A0 ⊆ A which
is asymptotically stable for (5) with a domain of attraction W ×D with Z ⊂
D. Furthermore the set in question is minimal, that is there does not exist
a compact set A1 ⊂ A0 which is asymptotically stable for (5) with a domain
of attraction of the form W ×D with Z ⊂ D.

Proof. With the notation introduced around (7) in mind and by defining
Z = W × Z, note that, as the positive flow of (5) is bounded, the omega
limit set4 ω(Z) of the set Z exists, is bounded and uniformly attracts the
trajectories of (5) originating from Z, namely for any ε > 0 there exists a
tε > 0 such that dist(z(t, z), ω(Z)) ≤ ε for all t ≥ tε and z ∈ Z where z(t, z)
denotes the trajectory of ż = f0(z) at time t passing through z at time t = 0
(see [13]). Furthermore it is possible to prove that ω(Z) ⊆ A. As a matter of
fact suppose that it is not true, namely that there exists a z̄ ∈ ω(Z) and an
ε > 0 such that |z̄|A ≥ ε. By definition of ω(Z), there exist sequences {zn}∞0
and {tn}∞0 , with zn ∈ Z and limn→∞ tn =∞, such that

lim
n→∞ z(tn, zn) = z̄ .

This, in particular, implies that for any ν > 0 there exists a nν > 0 such that
|z(tn, zn)− z̄| ≤ ν for all n ≥ nν . But, by taking ν = min{ε/2, ν1} with ν1 such
that tn ≥ tε/2 for all n ≥ nν1 , this contradicts that A uniformly attracts the
trajectories of (5) from Z (which, in turn, is implied by asymptotic stability
of A and compactness of Z). This proves that ω(Z) ⊂ A. From this, using
the fact that A is asymptotically stable for ż = f0(z) and the definition of

4 We recall that the ω-limit set of the set Z, written ω(Z), is the totality of all
points z ∈ R

n+s for which there exists a sequence of pairs (zk, tk), with zk ∈ Z
and tk → ∞ as k → ∞, such that limk→∞ z(tk, zk) = z.
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ω-limit set of the set Z (see [13]), it is possible to conclude that ω(Z) is also
asymptotically stable and that the first statement of the proposition holds
with A0 = ω(Z).

To prove the second statement of the proposition (namely that A0 is min-
imal) suppose that it is not true, that is there exists a closed set A1 ⊆ A0

which is asymptotically stable with a domain of attraction containing Z. Let
z̄ ∈ A0 and ε > 0 such that |z̄|A1 = 2ε. By assumption, A1 uniformly attracts
trajectories of (5) originating from Z which implies that there exists a tε > 0
such that |z(t, z)|A1 ≤ ε for any z ∈ Z and for all t ≥ tε. Now set

z� = z(−(tε + 1), z̄)

and note that z� ∈ A0 ⊆ Z, as Ai is invariant, and z̄ = z((tε + 1), z�)
by uniqueness of trajectories. But the latter contradicts the fact that A1

uniformly attracts trajectories of (5) originating from Z and proves the claim.
From this also uniqueness of the invariant set A0 immediately follows. ��

Remark 1. By using the terminology introduced in [4], the setA0 := ω(W×Z)
is precisely the steady state locus of (5) with the trajectories of f0|A0

being the
steady state trajectories of (5). Furthermore, as shown in [4], the triangular
structure of (5) leads to a specific structure of A0. In particular it has been
shown in [4] that there exists a (possibly set-valued) upper semi-continuous
map π : R

s → R
n such that the set A0 is described as

A0 = {(w, z) ∈W × R
n : z = π(w)} . (17)

�

Remark 2. Note that, as A0 ⊆ A and h(w, z, 0) = 0 for all (w, z) ∈ A, it turns
out that h(w, z, 0) = 0 for all (w, z) ∈ A0. In particular, this and the claim
of the previous proposition yield that the set A0 fulfills the assumption in
Section 2.1. �

With this result at hand we pass now to consider the second issue pointed
out before, namely the existence of an internal model (F,G, γ( · )) of dimen-
sion lower than 2(s+ n) + 2 having the internal model property with respect
to A0. To this respect it is possible to prove that what determines the dimen-
sion of the essential internal model is not the dimension (s + n) of (15) but
rather the dimension of the lowest dimensional system able to reproduce, in
an appropriate sense, the output behavior of (15). Details are as follows.

Assume the existence of an integer r < n+s, of a Riemannian differentiable
manifold of dimension r of a compact subset A′

0 of M, of C1 vector field
f ′0 : M → TM which leaves A′

0 backward invariant and of a C1 function
q′

0 :M→ R, such that for any z0 ∈ A0 there exists a z′0 ∈ A′
0 satisfying

q0(z(t, z0)) = q′
0(z

′(t, z′0)) ∀t ≤ 0.
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If a triplet (f ′0,q′
0,A′

0) satisfying the previous properties exists, it turns out
that the internal model property with respect to A0 can be achieved by means
of a regulator of dimension m = 2r + 2. More specifically, it can be proved
that there exist an  > 0 and a set S ⊂ CI of zero Lebesgue measure, such
that if (F,G) ∈ R

m×m × R
m×1, with m = 2r + 2, is a controllable pair with

σ(F ) ⊂ {λ ∈ CI : Reλ < −} \ S then there exist a continuous τ : A0 → R
m

solution of

Lf0τ(z) = Fτ(z) −Gq0(z) ∀ z ∈ A0 (18)

and a continuous γ : R
m → R solution of

q0(z) + γ ◦ τ(z) = 0 ∀ z ∈ A0 . (19)

The proof of this claim immediately follows by specializing Proposition 6 in
Appendix A by taking A1, f1, q1, n1 and A2, f2, q2, n2 in the proposition
respectively equal to A0, f0, q0, n+ s and A′

0, f0′, q′
0, r.

Remark 3. Note that the key feature required to the r-dimensional system
ż′ = f ′0(z

′) with output yz′ = −q′
0(z

′) with initial conditions taken in the set
A′

0 is to be able to reproduce all the output behaviors (backward in time) of
the (n + s)-dimensional system (15) with output yz = −q0(z(t)) originating
from initial conditions in A0. �

Remark 4. Going throughout the proof of Proposition 6, it turns out that the
continuous function γ solution of (18)–(19) coincides with the solution of the
equation

q′
0(z

′) + γ ◦ τ ′(z′) = 0 ∀ z ∈ A′
0 (20)

with the function τ ′ : A′
0 → R

m satisfying

Lf ′0τ
′(z) = Fτ ′(z′)−Gq′

0(z
′) ∀ z ∈ A′

0 . (21)

In other words the internal model (F,G, γ) can be tuned by considering, in
the design formulas, the reduced-order triplet (f ′0,q′

0,A′
0). According to this,

in the following, we will say that the triplet (f ′0,q
′
0,A′

0) is similar (as far as
the design of γ is concerned) to the triplet (f0,q0,A0). �

It is interesting to note that a direct application of the previous considera-
tions in conjunction with the results discussed at the end of Remark 1, im-
mediately lead to a reduction of the regulator’s dimension with respect to the
one conjectured in Proposition 1 (equal to 2(s+ n) + 2). As a matter of fact,
assume that the function π in (17) admits a C2 selection πs(w). Set r = s
and let A′

0 ⊂ R
s be an arbitrary compact set containing W . Furthermore let

f ′0 : R
s → R

s be any differentiable function which agrees with s( · ) on W , and
define q′

0( · ) := q( · , πs( · ), 0). By the structure of A0 in (17) (with π replaced
by πs) along with the fact that the set W is invariant for (2), it turns out
that the triplets (f ′0,q

′
0,A′

0) and (f0,q0,A0) are similar (see Remark 4) and
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thus that the internal model property with respect to A0 can be achieved by
means of a regulator of dimension m = 2s+ 2.

It must be stressed, though, that the previous considerations highlight
only one of the underlying aspects behind the reduction result previously il-
lustrated, namely the fact that only the dimension of the restricted dynamics
f0|A0

(equal to s in the case the function π( · ) in (17) is single valued), and
not the full dimension of the dynamics (15) (equal to n + s), plays a role
in determining the dimension of the regulator. The second fundamental as-
pect behind the reduction procedure is that possible dynamics of f0|A0

which
have no influence on the output behavior of system (f0,q0) do not affect the
dimension of the regulator. This feature can be further explored by making
use of standard tools to study local observability decompositions of nonlinear
systems as detailed in the following.

In particular assume that A0 is a smooth manifold (with boundary) of
R

n+s, denote by ρ its dimension (with ρ = s if the map π in (17) is single
valued), and denote by < f0, dq0 > the minimal co-distribution defined on A0

which is invariant under f0 and which contains dq0, with the latter being the
differential of q0 (see [16]). Furthermore let Q be the distribution defined as
the annihilator of < f0, dq0 >, namely

Q :=< f0, dq0 >
⊥ .

It is well-known (see [14],[16]) that if, at a point z̄ ∈ A0, Q is not singular, it
is possible to identify a local change of variables transforming system (f0,q0)
into a special “observability” form. More precisely there exist an open neigh-
borhood Uz̄ of A0 containing z̄ and a (local) diffeomorphism Φ : Uz̄ → R

ρ

which transforms system (15) into the form

χ̇1 = f01(χ1) χ1 ∈ R
ρ−ν

χ̇2 = f02(χ1, χ2) χ2 ∈ R
ν

y = q01(χ1) ,
(22)

namely into a form in which only the first (ρ − ν) state variables influence
the output. This representation clearly shows that, locally around Uz̄, all the
output motions of system (15) can be generated by the system ξ̇ = f01(ξ)
with output yξ = q01(ξ) with dimension ρ − ν. In particular, according to
the previous arguments, this suggests that the internal model property, lo-
cally with respect to Uz̄, is potentially achievable by a regulator of dimension
2(ρ − ν) + 2. Of course, the local nature of the previous tools prevents one
to push further the above reasonings and to be conclusive with respect to
the dimension of the regulator possessing the internal model property with
respect to the whole A0. However, it is possible to employ the fact that the
co-distribution Q⊥ is minimal (which implies that the decomposition (22) is
maximal in a proper sense, see [16]), to be conclusive about a lower bound on
the dimension of any regulator possessing the internal model property with
respect to A0. This is formalized in the next lemma in which we identify
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a lower bound on the dimension r of any triplet (f ′0,q′
0,A′

0) similar (in the
sense of Remark 4) to (f0,q0,A0). The lemma is given under the assumption
that there exists a submersion σ : A0 →M satisfying

Lf0σ(z) = f ′0(σ(z))
q0(z) = q′

0(σ(z)) (23)

for all z ∈ A0

Lemma 1. Let A0 be a smooth manifold with boundary of dimension ρ and
assume the existence of a regular point z̄ ∈ A0 of the distribution Q =<
f0, dq0 >

⊥. Let ν < ρ be the dimension of Q at z̄. Assume, in addition, the
existence of a positive r ≤ ρ, of a smooth manifold M of dimension r, of
smooth functions f ′0 : M → TM and q′

0 : M → R, and of a submersion
σ : A0 →M, which satisfy (23). Then necessarily r ≥ ρ− ν.

Proof. The proof proceeds by contradiction. Suppose that the claim of the
lemma is false namely that there exist a positive r < ρ − ν, a triplet
(f0′,q0

′,M) withM a smooth manifold of R
r and a submersion σ : A0 →M

such that (23) holds for all z ∈ A0. As rank(dσ(z)/dz|z̄) = r (since σ is
a submersion) it follows that it is always possible to identify a submersion
λ : A0 →M such that, by defining

Φ′(z) =
(
Φ′

1(z)
Φ′

2(z)

)

:=
(
σ(z)
λ(z)

)

,

rank(dΦ′(z)/dz|z̄) = ρ, namely Φ′ qualifies as a local diffeomorphism at z̄.
This, in view of (23), guarantees the existence of an open neighborhood U ′̄

z of
A0 including z̄ such that system (f0,q0) in the new coordinates reads locally
at U ′̄

z as
˙̃χ1 = f1(χ̃1) χ̃1 ∈ R

r

˙̃χ2 = f2(χ̃1, χ̃2) χ̃2 ∈ R
ρ−r

y = q1(χ̃1) ,
(24)

Now partition the change of variables Φ as Φ(z) = col(Φ1(z), Φ2(z)) according
to (22) and let z′ be a point of Uz̄

⋂
U ′̄

z such that Φ′
1(z′) = Φ′

1(z̄) and Φ1(z′) �=
Φ1(z̄) (which is possible as r < ρ − ν). By (24) it turns out that, as long
as the trajectories z(t, z′) and z̄(t, z) belongs to Uz̄

⋂
U ′̄

z, the corresponding
outputs coincides. This, by minimality of the co-distribution Q⊥ implies that
Φ1(z′) = Φ1(z̄) (see Theorem 1.9.7 in [16]) which is a contradiction. ��

3.2 The Potential Advantage of Redundant Regulators

The fact of fulfilling the internal model property with respect to a generic set
A (satisfying the main assumption in Section 2.1), not necessarily coincident
with the essential steady state set A0, inevitably leads to design a regula-
tor (6) which is redundant, namely whose dimension is larger than that is



276 L. Marconi, L. Praly

strictly necessary. In more meaningful terms, by bearing in mind the discus-
sion in Section 2.3, the redundancy shows up in the fact that system (16),
with (F,G, γ( · )) having the internal model property with respect to A ⊃ A0,
posses the ability of reproducing the output behaviors of (15) generated by
trajectories inA\A0 which are not, strictly speaking, steady state trajectories.

It’s legitimate to wonder what, if there, is the advantage of designing
a redundant regulator. The answer to this is given in the next proposition,
of interest by its own, in which it is claimed that any “redundant” set is
always exponentially stable for (5). The result of this proposition, proved in
Appendix B, gains interest in conjunction with Proposition 2 as discussed
after the statement.

Proposition 5. Any compact set A which is asymptotically stable for (5) and
such that A0 ⊂ intA is also locally exponentially stable for (5) .

In terms of the framework presented in Section 2, the previous result gains
interest in conjunction with Proposition 2 which, besides others, claims that
a linear stabilizer κ( · ) can be obtained if the set A is locally exponentially
stable for5 (5). In other words the results of Propositions 5 and 2 in relation
to the results of Proposition 4 and Remark 2, reveal a trade-off between the
simplicity of the stabilizer κ( · ) and the dimension of the regulator (6). As
a matter of fact in Proposition 4 it is claimed that the set A can be always
“shrunk” to obtain a minimal invariant set A0 instrumental to obtain an
essential (low-order) internal model as detailed in the previous section. The
possible drawback in this, is that the set A0 is not guaranteed to be exponen-
tially stable if the set A is such. This means that a reduced order regulator
can be obtained by possibly complicating the function κ( · ) in (6). On the
other hand Proposition 5 asserts that exponential stability can be gained by
enlarging a bit the set A0 but, so doing, necessarily loosing backward invari-
ance as claimed in Proposition 4. This means that a linear function κ( · ) can
be possibly obtained by necessarily accepting a not essential regulator.

The previous considerations highlight a possible benefit in the design of
the stabilizer κ( · ) coming from the redundancy of the regulator, where the
redundancy comes from the fact of considering, in the design of the triplet
(F,G, γ( · )), a redundant set A ⊃ A0 instead of the steady state set A0. At
this point one would be tempted to wonder if the redundancy of the regulator
can be employed also to obtain a benefit in the design of the function γ( · )
which, according to the previous arguments, is the true bottleneck in the
design procedure of the regulator. A possible answer to this point will be
given in the following in which it is assumed fixed a compact set A ⊇ A0

which is locally exponentially stable for (5) and it is assumed that the triplet
(f0,q0,A) is similar, in the sense specified below, to a linear system.

5 Indeed, the extra condition required in Proposition 2 is that the function γ( · )
is locally Lipschitz. In this paper we do not address this issue and assume it is
satisfied.
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In the case A is backward invariant, in the following we simply let A1 = A,
f1 = f0, and q1 = q0. In the case A is not backward invariant, let A1 be an
arbitrary compact set such that A ⊂ Int(A1) and f1 : R

n+s → R
n+s be

an arbitrary differentiable function such that f1 agrees with f0 on A and
f1(z1) = 0 for all z1 ∈ R

n+s \ A1. Furthermore, set q1 = q0 and note that,
by construction, the set A1 is invariant for ż1 = f1(z1). Assume now the
existence of an integer r ≥ n+ s, of a linear pair (F2, Q2) ∈ R

r×r ×R
r×1 and

of a compact set A2 ∈ R
r such that the triplet (F2, Q2,A2) is similar (in the

sense of Remark 4) to the triplet (f1, q1,A1), that is for all z10 ∈ A1 there
exists a z20 ∈ A2 such that6

q1(z1(t, z10)) = Q2e
F2tz20 ∀ t ≤ 0 .

In this setting Proposition 6 in Appendix A, with n1 and n2 respectively set to
n+ s and r, immediately yields that the internal model property with respect
to A can be achieved by means of a linear internal model. More specifically,
setting m ≥ 2r + 2, Proposition 4 yields that there exists an  > 0 and
a set S ⊂ CI of zero Lebesgue measure such that if (F,G) ∈ R

m×m × R
m is

a controllable pair with σ(F ) ⊂ {λ ∈ CI : Reλ < −} \ S, then there exists
a continuous function τ1 : A1 → R

m solution of

Lf1τ1(z1) = Fτ1(z1)−Gq1(z1) ∀ z1 ∈ A1 (25)

and a linear function Γ : R
m → R satisfying

Γτ1(z1) + q1(z1) = 0 ∀ z1 ∈ A1 . (26)

From this, using the fact that f1 agrees with f0 on A and that q1 = q0, it
turns out that equations (9) and (8) are satisfied with τ = τ1|A and with
γ = Γ . This implies that the regulator (4) having the internal model property
with respect to A can be taken linear.

Remark 5. The previous conditions can be interpreted as an immersion of
the system (f1, q1,A1) into a linear system (F2, Q2,A2) in the sense specified
before. In particular the theory in [11] can be used to identify sufficient condi-
tions under which such a immersion exists. It is worth also noting that, in the
way in which it is formulated, the existence of such a immersion is affected by
the choice of the set A1 and of the function f1 which can be arbitrarily chosen
as indicated above. This is not the case if the set A is backward invariant for
ż = f0(z) as the previous considerations are done with A1 = A, f1 = f0, and
q1 = q0, and the immersion conditions can be formulated by referring to the
“original” triplet (f0,q0,A). �

Remark 6. It is interesting to note that the computation of the (linear) internal
model (F,G, Γ ) does not require the knowledge of the immersing linear system
6 Note how the condition in question is satisfied if Assumption 2 of [4] holds (see

Lemma 7.1 of [4]).
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(F2, Q2) but only the knowledge of its dimension r. As a matter of fact, as
clear by the previous analysis, the computation of Γ can be carried out in
terms of the immersed triplet (f1, q1,A1) by means of the design formulas
(25)–(26) which are known to have a linear solution Γ if m ≥ 2r + 2. �

4 Conclusions

In this paper we presented some complementary results of [23] in the context
of output regulation for nonlinear systems. Specifically, we presented and dis-
cussed results on how to identify internal model-based regulators of minimal
dimension preserving the so-called internal model property. The reduction
tools consisted in the identification of “essential” steady state dynamics of
the regulated plant and on the identification of an “essential” internal model-
based regulators. Regarding the first aspect, it has been shown that the crucial
tool is the concept of omega-limit set of a set pioneered in [4] in the context
of output regulation. As far as the second aspect is concerned, we showed
how the crucial step is the identification of observability parts of the steady
state-input generator system. The usefulness of “redundant” regulators have
been also investigated in terms of design features of the high-gain stabilizer
which characterizes the proposed regulator.

A A Reduction Result

Proposition 6. Let f1 : R
n1 → R

n1 and q1 : R
n1 → R be locally Lipschitz

functions and let A1 be a compact backward invariant set for ż1 = f1(z1). Let
M be a Riemannian differentiable manifold7 of dimension n2 and A2 and A2e

be compact subsets of M with A2 subset of the interior Int(A2e) of A2e. Let
f2 :M→ TM be a C1 vector field which leaves A2e backward invariant and
q2 :M→ R a C1 function. Assume that, for all z1 ∈ A1, there exists z2 ∈ A2

such that
q1(ζ1(t, z1)) ≡ q2(ζ2(t, z2)) for all t ≤ 0 .

Set m = 2n2 + 2. There exist an  > 0 and a set S ⊂ CI of zero Lebesgue
measure such that, if (F,G) ∈ R

m×m×R
m is a controllable pair with σ(F ) ⊂

{λ ∈ CI : Reλ < −}\S, then there exists a continuous function τ1 : A1 → R
m

solution of

Lf1τ1(z1) = Fτ1(z1)−Gq1(z1) ∀ z1 ∈ A1 (27)

and a continuous function γ : R
m → R satisfying

γ ◦ τ1(z1) + q1(z1) = 0 ∀ z1 ∈ A1 .

7 We adopt here the definition [2, Definition III.1.2].
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Moreover, if M = R
n2 and f2 and q2 are linear, the above result holds and γ

can be chosen linear.

Proof. BecauseA1 is compact and backward invariant and q1 is continuous, we
can show, by following the same steps as the ones of the proof of Proposition
1 of [23], that if F is Hurwitz then the function τ : A1 �→ R

m defined as

τ1(z1) =
∫ 0

−∞
eFsGq1(ζ1(s, z1))ds (28)

is well-defined, continuous and solution of (27).
Also our assumptions imply that, for any z2 ∈ A2e, the solution t ∈

(−∞, 0] → ζ2(t, z2) ∈ A2e is well-defined and t ∈ (−∞, 0] → q2(ζ2(t, z2))
is a bounded function. So, τ2 : A2e �→ R

m defined as

τ2(ζ2) =
∫ 0

−∞
eFsGq2(ζ2(s, z2))ds (29)

is well-defined.
If M = R

n2 and f2 and q2 are linear, there exists  > 0 such that if
σ(F ) ⊂ {λ ∈ CI : Reλ < −}, then this expression makes sense and gives
a linear function.

In the case whereM is a more general Riemannian differentiable manifold,
we need some more involved steps to show that τ2 is C1 on Int(A2e). To
lighten their presentation we replace ζ2 by ζ, z2 by z, f2 by f and q2 by q.
Since q is C1, it defines a C0 covector denoted dq satisfying (see [2, Example
V.1.4] or [26, p. 150])

dqz(v) = Lvq(z) ∀v ∈ TzM , ∀z ∈M .

Here dqz denote the evaluation of dq at z and dqz(v) is the real number
given by the evaluation of the linear form dqz at the vector v. Then, let Ψ be
the contravariant tensor field of order 2 (i.e. the bilinear map) given by the
Riemannian metric. Since it is non-degenerate, it defines a covariant tensor
field Ψ of order 2 (See [2, Exercice V.5.5]) or [10, §3.19] or [26, pp. 414-416])
such that we have the following Cauchy-Schwarz inequality

|dqz(v)| ≤ Ψz(v, v)Ψz(dqz, dqz) ∀v ∈ TzM , ∀z ∈M . (30)

Also, A2e being compact, there exists a real number Q such that we have

0 ≤ Ψz(dqz , dqz) ≤ Q ∀z ∈ A2e . (31)

Finally, we note that the one-parameter group action z �→ ζ(t, z) defines the
induced one-parameter pushforward map dζ : TM → TM , mapping for each
t, vectors in TzM into vectors in Tζ(t,z)M (see [2, Theorem IV.1.2] or [26, pp.
88-89 and Theorem 3.1]).
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With this at hand, by following the arguments in the proof of Proposition
2 of [23], we can prove that τ is C1 provided there exist real numbers a and
 such that we have

dqζ(t,z)
(
dζζ(t,z)v

)
≤ a exp(|t|)

√
Ψz(v, v) ∀v ∈ TzM, ∀t ≤ 0, ∀z ∈ A2e .

With (30) and (31), this holds if we have

Ψ ζ(t,z)

(
dζζ(t,z)v, dζζ(t,z)v

)
≤exp(|t|)

√
Ψz(v, v) ∀v ∈ TzM , ∀t ≤ 0 , ∀z ∈ A2e.

(32)
This leads us to evaluate the Lie derivative along f of the contravariant tensor
field of order 2 given at the point ζ(t, z) by Ψ ζ(t,z)

(
dζζ(t,z)., dζζ(t,z).

)
(See [2,

Exercise V.2.8] or [10, §3.23.4] or [26, Problem 5.14]). This Lie derivative is
a contravariant tensor field of order 2 and therefore, Ψ being non-degenerate
and A2e being compact, there exists a positive real number  such that we
have

−2 Ψz (dζz., dζz.) ≤ LfΨz (dζz., dζz.) ∀z ∈ A2e .

From this (32) follows readily and hence τ2 is C1 on Int(A2e) if σ(F ) ⊂ {λ ∈
CI : Reλ < −}.

Now, coming back to our initial notations, asM is a differentiable manifold
and A2 is compact, it is possible to cover A2 with a finite set I of open sets
Oi each diffeomorphic to R

n2 (see [2, Theorem I.3.6]).
By using off-the-shelf the arguments in the proof of Proposition 2 of [23],

it is possible to claim for each of the open set Oi the existence of a set Si ⊂ CI
of zero Lebesgue measure such that, if σ(F ) ⊂ {λ ∈ CI : Reλ < −}\Si, then
we have

τ2(z2a) = τ2(z2b) ⇒ q2(z2a) = q2(z2b) ∀ z2a, z2b ∈ Oi . (33)

Since I is finite, the set S =
⋃

i∈I Si is of measure zero and, if σ(F ) ⊂
{λ ∈ CI : Reλ < −} \ S, then we have

τ2(z2a) = τ2(z2b) ⇒ q2(z2a) = q2(z2b) ∀ z2a, z2b ∈ A2 . (34)

With the above and by following the same arguments as the ones used at the
end of Proposition 2 of [23] which apply since A2 is compact, there exists
a continuous function γ : τ2(A2) ⊂ R

m → R satisfying

γ ◦ τ2(z2) + q2(z2) = 0 ∀ z2 ∈ A2 .

As in the proof of Proposition 3 of [23], this function can be extended to all
R

m. Clearly if τ2 and q2 are linear, then γ is linear.
Finally, pick any z1 ∈ A1. By condition (ii) there exist z2 ∈ A2 such that

q1(ζ1(t, z1)) = q2(ζ2(t, z2)) for all t ≤ 0 and therefore τ1(z1) = τ2(z2) and
q1(z1) = q2(z2). This implies

γ ◦ τ1(z1) = γ ◦ τ2(z2) = −q2(z2) = −q1(z1)

which concludes the proof. ��
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B Proof of Proposition 5

The proof strongly relies on notations and results used in the proof of Theorem
4 in [23] which, for compactness, are not repeated here. We prove the propo-
sition by showing that there exists a compact set Ae satisfying A0 ⊆ Ae ⊆ A
which is locally exponentially stable for (5). First of all note that, by as-
sumption, there exists a locally Lipschitz Lyapunov function V satisfying the
properties of Theorem 4 (with the set B replaced by A0) in [23] and in par-
ticular

a(|z|A0) ≤ V (z).

Now let

r = min
z∈Rn+s\A

|z|A0 > 0 and c1 =
1
2
a(r) > 0 ,

fix
Ae = V −1([0, c1]) ,

and note that Ae is forward invariant. Moreover A0 ⊂ Ae. We prove now that
Ae is locally exponentially stable by proving the following two facts.

Fact #1 there exists a time T such that |z(t, z0)|Ae = 0 for all z0 ∈ Z := W×Z
and for all t ≥ T (finite time convergence).

Fact #2 there exists a constant L > 0 such that |z(t, z0)|Ae ≤ L|z0|Ae for all
z0 ∈ Z and for all t ≥ 0.

To prove fact #1 note that, by property (a) in Theorem 4 of [23] there exists
an a ≥ c1 such that Z ⊂ V −1([0, a]) and, by property (c) in the same theorem,
there exists c > 0 such that D+V (z(t, z0)) ≤ −cV (z(t, z0)) for all z0 ∈ Z. By
this, using the appropriate comparison lemma, it turns out that

V (z(t, z0)) ≤ e−ctV (z0) ≤ e−cta for all t ≥ 0 z0 ∈ Z

by which standard arguments can be used to prove that Ae is a forward
invariant set and that fact #1 holds with T = 1/c ln a/c1.

To prove fact #2, since V −1([0, a]) is a compact set, we can let

F = max
z∈V −1([0,a])

|∂f0(z)/∂z| .

Note that, since V (z(t, z0)) is non increasing in t, for all z1, z2 ∈ Z and for
all t ≥ 0

|z(t, z1)− z(t, z2)| ≤ eFt|z1 − z2| .
Now fix z1 ∈ Z and let z2 ∈ Ae be such that |z1 − z2| = |z1|Ae . As Ae is
forward invariant, it turns out that z(t, z2) ∈ Ae for all t ≥ 0. Moreover, by
fact #1, z(t, z1) ∈ Ae for all t ≥ T . From this |z(t, z1)|Ae = 0 for all t ≥ T
and

|z(t, z1)|Ae ≤ |z(t, z1)− z(t, z2)| ≤ eFT |z1 − z2| ≤ eFT |z1|Ae .

This concludes the proof of fact #2 (taking L = eFT ) and of the proposition.
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Summary. The class of nonlinear observable systems with known output depen-
dent nonlinearities affected by disturbances generated by an unknown linear exosys-
tem is considered. The output feedback set point regulation problem is addressed by
adaptively generating the reference input on line when the exosystem is unknown.
Two global solutions to this problem are provided, when only an upper bound on
the exosystem order is known: the first one is simpler but is restricted to minimum
phase systems while the second one can handle non-minimum phase systems as well
and identify the exosystem parameters.

1 Introduction

Output regulation of nonlinear systems has attracted a considerable inter-
est in the last decades after the fundamental contribution [18] given by Al-
berto Isidori and Christopher Byrnes in 1990. The work [18] (outstanding
IEEE TAC paper for the year 1990) poses and solves the output regulation
problem for nonlinear systems, which is concerned with having the regulated
variables of a given controlled plant to asymptotically track (or reject) all
desired trajectories (or disturbances) generated by some fixed autonomous
system, called the exosystem. The key contribution in [18] is to show that
the problem is solvable if and only if certain nonlinear partial differential
equations called ’regulator equations’ are solvable; a feedback law achiev-
ing local asymptotic output regulation is constructed via the solution of the
regulator equations. Alberto Isidori and coworkers have been actively work-
ing on the nonlinear regulator problem since 1990 ([3], [2], [33], [17], [34],
[4], [5], [21], [8]): his work has been collected in the widely known mono-
graphs [15], [16]. In [3] a set of necessary and sufficient conditions is estab-
lished for the solution of the problem of the asymptotic output regulation
under the additional constraint that the regulation strategy is insensitive
to small variations of uncertain plant parameters: a solution to this prob-
lem is given under the ’immersion assumption’, i.e. the control input ref-
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erence trajectories are assumed to be generated by a neutrally stable lin-
ear exosystem. In [33] the special class of nonlinear output feedback sys-
tems introduced in [26] with a neutrally stable linear exosystem is consid-
ered: global output regulation of the tracking error to zero is achieved for
the first time feeding back the regulation error only, assuming that the fre-
quencies of the exosystem are known. In [34] the semiglobal nonlinear out-
put regulation by error feedback is solved for systems with unknown pa-
rameters in the linear exosystem when bounds on the frequencies and the
disturbances are known by introducing an adaptive internal model: it is re-
markable that such a problem was still unsolved at that time for linear sys-
tems as well. In [21] a regulation scheme is presented for a large class of
nonlinear systems allowed to be non-minimum phase, assuming the exosys-
tem frequencies to be known by taking advantage of the design tools pro-
posed in [17]. In [5] output regulators with nonlinear internal models are
designed by dropping the immersion assumption, following the work [4]. The
theory of nonlinear adaptive observers is shown in [8] to be effectively used as
a powerful tool to improve existing results in the context of adaptive control:
local asymptotic output regulation is achieved for a nonlinear system allowed
to be non-minimum phase with nonlinear exosystems containing unknown
parameters.

Output regulation has also been the object of the research efforts of other
groups, both for linear (see [1], [30], [25], [28]) and nonlinear systems (see
[14], [31], [32], [9], [10], [11], [12], [35], [13], [7], [6], [22], [29], [20]). In par-
ticular, the work in [14] has shown for the first time that the local robust
regulation problem for nonlinear systems is solvable if the solution of the
regulator equation is polynomial in the exogenous signals and the exosystem
that generates them is linear. Several results are available under the plant
minimum phase assumption: a global robust state feedback control scheme
is presented in [32] for systems affected by unknown sinusoidal disturbances
and an unknown noise, following earlier work in [31]. The output regulation
problem is addressed in [35] for a class of large-scale nonlinear interconnected
systems perturbed by an unknown neutrally stable exosystem via a decen-
tralized error feedback controller. For the same class of systems considered in
[33], a global regulation strategy that is adaptive with respect to unknown
system parameters is presented in [9] while in [7] the exogenous signals are
generated by a nonlinear internal model. When the frequencies of the exosys-
tem are unknown a global output feedback control law which regulates the
output to zero is presented in [11] when only an upper bound on the num-
ber of exosystem’s frequencies is known (see [10] for an extension to output
tracking and [12] which allows for unknown parameters in the regulated sys-
tem). Rejecting and/or tracking exogenous signals for non-minimum phase
systems is inherently more difficult. In [22] a “separation principle” approach
is followed for the regulation to zero of a class of nonlinear output feed-
back systems perturbed by unknown frequency sinusoidal disturbances: an
exact and independent disturbance estimation algorithm provides exponen-
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tially convergent disturbance estimates which are then used to regulate the
system output to zero. In [20] the problem of adaptive estimation and rejec-
tion of unknown sinusoidal disturbances through measurement feedback for
a class of non-minimum phase non-linear MIMO systems is addressed. The
algorithms in [22], [8] and [20] require the exact knowledge of the order of the
exosystem to guarantee asymptotic regulation to zero of the system output.
Following [28], in [23] an exponentially convergent output regulation controller
is presented for linear non-minimum phase systems under the assumption that
only an upper bound on the number of frequencies disturbing the system is
known.

In this paper the class of nonlinear observable systems with known output
dependent nonlinearities affected by disturbances generated by an unknown
exosystem is considered. The output feedback set point regulation problem
is solved by adaptively generating the reference input on line when both the
parameters and the order of the exosystem are unknown and the resulting ref-
erence control input consists of a biased sum of sinusoids. Two global solutions
to this problem are provided when only an upper bound on the exosystem or-
der is known: the first scheme is simpler but is restricted to minimum phase
systems while the second one can handle non-minimum phase systems as well
and identify the exosystem parameters.

Under the minimum phase assumption, the same problem addressed in
this paper can be solved following the approach in [10], [11], [12], while the
first proposed algorithm is a special case of a more general one given in [29]
that can achieve tracking of arbitrary output signals and allows for unknown
parameters in the system to be regulated.

So far, the global exponential output regulation problem for classes of
nonlinear systems allowed to be non-minimum phase is unsolved when the
exosystem and its order are uncertain.

The second algorithm described in this paper (for systems allowed to
be non-minimum phase) extends the results in [22] assuming that only an
upper bound on the exosystem order is known. Both the system output
and the reference trajectory output are required to be available for meas-
urement: this hypothesis not required in [33], [34], [8], where only the regu-
lation error is available for measurement. On the other hand the second
algorithm presented in this paper does not require the knowledge of the
exosystem’s parameters, as in [33], [9] and [7] nor it requires the know-
ledge of the exosystem order as in [22], [8], [20]. Set point regulation is con-
sidered here while output regulation to zero is addressed in [11], [12], [22],
[20]; if the system is minimum phase as in [11], [12] exponential convergence
is obtained while asymptotic convergence is obtained in [11], [12]. The key
tool is a dynamic algorithm to detect the number of exosystem’s frequen-
cies yielding an observation strategy which is adaptive with respect to this
number and generates exponential convergent estimates of the exosystem’s
frequencies.
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2 Problem Statement

In this paper we consider the class of nonlinear systems

ẋ = Φ(y) +Anx+ bu+Gw; y = Cnx, ; x ∈ R
n (1)

ẇ = Rw; w ∈ R
r (2)

with state x ∈ R
n, control input u ∈ R, measurable output y ∈ R; b =

[b1, . . . , bn]T is a known constant vector, Φ( · ) is a known smooth vector
function of the measurable output y; Aj ∈ R

j ×R
j , and Cj ∈ R

j , are defined

as Aj =
[

0 Ij−1

0 0

]

j×j

, Cj =
[
1 0 · · · 0

]
1×j

, j being a positive integer. The

exosystem (2) with state w ∈ R
r and initial condition w(0) ∈ R

r generates the
disturbances Gw to be rejected. We address the following control problem.

Problem 1. Consider the system (1) perturbed by the exosystem (2), with
known Φ(y), b and unknown G, R. Assume that R has simple eigenvalues on
the imaginary axis including zero, i.e. det (R) = 0. Design a dynamic output
feedback control law yielding bounded closed loop trajectories and regulating
globally asymptotically the measured output y ∈ R of system (1) to the
available constant reference yr for any initial conditions x(0) ∈ R

n, w(0) ∈ R
r

of system (1), (2) and for a suitable set of initial conditions of the dynamic
controller.

Remark 1. The initial conditions w(0) ∈ R
r of the exosystem may not excite

all exosystem modes so that the unknown integer r actually represents an
upper bound on the exosystem dimension. �

3 A Regulator for Minimum Phase Systems

In this section we describe a regulation strategy to solve the stated problem
assuming that the system (1) is minimum phase and a standard observability
condition holds.

(H1) The vector b = [0, . . . , 0, bρ, . . . , bn]T is Hurwitz of degree ρ ( ρ is the
known relative degree with 1 ≤ ρ ≤ n), i.e. bρ �= 0 and all the zeros of the
polynomial bρsn−ρ + · · ·+ bn−1s+ bn have negative real part.

(H2)The pair
[
An G
0 R

]

,
[
Cn 0

]
is observable.

A constructive procedure for the regulator design goes as follows. By virtue of

(H2) there exists a linear unknown change of coordinates ζ =
[
T1 T2

]
[
x
w̄

]

�

T

[
x
w̄

]

, ζ ∈ R
n+r such that in the new coordinates system (1), (2) becomes
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ζ̇ = An+rζ + T1Φ(y) + T1b̌ (bρu) ; y = Cn+rζ (3)

where b̌ = b/ bρ so that ( to simplify the following design procedure) the ρ-th
entry of b̌ is 1. We first consider the case ρ = 1. Since ζ1 = x1 = y, the first
row of T1 is T11 = [1, 0, . . . , 0], thus the first component of the vector T1b̌
is 1. From (3), recalling that we can write T1Φ(y) �

∑q
i=1 βiαi(y), where q is

a suitable integer, βi’s are unknown parameters and αi’s are known functions,
we have

ζ̇ = An+rζ +
q∑

i=1

βiαi(y) + +T1b̌ (bρu) ; y = Cn+rζ. (4)

Define the input filtered transformation
⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

ζ̄ = ζ −
∑n+r

i=2 δi
∑i

j=2 d[j]μj−1[i− 1]

μ̇[i] =

⎡

⎢
⎢
⎢
⎣

−λ1 1 . . . 0
...

... . . .
...

0 0 . . . 1
0 0 . . . −λi

⎤

⎥
⎥
⎥
⎦
μ[i] +

⎡

⎢
⎢
⎢
⎣

0
...
0
1

⎤

⎥
⎥
⎥
⎦
u, μ[i] ∈ R

i

y[i] =
[
1 0 . . . 0

]
μ[i], 1 ≤ i ≤ n+ r − 1

(5)

in which λj , 1 ≤ j ≤ n + r − 1 are arbitrary positive reals and d[n + r] =
[
0 . . . 0 1

]T
, d[j − 1] = Acd[j] + λj−1d[j], 2 ≤ j ≤ n+ r, and d = d[1]. The

constants δi are given by
[
1 δ2 · · · δn+r

]T =
[
d[1] · · · d[n+ r]

]−1
T1b̌. From

(4) and (5), we obtain

˙̄ζ = An+r ζ̄ + d[bρu+
n+r∑

i=2

δiy[i− 1]] +
q∑

i=1

βiαi(y); y = Cn+r ζ̄ (6)

with d = [1, d2, . . . , dn+r]T a Hurwitz vector such that sn+r−1 + d2s
n+r−2 +

· · ·+ dn+r =
∏n+r−1

i=1 (s+ λi). The output-filtered transformation
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

z1 = ζ̄1; zj = ζ̄j −
∑n+r

i=1 ξj−1[i]βi, 2 ≤ j ≤ n+ r

ξ̇[i] =

⎡

⎢
⎢
⎢
⎣

−d2 1 . . . 0
... . . .

...
−dn+r−1 0 . . . 1
−dn+r 0 . . . 0

⎤

⎥
⎥
⎥
⎦
ξ[i] +

⎡

⎢
⎣

−d2

... In+r−2

−dn+r

⎤

⎥
⎦αi(y), 1 ≤ i ≤ q

(7)
maps (6) into ż = An+rz + [dbρu+

∑n+r
i=2 δiy[i− 1] +

∑q
i=1 βi(ξ1[i] +αi1(y))],

where αi1 is the first component of αi. Perform a change of coordinates by
setting ηi = zi+1 − di+1z1, with 1 ≤ i ≤ n+ r − 1, which yield
{
ẏ = η1 + d2y +

∑n+r
i=2 δiy[i− 1] +

∑q
i=1 βi(αi1(y) + ξ1[i]) + bρu

η̇ = Γη + d̄y
(8)
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with

Γ =

⎡

⎢
⎢
⎢
⎣

−d2 1 . . . 0
...

...
. . .

...
−dn+r−1 0 . . . 1
−dn+r 0 . . . 0

⎤

⎥
⎥
⎥
⎦
, d̄ =

⎡

⎢
⎢
⎢
⎣

d3 − d2
2

...
dn+r − d2dn+r−1

−dn+rd2

⎤

⎥
⎥
⎥
⎦
.

With reference to (8), we define the following dynamic output feedback adap-
tive controller (ỹ = y − yr)
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

u = 1
bρ

[

−kỹ − η̂1 − d2y −
∑n+r

i=2 δ̂iy[i− 1]−
∑q

i=1 β̂i(αi1(y) + ξ1[i])
]

˙̂η = Γ η̂ + d̄y
˙̂
βi = ci(αi1(y) + ξ1[i])ỹ, 1 ≤ i ≤ q
˙̂
δi = cq+i−1y[i− 1]ỹ, 2 ≤ i ≤ n+ r

(9)
in which ci, 0 ≤ i ≤ n + r + q − 1, are positive adaptation gains. The error
dynamics are given by (η̃ = η − η̂, β̃i = βi − β̂i, δ̃i = δi − δ̂i)

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

˙̃y = −kỹ + η̃1 +
∑q

i=1 β̃i(αi1(y) + ξ1[i]) +
∑n+r

i=2 δ̃iy[i− 1]
˙̃η = Γ η̃
˙̃βi = −ciỹ(αi1(y) + ξ1[i]), 1 ≤ i ≤ q
˙̃δi = −cq+i−1y[i− 1]ỹ, 2 ≤ i ≤ n+ r.

(10)

In order to prove the stability of the closed loop system, we consider the
function V = 1

2 ỹ
2 + εη̃TP η̃ + 1

2

∑q
i=1

1
ci
β̃2
i + 1

2

∑n+r
i=2

1
cq+i−1

δ̃2i with P > 0
being the matrix solution of Γ TP + PΓ = −Q < 0 and ε > 0. Its time
derivative along (10) is such that V̇ = −kỹ2 + ỹη̃1− εη̃TQη̃, which implies by
a proper choice of ε that for a suitable c > 0

V̇ (t) ≤ −c
∥
∥ỹT (t), η̃T (t)

∥
∥2 (11)

so that all the error variables are bounded. Since yr is constant and bounded
we deduce that y(t) and consequently ξ[i](t) are bounded. Now, consider the
change of coordinates y = x1, η̄i = xi+1 − b̌i+1x1, with 1 ≤ i ≤ n − 1. By
computing ˙̄η and recalling that y(t), w(t) are bounded, it can be shown that
η̄(t) and x(t) are bounded. In particular we have

bρu =
dy

dt
− b̌2y −GT

1 w − Φ1 − η̄1 (12)

and from (5) (1 ≤ i ≤ n+r−1) we deduce the expression
∑i

j=0 dn+r−j [n+r−
i]d

jy[i]
dtj = u, which substituted in (12) gives bρ

∑i
j=0 dn+r−j [n+ r − i]d

jy[i]
dtj =

dy
dt − b̌2y − GT

1 w − η̄1 − Φ1 with (1 ≤ i ≤ n + r − 1). Since y(t), η̄1(t) and
w(t) are bounded and the polynomials sn+r−i+dn+r−i+1[n+r− i]sn+r−i+1 +
· · · + dn+r[n + r − i], 1 ≤ i ≤ n + r − 1 are Hurwitz, it follows that y[i](t),
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1 ≤ i ≤ n+ r − 1, are bounded and from the first equation in (9) u(t) is also
bounded. Therefore, from (5), μ[i](t) are bounded, 1 ≤ i ≤ n + r − 1. From
(11), we can write

∫ t

0

∥
∥ỹT (τ), η̃T (τ)

∥
∥2 dτ ≤ −1

c

∫ t

0

V̇ (τ)dτ ≤ 1
c
V (0). (13)

From (10), ˙̃y and ˙̃η are bounded and therefore, applying Barbalat’s Lemma
(see [27]) from (13) we obtain limt→∞ ỹ(t) = 0, while (10) implies that η̃(t)
converge exponentially to zero. If the relative degree is 1 < ρ ≤ n, we introduce
the input-filtered transformation (μ̄ ∈ R

ρ−1)

x̄ = x− bρ
ρ∑

i=2

b̄[i]μ̄i−1; ˙̄μ =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

−λ̄1 1 . . . 0
0 −λ̄2 . . . 0
...

... . . .
...

0 0 . . . 1
0 0 . . . −λ̄ρ−1

⎤

⎥
⎥
⎥
⎥
⎥
⎦

μ̄+

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0
0
...
0
1

⎤

⎥
⎥
⎥
⎥
⎥
⎦

u (14)

with b̄[ρ] = b̌, b̄[i− 1] = Acb̄[i] + λ̄i−1b̄[i], for ρ ≥ i ≥ 2 and λ̄i, 1 ≤ i ≤ ρ− 1,
arbitrary positive reals. We obtain from (1) and (14)

˙̄x = Anx̄+ b̄ (bρμ̄1) + Φ(y) +Gw; y = Ccx̄ (15)

where b̄ = b̄[1] = [1, b̄2, . . . , b̄n]T is, by construction, an unknown Hurwitz
vector such that sn−1 + b̄2s

n−2 + · · · + b̄n = (sn−ρ + b̌ρ+1s
n−ρ−1 + · · · +

b̌n)
∏ρ−1

i=1 (s+ λ̄i). System (15) is in the same form of system (1), with relative
degree one with respect to the fictitious input μ̄1(t) (and b̄ in place of b̌).
Accordingly, we proceed along the same steps followed in the relative-degree-
one case, with the arguments used in [26] (see also [27]) to take into account
that now the control input u(t) feeds system (14) yielding the fictitious input
μ̄1(t).
The previous arguments can be summarized as follows

Proposition 1. Consider system (1)–(2). If assumptions (H1)–(H2) hold,
then the Problem addressed is solvable.

4 A Regulator for Non-Minimum Phase Systems

In this section we describe a regulation strategy to solve the stated problem
without assuming that the system (1) is minimum phase. By relaxing this
constraint the following assumptions (H3) and (H4) replace the assumptions
(H1) and (H2) in the previous section.

(H3) The zeroes of the polynomial b1sn−1+· · ·+bn−1s+bn and the eigenvalues
of the matrix R are disjoint sets.
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By virtue of assumption (H3) along with the definition of the matrix An there
exists a global solution Π , γ to the regulator equations

ΠR = Φ(yr) +AnΠ + bγ +G; CnΠ = q (16)

where q ∈ R
r is an eigenvector of R associated with the eigenvalue λ = 0

such that qw(t) = yr for all t ≥ 0. If we define xr = Πw as the reference
state trajectory and ur = γw as the reference input, from (16) it follows
ẋr = Φ(yr)+Anxr +bur+Gw and yr = Cnxr. Defining x̃ = x−xr, ỹ = y−yr,
Φ̃(ỹ) = Φ(ỹ + yr)− Φ(yr), the regulation error dynamics are given by

˙̃x = Anx̃+ Φ̃(ỹ) + b(u− ur); ỹ = Cnx̃. (17)

(H4) There exists an output feedback dynamic controller

Ẏ = L̄(Y, ỹ); uS = M̄(Y, ỹ) (18)

with state Y ∈ R
s, a global diffeomorphism X̄ = Ψ(X) with X =

[
x̃T , Y T

]T
,

and a positive definite Lyapunov function V
(
X̄
)
, V ∈ C1 such that by setting

F (X) =
[
Anx̃+ Φ̃(Cnx̃) + bM̄(Y,Cnx̃)

L̄(Y,Cnx̃)

]

; F̄
(
X̄
)

=
[
∂Ψ

∂X
F (X, t)

]

X=Ψ−1(X̄)

and B =
[
bT 0
]T
, the following holds: (i) Cn+sX̄ = ỹ; (ii) ∂Ψ

∂XB = B̄ with B̄ ∈
R

n+s constant vector; (iii) α1

∥
∥X̄
∥
∥2 ≤ V

(
X̄
)
≤ α2

∥
∥X̄
∥
∥2 ; (iv) ∂V

∂X̄
F̄
(
X̄
)
≤

−α3

∥
∥X̄
∥
∥2; (v)

∥
∥ ∂V

∂X̄

∥
∥ ≤ α4

∥
∥X̄
∥
∥.

Remark 2. If there exists a controller (18) such that Ẋ = F (X) is globally
exponentially stable and ∂F

∂X is bounded for all X ∈ R
n+s, then (see [19],

Theorem 3.12), then (H4) is satisfied with X̄ = X and a suitable V (X)
complying with H4-(iii)–(v). �

Remark 3. If system (17) complies with hypothesis (H1) i.e. is minimum phase
then a diffeomorphism X̄ = Ψ(X) and a Lyapunov function V

(
X̄
)

complying
with (H4)(i)–(v) can always be constructed iteratively, as shown in [27], Sec-
tion 6.3, pages 255–269. Hence assumptions (H3) and (H4) are weaker than
assumptions (H1) and (H2). �

The reference input ur(t) = γw(t) defined according to (16) is the sum of m
biased sinusoids

ur(t) = κ0 +
m∑

h=1

κh sin(ωht+ φh) (19)

with unknown bias κ0, unknown magnitudes, κh, unknown phases φh, un-
known distinct frequencies ωh for all h ∈ [1,m] ; m is an unknown integer
such that 0 ≤ m ≤ M , with 2M + 1 = r known upper bound. By virtue of
(19) defining θ = [θ1, θ2, . . . , θm]T so that
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s2m + θ1s
2m−2 + . . .+ θm−1s

2 + θm =
m∏

i=1

(
s2 + ω2

i

)
, (20)

the reference ur(t) can be modelled as the output of the following (2m +
1)−order linear exosystem

˙̄w =
[
S(θ) 0
0 0

]

w̄; ur =
[
1 0 · · · 0 1

]
w̄, (21)

with state w̄ ∈ R
2m+1, initial condition w̄(0) ∈ R

2m+1 that excites all
oscillatory modes associated with the eigenvalues on the imaginary axis;
the latter are parametrized by the vector θ ∈ R

m with S(θ) = A2m −
[0, θ1, 0, θ2, 0, . . . , θm]T C2m.

4.1 A Global Filtered Transformation

The aim of this section is to transform (17) and (21) into an “adaptive observer
form” (see [24]). The first step is to introduce an auxiliary nonlinear filter
(x̂ ∈ R

n)
dx̂/dt = [An − aCn] x̂+ Φ̃(ỹ, yr) + aỹ + bu, (22)

where a = [an−1, an−2 , . . . , a0]
T and ai ∈ R

+, 0 ≤ i ≤ n − 1, are design
parameters such that the polynomial pa(s) = sn + an−1s

n−1 + ... + a1s + a0

has all its roots with negative real part. By setting x̄ = x̃− x̂, from (17), (22),
we obtain the linear error dynamics

dx̄/dt = [An − aCn] x̄− bur; x̄1 = Cnx̄ = ỹ − x̄1. (23)

The autonomous system (23), (21) with state
[
x̄T , w̄T

]T ∈ R
2m+n+1 by virtue

of (H3) is observable from the available output x̄1 for every θ complying with
(20); hence it is transformed into the observer canonical form (ζ ∈ R

2m+n+1)

dζ/dt = An+2m+1ζ − ā0 [m] x̄1 −
∑m

i=1 θiāi [m] x̄1; x̄1 = Cn+2m+1ζ
(24)

with āi [m] ∈ R
n+2m+1, i ∈ [0,m] given by

ā0 [m] = [an−1, ..., a0, 0, 0, 0, ..., 0, 0, 0]T ,

ā1 [m] = [0, 1, an−1, ..., a0, 0, 0, 0, ..., 0]T ,

ā2 [m] = [0, 0, 0, 1, an−1, ..., a0, 0, ..., 0]T , . . . ,

ām [m] = [0, 0, 0, ..., 0, 1, an−1, ..., a0, 0]T , (25)

by a linear transformation (which is nonsingular for all θ complying with (20))
expressed in matrix form as ζ = Tm(θ)

[
x̄T , w̄T

]
where the columns ti [m] ,

i ∈ [1, n+ 2m+ 1] of the matrix Tm(θ) = [t1 [m] , . . . , tn+2m+1 [m]] are
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t1 [m] = [1, 0, θ1, ..., 0, θm, 0, ..., 0]T ,

t2 [m] = [0, 1, 0, θ1, ..., 0, θm, 0, ..., 0]T ,
...

tn [m] = [0, ..., 0, 1, 0, θ1, ..., 0, θm, 0]T ,

tn+1 [m] = [0,−b1, ...,−bn, 0, 0, ..., 0]T ,

tn+2 [m] = [0, 0,−b1, ...,−bn, 0, ..., 0]T ,
...

tn+2m [m] = [0, ..., 0,−b1, ...,−bn, 0]T ,

tn+2m+1 [m] = tn+1 [m] +
m−1∑

i=1

θitn+2i+1 [m] + θm [0, . . . , 0,−b1, . . . ,−bn]T .

(26)

Set d̄ [m] = [d1, . . . , dn+2m]T ∈ R
n+2m where di ∈ R

+, 1 ≤ i ≤ n + 2m, are
positive real numbers such that all the roots of pd(s) = sn+2m + d1s

n+2m−1 +
· · ·+ dn+2m have negative real part. Define as in [24] the filters ( ξi ∈ R

n+2m,
μi ∈ R, 1 ≤ i ≤ m)

dξi/dt =
[
An+2m − d̄ [m]Cn+2m

]
ξi − [0, In+2m] āi [m] x̄1, μi = Cn+2mξi.

(27)

According to [24] the filtered transformation ζ̄ = ζ −
[

0∑m
i=1 ξiθi

]

, with ζ̄ ∈

R
n+2m+1, mapping the state vector ζ into a new state vector ζ̄, transforms

system (24) into an “adaptive observer” form

dζ̄/dt = An+2m+1ζ̄ − ā0 [m] x̄1 +
[

1
d̄ [m]

]

μT θ; x̄1 = Cn+2m+1ζ̄, (28)

where μ = [μ1, μ2, . . . μm]T . The transformation from ζ̄ to
[
x̄T w̄T

]T is given
by (

x̄
w̄

)

= T−1
m (θ)

(

ζ̄ +
[

0∑m
i=1 ξiθi

])

. (29)

Notice that the map T−1
m (θ) is well defined since by (H3) the matrix Tm(θ)

is invertible for all θ complying with (20). If t∗m(θ) denotes the sum of the
(n+ 1)-th and the (n+ 2m+ 1)-th rows of the adjoint of the matrix Tm(θ),
then the sinusoidal reference ur(t) =

[
1 0 · · · 0 1

]
w̄ by (29) can be expressed

as

ur(t) =
1

detTm (θ)
t∗m(θ)

(

ζ̄(t) +
[

0∑m
i=1 ξi(t)θi

])

. (30)
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4.2 How to Detect the Number of Excited Frequencies

A key step in the regulator design is to build a dynamical system whose
residual outputs are related to the number of excited frequencies. To this
purpose, three cascaded filters are introduced: the first filter is defined as

{
dη/dt = Aηη + [0, . . . , 0, 1]T x̄1

νi = η2M−2i+4, 1 ≤ i ≤M + 1
(31)

with state η = [η1, η2, . . . η2M+2]
T ∈ R

2M+2, initial condition η(0) ∈ R
2M+2,

input x̄1(t) given in (23), output ν = [ν1, ν2, . . . νM+1]
T , where Aη =

An+2M+2 − [0, . . . , 0, 1]T [ᾱ0, ᾱ1, . . . , ᾱ2M+1] , and the design parameters ᾱi,
0 ≤ i ≤ 2M+1 are such that the polynomial pᾱ(s) = s2M+2 + ᾱ2M+1s

2M+1 +
... + ᾱ1s + ᾱ0 has all its roots with negative real part. The dynamical sys-
tem (31) is introduced to generate the output ν ∈ R

M+1 whose first i entries
ν̄i = [ν1(t), ν2(t), . . . , νi(t)] with i ∈ [1,M + 1] can be shown to be persis-
tently exciting if 1 ≤ i ≤ m and not persistently exciting if m+1 ≤ i ≤M+1.
The vector ν(t) ∈ R

M+1 is the input to the second filter
{

dΩ
dt = −c1Ω + ννT , Ω(0) > 0,
qi = |det (Ωi)|

1
i , 1 ≤ i ≤M + 1

(32)

with state Ω ∈ R
M+1×R

M+1 symmetric and positive definite initial condition
Ω(0) > 0, outputs qi(t), 1 ≤ i ≤M + 1, where Ωi ∈ R

i × R
i, 1 ≤ i ≤M + 1,

denotes the matrix collecting the first i × i entries of Ω and c1 ∈ R
+ is

a design parameter. Notice that Ω is symmetric and (32) can be implemented
by a filter whose dimension is (M + 3M + 2) /2. It can be shown by virtue of
the persistency of excitation condition that

qi(t) ≥ qM > 0 for 1 ≤ i ≤ m, (33)

where qM is a suitable positive real while qi(t) with m + 1 ≤ i ≤ M + 1 are
exponentially vanishing. The outputs qi(t) of filter (32) are the inputs of the
third filter

dχi/dt = − [σi (qi) + ψ(χi)]χi + σ̃i (qM+1) , (34)

with 1 ≤ i ≤M, state χ = (χ1, . . . , χM )T , in which χi(0) > 0; σi( · ) and σ̃i( · )
with 1 ≤ i ≤ M are suitable class K functions. The function ψ(χi) depends
on a design parameter χ0 ∈ R

+ and is defined as ψ(χi) = 0 if χi ≤ χ0;
ψ(χi) = 4 (χi − χ0)

2
/χ2

i if χ0 ≤ χi ≤ 2χ0 and ψ(χi) = 1 if 2χ0 ≤ χi. It
can be shown that χi(t) for 1 ≤ i ≤ m are globally vanishing functions and
χi(t) ≥ χ̄ > 0 for all t ≥ 0 and m + 1 ≤ i ≤ M, where χ̄ is a suitable
positive real: hence the cascaded filters allow us to asymptotically determine
the number m ∈ [0,M ]. The result (see [23]) is summarized below.
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Lemma 1. Consider the cascaded interconnection of the filters (31), (32),
(34) with input x̄1 ∈ R given by (23), state η ∈ R

2M+2, Ω ∈ R
M+1 × R

M+1,
χ ∈ R

M , and outputs
{
βi(t) = 1 if qi(t) > c2χi(t)
βi(t) = qi/ (c2χi) if qi(t) ≤ c2χi(t)

(35)

where i ∈ [1,M ] and c2 ∈ R
+ is a design parameter. The following holds: (i)

the state trajectories are bounded for any η(0) ∈ R
2M+2, Ω(0) ∈ R

M+1×R
M+1

such that Ω(0) > 0, and any χi(0) > 0, 1 ≤ i ≤ M ; (ii) the functions βi(t),
i ∈ [1,M ], are such that 0 ≤ βi(t) ≤ 1, for all t ≥ 0, and

{
lim
t→∞βi(t) = 1 for 1 ≤ i ≤ m,

lim
t→∞βi(t) = 0 for m+ 1 ≤ i ≤M,

(36)

where the functions βi(t), i ∈ [1,M ], tend exponentially to their limits.

4.3 Adaptive Regulator Design with Frequencies Identification

In this section we design an adaptive observer for system (28) and determine
an estimate ûr(t) of the reference ur(t) via (30); the control input u is the
sum of ûr(t) and the function M̄(Y, y) in (18). To this purpose we define the
diagonal matrix Ū(t) ∈ R

n+2M×R
n+2M , with entries Ūi,i(t) = 1 for 1 ≤ i ≤ n

and Ūi,i(t) = βk(t) , with k =
⌈
i−n
2

⌉
for n + 1 ≤ i ≤ n + 2M. Consider the

vectors β̄(t) =
[
β̄0(t), . . . , β̄M (t)

]
and δ̄(t) defined as

{
β̄0(t) = (1− β1(t)); β̄M (t) = βM (t)
β̄i(t) = βi(t)(1− βi+1(t)) for 1 ≤ i ≤M − 1 (37)

δ̄(t) = β̄0(t)
(
d̄ [0]
0

)

+ . . .+ β̄M−1(t)
(
d̄ [M − 1]

0

)

+ β̄M (t)
(
d̄ [M ]

)
(38)

where the entries of the constant vectors d̄ [i] ∈ R
n+2i, 0 ≤ i ≤M are design

parameters such that the polynomials sn+2i +
[
sn+2i−1, sn+2i−2, . . . , 1

]
d̄ [i]

are Hurwitz. Notice that by (36)
{

lim
t→∞ β̄m(t) = 1

lim
t→∞ β̄i(t) = 0, ∀i �= m

; lim
t→∞ Ū(t) =

[
In+2m 0

0 0

]

; lim
t→∞ δ̄(t) =

[
d̄ [m]

0

]

(39)
where the entries of the matrix Ū(t) and of the vector δ̄(t) tend exponentially
to their limits. The matrix Ū(t) and the vector δ̄(t) are the tools to construct
a generalization of the filters (27) that by virtue of (39) are adaptive with
respect to the unknown number m: they are defined as
⎧
⎪⎨

⎪⎩

dξ̂i/dt = Ū
{(
An+2M − δ̄(t)Cn+2M

)
ξ̂i − ([0, In+2M ] āi [M ]) x̄1

}

−c3
(
In+2M − Ū

)
ξ̂i,

μ̂i = βiCn+2M ξ̂i; 1 ≤ i ≤M

(40)
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with state variables ξ̂i ∈ R
n+2M , 1 ≤ i ≤ M, arbitrary initial conditions

ξ̂i(0) ∈ R
n+2M , where c3 ∈ R

+ is a positive design parameter and āi [M ] ,
1 ≤ i ≤ M are defined according to (25) with M in place of m. We consider
now an observer for system (28) which is adaptive with respect to the unknown
number m of excited frequencies
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

dζ̂/dt = U(t)
{
(An+2M+1 −K(t)Cn+2M+1) ζ̂ + (K(t)− ā0 [M ]) x̄1

+δ(t)
∑M

i=1 μ̂iθ̂i

}
− c4 [In+2M+1 − U(t)] ζ̂;

dθ̂i/dt = giμ̂i(t)
[
x̄1 − ζ̂1

]
− ḡi [1− βi(t)] θ̂i; 1 ≤ i ≤M

(41)

with ζ̂ ∈ R
n+2M+1, θ̂ =

[
θ̂1, θ̂2, . . . , θ̂M

]T
∈ R

M , arbitrary initial conditions

ζ̂(0) ∈ R
n+2M+1, θ̂(0) ∈ R

M , in which ζ̂1 = Cn+2M+1 ζ̂, gi, ḡi ∈ R
+, c4 ∈ R

+

are design parameters and ā0 [M ] is defined according to (25) with M in place
of m; the matrix U(t) ∈ R

n+2M+1×R
n+2M+1 and the vector δ(t) ∈ R

n+2M+1

are defined as U(t) =
[

1 0
0 Ū(t)

]

, δ(t) =
[

1
δ̄(t)

]

; the vector K(t) ∈ R
n+2M+1 is

K(t) = (An+2M+1 + λIn+2M+1) δ(t) with λ ∈ R
+ design parameter. Let j be

an integer such that j ∈ [0,M ]; consider a partition of the vectors ξ̂i ∈ R
n+2M

1 ≤ i ≤ M, ζ̂ ∈ R
n+2M+1, and θ̂ ∈ R

M into subvectors whose dimension
depends on the integer j as follows:

ξ̂i =

⎡

⎣
ξ̂
[j]
i ∈ R

n+2j

ξ̆
[j]
i ∈ R

2(M−j)

⎤

⎦ ; ζ̂ =

[
ζ̂[j] ∈ R

n+2j+1

ζ̆[j] ∈ R
2(M−j)

]

; θ̂ =

[
θ̂[j] ∈ R

j

θ̆[j] ∈ R
M−j

]

. (42)

By virtue of (39) it can be shown (see [23]) that the partition in (42) obtained
by setting j = m complies with the following properties.

Lemma 2. Consider the filters (40) and the observer (41). Set in (42) j = m.

Then: (i) (ξi−ξ̂[m]
i ), ξ̆[m]

i , with 1 ≤ i ≤ m, (ζ̄−ζ̂ [m]), ζ̆ [m], (θ−θ̂[m]), θ̆[m], tend
exponentially to zero for any initial condition of the systems (28), (40), (41);
(ii) ξ̂i ∈ R

n+2M , with 1 ≤ i ≤M, θ̂ ∈ R
M and ζ̂ ∈ R

n+2M+1 are bounded.

By virtue of Lemmas 1 and 2 we construct an estimate of the reference ur(t)
in (30). To this purpose, let j ∈ [0,M ] and consider the matrix Tj(θ̂[j]) ∈
R

n+2j+1 × R
n+2j+1 whose columns are obtained from (26) with j in place of

m and θ̂[j] ∈ R
j in place of θ ∈ R

m. Let t∗j (θ̂
[j]) be the sum of the (n+ 1)-th

and the (n+ 2j + 1)-th rows of the adjoint of the matrix Tj(θ̂[j]) for j ∈ [1,M ]
and t∗0(θ̂[0]) be the (n+ 1)-th row of the matrix T0(θ̂[0]). Set

ρ̂j(t) = t∗j (θ̂
[j])
(

ζ̂[j](t) +
[

0
∑M

i=1 ξ̂
[j]
i (t)θ̂i(t)

])

, (43)
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with j ∈ [0,M ] . Consider the filters

dpj/dt = −c5pj + c6
(
1− β̄j(t)

)
+ c7

∣
∣
∣x̄1 − ζ̂1

∣
∣
∣ , (44)

with j ∈ [0,M ] , state p = [p0, p1, . . . pM ] ∈ R
M+1 driven by the inputs

(
1− β̄j(t)

)
, j ∈ [0,M ] , along with the estimation error

∣
∣
∣x̄1 − ζ̂1

∣
∣
∣ , where c5, c6,

c7 are positive design parameters. Notice that if pj(0) > 0 then all pj(t) with
j �= m are greater than a positive lower bound, while pm(t) tends exponentially
to zero as t goes to infinity. The estimate ûr for the reference ur(t) in (30) is
defined by the adaptive saturation algorithm

ûr(t) =
∑M

j=0

(
β̄j(t)ûj(t)

)
where

ûj(t) =

⎧
⎨

⎩

bρj(t)

detTj(bθ[j](t))
if
∣
∣
∣detTj(θ̂[j])

∣
∣
∣ > pj ,

bρj(t) detTj(bθ[j](t))

p2
j

if
∣
∣
∣detTj(θ̂[j])

∣
∣
∣ ≤ pj .

; (45)

The task of the signals pj(t) is to avoid the singularities in which detTj(θ̂[j]) =
0, while the functions β̄j(t) by virtue of (36) select the correct reference es-
timate ûm(t) in the set [û0(t), û1(t), . . . , ûM (t)] . The overall compensating
control law, which is the sum of a stabilizing part and of a disturbance rejec-
tion part, is defined as

u = M̄(Y, ỹ) + ûr(t). (46)

At this point we are ready to state the properties of the regulation strategy
introduced in this section.

Proposition 2. Consider system (1), (2). If assumptions (H3)–(H4) hold,
then the Problem addressed is solvable. In particular, the dynamic output
feedback regulator (22), (31), (32), (34), (40), (41), (44), (45), (18), (46)
guarantees exponentially decreasing output regulation error for any unknown
parameters κ0 ∈ R, κi, ∈ R, φi ∈ R, ωi ∈ R

+ with i ∈ [1,m] of the reference
input ur(t) given by (19) where 0 ≤ m ≤ M, with 2M + 1 = r known upper
bound and any regulator initial condition such that detΩ(0) > 0, pj(0) > 0,
with j ∈ [0,M ] and χi(0) > 0 with i ∈ [1,M ].

Proof. (H3) allows to consider the error system (17) affected by the distur-
bance (21) instead of system (1), while assumption (H4) is used to design the
stabilizing part in (46). By Lemmas 1 and 2 the vectors x̂ ∈ R

n, η ∈ R
2M+2,

Ω ∈ R
M+1 × R

M+1, χi ∈ R, ξ̂i ∈ R
2M , 1 ≤ i ≤ M, ζ̂ ∈ R

v+2M+1, θ̂ ∈ R
M

are bounded, hence also the functions ρ̂j(t) with j ∈ [0,M ] defined in (43) are
bounded, and we have

|ρ̂j(t)| ≤ ρM for all t ≥ 0, and j ∈ [0,M ] , (47)

where ρM is a suitable positive real. Next, we show by virtue of (30) and (44)
that the disturbance estimation error ur(t) − ûr(t) is globally exponentially
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vanishing. The function ûr(t) =
∑M

j=0

(
β̄j(t)ûj(t)

)
is the weighted sum of dis-

turbance estimates for different number of exosystem’s frequencies. Consider
first the functions ûj(t) with j �= m, j ∈ [0,M ] ; they are estimates of ur with
the incorrect number of sinusoidal frequencies. From (44), choosing pj(0) > 0
by virtue of (36) we have that pj(t) > p∗ > 0, j �= m, j ∈ [0,M ] , where p∗ is
a suitable positive real number. This property guarantees that the functions
ûj(t) with j �= m, j ∈ [0,M ] are bounded, so that by (36) each term β̄j(t)ûj(t)
with j �= m, j ∈ [0,M ] is exponentially vanishing. Consider now the function
ûm(t) representing the estimate of ur(t) with the correct number of frequen-
cies. From (44) recalling that the functions (1− β̄m(t)) and

∣
∣
∣z̃1(t)− ζ̂1(t)

∣
∣
∣ are

exponentially vanishing by virtue of Lemmas 1 and 2 respectively , we deduce
that

pm(0) exp (−avt) ≤ pm(t) ≤ kp exp (−λpt) (48)

for all t ≥ 0, and suitable positive real numbers kp and λp. Since by Lemma 2

the vector
(
θ − θ̂[m](t)

)
is exponentially vanishing, then

∣
∣
∣det Tm(θ̂[m])

∣
∣
∣ ≥ |detTm(θ)| − kT exp (−λst) (49)

for suitable positive real numbers kT and λs. Let k∗ = max {kT , kp} and

λ∗ = min {λs, λp} ; from (49) and (48) we have that
∣
∣
∣detTm(θ̂[m])

∣
∣
∣ >

pm(t) for all t > t∗, where t∗ =
1
λ∗

ln
[

2k∗
|detTm(θ)|

]
, so that by virtue of

(44) ûm(t) = ρ̂m(t)/
∣
∣
∣detTm(θ̂[m](t))

∣
∣
∣ for all t > t∗ and |ur(t)− ûr(t)| ≤

ka exp [−λu (t− t∗)] if t > t∗ for suitable positive real numbers ka and
λu. Notice that for 0 ≤ t ≤ t∗, the function ũr(t) = ur(t) − ûr(t) is
bounded; in fact from (47) and (48) we have sup

0≤t≤t∗
|ũr(t)| ≤ sup

0≤t≤t∗
|ur(t)| +

ρM
pm(0)

exp (avt∗) . We conclude that |ũr(t)| ≤ ku exp (−λut) for all t ≥ 0 and

ku = exp [λut
∗] max{ sup

0≤t≤t∗
|ur(t)− ûr(t)| , ka}.

By hypothesis (H4) the closed loop system (17), (18), (46) becomes ˙̄X=
F̄
(
X̄
)

+ B̄ũr(t) with output ỹ = Cn+sX̄. By computing the time deriva-
tive of V (X̄) we obtain dV

dt = ∂V
∂X̄

F̄ + ∂V
∂X̄

B̄ũr. By H4-(iv) and H4-(v) we have
∂V
∂X̄

B̄ũr ≤ α3
2α2

4

∥
∥ ∂V

∂X̄

∥
∥2 + α2

4
2α3

∥
∥B̄
∥
∥2 ũ2

r ≤ α3
2

∥
∥X̄
∥
∥2 + α2

4
2α3

∥
∥B̄
∥
∥2 ũ2

r and ∂V
∂X̄

F̄ ≤
−α3

∥
∥X̄
∥
∥2 respectively. Recalling that by H4-(iii) −

∥
∥X̄(t)

∥
∥2 ≤ −V (X̄(t),t)

α2
,

the substitution of previous inequalities in the general expression of dV
dt yields

dV
dt ≤ −

α3
2α2

V (t) + α2
4

2α3

∥
∥B̄
∥
∥2 ũ2

r. Since ũ2
r(t) ≤ k2

u exp (−2λut) , we conclude
that the time function V (X̄(t)) is globally exponentially vanishing and by
H4-(i) the vector X̄(t) and the output ỹ(t) = y(t) − yr(t) = Cn+sX̄(t) are
globally exponentially vanishing. ��
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5 Conclusion

In this paper the set point regulation of the output is considered for a class
of systems with output dependent nonlinearities: the systems are allowed to
be non-minimum phase and may be affected by disturbances generated by
a neutrally stable linear exosystem with unknown parameters and unknown
order. Two global regulation schemes have been presented, achieving global
convergence to zero of the regulated output, when the order of the exosystem
is uncertain and only an upper bound the exosystem order is known. The
first algorithm proposed guarantees asymptotic output regulation by taking
advantage of the minimum phase assumption, while the second one applies
to non-minimum phase systems as well, uses an observer which is adaptive
with respect to the number of excited sinusoids and provides exponentially
convergent estimates of the exosystem’s frequencies.
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A Taxonomy for Time-Varying Immersions
in Periodic Internal-Model Control

Andrea Serrani

Department of Electrical and Computer Engineering, The Ohio State University,
Columbus, OH 43206 - USA

Summary. In extending the solvability of the output regulation problem to encom-
pass more general classes of time-varying exogenous systems, various non-equivalent
definitions of observability play a crucial role in the definition and properties of im-
mersion mappings establishing the so-called “internal model property.” This paper
proposes a classification of the immersion mappings based on the underlying observ-
ability property, and describes the connections between different canonical realiza-
tions of internal models that fully exploit such properties for robust and adaptive
output regulation design in periodic systems.

This paper is humbly dedicated to Alberto Isidori, at once et magister et amicus,
on the joyful occasion of his sixty-fifth birthday.

1 Notation and Background

Continuous matrix-valued functions M : R → R
n×m are said to be periodic

if there exists T > 0 such that M(t + T ) = M(t) for all t ∈ R. The smallest
such T is said to be the period of M( · ). A linear time-varying system

ẋ = A(t)x +B(t)u
y = C(t)x +D(t)u (1)

with x ∈ R
n, u ∈ R

m and y ∈ R
p is said to be periodic ifA( · ),B( · ), C( · ), and

D( · ) are all periodic with the same period. The monodromy matrix of A( · ) is
defined as Φ̄A := ΦA(T, 0), where ΦA(t, τ) denotes the transition matrix. The
eigenvalues of Φ̄A are termed the characteristic multipliers of A( · ) (see [8].)

Lemma 1 (Sylvester differential equations). Let S(t) ∈ R
s×s, A(t) ∈

R
n×n, and P (t) ∈ R

n×s be continuous and periodic matrix-valued functions.
Assume that there exist constants κ, λ, μ > 0, and σ ≥ 0 such that

‖ΦA(t, τ)‖ ≤ κ e−λ(t−τ) , ‖ΦS(t, τ)‖ ≥ μ eσ(t−τ)
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for all t, τ ∈ R. Then, there exists a unique periodic solution of the Sylvester
matrix differential equation (SDE)

Ẋ(t) +X(t)S(t) = A(t)X(t) + P (t) (2)

Definition 1 (Observability). A time-varying (not necessarily periodic)
representation (A( · ), C( · )) is said to be completely observable if for any
t ∈ R there exists s > t such the observability gramian

W (t, s) =
∫ s

t

Φ′
A(τ, t)C′(τ)C(τ)ΦA(τ, t)dτ

is nonsingular; it is said to be totally observable if the above holds for every
t ∈ R and every s > t. It is said to be uniformly completely observable if there
exists positive constants α1, α2, δ, and a class-K function γ( · ) such that

α1I ≤W (t, t+ δ) ≤ α2I (3)

‖ΦA(t, s)‖ ≤ γ(|t− s|) (4)

hold for all t, s ∈ R. Finally, the pair (A( · ), C( · )) is said to be uniformly
observable if the observability matrix

N(t) =
(
N ′

0(t) N
′
1(t) · · ·N ′

n−1(t)
)′

is nonsingular for every t ∈ R, where

N0(t) := C(t) , Ni(t) := d
dtNi−1(t) +Ni−1(t)A(t) , i ≥ 1 .

For periodic systems, uniform complete observability is equivalent to com-
plete observability, and is completely characterized by the lower bound on
(3). If, in addition, the entries of (A( · ), C( · )) are analytic functions, uniform
complete observability is equivalent to total observability. However, uniform
observability is a stronger property than uniform complete observability, even
for analytic periodic systems [2, 15, 16].

2 Definition of the Problem

We consider in this paper parameterized families of linear time-varying plant
models of the form

ẋ = A(t, μ)x +B(t, μ)u + P (t, μ)w
e = C(t, μ)x +Q(t, μ)w , (5)

with state x ∈ R
n, control input u ∈ R, regulated error e ∈ R, and param-

eter vector μ taking values on a given compact set P ⊂ R
p. The exogenous
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input w ∈ R
nw is generated by a parameterized family of time-varying exo-

system
ẇ = S(t, σ)w (6)

with parameter vector σ ranging over a given compact set Σ ⊂ R
s. It is

assumed that A( · , · ), B( · , · ), C( · , · ), P ( · , · ), Q( · , · ), and S( · , · ) are
smooth functions, and that systems (5) and (6) are periodic with period
T > 0 for all (μ, σ) ∈ P ×Σ. To rule out trivial cases, we assume the follow-
ing.

Assumption 1. The characteristic multipliers λi(σ) of S( · , σ) are distinct,
and satisfy |λi(σ)| = 1 for all i = 1, . . . , s and all σ ∈ Σ. Furthermore, the
pair (Q( · , μ), S( · , σ)) is observable for all σ ∈ Σ and all μ ∈ P.

While the actual value of the plant parameter vector μ is unknown, we will
distinguish explicitly the case in which the exosystem model is uncertain
from the one in which the parameter vector σ is known a priori. For the
sake of clarity, the dependence on σ will be dropped whenever σ is assumed
known.

Problem 1. Assume that σ is known. The robust periodic output regulation
problem consists in finding a periodic error-feedback compensator of the form

ξ̇ = F (t)ξ +G(t)e
u = H(t)ξ +K(t)e (7)

with state ξ ∈ R
ν , such that, for all μ ∈ P :

(i) The origin is a uniformly asymptotically stable equilibrium of the unforced
closed-loop system

ẋ = (A(t, μ) +B(t, μ)K(t)C(t, μ))x +B(t, μ)H(t)ξ
ξ̇ = F (t)ξ +G(t)C(t, μ)x . (8)

(ii) Trajectories of the closed-loop system originating from initial condition
(w0, x0, ξ0) ∈ R

nw+n+ν are bounded and satisfy limt→∞ e(t) = 0.

The case of uncertain exosystem models (6) will be interpreted as the situation
in which a “family” of robust regulation problems, each one corresponding to
a given value of σ ∈ Σ, replaces the above definition.

Definition 2. A parameterized family of periodic dynamic compensators

ξ̇ = F (t, θ)ξ +G(t, θ)e
u = H(t, θ)ξ +K(t, θ)e , (9)

with state ξ ∈ R
ν and parameter vector θ ranging on some set Θ ⊆ R

�, is said
to be a certainty-equivalence robust regulator if for all μ ∈ P:
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(a) the system

ẋ = (A(t, μ) +B(t, μ)K(t, θ)C(t, μ))x +B(t, μ)H(t, θ)ξ
ξ̇ = F (t, θ)ξ +G(t, θ)C(t, μ)x (10)

is uniformly asymptotically stable for all θ ∈ Θ,
(b) there exists a continuous assignment σ �→ θσ such that for any given

σ ∈ Σ, the fixed controller

ξ̇ = F (t, θσ)ξ +G(t, θσ)e
u = H(t, θσ)ξ +K(t, θσ)e (11)

solves the robust output regulation problem for (5) and (6).

The role of the parameter θ is solely that of selecting, among a continuous fam-
ily of candidate stabilizing controllers, one that achieves asymptotic regulation
in correspondence to a given element in the parameterized set of exosystem
models (6).

When the exosystem model is uncertain, the robust regulation problem
is approached by seeking a solution based on certainty-equivalence adaptive
control, which leads to the following definition.

Problem 2. Assume that σ is unknown. The adaptive robust periodic output
regulation problem consists in finding a certainty-equivalence controller (9)
and a smooth update law ϕ : R

ν ×R
m → R

� such that the trajectories of the
closed-loop system

ẇ = S(t, σ)w

ẋ = (A(t, μ) +B(t, μ)K(t, θ̂)C(t, μ))x +B(t, μ)H(t, θ̂)ξ + (P (t, μ)

+B(t, μ)K(t, θ̂)Q(t, μ))w

ξ̇ = F (t, θ̂)ξ +G(t, θ̂)C(t, μ)x +G(t, θ̂)Q(t, μ)w
˙̂
θ = ϕ(ξ, e) (12)

originating from any (w0, x0, ξ0, θ̂0) ∈ R
nw+n+ν+� are bounded and satisfy

limt→∞ e(t) = 0, for all μ ∈ P and all σ ∈ Σ.

In the formulation of Problem 2, the requirement of uniform asymptotic sta-
bility of the unforced closed-loop system has been dropped. This serves the
purpose of including the important case in which convergence of θ̂(t) to θσ
is not achieved. Convergence of the parameter estimates requires additional
hypotheses on the “richness” of the signals in the update law, commonly
referred to as persistence of excitation (PE), which may lead to unneces-
sarily restrictive conditions as far as asymptotic regulation of e(t) is con-
cerned.
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3 A Taxonomy for Periodic Internal Model Control

An obvious necessary condition for the solvability of Problem 2 is the exis-
tence of a certainty-equivalence regulator, which in turn implies solvability of
Problem 1 for each fixed σ ∈ Σ. Consequently, we first address the robust
case, and defer the adaptive one to the next section.

Proposition 1. A robust stabilizing controller (7) is a robust regulator if and
only if there exist smooth mappings Π : R × R

p → R
n×nw , Ξ : R × R

p →
R

ν×nw , and R : R× R
p → R

1×nw , periodic in their first argument, satisfying
the differential-algebraic equations

Π̇(t, μ) +Π(t, μ)S(t) = A(t, μ)Π(t, μ) +B(t, μ)R(t, μ) + P (t, μ)
0 = C(t, μ)Π(t, μ) +Q(t, μ) (13)

Ξ̇(t, μ) +Ξ(t, μ)S(t) = F (t)Ξ(t, μ)
R(t, μ) = H(t)Ξ(t, μ) (14)

for all t ∈ [0, T ) and all μ ∈ P.

Proof. The result is a simple extension of [19, Prop. 3.2]. ��

Equation (14) constitutes the formulation in the periodic setting of the inter-
nal model principle [9]. In the time-invariant case, an elegant tool for obtain-
ing (14) is provided by the concept of system immersion. Loosely speaking,
an autonomous system is immersed into another system if any output trajec-
tory of the first system is an output trajectory of the second one. Here, the
usefulness of this property lies in the possibility of reproducing the unavail-
able feedforward control u = R(t, μ)w as the output of another system, which
does not depend on the parameter μ, and satisfies appropriate observability
conditions. If this is the case, the system in question can be embedded in the
controller to enforce (14), and is therefore regarded as an internal model of
the exosystem. As opposed to LTI systems, which always admit an immer-
sion into a parameter-independent observable system as a consequence of the
Cayley-Hamilton theorem, in the periodic case the situation is much more
complicated. A general existence result is not available, and several situations
may occur, due to various observability notions. As a result, we propose the
following classification.

Definition 3. The parameterized family of periodic systems

ẇ = S(t)w
v = R(t, μ)w (15)

is immersed into the periodic system (Φ( · ), Γ ( · )), with Φ : R → R
q×q and

Γ : R → R
1×q smooth functions of their argument, if there exists a smooth

mapping Υ : R× R
p → R

q×nw , periodic in its first argument, satisfying
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Υ̇ (t, μ) + Υ (t, μ)S(t) = Φ(t)Υ (t, μ)
R(t, μ) = Γ (t)Υ (t, μ) (16)

for all t ∈ [0, T ) and all μ ∈ P. Furthermore, we say that (16) defines (i.)
a regular immersion, if the pair (Φ( · ), Γ ( · )) is uniformly completely observ-
able, (ii.) a strong immersion, if it is uniformly observable, and (iii.) a weak
immersion, if it is detectable and not completely observable.

Whenever an immersion of the form (16) exists, we will refer to (Φ( · ), Γ ( · ))
as either a regular, strong, or weak internal-model pair. As mentioned, the
reason for the proposed taxonomy lies in the fact that for time-varying systems
useful notions of observability are weaker than invertibility of the observability
matrix. The advantage in having a strong immersion versus a regular one is
that in the former case the pair (Φ( · ), Γ ( · )) is topologically equivalent to
canonical forms (see [13, 14]) which are advantageous for controller design.

A necessary and sufficient condition for the existence of a strong immersion
is given by following result.

Lemma 2. The periodic system (15) admits a strong immersion if there exist
an integer q and periodic functions a0(t), a1(t), . . . , aq−1(t) such that

Lq
SR(t, μ)+aq−1(t)L

q−1
S R(t, μ)+ · · ·+a1(t)LSR(t, μ)+a0(t)R(t, μ) = 0 (17)

for all t ∈ [0, T ) and all μ ∈ P, where the operator LS is defined recursively
as L0

SR(t) = R(t) and Lk
SR(t) = (Lk−1

S R(t))S(t) + d
dtL

k−1
S R(t), k ≥ 1.

Proof. Sufficiency follows directly from the fact that the mapping

Υ (t, μ) =

⎛

⎜
⎜
⎝

R(t, μ)
LSR(t, μ)

. . .

Lq−1
S R(t, μ)

⎞

⎟
⎟
⎠

yields an internal-model pair in phase-variable form

Φp(t) =

⎛

⎜
⎜
⎜
⎝

0 1 · · · 0
0 0 · · · 0
...

...
. . .

...
−a0(t) −a1(t) · · · −aq−1(t)

⎞

⎟
⎟
⎟
⎠
, Γp =

(
1 0 · · · 0

)
(18)

which is obviously uniformly observable. Next, assume that a strong internal
model pair (Φ( · ), Γ ( · )) exists. Then, (Φ( · ), Γ ( · )) is topologically equivalent
to the observer companion form

Φo(t) =

⎛

⎜
⎜
⎜
⎝

−αq−1(t) 1 0 · · · 0
...

...
...

. . .
...

−α1(t) 0 0 · · · 1
−α0(t) 0 0 · · · 0

⎞

⎟
⎟
⎟
⎠
, Γo =

(
1 0 · · · 0

)
(19)
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which can be computed from the original internal-model pair by using the
dual version of Silverman’s algorithm [13]. The observer form can in turn
be converted into the phase-variable form by using the observability matrix
Wo(t) of (Φo(t), Γo) as a Lyapunov transformation. As a matter of fact, the
equation

Ẇ−1
o (t)Wo(t) + Φp(t)Wo(t) = Wo(t)Φo(t)

can be solved recursively for ai(t), i = 0, . . . , q − 1, once the functions αi(t)
are known [18]. The existence of a phase-variable form implies (17). ��

Although preferable, it may be very difficult (or impossible) to find a strong
immersion for a given pair (S( · ), R( · , μ)), while a regular immersion may be
easier to compute. On the other hand, the reason to introduce weak immer-
sions will be related to the possibility of obtaining non-minimal realizations
having special structures to be exploited in adaptive design.

Example 1. Consider a periodic exosystem of the form (15), where

S(t) =

(
0 sin(t)

− sin(t) 0

)

, R(μ) =
(
μ1 μ2

)
, μ2

1 + μ2
2 = 1 .

It is easy to check that the pair
(
S( · ), R(μ)

)
is uniformly completely observ-

able for all considered values of μ, but not uniformly observable. However, the
pair admits a strong immersion, as Lemma 2 holds with q = 3 and

a0(t) = 3 sin(t) cos(t) , a1(t) = 1 + sin2(t) , a2(t) = 0 .

�

For LTI systems, the structure of a realization of least dimension for the
immersion (16) is completely determined by the minimal polynomial of the
exosystem matrix [9]. As a result, the minimal immersion in phase-variable
form (Φp, Γp) is unique for a given pair (S,R(μ)). This is not the case for
periodic systems, as shown in the next example.

Example 2. Consider again the system in Example 1. While the observability
matrix of

(
S( · ), R(μ)

)
is singular at t = 0 and t = π, the extended observ-

ability matrix

Ne(t, μ) =

⎛

⎝
R(μ)

R(μ)S(t)
R(μ)Ṡ(t) +R(μ)S2(t)

⎞

⎠

satisfies rankNe(t, μ) = 2, for all t ∈ [0, 2π) and all μ : ‖μ‖ = 1. Using
Doležal’s theorem [17, 1], one can find a periodic nonsingular transformation
P (t) ∈ R

3×3, which in this case can be chosen independent of μ, such that

Ne(t, μ) = P (t)
(
N̄1(μ)

0

)

, N̄1(μ) =
(
μ1 μ2

−μ2 μ1

)

.
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Since det N̄1(μ) = 1, the inverse of the mapping ζ = Ne(t, μ)w can be com-
puted as w = N̄−1

1 (μ)U(t)ζ, where U(t) collects the first two rows of P−1(t).
Then, one obtains

[
L3

SR(μ)
]
w =

[
L3

SR(μ)
]
N̄−1

1 (μ)U(t)ζ

and, since
[
L3

SR(μ)
]
N̄−1

1 (μ) =
(
−3 cos(t) sin(t) −2 sin(t) + sin(t) cos2(t)

)
,

Lemma 2 holds with a different set of functions, namely

a0(t) = sin(t) cos(t)
[
cos4(t) + 5− 3 cos2(t)− 3 sin(t) + 3 sin(t) cos2(t)

]

a1(t) = sin(t)
[
3 cos2(t) + 2 sin(t)− sin(t) cos2(t))

]

a2(t) = sin(t) cos(t)
[
2− cos2(t)− 3 sin(t)

]
.

�

Finally, the last example concerns an application of regular immersions.

Example 3. Consider an exosystem model with the same dynamics as the one
in Example 1, but output map given by

R(t, μ) =
(
μ1 + μ2 cos(t) 0

)
, μ2

1 + μ2
2 = 1 .

A simple calculation shows that the pair (S( · ), R( · , μ)) is completely observ-
able but not uniformly observable. Furthermore, determining whether a strong
immersion exists, by using either one of the methods in the previous examples,
proves to be computationally intractable, even with the aid of symbolic alge-
bra manipulation tools. However, it is not difficult to see that the two systems
with output maps given by R1(μ) =

(
μ1 0
)

and R2(t, μ) =
(
μ2 cos(t) 0

)
can

be respectively immersed into a 3-dimensional system (Φ1(t), Γ1) and a 5-
dimensional system (Φ2(t), Γ2), both in phase-variable form. Specifically, the
pair (Φ1(t), Γ1) is the same as the one in Example 1, while for the second
one

a0(t) = −21 sin(t) cos(t) , a1(t) = 25 cos2(t)− 8 , a2(t) = 9 cos(t) sin(t)

a3(t) = 7− cos2(t) , a4(t) = 0 .

An immersion for the original system can then be constructed as the parallel
interconnection

Φ(t) = diag
(
Φ1(t), Φ2(t)

)
, Γ (t) =

(
Γ1 Γ2

)

which is found to be completely observable, but not uniformly observable.�
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3.1 Canonical Parameterizations for Periodic Internal Models

For LTI exosystem models, it has been long recognized that a particu-
lar realization of the internal model plays a fundamental role in the so-
lution of a large number of design problems in robust and adaptive regu-
lation [3, 4, 7, 10, 11, 12]. This realization is referred to as a canonical
parametrization in [12]. A generalization to the periodic case is stated as
follows.

Definition 4. The internal-model pair (Φ( · ), Γ ( · )) admits a canonical par-
ameterization if there exist a smooth periodic mapping M : R→ R

m×q, m ≥ q,
and a smooth periodic system (Fim( · ), Gim( · ), Him( · )) such that: (i) Fim(t) ∈
R

m×m has all characteristic multipliers in |λ| < 1, (ii) M(t) has constant rank
equal to q, and satisfies

Ṁ(t) +M(t)Φ(t) = (Fim(t) +Gim(t)Him(t))M(t)
Γ (t) = Him(t)M(t) (20)

for all t ∈ [0, T ).

In the LTI case, for a given observable (Φ, Γ ) the existence of a canonical
parametrization is guaranteed for arbitrary pairs (Fim, Gim) with Fim Hurwitz,
as long as their controllable subspace has dimension greater or equal than q.
This stems from the fact that, under the considered assumptions, the equation

MΦ = FimM +GimΓ

admits a unique nonsingular solution if m = q and (Fim, Gim) is controllable
(see [5, Thm. 7-10]). In the time-varying setup, a similar result does not hold
for regular immersions, as complete observability of

(
Φ( · ), Γ ( · )

)
and com-

plete controllability of (Fim( · ), Gim( · )) together do not guarantee that the
unique periodic solution of the SDE

Ṁ(t) +M(t)Φ(t) = Fim(t)M(t) +Gim(t)Γ (t)

has constant rank on [0, T ). This difficulty can be overcome if one does not
insist on looking for arbitrary realizations. For simplicity, we will only consider
here the case m = q, and defer the case m > q until the next section1.

Lemma 3. Let
(
Φ( · ), Γ ( · )

)
be a regular internal-model pair. Set Fim(t) =

−αI − Φ′(t), where α > 0. Then, Fim( · ) has all characteristic multipliers in
|λ| < 1, and the unique periodic solution M̄( · ) of the SDE

Ṁ(t) +M(t)Φ(t) = Fim(t)M(t) + Γ ′(t)Γ (t)

is nonsingular for all t ∈ [0, T ).

1 Note that if m = q, the mapping M( · ) is necessarily a Lyapunov transformation.
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Proof. See [19, Prop. 5.1]. ��

Proposition 2. Let a regular internal-model pair
(
Φ( · ), Γ ( · )

)
be given. The

choice Fim( · ) = −αI − Φ′( · ), Gim( · ) = Γ ′( · ) and Him( · ) = Γ (t)M̄−1( · ),
where α > 0 is arbitrary, yields a canonical parametrization of

(
Φ( · ), Γ ( · )

)
.

Furthermore, it can be shown that the triplet (Fim( · ), Gim( · ), Him( · )) is uni-
formly completely controllable and uniformly completely observable.

For strong immersions, topological equivalence to the observer canonical form
is the key tool in constructing a canonical parametrization.

Proposition 3. Let a strong internal-model pair
(
Φ( · ), Γ ( · )

)
be given. For

any constant observable pair
(
Fim, Him

)
with Fim ∈ R

q×q Hurwitz, there ex-
ists a periodic matrix-valued function Gim( · ) such that

(
Fim, Gim( · ), Him

)
is

a canonical parametrization of
(
Φ( · ), Γ ( · )

)
.

Proof. Let P ( · ) be the unique periodic Lyapunov transformation satisfying

Ṗ (t) + P (t)Φ(t) = Φo(t)P (t)
Γ (t) = ΓoP (t)

and let the nonsingular matrix Q ∈ R
q×q be such that

(
QFimQ

−1, HimQ
−1
)

is in observer canonical form. Denote by α(t) ∈ R
q the first column of Φo, and

by B = col(bq−1, bq−2, . . . , b0) the vector of coefficients of the characteristic
polynomial pF (λ) = λq + bq−1λ

q−1 + · · · + b0 of Fim. Then, the result holds
with Gim(t) := Q−1

[
α(t) + B

]
, and Lyapunov transformation in (20) given

by M(t) = Q−1P (t). ��

It should be noted that the triplet
(
Fim, Gim( · ), Him

)
is by construction uni-

formly observable, but not necessarily uniformly controllable. However, the
vector B can be chosen such that

(
Fim, Gim( · )

)
is completely controllable.

When a canonical parametrization is available, an internal model of (15)
can be conveniently designed as the asymptotically stable system

ξ̇1 = Fim(t)ξ1 +Gim(t)uim

yim = Him(t)ξ1 , (21)

under the feedback interconnection uim = yim+ust with a stabilizing controller

ξ̇0 = Fst(t)ξ0 +Gst(t)e
ust = Hst(t)ξ0 +Kst(t)e .

Note that, once we define ξ = col(ξ0, ξ1), and

F (t) =
(

Fst(t) 0
Gim(t)Hst(t) Fim(t) +Gim(t)Him(t)

)

, G(t) =
(

Gst(t)
Gim(t)Kst(t)

)

H(t) =
(
Hst(t) Him(t)

)
, K(t) = Kst(t) ,
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the robust output regulation problem is recast in the framework of Prob-
lem 1, whose solution now reposes solely upon the choice of the quadru-
plet

(
Fst( · ), Gst( · ), Hst( · ),Kst( · )

)
to fulfill condition (i), as equation (14)

is solved by Ξ(t, μ) = M(t)Υ (t, μ).

3.2 Application to Robust Design for Minimum-Phase Systems

Retaining the structure of the canonical parametrization in the controller
greatly simplifies the design of the stabilizer for minimum-phase plant models.
Specifically, the class of systems under investigation is characterized as follows.

Assumption 2. System (5) has relative degree r(t) = 1 (see [6]) and asymp-
totically stable zero-dynamics, uniformly in μ ∈ P. Furthermore, the sign of
the high-frequency gain b(t, μ) := C(t, μ)B(t, μ) is known.

The assumptions imply that the plant model (5) can be put, by means of
a periodic Lyapunov transformation, into the error-system form

ż = A11(t, μ)z +A12(t, μ)e

ė = A21(t, μ)z + a22(t, μ)e+ b(t, μ)[u−R(t, μ)w] (22)

where z ∈ R
n−1, |b(t, μ)| ≥ b0 > 0 for all t ∈ [0, T ) and all μ ∈ P , and

R(t, μ) =
1

b(t, μ)
[LSQ(t, μ)−A21(t, μ)Π1(t, μ)− a22(t, μ)Q(t, μ)− P2(t, μ)]

where Π1(t, μ) is the unique periodic solution of the SDE

Π̇1(t, μ) +Π1(t, μ)S(t) = A11(t, μ)Π1(t, μ) + P1(t, μ)−A12(t, μ)Q(t, μ) .

Then the following holds.

Proposition 4. Assume that
(
S(·), R(·, μ)

)
admits a regular immersion (16),

with canonical parametrization (Fim( · ), Gim( · ), Him( · )) as in (20). Then,
there exists k� > 0 such that for all k > k� the controller

ξ̇ =
(
Fim(t) +Gim(t)Him(t)

)
ξ − k sign(b)Gim(t)e

u = Him(t)ξ − k sign(b)e

solves the robust periodic output regulation problem (Problem 1).

Proof. The proof follows easily from standard arguments in high-gain feedback
design, as it becomes evident once the change of coordinates

χ := ξ −M(t)Υ (t, μ)w − 1
b(t, μ)

Gim(t)e

is applied [19, Prop. 6.2]. ��
An extension to plant models with higher relative degree can be accomplished
by resorting to the use of high-gain observers or filtered transformations. De-
tails are omitted, since this extension presents no conceptual difficulty, but an
undue complication of the notation.
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4 Weak Immersions for Adaptive Robust Regulation

In this section, we turn our attention to the adaptive robust regulation prob-
lem (Problem 2), that is, when the parameterized family of exosystem mod-
els (6) is considered. The starting point of the analysis is the existence of
a family of solutions of the regulator equation (13), parameterized in σ, and
the following assumption for the analogous of system (15).

Assumption 3. The family of exosystem models with output

ẇ = S(t, σ)w
v = R(t, σ, μ)w (23)

admits a parameterized family of strong internal-model pairs
(
Φ(·, σ), Γ (·, σ)

)
.

Note that a necessary and sufficient condition for the existence of a strong
internal-model pair is that Lemma 2 holds with parameter-dependent func-
tions ai( · , σ), i = 0, . . . , q−1. For a given family of strong internal-model pairs(
Φ( · , σ), Γ ( · , σ)

)
, we look for a particular form of the canonical parametriza-

tion that can be exploited for certainty-equivalence design.

Definition 5. The family of strong internal-model pairs
(
Φ( · , σ), Γ ( · , σ)

)

admits a canonical parametrization in feedback form if there exist a fam-
ily of smooth periodic mappings M( · , θ) ∈ R

m×q, with θ ∈ R
�, # > s and

m ≥ q, and a family of smooth periodic systems (Fim( · ), Gim( · ), Him( · , θ))
such that: (i) Fim(t) ∈ R

m×m has all characteristic multipliers in |λ| < 1, (ii)
Him(t, θ) = Him,1(t)θ+Him,0(t) is affine in θ, and (iii) there exists a contin-
uous assignment σ �→ θσ ∈ R

� such that M(t, θσ) has constant rank equal to
q, and satisfies

Ṁ(t, θσ) +M(t, θσ)Φ(t, σ) = (Fim(t) +Gim(t)Him(t, θσ))M(t, θσ)
Γ (t, σ) = Him(t, θσ)M(t, θσ) (24)

for all t ∈ [0, T ) and all σ ∈ Σ. Furthermore, it is said to admit a canonical
parametrization in output-injection form if, mutatis mutandis, (i)–(iii) above
hold for a family of systems of the form (Fim( · ), Gim( · , θ), Him( · )), where
Gim( · , θ) is affine in θ.

It turns out that the existence of a canonical parametrization in feedback
form implies the solvability of Problem 2 for the relative degree-one minimum-
phase prototype system (22), without any assumption on the persistence of
excitation of the exogenous signals. Applying standard arguments, and the
periodic version of La Salle’s invariance principle, it is indeed possible to
prove that the certainty-equivalence adaptive controller

ξ̇ =
(
Fim(t) +Gim(t)Him(t, θ̂)

)
ξ − k sign(b)Gim(t)e

˙̂
θ = −γ H ′

im,1(t)e

u = Him(t, θ̂)ξ − k sign(b)e
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where γ > 0 is a gain parameter, solves the adaptive robust output reg-
ulation problem for the plant model (22), if the gain k is chosen suffi-
ciently large [20]. Again, the result can be extended to higher relative de-
gree systems, at the expense of a painstaking exercise in backstepping de-
sign.

It will be shown that a canonical parametrization in feedback form is guar-
anteed to exist if the family

(
Φ( · , σ), Γ ( · , σ)

)
admits a re-parametrization

which is linear in a possibly larger, set of parameters. This allows one to de-
rive a canonical parametrization in output-injection form in a straightforward
manner, from which a non-minimal realization yields the requires feedback
form. As a result, it is seen the key ingredient in obtaining an internal-model
pair that exhibits a structure amenable to certainty-equivalence design is to
resorting to a weak immersion rather than a regular one.

To begin with, note that without loss of generality the internal-model pair
in Assumption 3 can be taken to be in observer form

(
Φo( · , σ), Γo

)
, with

σ-dependent coefficients αi( · , σ), i = 0, . . . , q − 1 in (19).

Assumption 4. There exist an integer ρ ∈ N, a smooth periodic vector-valued
function β : R→ R

ρ, and a continuous re-parametrization μ �→ θ ∈ R
qρ

θ′ =
(
θ′q−1 θ

′
q−2 θ

′
q−3 . . . θ

′
0

)
, θi ∈ R

ρ , i = 0, . . . , q − 1

such that αi(t, μ) = θ′iβ(t) , i = 0, . . . , q − 1 .

The assumption allows one to write Φo(t, σ) = Φb −Θβ(t)Γo, where the ma-
trix Φb ∈ R

q×q is in Brunovsky form, and Θ ∈ R
q×m collects the vectors θi.

Choose arbitrarily an output-injection gain L0 =
(
lq−1 lq−2 . . . l0

)′ such that
F := Φb − L0Γo is Hurwitz, and define G(t, θ) := L0 − Θβ(t). Finally, let
H := Γo and note that the triplet

(
F,G( · , θ), H

)
is a canonical parametriza-

tion in output-injection form of the internal-model pair
(
Φo( · , σ), Γo

)
, as

equation (24) holds with M( · , θσ) = Iq. Next, we look for a realization of
the input/output map of

(
F,G( · , θ), H

)
in canonical feedback form. This can

not be accomplished by converting the output-feedback form directly into the
feedback form by means of a Lyapunov transformation, as this latter is nec-
essarily parameter-dependent. As a matter of fact, it is impossible in general
to obtain a uniform (that is, minimal) realization of the impulse response
of
(
F,G( · , θ), H

)
in the desired form

(
Fim( · ), Gim( · )), Him( · , θ)

)
. The fact

that F is constant and Hurwitz suggests to look for a non-minimal realization
instead. Without loss of generality, assume that

(
F,G( · , θ), H

)
is a uniform

realization of the parameterized family of impulse responses

h(t, τ, θ) = HeF (t−τ)G(τ, θ) =: h0(t− τ)− h1(t, τ, θ)

where h0(t− τ) = HeF (t−τ)L0 and h1(t, τ, θ) = HeF (t−τ)Θβ(τ). The impulse
response h0(t− τ) admits the minimal constant realization



316 A. Serrani

F0 =

⎛

⎜
⎜
⎜
⎝

−lq−1 · · · −l1 −l0
1 · · · 0 0
...

. . .
...

...
0 · · · 1 0

⎞

⎟
⎟
⎟
⎠
, G0 =

⎛

⎜
⎜
⎜
⎝

1
0
...
0

⎞

⎟
⎟
⎟
⎠
, H0 = L′

0

whereas h1(t, τ, θ) admits a periodic realization of the form

F1 =

⎛

⎜
⎜
⎜
⎝

−lq−1Iρ · · · −l1Iρ −l0Iρ
Iρ · · · 0 0
...

. . .
...

...
0 · · · Iρ 0

⎞

⎟
⎟
⎟
⎠
, G1(t) =

⎛

⎜
⎜
⎜
⎝

β(t)
0
...
0

⎞

⎟
⎟
⎟
⎠
, H1(θ) = θ′ .

As a result, the triplet

Fim =
(
F0 0
0 F1

)

, Gim(t) =
(

G0

G1(t)

)

, Him(θ) =
(
H0 −H1(θ)

)

is a candidate canonical parametrization in feedback form of the original
internal-model pair (Φo(t), Γo). Note that the dimension of the state-space
for Fim is m = q(1 + ρ). It is left to show that there exists a constant-
rank transformation M( · , θ) yielding (24). Since

(
Fim, Gim( · ), Him(θ)

)
and(

F,G( · , θ), H
)

are realizations of the same impulse response, and the lat-
ter one is uniform, Kalman’s decomposition theorem [17, 1] applies, and
thus there exists a periodic Lyapunov transformation P (t, θ) ∈ R

m×m such
that

F̄im(t, θ) :=
[
Ṗ (t, θ) + P (t, θ)Fim

]
P−1(t, θ) =

⎛

⎝
F 0 ∗

F21(t, θ) F22(t, θ) ∗
0 0 ∗

⎞

⎠

Ḡim(t, θ) := P (t, θ)Gim(t) =

⎛

⎝
G(t, θ)
G2(t, θ)

0

⎞

⎠

H̄im(t, θ) := Him(θ)P−1(t, θ) =
(
H 0 H3(t, θ)

)

where the characteristic multipliers of F22( · , θ) and F33( · , θ) are in |λ| < 1.
Finally, let U2(t, θ) denote the unique periodic solution to the SDE

U̇2(t, θ) + U2(t, θ)Φo(t) = F22(t, θ)U2(t, θ) + F21(t, θ)G2(t, θ)H

and define U(t, θ) =
(
Iq U

′
2(t, θ) 0

)′. Then, it is easy to see that

U̇(t, θ) + U(t, θ)Φo(t) =
[
F̄im(t, θ) + Ḡim(t, θ)H̄im(t, θ)

]
U(t, θ)

Γo = H̄im(t, θ)U(t, θ)

and thus the required transformation in (24) is M(t, θ) = P−1(t, θ)U(t, θ).
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5 Conclusions

In this paper, we have proposed a classification of the property of system im-
mersion for periodic systems, aimed at underlying the connections between
various non-equivalent definitions of systems observability and the existence
of robust internal model-based controllers. It has been shown that weak ob-
servability properties are related to the possibility of obtaining canonical real-
izations of internal models that can be used in in certainty-equivalence design
to deal with parameter uncertainty on the exosystem model.
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Paving the Way Towards the Control
of Wireless Telecommunication Networks
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“La Sapienza”, Via Eudossiana 18, 00184 Rome, Italy

Summary. The objective of this chapter is to show how control-based methodolo-
gies can be fruitfully used for the development of resource management procedures
in communication networks. In particular, we introduce the convergence layer tech-
nology independent approach and, within this approach, we describe a model-based
design procedure for resource management algorithms. To validate the technology
independent approach, the design procedure is then adopted to develop resource
management algorithms on different network technologies.

1 Introduction

One of the main challenges of the telecommunication systems which are
presently being designed, is an efficient provision of an end-to-end Quality of
Service (QoS) tailored to the specific requirements of each connection [15]. In
general, a given connection is supported by more than one (wired or wireless)
domain1. At connection set-up, an End-to-End QoS Contract agreed between
the user and its operator is “split” (by means of the so-called Bandwidth Bro-
ker mechanism which is currently investigated as a solution for QoS support
in future IP networking) among the various (wired or wireless) domains sup-
porting the connection. So, for each (wired or wireless) domain supporting
a given connection, an intra-domain QoS Contract is agreed establishing (i)
the characteristics (e.g. in terms of minimum bit rate) of the so-called Compli-
ant Traffic, i.e. the traffic, relevant to the connection in question, which has to
be admitted in the considered domain in whatever traffic condition, (ii) as well
as the QoS requirements characterizing such Compliant Traffic (e.g. in terms
of maximum delay tolerated by the IP packets and maximum loss probability
of the IP packets) within the considered domain, hereinafter referred to as
QoS Constraints. The above-mentioned splitting is performed in such a way
that the respect of the QoS Contracts in the various domains supporting the
1 By “domain” we mean a subnetwork supported by a specific technology, i.e. by

a specific “underlying network” and being handled by a given operator.
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connection entails the satisfaction of the End-to-End QoS Contract for the
connection in question.

The respect of the QoS Contracts, already a challenging goal in wired
domains, is even more challenging in the wireless domains in which this goal
has to be achieved in conjunction with an efficient exploitation of the available
bandwidth which in the wireless domains is a very valuable resource (much
more than in the wired ones). As a result, in wireless domains, traffic control
strategies can be key factors for respecting the QoS Contracts and, at the
same time, efficiently exploiting the available bandwidth.

Two problems have to be coped with: the first is that the current Internet
Protocol (IP) only provides best-effort packet delivery service and may conse-
quently be inadequate to allow the respect of the QoS Contracts; in addition,
it might make inefficient use of the available bandwidth. The second problem
derives from the fact that the various Underlying Networks supporting the
domains, in general, avail of different mechanisms, not devoid of remarkable
deficiencies, to respect the QoS Contracts. One last aspect to consider is that
standardization is well established for the Internet Protocol (IP) layer and for
the Underlying Networks in frequent use. Therefore, there is little flexibility in
both the IP and the Underlying Network layers for improved IP with wireless
access.

In this respect, several recent research projects (e.g. [24]-[12]) are propos-
ing to add a technology-independent layer between the IP layer and the tech-
nology dependent Underlying Network layers, hereafter referred to as Con-
vergence Layer, which is transparent with respect to both the IP layer and
the Underlying Network layers, i.e. its insertion between the IP layer and the
Underlying Network layers does not modify either the usual IP protocols or the
usual Underlying Network protocols (see Fig. 1). The term “underlying” iden-
tifies the link-layer transport networks (e.g. Bluetooth, IEEE 802.11, Universal
Mobile Telecommunication System (UMTS), etc.) pointing out the fact that
such networks have to provide the physical support, over the wired/wireless
run, to the “overlying” Convergence Layer and IP layer protocols. The Con-
vergence Layer includes technology independent protocols aiming at recover-
ing the deficiencies of the Underlying Networks. Only those elements of the
telecommunication network in which the enhancements in question are ac-
tually necessary will be provided with the Convergence Layer. Moreover, in
each domain, some (even all) of the functionalities offered by the Convergence
Layer can be disabled in case the relevant Underlying Network already pro-
vides them in a satisfactory way. Proper technology dependent drivers placed
between the Convergence Layer and the technology dependent layers will pro-
vide for matching the “abstract” technology independent procedures of the
former layer with the ones specific of the latter layers. Nevertheless, such
drivers will just include interface functionalities, while all intelligent control
features will be placed at the Convergence Layer. In light of the above, the
overall conceptual layering architecture of the present telecommunication net-
work is shown in Fig. 1 in which, for the sake of simplicity, just four different
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Fig. 1. Overall Layering architecture

domains A,...,D each of them availing of three technology dependent layers
are shown.

The advantages of concentrating the intelligent network control functions
in the Convergence Layer are quite evident: the same control procedures can be
adopted in conjunction with a large variety of Underlying Networks (provided
that proper drivers are designed), thus entailing the reuse of the same control
algorithms without the need of modifying them for each different Underlying
Network (note that a large number of such networks is either already in opera-
tion or being designed), or of tailoring them at any upgrade of such Underlying
Networks. Moreover, it is evident that the use of the same control algorithms
in heterogeneous networks make much easier the interworking among these
networks which is one of the most challenging problems of the present global
telecommunication network.

It is important remarking that the Convergence Layer is, by definition,
a layer including abstract (i.e. technology independent) procedures; in this
respect, the designer of this layer has to perform the following steps: (i) to
identify the key variables which can describe the network behaviour leaving
out of consideration the specific technology, (ii) to model the relationships
among these variables in abstract terms, thus identifying the plant, (iii) to
seek procedures/algorithms able to lead the plant to achieve the desired per-
formance, thus identifying the plant controller. It is evident that the more
research moves towards problem formulation and possible solutions which
leave out of consideration the specific technology dependent issues, the more
relevance is attributed to approaches and methodologies such as those of sys-
tem and control theory. In conclusion, Convergence Layer design is very suit-
able for applying control based methodologies. Highlights of system theory
are mathematical modelling of the relevant processes, formulation of man-
agement tasks as formal control problems and solving of these problems by
appropriate methodologies. Thanks to the Convergence Layer approach, all
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the above-mentioned highlights can be profitably used in the design of the
so-called Resource Management procedures aiming, on the one hand, at as-
suring the respect of the intra-domain QoS Contracts and, on the other hand,
at efficiently exploiting the valuable available bandwidth.

In this respect, in the period 1990–2000, Prof. Alberto Isidori already
guessed the potentialities deriving from the application of control theory and
methodologies to telecommunication networks and, in particular, to the de-
sign of Resource Management procedures. As a matter of fact, he sensed that
traditional telecommunication based methodologies (e.g. queue theory), con-
ceived in periods in which telecommunication networks were very far from the
current huge complexity, show serious scalability problems; on the contrary,
system based modelling and control seem much more suitable “to catch” the
complex dynamics of such networks.

The most common Resource Management procedures are Routing, Con-
nection Admission Control (CAC), Dynamic Resource Allocation (DRA),
Congestion Control and Scheduling.

• The routing procedure finds the most appropriate (less congested and/or
minimum delay,...) path within the considered domain for each connection.

• The CAC procedure decides, at each connection set-up, if the domain can
actually afford for the set-up of the new connection with a given QoS
Contract. If the connection is accepted by the CAC procedure on a given
path decided by the Routing procedure the relevant QoS Contract specifies
the Compliant Traffic, as well as the QoS Constraints characterizing such
Compliant Traffic.

• The DRA procedure dynamically reallocates, in wireless domains, the
available bandwidth trying to match the traffic requests.

• The Congestion Control procedure decides which part of the offered traffic
exceeding the Compliant Traffic can be admitted into the domain. In this
respect, it should be clear that, in case the domain is idle such procedure
tends to admit more traffic than the Compliant one, thus increasing the
exploitation of the available bandwidth; conversely, in case the domain is
congested such procedure just admits the Compliant Traffic.

• The Scheduling procedure decides the priorities according to which the
IP packets have to be transmitted on the available bandwidth, trying to
respect the QoS Constraints.

A plenty of the above-mentioned procedures have been designed, imple-
mented and standardized in the various telecommunication domains. In this
respect, key problems are the following:

i) most of these procedures are very technology dependent, i.e. they can only
work in conjunction with a specific underlying network, being customized
on such a specific technology; as a matter of fact, the Convergence Layer
approach is very recent and most procedures have been designed without
taking into account it;



Wireless Telecommunication Networks 323

ii) in general, these procedures are designed so that they work in an uncoordi-
nated fashion one another, in spite of the fact they all aim at pursuing the
same goal, namely, respecting the intra-domain QoS Contracts and maxi-
mizing bandwidth exploitation; this fact, is due to the huge complexity of
keeping these procedures coordinated one another;

iii) in general, these procedures work in an open-loop fashion, being tailored
on appropriate network and traffic models, thus entailing an inherent lack
of robustness even in consideration of the very rapid evolution of the IP
network and traffic characteristics; this is partly due to the fact that only
the recent technology enhancements allow a relatively easy monitoring of
the feedback variables and hence their utilization in the feedback loop.

The approach introduced by Prof. Isidori in [6], [7] paved the way towards the
overcoming of the above-mentioned problems (e.g. see [5]–[10]). As a matter
of fact, such a approach is based on the following innovative principles, which
cope with the three above-mentioned problems respectively:

i) the modelling of the problem in an abstract, technology independent,
control-based fashion and the consequent design of the Resource Manage-
ment procedures following control theory methodologies. It is evident that
this approach is fully compliant with the Convergence Layer approach;

ii) the design of Resource Management procedures trying to jointly play a plu-
rality of roles, thus overcoming the “traditional” role repartitions. In par-
ticular, in [6], [7] a Resource Management procedure is designed which
includes both the congestion control role, i.e. the role of deciding which IP
packets have to be admitted into the considered domain, and the schedul-
ing role, i.e. the role of deciding which IP packets, in the set of the ad-
mitted IP ones, have to be served with priority (i.e. have to be actually
transmitted). In this respect, the novelty consists in the fact that the con-
troller jointly holds both the congestion control and the scheduling roles.
It should be noted that, in most of the previous proposals, these two roles
have been dealt with independently each other (e.g. see [13]–[30] for the
congestion control role and [19]–[20] for the scheduling role). Note that the
fact of simultaneously handling more roles is possible thanks to the rela-
tive simplicity with which the domain can be modelled following a control
based approach just catching its dominant dynamics;

iii) the handling of the congestion control role in a closed-loop fashion, since
the decisions about the admission/rejection of traffic into the wireless do-
main are based on the present buffer states. In this respect, in the literature
[13], the usual way of coping with the congestion control problem was the
one of filtering the incoming traffic by means of the so-called Dual Leaky
Buckets (DLBs) [13] whose parameters are chosen at connection set-up,
i.e. the DLBs operate according to an open-loop approach.

The papers [6], [7] by adopting these principles, present a novel approach
to the design of a feedback controller achieving desirable performance with
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respect to a cost index accounting for the total traffic to be discarded in
a considered time period, while respecting the QoS Constraints. Such a novel
approach is based on the idea that the controller has to steer the overall
system towards “ideal” equilibria at which the most desirable performance is
achieved. These ideal equilibria have to be periodically updated since they
depend on the present offered traffic which is regarded as the exogenous (not
controllable) input.

The following of this chapter will present one of the several results which
have been obtained by following the above-mentioned principles formerly in-
troduced by Prof. Isidori. In particular, a model-based design procedure for
resource management algorithms in communication networks will be proposed
(Section 2) and applied to the problems of Dynamic Resource Allocation in
satellite networks (Section 3) and Congestion Control in terrestrial packet
networks (Section 4).

2 Model-Based Control of Communication Networks

Model-based control uses the system model to compute the control law, while
feedback messages are used to evaluate and correct the model inaccuracies.
These methods are widely used in industrial process control, since they ad-
dress its key problems ([4]): (i) the presence of unknown disturbances; (ii) the
unavailability of accurate values of the model parameters; (iii) the presence of
constraints on manipulated and controlled variables; (iv) the presence of time-
delays. The resource management of communication networks suffers from the
same problems listed above: i) hundreds of different network elements (PCs,
routers, links, ...), each one running different algorithms and performing dif-
ferent tasks, and their interactions constitute unknown disturbances which
cannot be controlled by a single network element; ii) for the same reason, it
is impossible to develop an accurate model of the whole telecommunication
network and to properly set the parameters, unless we model only the sim-
ple constituting elements: buffers and links; iii) manipulated and controlled
variables are subject to saturation constraints: e.g., queue lengths and packet
transmission rates are non-negative, queue lengths cannot exceed the buffer
sizes, and so on; iv) links, algorithm runtimes and queues introduce significant
time-delays.

Control-theoretic methods for communication networks are receiving in-
creased attention in the control theory community, as confirmed by several
recent special issues of control-theory journals ([3]-[11]). The Congestion Con-
trol problem, aimed at controlling the source transmission rate based on the
available capacity, has been widely investigated: in [2], the problem is for-
mulated as a stochastic control problem where the controls of different users
are subject to different delays; in [28] and [25], an H∞ controller is designed
guaranteeing robust stability with respect to uncertain multiple time-varying
delays; in [29], the problem is formulated as a robust tracking control prob-
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lem. Model-based Congestion Control is examined in [21]-[22]. DRA protocols,
aimed at defining the mechanisms required to obtain transmission capacity,
are developed in [1], [8], [9], [26]. In [1], the global resource-sharing problem is
formulated as an optimization problem involving all terminals and links with
a large number of coupled constraints. In [8], a different approach is followed,
since the focus is to decouple the Congestion Control algorithm and the DRA.
In [9], the scheme of [8] is refined to reduce the queuing delays. With an ap-
proach similar to [8], in [26] each terminal uses a local adaptive predictor
to forecast the future traffic flow along with a local predictive controller to
generate the bandwidth requests.

This section presents the proposed control structure for the development of
resource management procedures in communication networks which differ in
topology and access technique (technology independent approach). The fun-
damental elements of all telecommunication networks are always the same:
buffers and links. The resulting network models are linear, time-invariant
(LTI) systems with feedback delays, constituted by integrators, modelling the
buffers, feedback delays, modelling the links and the queuing delays, and dis-
turbances, modelling the unknown system behaviour. The idea is that, since
these elements are present in any network, a control scheme developed for
a certain network can be easily adapted to a different one. Resource manage-
ment procedures are generally executed by a single element of the network,
e.g., by a PC, a router or a satellite terminal. Thus, we are interested in devel-
oping the model of the network from the viewpoint of a controller G(s) located
in the element itself. We assume that the transfer function of P (s) between
the control variable u(s) and the measured variable q(s), representing the
system plant, is LTI. For the sake of simplicity, the single-input single-output
(SISO) case is considered; the procedure can be extended to the multiple-
input multiple-output (MIMO) case by applying the IMC theory for MIMO
systems.

2.1 Proposed Control Scheme

The proposed control structure is based on Model Reference Control (MRC),
Internal Model Control (IMC) and on the Smith’s principle. Given a LTI
plant P (s), the idea of MRC is to design a LTI model, named reference model
and described by the transfer function WREF (s), representing the desired
input-output properties of the closed-loop plant ([16]). For any input r(s),
the reference model produces a reference output qREF (s) = WREF (s)r(s),
while the actual closed-loop plant produces the output q(s). The objective
is to develop a feedback controller G(s) such that q(s) tracks qREF (s). The
approach suggested in this section is to design the reference model by utilizing
the nominal model of the plant and an appropriate LTI controller, referred
to as reference controller and indicated with C(s): let P̃ (s) be the nominal
plant model; then, C(s) is a controller producing the control action uREF (s),
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Fig. 2. a) proposed control structure; b) reference system (equivalent system if
d(t) ≡ 0); c) error system (equivalent system if d(t) ≡ 0); d) Smith predictor error
controller; e) Smith predictor error controller with anti-windup

which, applied to P̃ (s), achieves the desired output qREF (s) (see the reference
model block of Fig. 2a).

Then, IMC is applied; it states that, when no disturbance is present, the
closed-loop system behaves as the open-loop one ([23]). Let the reference con-
troller C(s) operate on both the nominal plant model P̃ (s) and on the process
plant P (s), as shown in Fig. 2a, and let d(s) model the effect of the distur-
bances on the output q(s). For a given input r(s), if the nominal plant model
is perfect, i.e., P̃ (s) = P (s), and if there are no disturbances, i.e., d(s) ≡ 0,
it follows that q(s) ≡ qREF (s). The error e(s) = q(s) − qREF (s) expresses
the un-modelled effects of d(s) and of the process uncertainties and is used to
adjust the control action uREF (s), producing the final control action u(s). As
shown in Fig. 2a, the control variable u(s) feeding the actual plant is equal
to the sum of uREF (s) and uD(s), computed by the controller K(s) based on
e(s). K(s) is referred to as error controller.

The following Theorem 1 straightforwardly derives from the proposed con-
trol structure of Fig. 2a.

Theorem 1. If the model is perfect, i.e., P̃ (s) = P (s), given that the system is
LTI, it follows that: (i) the transfer functions qREF (s)/r(s) and uREF (s)/r(s)
of the schemes of Fig. 2a and Fig. 2b are equivalent; (ii) the transfer functions
e(s)/d(s) and uD(s)/d(s) of the schemes of Fig. 2a and Fig. 2c are equivalent.

The scheme of Fig. 2b, which is equal to the reference model, is named
reference system and depends on r(s) only; the scheme of Fig. 2c is named
error system and depends on d(s) only.
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Remark 1. If the controller K(s) is such that e(s) in the scheme of Fig. 2c
is driven to 0, then the actual output q(s) in the scheme of Fig. 2a tracks
qREF (s). �

Theorem 2. Assuming that the process model is perfect, i.e., P̃ (s) ≡ P (s),
the control system of Fig. 2a is stable iff the reference and error controllers,
C(s) and K(s), are such that P (s)C(s) and 1/P (s)K(s) are stable.

Proof. From Theorem 1 it follows that the stability conditions of the overall
system (Fig. 2a) can be retrieved by separately examining the transfer func-
tions of the reference system (Fig. 2b), which is P (s)C(s), and of the error
system (Fig. 2c), which is 1/P (s)K(s). ��

Due to the presence of time-delays, the error controller K(s) has to be
designed with feedback delay compensation techniques, available within the
model-based control framework. The Smith’s principle ([26]) has been already
adopted (besides process control applications) in control of communication
networks ([21], [9]). By applying the standard Smith predictor controller to
the error system, the following controller K(s) (shown in Fig. 2d) is obtained:

K(s) =
KP (s)

1 +KP (s)P̃0(s)(1 − e−sT̃F B )
(1)

where KP (s) is the so-called primary controller, is the estimated delay and
T̃FB is the delay-free part of the process model P̃ (s) = P̃0(s)e−sT̃F B .

2.2 Robustness with Respect to Time-Varying Delays and
Anti-Windup

Finally, two problems must be addressed: i) the presence of time-varying de-
lays in many communication control problems; ii) the windup problem, which
arises from the facts that network models have integrators modelling buffers,
and that the proposed model-based control explicitly uses the network models
in the controller. For both the identified problems, the proposed framework
can exploit the favorable characteristics of IMC.

As analyzed in [23], to achieve robust stability and performance, it is
often possible to de-tune the primary controller of the IMC controller. With
reference to the error system control scheme of Fig. 2c, a sufficient condition
for robust stability is given by the following Theorem 3.

Theorem 3. ([23]) Assuming that (i) K(s) stabilizes P̃ (s), and that (ii) the
number of unstable poles of the process model P̃ (s) is equal to the number of
unstable poles of actual process P (s); then, a sufficient condition for robust
stability of the closed-loop control system of Fig. 2c is the following:

‖Wm(jω)T̃ (jω)‖∞ = sup
ω
|Wm(jω)T̃ (jω)| < 1 (2)

where Wm(jω) is the upper-bound of the multiplicative uncertainty function
and T̃ (jω) is the complementary sensitivity function of the system model.
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Note that equation (2) defines a conservative stability bound, since it
is based on the uncertainty upper-bound Wm(jω). A general procedure to
achieve robust stability and robust performance within the IMC framework
is given in [23].

IMC properties are useful also when dealing with anti-windup: the well-
known IMC anti-windup scheme (see [31], [18]) proves to be adequate in most
cases. Basically, the IMC anti-windup scheme states that the actuator and
process non-linearity have to be included in the model ([4]), as exemplified in
Fig. 2e for the case of actuator saturation. This way the IMC properties still
hold.

2.3 Design Procedure

In conclusion, once an appropriate LTI network model is developed, the con-
troller G(s) is determined by performing the following two steps:

1. The first step consists in the design of the reference controller C(s) and
of the error controller K(s) by considering the nominal models, without
uncertainties and saturation non-linearity. In particular:
1a Neglecting the un-modelled disturbances, i.e., considering the refer-

ence system of Fig. 2b, the reference controller C(s) is designed with
the aim of obtaining the desired output qREF (s) based on an optimal
criterion.

1b Considering the disturbance only, i.e., considering the error system of
Fig. 2c, the error controller K(s) is designed aimed at driving the out-
put error e(s) to zero (so that q(s) tracks qREF (s), see Remark 1).
The Smith’s principle (Fig. 2d) is used to compensate the feedback
delay.

2. The second step takes into account the uncertainties and saturation non-
linearity. In particular:
2a Robustness with respect to model uncertainties is dealt with by appro-

priately de-tuning the controller, as described in [23].
2b IMC anti-windup schemes are added to overcome windup problems

caused by saturations.

A key feature of the procedure is that the two controllers, C(s) and K(s),
are uncoupled, have different functionality and are developed independently.

3 Dynamic Resource Allocation (DRA) Algorithm
for Satellite Networks

In this section, a DRA procedure for satellite networks is developed by us-
ing the proposed design procedure. DRA procedures are required when the
transmission media is shared, as in satellite networks, and defines the rules
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by which the terminals request the transmission capacity to the network con-
trol centre ([8]). The traffic source, which sends packets to the terminal, is
modelled by a non-negative input bit rate rIN (t) with

rIN (t) > 0 ∀ t . (3)

Since it can be measured by the terminal, rIN (t) is a measured disturbance.
The buffer in the source terminal, which collects the packets waiting for trans-
mission, is modelled by an integrator. Let q(t) denote the queue length in this
buffer; the variation of the queue length is given by the input rate rIN (t)
minus the output rate rOUT (t), namely

q̇(t) = rIN (t)− rOUT (t) . (4)

Based on the available measures rIN (t) and q(t), the controller G(s) in the
source terminal computes the capacity requests rREQ(t). The request arrives
in the network control centre, which computes the capacity allocation based
on the available link capacity. The allocation is sent back to the terminal. In
geostationary satellite networks, the time interval between the transmission
of a capacity request and the receiving of the associated capacity allocation
is constant and equal to 500ms; this interval constitutes the feedback delay
TFB. If the network is not congested, the assigned bit rate is equal to the
requested bit rate: rOUT (t) = rREQ(t − TFB); conversely, if the network is
congested, the control centre assigns less capacity: rOUT (t) < rREQ(t−TFB).
Thus, the network control centre and the transmission delay can be mod-
elled as a delay block cascaded to an additive disturbance d(t), defined as
follows

d(t) = rREQ(t− TFB)− rOUT (t) . (5)

Since, as above-mentioned, rREQ(t− TFB)rOUT (t), the following holds true

d(t) ≥ 0 ∀ t . (6)

The process model is considered as perfect: P̃ (s) = P (s) = 1
se

−sTF B ; the
delay-free process model is P̃0(s) = P (s) = 1

s .
The objective of the DRA procedures is twofold.

i) The terminals must use the whole requested capacity (full link utilization).
Thus a proper amount of packets must be accumulated in the buffer: if
the buffer is empty when the allocation is received, the unused allocated
capacity is wasted. In the model, this corresponds to having q(t) ≥ 0 ∀ t.

ii) To reduce the queuing delay, q(t) must be minimized while respecting (i).
iii) In case of congestion, q(t) grows regardless of the controller; the normal

behaviour must be recovered at congestion end (congestion recovery).

Fig. 3 shows the model and the controller developed with the proposed
procedure. The first step is the development of the reference controller C(t)
neglecting the disturbance, i.e., setting d(t) ≡ 0. The measured disturbance
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Fig. 3. a) proposed control system; b) reference system; c) error system

rIN (s) is not neglected (Fig. 2b). The following Lemma demonstrates that
the controller C(t) ≡ 1 meets the control objective (i) (the proof can be found
in [9]).

Lemma 1. ([9]) By setting d(t) ≡ 0, the proportional controller C(t) ≡ 1
is such that qREF (t) ≥ 0 ∀ t, ∀ rIN (t) (objective (i)). Moreover, the obtained
qREF (t) is the minimum one guaranteeing that qREF (t) ≥ 0 ∀ t (objective
(ii)).

The second step is the development of the Smith predictor controller K(s)
for the error scheme obtained by considering rIN (t) ≡ 0 (Fig. 3c)

K(s) =
KP (s)

1 +KP (s)(P0(s)− P (s))
=

K

1 +K(1− e−sTF B )/s
(7)

where the primary controller KP (s) = K is proportional. The controller (7)
is such that the error e(t) is driven to 0 when d(t) is 0, as shown by Lemma
2.

Lemma 2. By setting K > 0, the error controller (7) is such that, if at a time
tC a congestion terminates (i.e.,d(t) = 0 t > tC), e(t) is exponentially driven
to 0, with time constant τ = 1/K. If d(t) ≥ 0 ∀ t, it follows that e(t) ≥ 0 ∀t.

Proof. The transfer function between e(s) and d(s) is the following:

e(s)
d(s)

=
1− e−sTF B

s
+
e−sTF B

s+K
(8)

which, considering thatK > 0, proves the first part of the Lemma. The inverse
Laplace transform of (8) is:

e(t) =
∫ t

t−TF B

d(τ)dτ +
∫ t−TF B

0

e−K(t−TF B−τ)d(τ)dτ (9)
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which, since K > 0 and d(t) ≥ 0 ∀ t, proves the second part of the Lemma. ��

The overall scheme of Fig. 3a is obtained by applying the reference and
the error controllers C(s) and K(s). The following control action is deter-
mined:

rREQ(t) = RIN (t) +K

(

q(t)−
∫ t

t−TF B

rREQ(τ)dτ
)

. (10)

Theorem 4 follows from Theorem 1, Lemma 1 and Lemma 2.

Theorem 4. By setting K > 0, since d(t) ≥ 0 ∀ t (see equation (6)), the
control action (10) meets the control objectives:

i) q(t) ≥ 0 ∀ t, ∀ rIN (t) (full link utilization efficiency).
ii) If d(t) ≡ 0 (congestion-less case), q(t) is the minimum guaranteeing (i).
iii) If at time tC a congestion terminates, i.e., d(t) = 0 ∀ t > tC , q(t) is

driven to qREF (t) exponentially, with time-constant τ = 1/K (congestion
recovery).

Remark 2. The control action (10) is the same control action obtained in
[9]. The control law (10) has been selected for the implementation in the
hardware demonstrator of a satellite network [27], developed by the SATIP6
project [17], financed by the European Union within the 5th Framework
Programme. �

4 Congestion Control for Terrestrial Networks

In this section, a Congestion Control procedure for terrestrial packet net-
works is developed by using the proposed design procedure. Congestion con-
trol procedures define the rules by which the source terminals adjust their
transmission rates to avoid congestions of the network node buffers. In Asyn-
chronous Transfer Mode (ATM) end-to-end Congestion Control protocols,
the source terminal exchanges control messages with the destination termi-
nal. The flow of data packets between the source and the destination, re-
ferred to as connection, crosses a certain number of network nodes and is
characterized by a maximum transmission rate, the Peak Cell Rate (PCR).
The PCR is communicated to the path nodes during setup. Control pack-
ets are transmitted by the source to the destination, which transmits them
back to the source, communicating the maximum queue length q(t) among
the buffers of the path nodes (bottle-neck queue length). Under the assump-
tion that control packets have strict priority over data packets, the trans-
mission delay of the control messages from the bottle-neck node to the
destination and back to the source, denoted with TBW , is constant. The
controller G(t) in the source computes the transmission rate rS(t) based
on the PCR of the connection and on the bottle-neck queue length q(t).
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The rate rS(t) is non-negative and limited by the PCR of the connection,
namely

0 ≤ rS(t) ≤ PCR ∀ t . (11)

Assuming that each connection has a reserved buffer in each crossed node
(per-connection buffering), if no congestion occurs, all the queue lengths of
the buffers in the path are equal to 0; conversely, if a node is congested
(bottle-neck node), its queue length grows, whereas the queue length in the
other nodes is still equal to 0. Two consequences follow:

i) The transmission delay TFW from the source to the bottle-neck node is
constant; thus, the feedback delay TFB = TFW + TBW of the system,
measured during connection setup, is constant;

ii) Only the buffer of the bottle-neck node has to be modelled ([21]). The
bottle-neck buffer is modelled by an integrator; the variation of the queue
length is given by the input rate rIN (t) minus the depletion rate of the
bottle-neck node buffer rOUT (t), that is

q̇ = rIN (t)− rOUT (t) (12)

rIN (t) is the rate of the packets arriving from the source given by

rIN (t) = rS(t− TFW ) . (13)

Assuming that the connection starts at t = 0, the rate available in the bottle-
neck node rOUT (t) is equal to or less then PCR for t ≥ TFW (at time t = TFW

the first packet of the connection is received). Then, the reduction of the avail-
able rate due to concurrent traffic is modelled by an additive disturbance, d(t),
defined as follows

d(t) = PCRu−1(t− TFW )− rOUT (t) . (14)

Since d(t) is the portion of transmission rate which is unavailable, it follows
that

0 < d(t) < PCR ∀ t . (15)

d(t) is regarded as an unmeasured disturbance, whereas PCRu−1(t−TFW ) is
regarded as a known disturbance. Under the final assumption that the sources
are persistent, i.e., that they can always transmit at full rate (PCR), the ob-
jective of the Congestion Control procedures is twofold.

i) q(t) must be kept lower than the buffer size S (overflow avoidance).
ii) When no congestion is occurring, the source rate rS(t) must be equal to

PCR (congestion recovery).

The control scheme of Fig. 4 a) results from the application of the control
structure proposed in Section 2.

The first step of the design procedure is the development of the ref-
erence controller C(t), neglecting the unmeasured disturbances. The refer-
ence system, obtained with d(t) ≡ 0, is shown in Fig. 4b. The following
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Fig. 4. Congestion control: a) model and control structure; b) reference system; c)
error system

Lemma demonstrates that the controller C(t) ≡ 1 meets the control objec-
tives.

Lemma 3. The reference controller C(t) ≡ 1 achieves the minimum qREF (t)
guaranteeing the full link utilization efficiency at any time t (i.e., qREF (t) ≥
0 ∀ t). Furthermore, the reference rate rREF (t) is equal to PCRu−1(t).

Proof. The obtained reference queue length is always equal to 0, which proves
the first part of the Lemma. The second part is evident from Fig. 4b. ��

The second step of the design procedure is the development of the error
controller K(t) neglecting the the measured disturbance. The Smith predictor
controller with a proportional primary controller, whose transfer function is
given by equation (7), is selected (see Fig. 4c). The following Lemma holds
(the proof is similar to the proof of Lemma 2).

Lemma 4. By setting K > 0 and assuming 0 ≤ d(t) ≤ PCR ∀ t, the rate
rD(t) computed by K(s) is such that:

i) 0 < e(t) < PCR (TFB + 1/K);
ii) if d(t) = 0 ∀ t > tC , e(t) is exponentially driven to 0, with time-constant

τ = 1/K.

Theorem 5 follows from Theorem 1, Lemma 3 and Lemma 4.

Theorem 5. By setting K > 0 and the buffer size S > PCR (TFB + 1/K),
the control action (10) is such that:

i) 0 ≤ q(t) ≤ S (full link utilization efficiency and overflow avoidance);
ii) if at time tC a congestion terminates, i.e., d(t) = 0 ∀ t > tC , q(t) is driven

to qREF (t) ≡ 0 exponentially, with time-constant τ = 1/K (congestion
recovery).

Remark 3. By applying the reference and the error controllers to the scheme
of Fig. 4a, the following control action is determined
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rS(t) = rREF (t) + rD(t) = rREF (t) +K

[

−q(t) +
∫ t

t−TF B

rD(τ)dτ
]

= K

{
rREF

K
− q(t) +

∫ t

t−TF B

[rS(τ) − rREF (τ)]dτ
}

=

= K

{

PCR

[
u−1

K
+
∫ t

t−TF B

u−1(τ)dτ
]

− q(t) +
∫ t

t−TF B

rS(τ)dτ
}

.

(16)
If the buffer size S is equal to PCR (TFB + 1/K), for t > TFB the control

action (16) becomes equivalent to the control action of [21]. �

Within the proposed framework, the Congestion Control scheme can be
extended to the case of a time-varying delay. We assume that the delay is the
only process uncertainty:

P̃ (jω) = P̃0(jω)e−jωT̃F B = P0(jω)e−jωT̃F B . (17)

Theorem 6 follows from Theorem 3.

Theorem 6. By using the delay estimate T̃FB in the Smith predictor con-
troller K(s) (as in Fig. 3d), and by setting the primary controller K = λ/δ ,
where λ ∈ (0, 1.45] is the detuning parameter and δ = maxt{TFB(t)− T̃FB} is
the maximum time-delay uncertainty, the system of Fig 4a is robustly stable.

Proof. By considering Theorem 3 and the error system of Fig. 4c, given that
P0(s) = P̃0(s), T̃ (jω) and W (jω) are computed as follows:

T̃ (jω) = T (jω) =
C0(jω)P0(jω)

1 + C0(jω)P0(jω)
=

λ/δ

(jω + λ/δ)

W (jω) =
P (jω)− P̃ (jω)

P̃ (jω)
= e−jωδ − 1 .

(18)

The following upper bound of W (jω) is straightforwardly determined

Wm(jω) =
{
|e−jωδ − 1| if ω < π/δ

2 if ω ≥ π/δ .
(19)

Since Wm(jω) is a high-pass filter and T̃ (jω) is a low-pass filter with pole
p = −λ/δ, there exists a value of λ such that the sufficient condition (2) is
met. In the considered case, the maximum value (numerically computed) is
λ = 1.45. ��

Remark 4. Even if the proposed controller is more conservative with respect
to controllers developed with other approaches, it has a great advantage in
its simplicity, (which is a key characteristic for the sake of implementation)
allowing a straightforward extension to an adaptive robust Congestion Control
scheme: by estimating on-line the delay and of the delay uncertainty - robust
estimators for time-delay systems are available in the literature ([14]) -, it is
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Fig. 5. Robust Congestion Control scheme with anti-windup: a) available rate
rOUT (t) = PCR u−1(t) − d(t) and rate allocation rS(t); b) queue length q(t)

sufficient to set the controller gain according to Theorem 6. For comparison
purposes, let us consider the H∞ approach of [28]: in this case, given the
estimates, the computation of the controller (to be executed every time the
estimates are updated) would imply to solve an optimization problem. �

Finally, we consider the anti-windup scheme2 of Fig. 2e. The actuator
constraint (11) states that 0 ≤ rS(t) ≤ PCR; in the IMC theory, it is sufficient
to limit rD(t) between −PCR and 0, since rS(t) = PCRu−1(t) + rD(t).

Fig. 5 shows the results of a numerical simulation, with the following par-
ameters: PCR = 1 pkt/ms, TFB = 100ms, T̃FB = 70ms, δ = 30ms, d(t) =
cu−1(t − 100ms) − du−1(t − 1500ms)], c = 0.9 pkts/ms, d = 0.8 pkts/ms,
λ = 1.35. The figure shows that the control signal rALL(t) is always between
0 and PCR and tracks the bottle-neck rate rOUT (t) = PCRu−1(t) − d(t),
and that the queue length is stabilized.

5 Conclusions

According to the most recent trends in telecommunications, control-based
methodologies are particularly suited to deal with resource management pro-
cedures. Following this trend, we introduced the convergence layer technology
independent approach and, within this approach, described a model-based de-
sign procedure for resource management algorithms. The key point of the
proposed procedure is that it is based on a generic network model, i.e., it is
technology independent; in fact, the examples shown in this work are rele-
vant to different network technologies. In particular, the Dynamic Resource
Allocation (DRA) protocol for satellite network of [9] and the Congestion
Control for packet networks of [21] were obtained by applying the proposed
procedure with the objectives of full link utilization and congestion avoidance,

2 We will consider the actuator saturation only; process saturation (i.e., buffer over-
and under-flows) are easily dealt with as in [9].
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respectively. Moreover, the schemes were extended to the case of variable time-
delays. In [10], the presented procedure was successfully applied also to the ad
hoc Wireless LAN scenario to develop a DRA scheme integrated with a Con-
gestion Control scheme which, at the same time, meets the objectives of full
link utilization and congestion avoidance. The on-going work aims at pro-
viding QoS guarantees to the controlled traffic (in terms of maximum delay
and losses) and at developing a robust adaptive framework for variable-delay
scenarios.
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Nonlinear Synchronization of Coupled
Oscillators: The Polynomial Case
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Summary. This paper presents a feedback method to achieve synchronization of
coupled identical oscillators which are characterized by polynomial vector fields.
Here, synchronization means asymptotic coincidence of the states of all the systems.
Even though their models are identical, the state trajectories of the identical systems
are different because of different initial conditions. Unlike other approaches where
just a linear damping term is added to each system in order to achieve synchro-
nization, we design nonlinear coupling functions between the subsystems in such
a way that stability of the error dynamics between any two models results. To do
that, a certain dissipation inequality and sum of squares as a computational tool
are used. Finally, two examples are presented to illustrate the proposed method.

This work is dedicated to Professor Alberto Isidori on the occasion of his 65th

birthday.

1 Introduction

Collective motion has received a lot of attention in many areas [19, 18] over
the last years. In particular, synchronization is a topic of great interest in
many engineering, scientific, and biological systems such as fireflies flashing
and fish schooling [18], pacemaker cells in the heart and gene clocks [9], syn-
chronous behavior of neurons [14], and coordinated motion in robotics [10].
Mathematically, synchronization can be seen as the asymptotic coincidence of
the state vectors of two (or more) systems [1]. There is a large literature on
the analysis and synthesis of synchronization of dynamical systems [19, 10, 18]
and in particular synchronization of coupled oscillators [13, 18, 9]. This paper
is concerned with the synthesis problem, i.e. the design of inputs (called cou-
pling function) for each oscillator such that the difference between their state
trajectories converges to zero.

Synchronization of coupled oscillators is of particular interest because it
appears popularly in neuroscience and biochemical networks [14, 9, 17]. Neu-
rons or biochemical reactions modeled as coupled oscillators interact with
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each other through the coupling function in order to show synchronous be-
havior. Consequently, elucidating the interaction is an important step in or-
der to understand the nature and develop engineering applications. In the
literature, there are several mathematical models which are mainly used
in research concerned with coupled oscillators: Hodgkin-Huxley, Kuramoto,
Lorenz, Fitzhugh-Nagumo, Hindmarsh-Rose, Goodwin, and the represilla-
tor model [14, 18, 17, 9]. Note that the Lorenz, Fitzhugh-Nagumo, and
Hindmarsh-Rose models are in polynomial form, i.e. the right hand side of
their ordinary differential equation model consists of polynomial functions.
We present a method to design a nonlinear coupling function for synchroniza-
tion of such polynomial oscillators. The polynomial property enables us to
employ an efficient numerical method which facilitates the design.

Existing design methods for synchronization have several drawbacks.
Firstly, the resulting coupling functions are of the form of linear feedback
or linear feedback with variable gain. Since the model is nonlinear, it is not
natural that the coupling function is linear. Moreover, it turned out in our
simulation studies that the synchronization of the linearly coupled oscillators
are not robust against external disturbances. Secondly, many papers handle
synchronization between only two models. Thirdly, no efficient computational
tools are employed for designing the coupling function. Most of all, no sys-
tematic control theoretic method is used to design the coupling function. This
motivates us to devise a novel nonlinear coupling function leading to synchro-
nization.

This paper is devoted to design the coupling function of coupled polyno-
mial oscillators in order to achieve synchronization. To do that, we consider
the error dynamics of two oscillators. Then, the inputs (i.e. coupling func-
tions) to the oscillators are designed such that the error dynamics are stabi-
lized. In order to design those inputs, a dissipation inequality is considered,
which leads to stability of the error dynamics, and the sum of squares tech-
nique is employed to solve the inequality. After that the method is extended
to the multiple oscillators case with a particular interconnection. Finally, the
proposed method is applied to two different oscillators in order to show its
effectiveness.

2 Preliminaries

In this section, some terminology and mathematical tools needed in the paper
are introduced, i.e. the definition of the synchronization is given and some sta-
bility concepts and basics of graph theory are reviewed. The synchronization
problem under consideration can be stated as follows:

Definition 1 Suppose that there are N identical subsystems

ẋi = f(xi, ui), i = 1, · · · , N,
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where xi ∈ R
n is the state and ui ∈ R

m the input of the ith subsystem.
Furthermore, the N subsystems potentially have different initial conditions.
The synchronization problem is to design control inputs ui, also called coupling
functions, such that the following two conditions are satisfied.

C1. The difference between the states of any two subsystems converges to zero,
i.e. xi(t)− xj(t)→ 0 (i �= j, i, j = 1, · · · , N) for t→∞.

C2. All states are bounded i.e. ‖xi(t)‖ <∞, i = 1, · · · , N for t ≥ 0.

In order to analyze the synchronization problem in Definition 1, the following
stability concept, which can take external inputs into account, is useful.

Definition 2 [4] Consider the system ẋ = f(x,w), where x ∈ R
n is the state

and w ∈ R
m the external input. The system is said to be input-to-state stable

(ISS) if there exist a class KL function β( · , · ) and a class K function γ( · )
such that the solution of the system ẋ = f(x,w) satisfies

‖x(t)‖ ≤ β(‖x(0)‖, t− t0) + γ( sup
t0≤τ≤t

‖w(τ)‖), (1)

where ‖ · ‖ denotes the standard Euclidean norm.

Lemma 1 [5] If a nonlinear system ẋ = f(x) is globally exponentially stable,
then the disturbed system ẋ = f(x) + w is ISS with respect to w.

Remark 1. From Definition 2 and Lemma 1 it follows that the state of an ISS
system is bounded if the external input is bounded and that the state of an
ISS system converges to zero if the external input does. �

Finally, we introduce some terminology appearing in graph theory. A graph
consists of two types of elements, namely vertices sometimes also called nodes
(each oscillator in our case) and edges (interconnections in our case). A graph
is said to be acyclic if there is no path along which one can return to the
starting node. A tree is a connected acyclic graph. A spanning tree of a graph
is just a subgraph that contains all the vertices and is a tree. Sometimes it is
convenient to consider one vertex of the tree as special; such a vertex is then
called the root of this tree. Given a root, a partial ordering can be defined
on the tree as follows: given two vertices i and j, i ≤ j whenever i is part of
the (unique) path from the root to j. For every node i in the spanning tree
except for the root, there is one unique node j satisfying j ≤ i and j is directly
connected to i. This node is called the parent of node i and conversely node i
is a child of node j. The root has no parent node. In this paper, p(i) denotes
the index of the parent of node i. Any node who has no child nodes is called
a leaf of the tree. For details see [2] and the references therein.

3 Feedback Synchronization of Coupled Oscillators

In this paper, the synchronization problem for coupled oscillators is consid-
ered. The ith oscillator is described by
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ẋi = f(xi) +Gui, (2)

where xi ∈ R
n is the state and ui ∈ R is the coupling function of the ith

oscillator. Furthermore, it is assumed that f( · ) : R
n → R

n is a polynomial
vector field and that the state trajectory of ẋi = f(xi) shows globally bounded
oscillatory behavior. In the literature, there are many oscillator models that
are in the form of (2), e.g. Fitzhugh-Nagumo [16], Hindmarsh Rose [14], Lorenz
[20] model.

3.1 Synchronization of Two Oscillators

First we consider the synchronization problem between two oscillators, i.e.
N = 2. Although the two oscillators are identical, the trajectories are dif-
ferent from each other because of their different initial conditions. The error
dynamics between the two oscillators can be written in linear-like form as

ė12 = A(x1, x2)e12 +Gu12, (3)

where e12 = x1 − x2, u12 = u1 − u2. A(x1, x2) is defined appropriately from
f(x1) − f(x2)1. It is worthwhile to note that for polynomial oscillators the
elements of A(x1, x2) are also polynomials. It is clear that if u1 and u2 are
designed such that their difference becomes a stabilizing input for the re-
sulting error dynamics then synchronization is achieved. The next lemma is
instrumental in designing such inputs.

Lemma 2 [3] If there exist a positive definite matrix Q and a polynomial
matrix M(x1, x2) such that the inequality

θT [A(x1, x2)Q+GM(x1, x2)]θ < −εθT θ (4)

holds for all nonzero θ and a positive constant ε, then u12 = M(x1, x2)Q−1e12
is a globally exponentially stabilizing control for the error dynamics (3). �
Inequality (4) is a dissipation inequality since it can be rewritten as V̇ ≤ −εV
with V = 1

2θ
TQ−1θ and θ = Qe. In general inequality (4) is very difficult to

solve. However, if the oscillators are described by polynomial functions, it is
possible to solve inequality (4) for a reasonable problem size using efficient
numerical methods, e.g. sum of squares techniques [15, 12]. If we obtain the
stabilizing input u12 for the error dynamics using Lemma 2, then we have an
indefinite equation

u1 − u2 = u12 (5)

for the two unknown inputs u1 and u2, that has indefinitely many solutions.
The following theorem proposes a method to determine the two inputs u1 and
u2 using u12 in order to solve the synchronization problem between the two
oscillators.
1 The details of A(x1, x2) depend of course on the model under consideration. For

an example, see Section 4.
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Theorem 1 Suppose that the oscillator (2) is ISS with respect to ui and
that the stabilizing input u12 for the error dynamics is designed via inequality
(4). Then the synchronization problem of two oscillators is solved if the two
coupling functions are determined as

u1 = δu12, u2 = (1 − δ)u12, (6)

where δ ∈ [0, 1].

Proof. Note that the resulting u1 and u2 satisfy equation (5) and go to zero as
u12 does. Distributing the inputs like this implies that C1 is fulfilled because of
the global exponential stability of the error dynamics. Since the error dynamics
is globally exponentially stable, its input u12 also converges to zero. In light of
the fact that each oscillator is ISS with respect to its input, global boundedness
of each oscillator follows from convergence of its input. Therefore, C2 is also
fulfilled. Since both conditions are satisfied, the synchronization problem is
solved by the coupling functions in (6). ��

Remark 2. The distribution method in (6) is just an example. Of course, there
are other possibilities to distribute the stabilizing input u12 to each input ui

[6]. �

Remark 3. If two inputs are determined as u1 = 0 and u2 = −u12 then the
resulting systems become ẋ1 = f(x1) and ẋ2 = f(x2)−Gu12 i.e. one system
with input and the other without input. Such distribution implies that there
is a leader (x1 model) in the sense that the other model (x2 model) follows the
leader. This setup is quite similar to the observer problem by viewing the x1

model as the observed system and the x2 model as the observer. That is why
the synchronization problem can be viewed as a generalized observer problem
[8]. �

3.2 Synchronization of Multiple Oscillators

In the previous section, the synchronization problem for two oscillators was
considered. In the case of multiple oscillators (N > 2), the coupling func-
tions for synchronization heavily rely on the interconnection topology. In this
section, it is shown that the proposed method is applicable to the multiple
oscillators case where the oscillator interconnection is in spanning tree form.
To this end, we propose a solution for an example at first and then present a
solution for the general case.

As an example, we consider the particular interconnection in Fig. 1. In view
of the two oscillators case, the interconnection in Fig. 1 results in the following
seven error variables e12, e23, e34, e45, e36, e67, e68, where eij = xi − xj .
Note that there exist associated error dynamics as in (3) for each of these
error variables (e.g. ė23=A(x2, x3)e23+Gu23) and indefinite equations
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Fig. 1. An interconnection topology among multiple models. The arrows denote
how the state information is exchanged between models

u12 = u1 − u2, u23 = u2 − u3, u34 = u3 − u4, (7a)
u45 = u4 − u5, u36 = u3 − u6, u67 = u6 − u7, u68 = u6 − u8. (7b)

All inputs uij can be determined in analogy to the previous section through
the solution of dissipation inequalities in the form of (4). Suppose that these
uij are distributed as

u1 = 0, u2 = −u12, u3 = −u23, u4 = −u34

u5 = −u45, u6 = −u36, u7 = −u67, u8 = −u68. (8)

This distribution does not solve the equations (7a)–(7b). The resulting cou-
pling functions ui lead to the following error dynamics

ė12 = A(x1, x2)e12+Gu12 (9a)
ė23 = A(x2, x3)e23+Gu23−Gu12, (9b)
ė34 = A(x3, x4)e34+Gu34−Gu23, (9c)
ė45 = A(x4, x5)e45+Gu45−Gu34, (9d)
ė36 = A(x3, x6)e36+Gu36−Gu23, (9e)
ė67 = A(x6, x7)e67+Gu67−Gu36, (9f)
ė68 = A(x6, x8)e68+Gu68−Gu36. (9g)

Note that error dynamics (9b)–(9g) are not globally exponentially stable be-
cause of the additional inputs −Guij . However, the error dynamics (9b)–
(9g) without the additional input −Guij are exponentially stable, e.g. ė23=
A(x2, x3)e23 +Gu23 in (9b) is globally exponentially stable. Hence, by con-
sidering the additional inputs −Guij in (9b)–(9g) as disturbances to the cor-
responding exponentially stable dynamics, we can prove the stability of the
error dynamics (9) as follows: Since e12 and therefore also u12 converge to zero
for t → ∞, it follows that both e23 and u23 go to zero for t → ∞ because of
Lemma 1. Since this argument can be applied repeatedly to the error dynamics
(9c)–(9g), convergence of all error variables to zero can be established, i.e. C1
is fulfilled. Moreover, since all coupling functions ui go to zero, C2 is also sat-
isfied due to the ISS property of each oscillator. This means that the coupling
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functions ui determined from (8) solve the synchronization problem for the
interconnection depicted in Fig. 1. On the basis of the result for this example,
a general solution is presented in the next theorem for the synchronization
problem of multiple oscillators with a spanning tree form interconnection.

Theorem 2 The following procedure solves the synchronization problem for
multiple oscillators in the spanning tree form interconnection.

1. Label each system from 1 to N with 1 being the root of the tree
2. Determine the error dynamics and compute the corresponding stabilizing

inputs uij using Lemma 2
3. Distribute the inputs uij to each coupling function ui as follows

u1 = 0,
uj = −up(j)j , j = 2, · · · , N.

Proof. Note that the distribution in the theorem always results in

ė12 = A(x1, x2)e12+Gu12,

which is exponentially stable. So e12 and u12 converge to zero exponentially.
For the jth model (j = 2, · · · , N), the error dynamics can be written as

ėp(j)j = A(xp(j), xj)ep(j)j +Gup(j)j−Gup(p(j))p(j). (10)

From an inductive argument, convergence of the last term Gup(p(j))p(j) fol-
lows from that of u12. Therefore ep(j)j also goes to zero in an asymp-
totic fashion which means the fulfillment of C1. Since all coupling functions
ui, (i = 2, · · · , N) go to zero, all states are bounded because of the ISS prop-
erty of each oscillator. This completes the proof. ��

This analysis seems physically plausible for the considered interconnection in
the sense that the convergence of the state of one oscillator to the previous
oscillator depends on the convergence of the previous oscillator to its parent2.
In other words, the synchronization is propagated from the root to all leaves
of the tree. Hence, the theorem generalizes the approach for the given multiple
oscillators case in spanning tree form.

Remark 4. In view of the whole procedure to design the coupling function
for synchronization, the most important step is to determine the stabilizing
input u12 for the error dynamics in (3). Lemma 2 provides an efficient way
to find the stabilizer of the error dynamics provided all systems are given by
polynomial right hand sides. If one is able to find a stabilizing feedback for the
error dynamics then the proposed method to the synchronization problem is
of course also applicable for other models which are possibly not in polynomial
form. �

2 The term previous is understood in the sense of the partial ordering on the tree.
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4 Examples

In this section, we apply the proposed synchronization method to two par-
ticular coupled oscillators, namely the Fitzhugh-Nagumo oscillator and the
Goodwin oscillator. The first example shows the solution for the polynomial
case and discusses how some of the assumptions in Section 3.1 can be released.
The second example addresses the approach for non-polynomial oscillators.

4.1 Synchronization of Fitzhugh-Nagumo Oscillators

Consider the synchronization of two Fitzhugh-Nagumo (FN) oscillators

ẋi1 = −x3
i1 + (a+ 1)x2

i1 − axi1 − xi2 + Ia + ui (11)
ẋi2 = bxi1 − γxi2, i = 1, 2,

where xij denotes jth element of the state of oscillator i, all other variables
are parameters. This type of oscillator is commonly used for neuron research
[16, 7].

In order to apply the proposed method, we first need to check ISS of (11).
It is not easy to show ISS of the FN oscillator in the sense of its original
definition. However, ISS of the model is mainly used in order to show global
boundedness of the state trajectory in the previous section. Actually, what
is necessary is the converging-input bounded-state (CIBS) property to show
fulfillment of C2. For the FN oscillator, we can prove CIBS by showing that the
model is ISS outside some ball in R

2 using a quadratic Lyapunov function.
A similar proof can be found in [11]. So, the FN oscillator has the CIBS
property and we can apply the design method presented in Theorem 1.

For two FN oscillators, the error dynamics are written as

ė1 =−e1t2+(a+1)e1t1−e1−e2+u12 (12)
ė2 = be1 − γe2,

where e1 = x11−x21, e2 = x12−x22, t1 = x11+x21, and t2 = x2
11+x11x21+x2

21.
This equation can be represented in the simple linear-like form as in (3) with

A(x1, x2) =
[
−t2 +(a+1)t1 − 1 −1

b −γ

]

, G =
[

1
0

]

.

Following Lemma 2, we can solve the corresponding dissipation inequality
using SOSTOOLS [15] which gives the stabilizing input for the error dynamics
(12) as follows

u12 = (0.309 + t2)e1 + (0.32676 + 0.209t1)e2. (13)

Finally, applying the input distribution presented in Theorem 1, we can ob-
tain the coupling functions for two FN oscillators. Fig. 2 results from applying
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u1 = u2 = 0 and Fig. 3 from applying the designed coupling function using
(13) and (6). Fig. 2(a) shows asynchronous behavior because the initial con-
ditions of the two models are different, i.e. (x11(0), x12(0)) = (3.5, 2.5) and
(x21(0), x22(0)) = (1, 0.7). On the other hand, Fig. 3 demonstrates that the
proposed method successfully results in synchronization. Fig. 4(a) shows that
five FN oscillators with the interconnection depicted in Fig. 4(b) are synchro-
nized by the method in Theorem 2. As in the previous case, the following
different initial conditions are used in the simulation:

(x11(0), x12(0), x21(0), x22(0), x31(0), x32(0), x41(0), x42(0), x51(0), x52(0)) =

(3.5, 2.5, 1, 0.7, 1.5, 1.7, 4.0, 2.2, 3, 3.5).

4.2 Synchronization of Two Goodwin Oscillators

The proposed method for the design of the coupling function can be applied
in a straightforward manner when the oscillator models have polynomial right
hand sides. With the example of the synchronization of two Goodwin oscilla-
tors ([17]) we show that the method can also be applied to the non-polynomial
case in some instances. This is particularly important because many oscillators
appearing in biochemical networks are commonly modeled as rational systems,
i.e. the vector fields in the right hand side of the ordinary differential equa-
tion model are rational functions. As mentioned in Remark 4, the important
aspect in achieving synchronization is to stabilize the resulting error dynam-
ics. In this example, it is shown that the proposed method (error dynamics
stabilization and distribution) can also be applied to oscillators with rational
vector fields if the resulting error dynamics can be exponentially stabilized.

Consider the following simplified Goodwin oscillator [17]

ẋi1 = −b1xi1 +
1

1 + x17
i3

+ ui (14a)

ẋi2 = −b2xi2 + b2xi1 (14b)
ẋi3 = −b3xi3 + b3xi2, i = 1, 2. (14c)

Also here xij denotes the jth component of the state vector of oscillator i. Note
that this oscillator is not a polynomial model but a rational model because
of the term 1

1+z17
i3

in the first equation. This oscillator model is commonly
used to describe enzyme kinetics in biological systems, where xij describe
three biochemical products. Note that this model is a nonnegative system; the
model is invariant in the positive orthant of the state space with nonnegative
initial conditions. It is easy to see ISS of this model considering its structure.
Equation (14a) is ISS with respect to the last two terms 1

1+x17
i3

+ u1 because

of the linear stable term −b1xi1 and the second term 1
1+x17

i3
bounded by 1.

Therefore, the first equation is ISS with respect to the input ui. Moreover,
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(a) Asynchronous behavior (b) Error

Fig. 2. Two uncoupled Fitzhugh-Nagumo oscillators with different initial conditions
and u1 = u2 = 0

(a) Synchronous behavior (b) Error

Fig. 3. Two Fitzhugh-Nagumo oscillators: the synchronized case

(a) Synchronous behavior (b) Interconnection

Fig. 4. Five Fitzhugh-Nagumo oscillators: the synchronized case
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the second and third equations are also ISS with respect to xi1 and xi2,
respectively. Therefore, the model is ISS with respect to the input.

The error dynamics can be written as in (3) with

A(x1, x2) =

⎡

⎣
−b1 0 −t1
b2 −b2 0
0 −b3 b3

⎤

⎦ , G =

⎡

⎣
1
0
0

⎤

⎦

where t1 = 1
1+x17

13
− 1

1+x17
23

. The following is a stabilizing input for the resulting
error dynamics

u12 = t1

because the closed-loop becomes ė12 = Ace12 where

Ac =

⎡

⎣
−b1 0
b2 −b2 0
0 −b3 b3

⎤

⎦ , e12 = x1 − x2, b1 = b2 = b3 = 0.5

with Ac being Hurwitz. By distributing u12 to each coupling function u1 and
u2 as in (6), synchronization is obtained. Similarly to the previous example,

(a) Asynchronous behavior (b) Error

Fig. 5. Two uncoupled Goodwin oscillators with different initial conditions

(a) Synchronous behavior (b) Error

Fig. 6. Two Goodwin oscillators: the synchronized case
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Fig. 5 and Fig. 6 show the effectiveness of the method where the initial con-
ditions (x11(0), x12(0), x13(0)) = (0.2, 0.3, 0.5) and (x21(0), x22(0), x23(0)) =
(1.4, 1.5, 1.7) are used.

5 Summary and Outlook

In this paper, a nonlinear feedback design is proposed for the synchronization
of coupled oscillators described by polynomial models. Unlike most previous
results in which a linear damping term is used, we design the nonlinear coup-
ling functions in such a way that they stabilize the error dynamics. First, the
synchronization problem for the two oscillators case is presented. It was shown
that the coupling function can be derived by solving a particular dissipation
inequality which can be solved in the polynomial case using sum of squares
(SOS) techniques. For a multiple oscillators case, a solution was proposed if
the interconnection is in the spanning tree form. Finally, the proposed method
is applied to two oscillator models, namely the Fitzhugh-Nagumo and the
Goodwin oscillators.

In this paper, a particular multiple oscillators case is handled. So, the so-
lution to the general multiple oscillators case with arbitrary interconnection is
still waiting for answers. In this paper, availability of the full state is assumed.
So a feedback scheme for synchronization which uses only the output of the
oscillator is an interesting problem.
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Summary. Decoherence, which is caused due to the interaction of a quantum sys-
tem with its environment plagues all quantum systems and leads to the loss of
quantum properties that are vital for quantum computation and quantum inform-
ation processing. In this chapter we propose a novel strategy using techniques from
systems theory specifically classical disturbance decoupling to completely eliminate
decoherence and also provide conditions under which it can be done so. A novel
construction employing an auxiliary system, the bait, which is instrumental to de-
coupling the system from the environment will be found useful. Almost all the
earlier work on decoherence control employ density matrix and stochastic master
equations to analyze the problem. Our approach to decoherence control involves the
bilinear input affine model of quantum control system which lends itself to various
techniques from classical control theory, but with non-trivial modifications to the
quantum regime. The elegance of this approach yields interesting results on open
loop decouplability and Decoherence Free Subspaces (DFS). Additionally, the feed-
back control of decoherence may be related to disturbance decoupling for classical
input affine systems, which entails careful application of the methods by avoiding all
the quantum mechanical pitfalls. The two concepts are contrasted and an improved
theory of disturbance decoupling for general input affine systems is developed. In the
process of calculating a suitable feedback the system has to be restructured due to
its tensorial nature of interaction with the environment, which is unique to quantum
systems. Finally the results are also shown to be superior to the ones obtained via
master equations.

1 Introduction

In this chapter we address the problem of control of decoherence in open
quantum systems via a classical state feedback. While most of earlier work
in literature deals with analyzing the behavior of the reduced density matrix
of an open quantum system and designing controls so as to counteract the
effects of environment on the density matrix of the system, we present a dif-
ferent approach to this problem. This approach that not only helps us get to
the root of the problem but also helps design the solution. A bilinear input
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affine system that describes the state dynamics of a quantum system not only
helps us get further insight than the density matrix master equation but also
offers conditions for controlling decoherence when modeled as a disturbance
decoupling problem. The structure of the system and the few similarities it
bore to classical non-linear disturbance decoupling, originally put forward by
Isidori et al. [11], [10], aroused our interest in this line of approach. However
many of the properties and methods applicable to classical systems like di-
rect sum of vector spaces, classical additive noises, real vector spaces were
now undermined by tensor product interaction, quantum noise and complex
projective spaces. Nevertheless the approach seemed promising and we have
shown that this not only yields results that are characteristically different but
also qualitatively superior to the ones already present on decoherence control.
We have now learnt a great deal about behavior of open quantum systems and
have also stumbled on a few interesting results regarding the nature of control
hamiltonians and the Internal Model Principle analog for quantum systems
that is first of its kind in the literature. The above results might prove import-
ant in their own right and in due course of time could influence the design of
future quantum control systems.

2 Previous Work in the Literature

Decoherence is the process by which quantum systems lose their coherence
information by coupling to the environment. The quantum system entangles
to the states of the environment and the system density matrix can be diago-
nalized in a preferred basis states for the environment, dictated by the model
of the interaction hamiltonian [27]. Decoherence is now the biggest stumbling
block towards exploitation of quantum speedup [19] using finite quantum sys-
tems in information processing. Many authors have addressed the control and
suppression of decoherence in open quantum systems by employing a variety
of open loop and feedback strategies. The effect of decoherence suppression
under arbitrarily fast open-loop control was studied by Viola et al. [24], [25].
Another method along similar lines for control of decoherence by open-loop
multipulses was studied by Uchiyama et al. [23]. A very illustrating example
of decoherence of single qubit system used in quantum information processing
and its effective control using pulse method was worked out by Protopopescu
et al [20]. Shor[21] and Calderbank [2] also came up with interesting error-
correction schemes for detecting and reducing effects of decoherence on finite
quantum registers. Recently many authors have also studied the application
of feedback methods in control of decoherence [3], [6]. Technological advances
enabling manipulation, control of quantum systems and recent advances in
quantum measurements using weak coupling, non-demolition principles [1]
etc, has opened up avenues for employing feedback based control strategies
for quantum systems [26], [12], [6].
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In this chapter we analyze the efficacy of feedback methods in eliminating
decoherence. A wave function approach as opposed to density matrices for
the control equation is adopted which represents the system in an input-affine
form and greatly enables one to exploit methodologies from systems theory.
We first analyze what it means for a complex scalar function to be invariant
of certain parameters. The generality of the treatment adopted here makes all
types of quantum systems amenable to the results.

3 Mathematical Preliminaries

A pioneering effort to study quantum control systems using bilinear input
affine model was carried out by Huang et al. [7]. The model has since found
various applications and is found extremely useful in analyzing the controlla-
bility properties of a quantum system on the state space of analytic manifolds
[18] which can be seen to exploit previous results on controllability of finite
dimensional classical systems by Sussmann and Jurdjevic [22] and further ex-
ploiting the results by Kunita [13], [14]. In this chapter we will explore the
conditions for a scalar function represented by a quadratic form to be invari-
ant under the dynamics of the above model(with the additional assumption
of time-varying vector fields) in the presence of a perturbation or interaction
hamiltonian. Such a formalism can be seen to readily related to decoherence
in open quantum systems where in a perturbative hamiltonian that couples
the system and environment can be seen to play the role of a disturbance.
However it will also be seen that the aforementioned is not quite similar to
classical disturbance decoupling problem and one should be extremely care-
ful in adapting the classical results to decoherence control in open quantum
systems.

Let

∂ξ(t, x)
∂t

= [H0 ⊗ Ie(t, x) + Ie ⊗He(t, x) +HSB(t, x)

+
r∑

i=1

ui(t)Hi ⊗ Ie(t, x)]ξ(t, x) (1)

be the quantum control system corresponding to an open quantum system
interacting with the environment;
Hs be the system’s Hilbert space;
He be the environment’s Hilbert space;
Hs could be finite or infinite dimensional and He is generally infinite dimen-
sional;
ξ(t, x) be the wave function of the system and environment.
H0 and He are skew Hermitian operators corresponding to the drift Hamil-
tonian of the system and environment while Hi’s correspond to the control
Hamiltonian of the system. HSB governs the interaction between the system
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and the environment. The above operators are assumed to be time varying
and dependent on the spatial variable. Consider a scalar function (typically
the expected value of an observable) of the form,

y(t, ξ) = 〈ξ(t, x)|C(t, x)|ξ(t, x)〉 (2)

where again C(t, x) is assumed to be time-varying operator acting on system
Hilbert space. The above is the general form of a time dependent quantum
system and we wish to study the invariance properties of the function y(t, ξ)
with respect to the system dynamics.

Fig. 1. An Open quantum system interacting with the environment via HSB

Let y(t, ξ) = f(t, x, u1, · · · , ur, HSB) be a complex scalar map of the sys-
tem as a function of the control functions and interaction Hamiltonian over
a time interval t0 ≤ t ≤ t1. The function is said to be invariant of the inter-
action Hamiltonian if

f(t, x, u1, · · · , ur, HSB) = f(t, x, u1, · · · , ur, 0) (3)

for all admissible control functions u1, · · · , ur and a given interaction Hamil-
tonian HSB.

The output equation. It can be seen that a suitable value of the operator
C could yield the off-diagonal terms of the density matrix of the system as
the output y. The above output equation takes a quadratic form in the state
ξ of the combined system and the environment. Some of the possible physical
of implications of the output equation are as follows.

(i) An expected value of a physical observable or an observation. The operator
C could also be a non-demolition observable in which case y(t) is the
output of the measurement performed on the system.

(ii) By a suitable choice of the operator C the value y(t) can now be thought
of as a complex functional representing the coherence between the states
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of interest. For example C = |si〉〈sj | ⊗ �e can be seen to yield the coher-
ence between the orthogonal states of the system |si〉 and |sj〉. For the
pure state ξ =

∑
ci|si〉, y(t) = c∗i cj and for the completely mixed state

ξ =
∑
ci|si〉|ei〉 where |ei〉 are the orthogonal states of the environment,

a similar calculation yields y = 0.
(iii)The operator C could also be a general linear operator, an example of

which is discussed in the section on DFS later.

The analysis of time-varying systems carried out here assumes in general that
the component Hamiltonian operators carry explicit time dependence which
is not under the control of an external agent. And we do so by introducing
a time invariant system in the augmented state space domain M′ =M⊕ R.
A similar scheme was also used by Lan et al. [15] to study controllability
properties of such time-varying quantum systems.

Let x1 = t, the new equation governing the evolution of the system can be
written as

∂

∂t

(
x1

ξ(t, x)

)

=
(

1
(H0(x1, x) +He(x1, x))ξ(t, x)

)

+
(

0
uiHi(x1, x)ξ(t, x)

)

+
(

0
HSB(x1, x)ξ(t, x)

)

(4)

with
y(t, ξ) = 〈ξ(t, x)|C(t, x)|ξ(t, x)〉. (5)

The vector fields

K0 =
(

1
(H0 +He)ξ(x, t)

)

,Ki =
(

0
Hiξ(x, t)

)

and

KI =
(

0
HSBξ(x, t)

)

corresponding to drift, control and interaction can be identified to contribute
to the dynamical evolution. The above problem statement can be visualized
as the state trajectories corresponding to different interaction vector fields KI

intersecting isobars of y(t) at the same time instants.
The following lemma [4] provides the basic conditions necessary for invari-

ance of the output equation with respect to the interaction vector field.

Lemma 1. Consider the quantum control system (4) and suppose that the
corresponding output given by equation (5) is invariant under given HSB.
Then for all integers p ≥ 0 and any choice of vector fields X1, · · · , Xp in the
set {K0,K1, · · · ,Kr} we have

LKILX1 · · ·LXpy(t, ξ) = 0 for all t, ξ. (6)



360 N. Ganesan and T.-J. Tarn

Fig. 2. The above is a geometric representation of the problems statement. The tra-
jectories corresponding to two interaction Hamiltonians HSB and H ′

SB and a given
set of control functions u1, · · · , ur are shown

The sufficient condition for output invariance however requires a stronger
condition of analyticity of the system.

Lemma 1 implies that the necessary conditions for output invariance are,

LKIy(t, ξ) = 0
LKILKi0

· · ·LKin
y(t, ξ) = 0 (7)

for 0 ≤ i0, · · · , in ≤ r and n ≥ 0, where K0, · · · ,Kr are the vector fields
of the augmented system and KI , the interaction vector field. In addition,
the following lemma[4] which ties the sufficiency of the above conditions to
analytic property of the system can be stated thus.

Lemma 2. Suppose the system (4) is analytic, then y is invariant under given
HSB if and only if (6) is satisfied.

4 Invariance for the Quantum System

With the preceding mathematics preliminaries in place we can now apply
the above conditions to the quantum system with careful consideration of
the nature of the complex functional and the analytic manifold. We can now
state the condition for output invariance with respect to a perturbation or
interaction Hamiltonian, the proof and motivation for which is presented in
detail in [4].

Theorem 1. Let C0 = C(t) and for n = 1, 2, · · ·

C̃n = span{adjHi
Cn−1(t)|j = 0, 1, . . . ; i = 1, . . . , r}

Cn =

{(

adH +
∂

∂t

)j

C̃n; j = 0, 1, · · ·
}

.
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Define a distribution of quantum operators, C̃(t) = span{C1(t), · · · , Cn(t), · · · }.
The output equation (5) of the quantum system is decoupled from the environ-
mental interactions if and only if

[C̃(t), HSB(t)] = 0. (8)

A few applications of the theorem including the result on DFS, which was orig-
inally proposed by Lidar et al. [16] by analysis of Markovian master equation
for open quantum systems that naturally gives rise to subspaces that are im-
mune to the effects of decoherence namely dissipation and loss of coherence,
can be derived as a special case of the above condition [4]. In this chapter
we will however be more interested on the feedback aspects of decoherence
control.

Decoherence of a collection of 2-level systems in the presence of control. For
a collection of 2-level systems interacting with a bath of oscillators the corres-
ponding Hamiltonian is

H =
ω0

2

N∑

j=1

σ
(j)
3 +

∑

k

ωkb
†
kbk +

∑

k

N∑

j=1

σ
(j)
3 (gkb

†
k + g∗kbk) .

It can be seen that for C = |000〉〈000|+|001〉〈001|+|010〉〈100|+|011〉〈101|, for
a 3 qubit system the invariance condition (8) is satisfied, meaning coherence
between basis states |001〉, |010〉 etc of DFS is preserved under interaction
Hamiltonian HSB =

∑
k

∑N
j=1 σ

(j)
3 (gkb

†
k + g∗kbk) where the system is assumed

to interact through the collective operator
∑

j σ
(j)
3 and gk’s describe coupling

to the mode k of the environment. However in the presence of the external
symmetry breaking control Hamiltonians Hi = uiσ

(i)
1 , the invariance condition

is no longer satisfied for the operator C as [[C, σ(i)
1 ], σ(j)

3 ] �= 0 and hence the
coherence between the states is not preserved anymore. This is because of the
transitions outside DFS caused by the control Hamiltonians. We will devote
the rest of the chapter to studying feedback control of decoherence and its
physical implications.

5 Feedback Control

In this section we analyze feedback based control methods for decoupling or
rendering the system invariant of the interaction in case it is not already so
(as in the previous example). We assume a classical state feedback of the form
u = α(ξ)+β(ξ).v and derive conditions for decouplability, where α, β are r×1
vector and r× r matrix respectively of scalar functions depending on state |ξ〉
of the system
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∂

∂t

(
x1

ξ(t, x)

)

=
(

1
(H0 +He +

∑
αiHi)(x1, x)ξ(t, x)

)

+
(

0∑
vi
∑
βijHj(x1, x)ξ(t, x)

)

+
(

0
HSB(x1, x)ξ(t, x)

)

(9)

where again the following vector fields K̃0, K̃i can be identified as the modified
drift and control vector fields and KI , the original disturbance vector field.

As stated before the necessary and sufficient conditions for a scalar func-
tion y(t) of the system to be invariant of the interaction vector field can now
be written as

LKIy(t) = 0
LKILK̃i0

· · ·LK̃in
y(t) = 0 (10)

for 0 ≤ i0, · · · , in ≤ r and n ≥ 0, which after calculation of the Lie derivatives
explicitly can now be hypothesized as

[C̃(t), HSB ] ⊂ C̃(t) (11)

where the operator distribution C̃ is as defined before. The problem of feedback
based decoupling is now stated entirely in terms of the open loop Hamiltonians
and parameters. Hence it is to be noted that operators that form C̃, are open
loop system Hamiltonians whose domain of operation is the system Hilbert
space Hs. However that of the interaction Hamiltonian HSB and its commu-
tator with C̃(t) is both system and environment. In other words, in order for
the feedback to be an effective tool in solving the decoherence problem, the
control Hamiltonians Hi have to act non-trivially on both the Hilbert spaces
which would enable all the operators in (11) to act on system-environment
Hilbert space. In the light of the above conclusion the statement in theorem
(1) can be augmented with the following condition. For the distribution of
quantum operators, C̃(t) = Δ{C1(t), C2(t), · · · , Cn(t), · · · } as defined in theo-
rem (1), the output equation (2) of the quantum system is decoupled from
the environmental interactions if and only if the following hold.
Case (I). Open Loop:

[C̃(t), HSB(t)] = 0. (12)

Case (II). Closed Loop: the necessary conditions for closed loop control are

[C,HSB] = 0 and [C̃(t), HSB(t)] ⊂ C̃(t).

In this chapter we will be primarily concerned with designing feedback for
quantum systems of the form u = α(ξ) + β(ξ)v where α and β are real vector
and a full rank real matrix of the state (or its estimate thereof) of dimension
1×r and r×r respectively. We examine a few systems of interest with control
Hamiltonians, that might be decoupled via feedback of the above form.
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A Single Qubit System. Consider a single qubit spin-1/2 system coupled to
a bath of infinite harmonic oscillators through an interaction Hamiltonian
HSB. The Hamiltonian of the system+bath can be written as

H =
ω0

2
σz +

∑

k

ωkb
†
kbk +

∑

k

σz(gkb
†
k + g∗kbk)

where k = 0, 1, 2 · · · and the system is acted upon by the free Hamiltonian
H0 and the decoherence Hamiltonian HSB. As is well known there is a rapid
destruction of coherence between |0〉 and |1〉 according to the decoherence
function given by [20]. In order to cast the above problem in the present
framework we consider a bilinear form of an operator C that monitors coher-
ence between the basis states. Considering C to be the non-hermitian operator
|0〉〈1| we have a function y(t) given by y(t) = 〈ξ(t)|C|ξ(t)〉 that monitors co-
herence between the states |0〉 and |1〉. The problem now reduces to analyzing
the applicability of the theorem 1 to the given system. It can be seen right
away that the condition [C̃, HSB] �= 0 for the distribution C̃ defined previously,
as calculated in the previous chapter. This implies that the coherence is not
preserved under free dynamics or in presence of open loop control. In order
to eliminate this decoherence by feedback we now assume the system to be
acted upon by suitable control Hamiltonians {H1, · · · , Hr} and corresponding
control functions {u1, · · · , ur}. As we pointed out earlier the necessary condi-
tion is relaxed to [C̃, HSB] ⊂ C̃, with the operators C and HSB still required
to commute with each other [C,HSB ] = 0. For the single qubit example the
second condition fails to hold, thus leaving the system unable to be completely
decoupled and hence vulnerable to decoherence even in the presence of closed
loop and feedback control.

Two Qubit Case The corresponding 2-qubit control system can be written as

∂|ξ(t)〉
∂t

=

⎛

⎝
2∑

j=1

ω0

2
σ(j)
z +

∑

k

ωkb
†
kbk

⎞

⎠ |ξ(t)〉 +
∑

k,j

σ(j)
z (gkb

†
k + g∗kbk)|ξ(t)〉

+ u1(t)σ(1)
x + u2(t)σ(1)

y + u3(t)σ(2)
x + u4(t)σ(2)

y (13)

where j = 1, 2; k = 0, 1, 2 · · · and the above system satisfies the basic necessary
condition [C,HSB] = 0 but not the stronger condition provided in Case(II) of
the theorem. Hence the system would eventually leave the DFS and is suscep-
tible to decoherence in the presence of arbitrary control, in other words, not
open-loop decoupled from HSB. In order to analyze the conditions in the pres-
ence of a classical state feedback u = α(ξ(t)) + β(ξ(t)).v, the corresponding
conditions (II) of the theorem are to be examined. As described before, due
to the locality of the control Hamiltonians Hi acting on the system, the nec-
essary condition specified in theorem (1) would not be satisfied non-trivially
unless the distribution C̃(the operators Hi) acted non-trivially on both Hs

and He. The above form cannot be achieved by control Hamiltonians acting
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only on the system. However the situation can be salvaged if one considered a
”bait” qubit whose rate of decoherence or the environmental interaction can
be modulated externally at will and the bait qubit is now allowed to interact
with our qubits of interest through an Ising type coupling. Physically this
amounts to a coherent qubit with controllable environmental interaction. The

Fig. 3. The 2 Qubit system is allowed to interact with another qubit, the bait whose
interaction with the thermal bath is controlled

Schrödinger equation for the above system can now be written as

i�
∂|ξ(t)〉
∂t

=

⎛

⎝
2∑

j=1

ω0

2
σ(j)
z +

∑

k

ωkb
†
kbk

⎞

⎠ ξ(t) +
∑

k,j

σ(j)
z (gkb

†
k + g∗kbk)ξ(t)

+ (u1σ
(1)
x + u2σ

(1)
y + u3σ

(2)
x + u4σ

(2)
y +

ω0

2
σ(b)
z + u5σ

(b)
x + u6σ

(b)
y

+ u7J1σ
(1)
z σ(b)

z + u8J2σ
(2)
z σ(b)

z + u9

∑

k

σ(b)
z (wkb

†
k + w∗

kbk))ξ(t)

where j = 1, 2; k = 0, 1, 2 · · · and u1, · · · , u9 are the control functions assumed
to be dependent on time t and σx, σy , σz are regular hermitian operators
with the superscripts denoting the sub-system of interest. The coefficients of
controls u7 and u8 are generated by the Ising type coupling between qubits 1,
2 and the bait with the corresponding coupling constants J1 and J2 respect-
ively. The last term in the above control system is due to the interaction of
the bait qubit with the environment whose interaction enters the system in
a controllable way, hence can be treated as a separate control Hamiltonian.
With the above construction it can be verified that for the distribution C̃, as
per calculations outlined in [5] the Lie bracket of [C̃, HSB] is contained C̃ which
brings us one step closer to decoupling the coherence between the qubits from
HSB.

6 Invariant Subspace Formalism

In this section we explore an alternative formalism that complements the
above approach and extremely helpful in feedback based decoupling. Consider
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the following necessary conditions for closed loop decouplability, viz.

LKIy(t) = 0 and LKILK̃0
y(t) = 0. (14)

Hence LK̃0
LKIy(t) = 0, where K̃0 and K̃i are closed loop vector fields. The

above equations after subtraction imply L[K̃0,KI ]y(t) = 0. The above equa-
tion in conjunction with other necessary conditions imply L[K̃0,KI ]LK̃j

y(t) =
0 and LK̃j

L[K̃0,KI ]y(t) = 0, from which it can again be concluded that
L[[K̃0,KI ],K̃j ]

y(t) = 0. In fact the above pattern of equations could be extended
to any number of finite Lie brackets to conclude that

L[[···[KI ,K̃i1 ],K̃i2 ]···K̃ik
]y(t) = 0 (15)

which leads us to define a set of vector fields or distribution Δ that share
the same property, Kν ∈ Δ s.t LKνy(t) = 0. It is observed immediately that
KI ∈ Δ. Such a distribution Δ is said to belong to ker(dy(ξ, t)). And from the
necessary conditions listed above the distribution is observed to be invariant
under the closed loop control and drift vector fields K̃0, · · · , K̃m, (i.e) ∀Kν ∈
Δ,

[Kν , K̃i] ∈ Δ, ∀i ∈ 0, · · · ,m.
We will henceforth refer to the distribution as the invariant distribution. It
is also to be noted that the above calculations are reversible and the original
necessary and sufficient conditions can be derived starting from the invari-
ant distribution. Hence the necessary and sufficient conditions for open loop
decouplability can now be restated in terms of the invariant distribution fol-
lowing the definition.

Definition 1. A distribution is said to controlled invariant on the analytic
manifold Dω if there exists a feedback pair (α, β), α, vector valued and β,
matrix valued functions such that

[K̃0, Δ](ξ) ⊂ Δ(ξ) and [K̃i, Δ](ξ) ⊂ Δ(ξ) (16)

where, K̃0 = K0 +
∑r

j=1 αjKj and K̃i =
∑r

j=1 βijKj.

It is now possible to simplify the conditions for a controlled invariant distri-
bution with the following lemma which relates to the open loop vector fields.

Lemma 3. An involutive distribution Δ defined on the analytic manifold Dω

is invariant with respect to the closed loop vector fields (K̃0, K̃1, · · · , K̃r) for
some suitable feedback parameters α(ξ) and β(ξ) if and only if

[K0, Δ] ⊂ Δ+G and [Ki, Δ] ⊂ Δ+G (17)

where G is the distribution created by the control vector fields

G = span {K1, · · · ,Kr} . (18)
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At this point it is possible to express the necessary and sufficient conditions
for the feedback control system (K̃0, K̃1, · · · , K̃r) to be decoupled from the
interaction vector field KI by combining the above results. Moreover the con-
ditions can be expressed entirely in terms of the open loop vector fields and
the controlled invariant distribution without ever having to involve the feed-
back parameters α(ξ) and β(ξ). We state the central theorem for decoupling
of quantum systems via classical feedback without proof.

Theorem 2. The output y(t, ξ) = 〈ξ|C(t)|ξ〉 can be decoupled from interac-
tion vector field KI via suitable feedback (α, β) if and only if there exists an
involutive distribution Δ such that

[K0, Δ] ⊂ Δ+G [Ki, Δ] ⊂ Δ+G

and Δ ⊂ ker(dy).

The proof, along with other background, could be found in the recent expo-
sition by the authors [5]. It is clear by now that the existence of the invariant
distribution Δ is essential to performing the decoupling and hence we state an
algorithm in order to arrive at the much sought after invariant distribution,
the general idea being: Start out by assigning Δ to the whole of null space of
y(t) and iteratively remove the part of the distribution that does not satisfy
the invariance conditions (16).
Step 1: Let Δ0 = ker(dy(t, ξ)).
Step 2: Δi+1 = Δi − {δ ∈ Δi : [δ,Kj] /∈ Δi +G, ∀0 ≤ j ≤ r}
Step 3: Maximal invariant distribution is such that Δ∗ = Δi+1 = Δi.

We can perform the computation in the dual space T ∗
ξ (M) instead which has

computational advantages and arrive at the following algorithm.
Step 1: Let Ω0 = span(dy(t, ξ)).
Step 2: Ωi+1 = Ωi + LK0(Ωi ∩G⊥) +

∑r
j=1 LKi(Ωi ∩G⊥).

Step 3: The Algorithm converges to Ω∗ = Ωi+1 = Ωi.

7 Extension to Control Algebra

In the previous sections we provided a state feedback given by the vector α(ξ)
and matrix β(ξ) which were assumed to be analytical functions of the state ξ.
In particular, the analyticity is required for the proof of necessity as well as
sufficient conditions. However, the class of analytic functions is too restrictive
in terms of feedback that can actually be implemented on the system. For
example, by rapid pulses which are arbitrarily strong and fast one can generate
lie bracket of the vector control vector fields which can act as a new control
to the system available for feedback. In the light of non-analytic feedback it
might be necessary to modify the conditions that guarantee decouplability of
the system. Another approach which is sufficiently general would be to use the
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theory already developed for analytic feedback to systems whose control vector
fields belong to the control algebra of the original system,(i.e) we propose to
use the system, where K̂i ∈ {K1, · · · ,Kr}LA = G. The theory of analytic
feedback can now be extended to controls from the control algebra instead
of just the original set of controls. Hence we can restate the conditions for
decouplability in terms of the control algebra, which follows directly from the
previous theorem.

Lemma 4. The output y(t) is decouplable via analytic feedback functions α(ξ)
and β(ξ) from the interaction vector field KI if and only if there exists a con-
trollability invariant distribution Δ, i.e.

[Δ,G] ⊂ Δ⊕ G and [Δ, C] ⊂ Δ⊕ G (19)

where C = {adjKi
K0, i = 1, · · · , r; j = 0, 1 · · · } and G = {K1, · · · ,Kr}LA.

The above lemma just states a condition and does not provide an explicit
formulation of the application of feedback. In order to provide the analytic
feedback we consider a modified system with additional control vector fields
generated from the original system. Consider the following modified system
with finite dimensional control algebra G

∂ξ(t)
∂t

= K0|ξ(t)〉 +
m∑

i=1

uiK̂i|ξ(t)〉 +KI |ξ(t)〉 (20)

where the vector fields K̂i ∈ G which are generated by the vector fields of the
original system are such that G = span{K̂1, · · · , K̂m}, (i.e) the set of vector
fields K̂i, not necessary a linearly independent set form a vector space basis
for G. This is a required condition as the analytic feedback functions which
can only generate utmost linear combinations of the existing control vector
fields, (i.e) span{K1, · · · ,Kr} is inadequate to leverage the set of all possible
controls. Hence it is necessary to modify the original system in order to utilize
the repertoire of all possible controls for efficient feedback control. It is also to
be noted that in so doing we do not alter the set of reachable or controllable
set of the original system, but altering the output decouplability instead which
is an observability property of the system.

7.1 Examples

As an example of the above formalism consider a single qubit coupled to the
environment

∂ξ(t)
∂t

=
ω0

2
σzξ(t) +

∑

k

ωkb
†
kbkξ(t) + u1σxξ(t) + u2σyξ(t)

+
∞∑

k=0

σz(gkb
†
k + g∗kbk)ξ(t)
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with the output, y(t) = 〈ξ(t)|C|ξ(t)〉. When we check against the necessary
condition that

∑
k σz(gkb

†
k + g∗kbk)ξ(t) ∈ ker(dy(t)), which the single qubit

system fails to satisfy, the conclusion that a single qubit system is not decou-
plable coincides with the results obtained earlier by operator algebra.

Now, consider the two-qubit system

∂ξ(t)
∂t

=

⎛

⎝
2∑

j=1

ω0

2
σ(j)
z +

∑

k

ωkb
†
kbk

⎞

⎠ ξ(t) +
∑

k,j

σ(j)
z (gkb

†
k + g∗kbk)ξ(t) (21)

+ u1(t)σ(1)
x ξ(t) + u2(t)σ(1)

y ξ(t) + u3(t)σ(2)
x ξ(t) + u4(t)σ(2)

y ξ(t)

where j = 1, 2; k = 0, 1, 2 · · · and which has a DFS of dimension two,
span{|01〉, |10〉} (incidentally, which implies KI ∈ ker(dy)), the states within
which remain coherent in the absence of controls. The real problem arises
in the presence of symmetry breaking perturbations or control Hamiltoni-
ans. Hence the problem at hand is to render the states coherent(or the out-
put y(t) = 〈ξ(t)|C|ξ(t)〉 invariant) even in the presence of arbitrary con-
trol. It can be seen [5] that the interaction vector field in deed belongs to
KI =

∑
j,k σ

(j)
z (gkb

†
k + g∗kbk)ξ(t) ∈ ker(dy(t), where j = 0, 1 and k = 0, 1, · · · ,

but fails to satisfy [Ki,KI ] ∈ Δ + G or ker(dy) + G or ker(dy) + G,(i.e)
neither belongs to the span of the control vector fields, control algebra gen-
erated by the above vector fields or the controllability invariant distribu-
tion Δ.

Now consider the two qubit system with bait, which was discussed in the
last section with the schematic and dynamic equation provided earlier.

The control system governing the mechanics of the system is given by,

∂|ξ(t)〉
∂t

=

⎛

⎝
2∑

j=1

ω0

2
σ(j)
z +

∑

k

ωkb
†
kbk

⎞

⎠ ξ(t) +
∑

k,j

σ(j)
z (gkb

†
k + g∗kbk)ξ(t)

+ (u1(t)σ(1)
x + u2(t)σ(1)

y + u3(t)σ(2)
x + u4(t)σ(2)

y +
ω0

2
σ(b)
z (22)

+ u5σ
(b)
x + u6σ

(b)
y + u7J1σ

(1)
z σ(b)

z + u8J2σ
(2)
z σ(b)

z )ξ(t)

+ u9

∑

k

σ(b)
z (wkb

†
k + w∗

kbk)ξ(t)

where j = 1, 2; k = 0, 1, 2 · · · with σx|y|z now skew hermitian and the same
output equation as before. It is seen that KI ∈ ker(dy(t)) and

[Ki,KI ] = [σ(1)
x|yξ,

∑

j

σ(j)
z (gkb

†
k + g∗kbk)ξ] = c.

∑

k

σ
(1)
y|x(gkb

†
k + g∗kbk)|ξ〉

now belongs to the control algebra generated by the additional vector fields
introduced by the bait system. Hence the system which was designed in or-
der to meet the necessary condition, [C̃, HSB] ⊂ C̃, given by the observation
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space formalism is also seen to meet the conditions given by tangent space
or controllability invariant distribution formalism. A rather interesting scen-
ario arises as the drift vector field K0 is a part of G and the interaction
vector field KI which is a part of the invariant subspace Δ ⊂ ker(dy(t)), is
already contained within the control algebra, (i.e) KI ∈ G. The necessary and
sufficient conditions for decouplability using feedback are easily satisfied as
[KI , K̂i] ∈ G∀K̂i ∈ G and [KI ,K0] ∈ G. Hence,

[Δ, K̂i] ⊂ Δ⊕ G and [Δ,K0] ⊂ Δ⊕ G (23)

and the invariant subspace Δ can now be guaranteed to exist and at least one
dimensional equal to span{K0}. Hence existence of feedback and decouplabil-
ity is guaranteed for the system whose linear combination of control vector
fields is also its control algebra G. Such a system can be obtained from the
above system by restructuring its control vector fields.

7.2 The Control System

By restructuring the above control system it is possible to generate con-
trol vector fields from the algebra G. The actual control system whose lin-
ear combination of the control vector field equals its control algebra must
be obtained by trial and error. It can be seen that for raw system with
bait as described above the control algebra is infinite dimensional by the
virtue of the infinite dimensional environment. Hence the only way the span
of control vector fields could be made equal to the control algebra is by
considering a system with countable control vector fields, which is practi-
cally not feasible. Another approach to ensure the system has a finite di-
mensional algebra is to truncate the states of the environment to certain
finite dimension. The above approximation is valid in light of coherent op-
tical states [17] whose higher energy states occur with vanishingly small
coefficients. Hence with the above approximation carried out on a single
mode environment we arrive at the following control system with linearly
independent control vectors obtained by restructuring the original two qubit
with bait whose control algebra and the span of control vector fields coin-
cide [5]

∂|ξ(t)〉
∂t

=

⎛

⎝
2∑

j=1

ω0

2
σ(j)
z +

∑

k

ωkb
†
kbk

⎞

⎠ |ξ(t)〉 +
∑

k

σ(j)
z (gb† + g∗b)|ξ(t)〉 (24)

+
5∑

i=0

u1iσ
(1)
x (wb† + w∗b)i|ξ(t)〉+

5∑

i=0

u2iσ
(1)
y (wb† + w∗b)i|ξ(t)〉

+
5∑

i=0

u3iσ
(2)
x (wb† + w∗b)i|ξ(t)〉+

5∑

i=0

u4iσ
(2)
y (wb† + w∗b)i|ξ(t)〉 .
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For the control system described above where the control vector fields {Kji},
0 ≤ i ≤ 5 and 1 ≤ j ≤ 4, span the entire control algebra and hence

[Δ,Kji] ⊂ Δ+ G, 0 ≤ i ≤ 5 and 1 ≤ j ≤ 4 (25)

where G = {K1, · · · ,K24}LA = span{K1, · · · ,K24}. The above discussion can
be summarized in the form of a theorem,

Theorem 3. For the system given by (24) which is a control system on the
analytic manifold SH ⊂ Hs ⊗ He, with the output equation (2) there exist
feedback parameters α(ξ) and β(ξ) such that under the feedback control of the
form u = α(ξ) + β(ξ).v, we have the following invariance condition satisfied

f(t, x, v1, · · · , vr,KI) = f(t, x, v1, · · · , vr,K ′
I)

for any two interaction vector fields KI and K ′
I generated by interaction

Hamiltonians HSB and H ′
SB and where f ≡ y(t) = 〈ξ(t)|C(t)|ξ(t)〉, is the

map of the coherence functional for 0 ≤ t ≤ T .

The purpose of the bait qubit and an induced interaction with the envi-
ronment was to enlarge the control algebra as the control provided by the
original two qubit system(13) was not sufficient to perform feedback decou-
pling. The construction now allows us to get a handle on the environment
and enables us carry out feedback decoupling. A detailed procedure to deter-
mine the actual feedback parameters α(ξ) and β(ξ) to completely decouple
is discussed in [5]. Hence the system is completely decoupled even in the
presence of symmetry breaking control Hamiltonians via classical state feed-
back.

The following table is helpful in noting the above decouplability results.

Open Loop Closed Loop Closed Loop Restructured

Single Qubit NO NO NO

Two Qubit NO NO NO

Two Qubit or higher NO NO Y ES∗

with bait qubit

∗-The system can be completely decoupled under the additional assumption of a fi-
nite dimensional environment

We note that the conditions for decouplability from Open loop to Closed loop
to Closed Loop Restructured are progressively relaxed. Hence a system that
is not Closed Loop Restructured decouplable cannot be Closed Loop or Open
Loop decoupled. It is known from classical control theory that feedback can
modify the observability properties of any system but not the controllability
properties. It is the observability of the decoherence that we intend to modify
in the above work by modeling it as a disturbance decoupling problem thus
rendering the decoherence acting on the system unobservable on the states
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of interest. However in order to accomplish the goals we had to introduce
additional couplings and a bait subsystem that were not a part of the system
initially.

7.3 Operator Conditions for Decouplability

We had analyzed the decouplability of a given system via operators C and
H1, · · · , Hr and arrived at the necessary conditions

[C,HSB] = 0 and [C, HSB] ⊂ C. (26)

However we weren’t able to proceed as far as providing a sufficient condition
for feedback decouplability via the operator or observation space formalism.
Such a formalism was instrumental in designing a bait system that satisfied the
above condition. Even though original bait system which satisfied the above
conditions was not feedback decouplable, the restructured system (24) was.
Hence it is not an unreasonable conjecture that the above conditions imply
that at least one member of the class of all restructured control systems of
the original system can be completely decoupled via feedback. Even though
we weren’t able to prove the above conjecture it is a well posed problem and
could be studied further to yield insights into feedback decouplability.

8 Quantum Internal Model Principle

The fig.(4) outlines the schematic of control system for the decoupling prob-
lem, where the coherence measure of the open quantum system and the corres-
ponding closed system must identically be equal to zero. In order to decouple
the output from the environment one needs to determine the feedback coeffi-
cients α(ξ) and β(ξ) where both depend on the combined state of the system
and environment. Hence one needs to have a good estimate of the system
as well as the environment itself for successful implementation of feedback
decoupling. In other words the state observer must include a model of the
environment which would enable us estimate its state. At this point, the im-
portant differences between classical and quantum decoupling problems can
be understood at the outset. The necessary condition in terms of the opera-
tor algebra [C̃, HSB] ⊂ C̃ was instrumental in design of the bait subsystem.
However the structure of the system needed to be altered in order to,

(i) Artificially induce coupling between qubits 1, 2 and the environment
with the help of the bait.

(ii) Generate vector fields in higher power of the environment operator to
as to generate linearly independent vectors.

Hence it was necessary to modify the core system in more ways than one in
order to perform decoupling. Hence, even though environment is an undesir-
able interaction the higher powers of the same helped us generate linearly
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Fig. 4. The difference between coherence measures from the open quantum system
and the closed quantum systems must vanish

independent vectors in the tangent space, which was absolutely necessary
for decoupling. Hence the environmental coupling here befits the description
of necessary evil. In classical dynamic feedback [8] the design of controller
depends on the exosystem. In contrast the state observer/estimator needs to
know the model of environment in order to estimate the combined state ξ and
calculate the feedback. Hence the model discussed above could be thought of
as the Internal Model Principle analog of quantum control systems. In addition
classical output regulation problem concerns with following a reference signal
in the presence of environmental disturbance that depends on a prescribed
exosystem. On the other hand the disturbance decoupling problem focuses on
eliminating the effects of the environment.

9 Classical and Quantum Disturbance Decoupling

In this section we will highlight a few more important differences between
the decoherence control in quantum systems and disturbance decoupling of
classical input affine systems in �n.

(i) Classical noise is additive, ẋ = f(x)+uigi(x)+wp(x) and operate on the
same vector space. Whereas quantum noise is tensorial. The noise parameter
gk and g∗k dictate the coupling between the environment and the system, (i.e),
KI = (σ(1)

z + σ
(2)
z )⊗ (g∗kbk + gkb

†
k)|ξ〉 corresponds to the classical noise vector

p(x), and it can be easily seen that there is no noise operating on the system
in the classical sense. Hence decoherence is not classical noise.

(ii) Vector spaces in quantum control systems are over complex fields. This
increases the dimensionality by 2 fold in many instances where linearly com-
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bination has to be taken. Hence in order to generate every vector in a vector
space of n independent states, we require 2n linearly independent vectors.

(iii) The necessary and sufficient conditions impose restrictions on the
form of control Hamiltonian that could help decouple the system. From the
conditions derived in the previous and current chapter, it is impossible to
decouple one part of the system from the other unless our control Hamiltonians
operate on the both the Hilbert spaces non-trivially (i.e) Hi ∈ B(HA ⊗HB),
the set of linear operators in the joint Hilbert space of both the systems. It
was in light of this condition that the bait system was originally introduced.

(iv) Distributions need not necessarily be non-singular. For instance the
tangent space of an su(2) system is spanned by σz |ξ〉, σx|ξ〉, σy |ξ〉, I|ξ〉, where
ξ = c0|0〉 + c1|1〉 and the operators are again assumed to be skew hermitian
counterparts of hermitian σz , σx, σy. Even though the four vectors are linearly
independent for almost all non-zero values of c0 and c1 the distribution is not
non-singular. Consider |ξ〉 = |0〉 and the corresponding tangent vectors are
−i|0〉, i|1〉,−|1〉, i|0〉, whose real linear combination is rank deficient. Hence it
can be seen that the vector |0〉 does not belong to tangent space T|0〉 at the
point |ξ〉 = |0〉. In general the tangent vectors at point ξ is different from that
of another point ξ1. One of the most serious implications is that we cannot find
a linear map that transforms the distribution Δ to a constant d dimensional
distribution

T.Δ =
[
Id×d

0

]

at every point ξ, an approach that was used in Isidori [9] to greatly simplify
finding commuting vectors |v1〉, · · · |vn〉 in an n dimensional tangent space.
The commuting vectors were just taken to be the co-ordinate basis at every
point x.

10 Conclusion

We analyzed the conditions for eliminating the effects of decoherence on quan-
tum systems whose coherence can be monitored in the form of a complex scalar
output equation. The results hold globally on the analytic manifold. It was
seen that the analysis performed on the analytic manifold yielded conditions
in terms of the operators acting on the system in order for it to be decoupled.
The conditions and a step by step procedure to calculate a classical determin-
istic feedback under which the 2-qubit system could be successfully decoupled
from decoherence was presented. But in order for a Quantum System to be
decoupled from decohering interaction the necessary condition [C,HSB] = 0
must be satisfied which translates to existence of DFS or “decoupled in the
absence of control”. Hence, the results of this chapter imply that the coherence
can be preserved even in the presence of symmetry breaking control Hamil-
tonians which help in the controllability of the system. As mentioned before
the analysis carried out in the bilinear form not only helped us learn about
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the control Hamiltonians helpful in decoupling the system but also provided
a solution under which the system would be completely decoupled as opposed
to partial decoupling. Such a control strategy would be immensely helpful in
performing decoherence free quantum computation thus enabling us to exploit
the computational speed up provided by quantum parallelism.
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Summary. Up to what extent is it possible to simplify the nonlinearities of
a given discrete-time system through transformations involving feedbacks or output-
injections? Solutions to these problems, at the basis of several control and state
estimation design procedures, take advantage of a combined use of geometric and
algebraic methods, two major setups in nonlinear control theory strongly influenced
by the fundamental work of Alberto Isidori. Links between these frameworks are
illustrated in the present paper which is written to celebrate his 65th birthday.

With our sincere gratitude, Happy Birthday Alberto.

1 Introduction

Starting from the eighties, differential geometry and algebraic methods re-
vealed to be powerful tools in the study of nonlinear control systems [8].
Amongst others, the method of normal forms, introduced in the control lit-
erature in [12],[10] stands in setting and solving a given problem following
a stepwise procedure which works out on successive polynomial approxima-
tions. The idea, which finds its origins in pure mathematics making reference
to the Cartan’s method of equivalence or the Poincaré forms, is widely re-
newed when applied to control systems. This justified an increasing effort of
research (see [9, 1, 5, 14, 18, 7, 17, 6]).

Motivated by its interest for observer design [13, 19, 11, 3], the approach
has been more recently used to solve the dual problem of reducing by output-
injections a given system to its linear observer form [2].

While the normal form approach can be similarly developed for both cases
of vector fields (differential dynamical systems) and maps (discrete-time sys-
tems), such a parallelism becomes difficult when dealing with forced dynamical
systems. Manipulations over difference equations induce compositions of func-
tions and the design of feedback or output-injection involve intricate problems
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of inversions of maps. Even if many analogies can be set, specific studies are
necessary in discrete time.

Given a nonlinear discrete-time system, we ask the two questions: up to
what extent is it possible to linearize the system through coordinates change
and feedback? up to what extent is it possible to linearize the system through
coordinates change and output-injection? In the present paper, normal forms
are studied in the formal context of asymptotic series expansions. Approxima-
tions have to be understood as referred to homogeneous polynomial approx-
imations of increasing degree. In fact, the problem is set and solved step-by-
step. At each step, a certain degree of approximation can be gained and the
remaining terms – those which cannot be cancelled – specify the obstruction
to the reduction into linear forms so defining what will be called controller and
observer normal forms. These terms are referred to as the resonance terms
and the equations to be solved are referred to as the homological equations.

The study of the resonant structure is performed starting from a differen-
tial/difference representation of a discrete-time system introduced in [16] and
assumed linearly controllable and observable. The investigation is developed
following [17] where “extended controller” normal forms are introduced and
computed making reference to approximate feedback linearization. A parallel
study is performed for observer normal forms and approximate linearization
by output-injection. Two types of normal forms are described depending if
one privileges cancellation in the drift term or in the controlled vector fields.
The normal forms are computed step-by-step for increasing degrees of ap-
proximation. The method, based on the solvability of the homological equa-
tions in terms of coordinates change and feedback and/or output-injection,
is directly constructive either to design a linearizing controller or a state-
estimator with linear error dynamics. Moreover, working in such a differential
context, makes it possible to stress a link between the presence of reson-
ance terms which cannot be cancelled and the obstructions to the geometric
solutions.

The paper is organized as follows. Section 2 introduces the context and
sets the faced problems. Sections 3 and 4 deal with homogeneous linear equiv-
alences by feedback and output-injection; necessary and sufficient conditions
are given and the the homological equations are derived. On these bases, two
types of controller and observer normal forms are described.

Notation - The state variables ζ and/or x belong to X , an open set of Rn

and the control variables v and/or u belong to U , a neighborhood of zero
in R. All the involved objects, maps, vector fields, control systems are ana-
lytic on their domains of definition, infinitely differentiable admitting con-
vergent Taylor series expansions. A vector field on X , analytically param-
eterized by u, G(x, u) ∈ TxX defines a u-dependent differential equation
of the form dx+(u)

du = G(x+(u), u) where the notation x+(u) indicates that
the state evolution is a curve in Rn, parameterized by u; G(x, u) is com-
plete, an absolutely continuous solution exists for all u. A Rn-valued map-
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ping F (., u) : x → F (x, u), denotes a forced discrete-time dynamics while
F : x → F (x) and/or F (., 0) denotes unforced evolutions. Given a generic
map on X , its evaluation at a point x is denoted indifferently by “(x)”
or “
∣
∣
∣
x
”. JxF

∣
∣
∣
x=0

= dF (x)
dx

∣
∣
∣
x=0

indicates the Jacobian of the function eval-
uated at x = 0. Given a vector field G on X and assuming that F is
a diffeomorphism on X , F∗G denotes the transport of G along F , defined
as the vector field on X verifying F∗G

∣
∣
∣
F

= (JxF )G; analogously F p
∗G de-

notes the transport of G along F p verifying F p
∗G|Fp = (JxF

p)G. The up-
perscript (.)[m] stands for the homogeneous term of degree m of the Tay-
lor series expansion of the function or vector field into parentheses; (.)(≥m)

stands for the terms of order greater or equal to m. Analogously, R[m](.)
(resp. R≥m(.)) stands for the space of vector fields or functions whose com-
ponents are polynomials of degree m (resp. formal power series of degree
≥ m) in the indeterminates. The results are local in nature and conver-
gence problems are not addressed so that the involved transformations (co-
ordinates change, feedback, output-injection) as well as the proposed solu-
tions described by their asymptotic expansions will be referred to as formal
ones.

2 Context and Problem Settlement

We consider a discrete-time system, controllable and observable in the first
approximation around the equilibrium pair (x = 0, u = 0), described by the
differential/difference representation – DDR – introduced in [16].

ζ+ = F (ζ) (1)
dζ+(v)
dv

= G(ζ+(v), v); ζ+(0) = ζ+ (2)

y = h(ζ) . (3)

In (1)–(3) F (0) = 0 and G admit the Taylor-type expansion around v = 0,
G(., v) := G1(.) +

∑
i≥1

vi

i! Gi+1(.), with G1(.) := G(., 0), G1(0) �= 0 and, for

i ≥ 1, Gi+1(.) := ∂iG(.,v)
∂vi

∣
∣
∣
v=0

.
With respect to the usual representation of a discrete-time dynamics in

the form of a map the following comments are in order.

• A nonlinear difference equation in the form of a map, ζ → F (ζ, v), can
be recovered integrating (2) between 0 and vk with initialization at (1),
ζ+(0) = ζ+ = F (ζk); one has

ζk+1 = ζ+(vk) = F (ζk, vk) = F (ζk) +
∫ vk

0

G(ζ+(w), w))dw.
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At the same time, one has

yk+1 = h(ζ+(vk)) = h(F (ζk)) +
∫ vk

0

LG(.,w)h(ζ+(w))
∣
∣
∣
F (ζk)

dw

where LG(.,w)h
∣
∣
∣
F (ζk)

denotes the Lie derivative of h along the vector field

G(., w), evaluated at F (ζk).
• Starting from a difference equation ζ → F (ζ, v), the existence of (1)–

(2) follows from the existence of G(., v) verifying G(F (., v), v)) = ∂F (.,v)
∂v .

The invertibility of F (., 0) is sufficient to prove that G(., v) can be locally
uniquely defined as G(., v) := ∂F (.,v)

∂v |F−1(.,v). Sampled dynamics which
are characterized by invertible drift term for sufficiently small sampling
period do admit such a representation.

There is thus no loss of generality in starting from (1)–(2)–(3) since, under
the assumptions of controllability and observability in the first approxi-
mation, a possible preliminary transformation can be performed to ensure
drift invertibility and the existence of a DDR for both the investigated
problems.

Throughout the paper, Σ[∞] will denote the asymptotic expansion of the
DDR

ζ+ = Aζ +
∑

m≥2

F [m](ζ); ζ+(0) = ζ+ (4)

dζ+(v)
dv

= B +
∑

m≥2

m∑

i=1

vi−1

(i− 1)!
G

[m−i]
i (ζ+(v)) (5)

y = Cζ +
∑

m≥2

h[m](ζ) (6)

with controllable and observable matrices (A,B,C). For any order of approx-
imation m ≥ 2, Σ[m] will denote its homogeneous approximation of degree m
around (A,B,C); i.e.

ζ+ = Aζ + F [m](ζ); ζ+(0) = ζ+ (7)

dζ+(v)
dv

= B +
m∑

i=1

vi−1

(i− 1)!
G

[m−i]
i (ζ+(v)). (8)

y = Cζ + h[m](ζ). (9)

Remark 1. (i) The G
[m−i]
i ’s, i ≥ 2 in (8) model nonlinearities with re-

spect to the control variable. Setting G
[m−i]
i = 0 for i ≥ 2, (8) reduces to

B+G
[m−1]
1 (ζ+(v)) and the results obtained are nicely comparable with those

obtained in the continuous-time case for input-affine dynamics [18]. (ii) We
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note that (7)–(9) correspond to homogeneous parts of order m around A and
C while equation (8) corresponds to the homogeneous part of order m − 1
around B because, after integration with respect to v, it results to be of or-
der m too. With reference to the representation (4)–(5-(6), the paper studies,
through successive polynomial approximations, linearization of Σ[∞] under
“suitable” transformations. �

2.1 Linear Equivalence by Feedback

Under the assumption of controllability in the first approximation around
(0, 0) of (1)–(2), a preliminary coordinates change and static state feedback
can be applied to transform the matrices A and B into the controllable canon-
ical form

AC = JζF |ζ=0 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 1 0 ... 0

0
. . . . . .

...
...

. . . . . . 0
. . . 1

a0 ... ... ... an−1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

; BC = G1(0) =

⎛

⎜
⎜
⎜
⎝

0
...
0
1

⎞

⎟
⎟
⎟
⎠

(10)

so obtaining a representation of the form Σ[∞] (resp. Σ[m]) denoted Σ
[∞]
C

(resp. Σ[m]
C ) in the present set up. Moreover, without loss of generality, we

assume a0 �= 0.
A feedback transformation Γ [∞] is defined as the successive application of

homogeneous feedback transformations of degree m ≥ 2, Γ [m]; each Γ [m] is
composed with a coordinates change and a static-state feedback of the form

x = ζ + φ[m](ζ) (11)

v = γ[m](ζ, u) = u+ γ
[m]
0 (ζ) +

m∑

i=1

ui

i!
γ

[m−i]
i (ζ) (12)

where φ[m] and the γ[m−i]
i ’s for i = 0, ...,m, are respectively Rn and R-valued

mappings. Γ [m] does not modify the linear part (AC , BC) of Σ[m]
C .

What about linearization of ΣC under the feedback transformations Γ ?

2.2 Linear Equivalence by Output-Injection

Under the assumption of observability in the first approximation around (0, 0)
of (1)–(3), a preliminary coordinates change and output-injection can be ap-
plied to transform the matrices (A,C) into the observable canonical form
(AO, CO)
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AO = JζF |ζ=0 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 0 0 ... a0

1
. . . . . .

...
...

. . . . . .
...

. . .
...

0 ... ... 1 an−1

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

; CO = (0, . . . , 0, 1) (13)

so obtaining a representation of the form Σ[∞] (resp. Σ[m) denoted by Σ
[∞]
O

(resp. Σm]
O ) in the present set up. Moreover, without loss of generality, we

assume a0 �= 0.
An output transformation H [∞] is defined as the successive application of

homogeneous output transformations of degree m ≥ 2, H [m]. Each H [m], is
described by the coupled action of an homogeneous coordinates change (11)
and an homogeneous output-injection of degree m, composed with two parts

α[m](y) and β[m−1](y, v) = β
[m−1]
1 (y) +

m∑

i=2

vi−1

(i− 1)!
β

[m−i]
i (y)

where the α[m] and the β[m−i]
i ’s for i = 1, ...,m, are Rn-valued mappings which

act over the DDR as follows

ζ+ → ζ+ + α[m](y) (14)
dζ+(v)
dv

→ dζ+(v)
dv

+ β[m−1](y, v). (15)

H [m] does not modify the linear part (AO, B, CO) of Σ[m]
O .

What about linearization of ΣO under the output transformations H ?

2.3 Some Definitions

Definition 1. Σ[m] is locally linear equivalent by feedback (resp. by output-
injection) if there exists an homogeneous transformation Γ [m] (resp. H [m])
which brings Σ[m] into the linear system (AC , BC , C) (resp. (AO, B, CO))
modulo terms in R≥m+1(ζ, v).

Definition 1 refers to the problem of homogeneous linear equivalence by feed-
back at degree m – HLEF(m) – (resp. homogeneous linear equivalence by
output-injection at degree m – HLEI(m) –).

Definition 2. Σ[∞] is locally linear equivalent by feedback (resp. by output-
injection) if there exists a transformation Γ [∞] (resp. H [∞]) which brings Σ[∞]

into the linear system (AC , BC , C) (resp. (AO, B, CO)). When the equivalence
holds modulo terms in R≥M+1(ζ, v), an approximated solution is obtained.
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Definition 2 refers to the problem of linear equivalence by feedback – LEF –
and approximate linear equivalence by feedback up to degree M – ALEF(M) –
(resp. linear equivalence by output-injection – LEI – and approximate linear
equivalence by output-injection up to degree M – ALEI(M) – ).

Up to what extent is it possible to simplify the nonlinearities of Σ[∞]

and thus to achieve linearization through these transformations ? The prob-
lem is solved step-by-step. For each degree of approximation m ≥ 2, we
look for an homogeneous transformation under which Σ[m] is simplified at
most as possible while leaving unchanged the linear part and parts of degree
< m.

The resulting representations define the normal forms, as given in the
following definition.

Definition 3. The iterated application of the Γ [m]’s (resp. the H [m]’s), each
one for eliminating at most as possible parts of degree equal to m, give the gen-
eral structures which cannot be more simplified. They will be called controller
(observer) normal forms.

Roughly speaking normal forms are linked to the problem of maximally sim-
plifying the given system making use of feedback or output-injection.

3 Controller Normal Forms

As noted, controller normal forms are in relation with the problem of feedback
linearization. From [15], (see also different approaches proposed in [4]), the
following results are recalled.

3.1 Geometric Conditions

Theorem 1. Linear equivalence by feedback. The LEF problem is solvable for
(1)–(2) if and only if

(i) span(G2, G3, ...) ⊂ span(G1);
(ii) the distribution (G1, . . . , F

n−2
∗ G1) is involutive around 0.

Proposition 1. Homogeneous linear equivalence by feedback at degree m. The
HLEF(m) problem is solvable for (1)–(2) if and only if

(i) span(G[m−2]
2 , ..., G[0]

m ) ⊂ span(B);

(ii) the distribution (B +G
[m−1]
1 , . . . , An−2B + (Fn−2

∗ G1)[m−1]

is involutive around 0 modulo terms in R≥m−1(ζ).
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3.2 Homological Equations

Given Σ
[m]
C , the HLEF(m) problem is solved by computing Γ [m] which can-

cels the terms of degree m in (7) and of degree m−1 in (8). The computation
goes through the solution of homogeneous algebraic equations, the so-called
m-th degree homological equations. The terms which cannot be eliminated are
named the m-th degree resonance terms which define the m-th degree nor-
mal form. Thanks to the introduced formalism, approximate feedback linear
equivalence can be reported to the solvability of homological equations of
increasing degree.

Let us work out the action of Γ [m] over Σ[m]
C . First, the coordinates change

φ[m] transforms (F [m], G
[m−i]
i ) into (F̄ [m], Ḡ

[m−i]
i ) below

F̄ [m](.) = F [m](.) + φ[m](AC .)−ACφ
[m](.) (16)

Ḡ
[m−1]
1 (.) = G

[m−1]
1 (.) +

dφ[m](.)
dζ

BC (17)

Ḡ
[m−i]
i (.) = G

[m−i−1]
i (.); i = 2, ...,m. (18)

The feedback action further transforms (16) to (18) into

F̃ [m](.) = F [m](.) + φ[m](AC .)−ACφ
[m](.) + γ

[m]
0 (.)BC

m∑

i=1

ui−1

(i− 1)!
G̃

[m−i]
i (.) =

dφ[m](.)
dζn

+
m∑

i=1

ui−1

(i− 1)!
G

[m−i]
i (.)

+
m∑

i=1

ui−1

(i− 1)!
γ

[m−i]
i (A−1

C .− vA−1BC)BC

because, up to an error in R≥m(ζ)

ζ = A−1
C ζ+(v)− vA−1

C BC

dv = du+
m∑

i=1

ui−1

(i− 1)!
γ

[m−i]
i (ζ)du

= du+
m∑

i=1

ui−1

(i− 1)!
γ

[m−i]
i (A−1

C ζ+(v)− vA−1
C BC)du

and up to an error in R≥m+1(ζ, v)

ζ+(v)|
v=γ

[m]
0

= ζ+(0) + γ
[m]
0 B

x+(v) = ζ+(v) + φ[m](ζ+(v)).

In conclusion, Γ [m] brings the system Σ
[m]
C into Σ̃[m]

C described by
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x+ = ACx+ F [m](x) + φ[m](ACx)−ACφ
[m](x) + γ

[m]
0 (x)BC (19)

dx+(u)
du

=
dφ[m](x+(u))

dxn
+

m∑

i=1

ui−1

(i− 1)!
G

[m−i]
i (x+(u))

+
m∑

i=1

ui−1

(i− 1)!
γ

[m−i]
i (A−1

C x+(u)− uA−1
C BC)BC . (20)

Remark 2. We deduce from (20), setting u = 0, that

G̃
[m−1]
1 (.) = G

[m−1]
1 (.) +

dφ[m](.)
dζn

+ γ
[m−1]
1 (A−1

C .)BC (21)

while for i ≥ 2, G̃[m−i]
i and G

[m−i]
i differ from their last component only. To

write down the expression of G̃[m−i]
i in terms of G[m−i]

i involve the expansion
with respect to u of γ[m−i]

i (A−1
C ζ − uA−1

C BC). �

The following result is an immediate consequence of the equalities (19)–(20).

Proposition 2. The HLEF(m) problem is solvable if and only if there exist
(φ[m], γ

[m−i]
i ; i = 0, ...,m), satisfying

−F [m](ζ) = φ[m](ACζ) −ACφ
[m](ζ) + γ

[m]
0 (ζ)BC (22)

−
m∑

i=1

ui−1

(i− 1)!
G

[m−i]
i (ζ) =

dφ[m](ζ)
dζn

+
m∑

i=1

ui−1

(i− 1)!
γ

[m−i]
i A−1

C (ζ − uBC)BC .(23)

Equations (22)–(23) are referred to as the controller homological equations at
degree m.

Proposition 1 and Proposition 2 provide two equivalent criteria for the
solvability of the HLEF(m) problem. While the explicit computation of the
homogeneous transformation Γ [m] requires through Proposition 1 to solve
partial a partial derivative equation, it requires through Proposition 2 to solve
algebraic equations. This is a main constructive aspect of the normal forms
approach.

3.3 The Normal Forms

Two types of normal forms, denoted in the sequel Σ[m]
NFA and Σ

[m]
NFB respec-

tively, can be obtained depending on how the computations are performed.
Σ[m]

NFA – Looking at the first-type of controller homological equations (22)
rewritten componentwise, we have

−F [m]
1 (ζ) = φ

[m]
1 (ACζ)− φ[m]

2 (ζ) (24)
...

−F [m]
n−1(ζ) = φ

[m]
n−1(ACζ)− φ[m]

n (ζ) (25)

−F [m]
n (ζ) = φ[m]

n (ACζ)−
n−1∑

i=0

aiφ
[m]
i+1(ζ) + γ

[m]
0 (ζ) (26)
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where F
[m]
i : Rn → R (resp. φ[m]

i : Rn → R) indicates the i-th compo-
nent of F [m] (resp. φ[m]), that is an homogeneous polynomial of order m in
the variables (ζ1, ..., ζn). From (24) to (25), we immediately deduce that for
j = 2, ..., n, φ[m]

j can be used to cancel all the terms of order m into the
corresponding (j − 1)-th component of the drift so getting the solution

φ
[m]
j (ζ) = φ

[m]
j−1(ACζ) + F

[m]
j−1(ζ).

From (26), we immediately deduce that γ[m]
0 can be used to cancel all the

terms of order m into the last component of the drift so getting the solution

γ
[m]
0 (ζ) = −F [m]

n (ζ)− φ[m]
n (ACζ) +

n−1∑

i=0

aiφ
[m]
i+1(ζ).

All the terms in the drift have been cancelled and all the coefficients in φ[m]
1 (ζ)

are kept free.
Σ[m]

NFB – Looking now at the second-type of controller homological equa-
tions (23), indicating by G[m−i]

i;j , the j-th component of G[m−i]
i , we easily verify

that for i = 1, ...,m, γ[m−i]
i (A−1

C ζ) can be used to cancel the last component
G

[m−i]
in (ζ) of G[m−i]

i (ζ) while its remaining n− 1 components cannot be mod-
ified except that of G[m−1]

1 . More precisely, from (21), G[m−1]
1 has to satisfy

for i = 1, ..., n− 1, the equality

−G[m−1]
1;i (ζ) =

dφ
[m]
i (ζ)
dζn

. (27)

After some easy, even quite tedious, manipulations the following theorem can
be proved.

Theorem 2. For any degree m ≥ 2 and neglecting higher degree terms, any
homogeneous discrete-time dynamics Σ

[m]
C can be transformed under homo-

geneous feedback transformation Γ [m] into one of the two controller normal
forms below.
The first type of normal form (linearity of the drift) – Σ[m]

NFA:

x+ = ACx

dx+
1 (u)
du

=
m∑

i=2

ui−1

(i− 1)!
G

[m−i]
i;1 (x+(u))

dx+
2 (u)
du

= x+
1 (u)Q[m−2]

2;1 (x+
1 (u), ..., x+

n (u)) +
m∑

i=2

ui−1

(i− 1)!
G

[m−i]
i;2 (x+(u))

. . .

dx+
n−1(u)
du

=
n−2∑

i=1

x+
i (u)Q[m−2]

n−1,i (x
+
i (u), ..., x+

n (u)) +
m∑

i=2

ui−1

(i− 1)!
G

[m−i]
i;n−1(x+(u))

dx+
n (u)
du

= 1.
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The second type of normal form (G1 = B) – Σ[m]
NFB:

x+
1 = x2 + xnx1F

[m−2]
1;1 (x1, . . . , xn)

. . .

x+
n−2 = xn−1 +

n−2∑

i=1

xnxiF
[m−2]
n−2;i (xi, . . . , xn)

x+
n−1 = xn

x+
n =

n−1∑

i=0

aixi+1

dx+
p (u)
du

=
m∑

i=2

ui−1

(i− 1)!
G

[m−i]
i;p (x+(u)); p = 1, ..., n− 1

dx+
n (u)
du

= 1.

Remark 3. (i) By construction, the homogeneous m-th degree normal forms
are unique modulo transformations of degree m. (ii) By construction, the
homogeneous m-th degree normal forms defined above are equivalent through
transformations of degree m and modulo approximations in R≥m+1(x, u) to
those defined in [1], [5], [14], [7], in the usual formalism. �

As an homogeneous transformation of a given degree does not modify the
lower degree terms, applying the results of Theorem 2 to each successive ho-
mogeneous part of degree m and increasing the degree, Theorem 3 below
describes the normal forms of a nonlinear discrete-time dynamics through
feedback transformations.

Theorem 3. The nonlinear discrete-time dynamics Σ[∞] can be transformed
under feedback transformation Γ [∞] into a dynamics exhibiting one of the two
controller normal forms below.
The first type of normal form (linearity of the drift) – Σ[∞]

NFA:

x+ = ACx

dx+
1 (u)
du

=
∞∑

i=2

ui−1

(i− 1)!
Gi;1(x+(u))

dx+
2 (u)
du

= x+
1 (u)Q2;1(x+

1 (u), ..., x+
n (u)) +

∞∑

i=2

ui−1

(i− 1)!
Gi;2(x+(u))

. . .

dx+
n−1(u)
du

=
n−2∑

i=1

x+
i (u)Qn−1,i(x+

i (u), ..., x+
n (u)) +

∞∑

i=2

ui−1

(i− 1)!
Gi;n−1(x+(u))

dx+
n (u)
du

= 1



388 S. Monaco and D. Normand-Cyrot

where Qj;i(xi, ..., xn) is a formal series defined by the formal summation

Qj;i(xi, ..., xn) =
∞∑

m=0

Q
[m]
j;i (xi, ..., xn).

The second type of normal form (G1 = BC) – Σ[∞]
NFB:

x+
1 = x2 + xnx1F1;1(x1, . . . , xn)
. . .

x+
n−2 = xn−1 +

n−2∑

i=1

xnxiFn−2;i(xi, . . . , xn)

x+
n−1 = xn

x+
n =

n−1∑

i=0

aixi+1

dx+
p (u)
du

=
∞∑

i=2

ui−1

(i− 1)!
Gi;p(x+(u)); p = 1, ..., n− 1

dx+
n (u)
du

= 1

where Fj;i(xi, ..., xn) is a formal series defined by the formal summation

Fj;i(xi, ..., xn) =
∞∑

m=0

F
[m]
j;i (xi, ..., xn).

Remark 4. Assuming the G′
is equal to zero for i ≥ 2 in Σ∞, discrete-time and

continuous-time controller normal forms exhibit strongly comparable struc-
tures. More precisely, Σ[∞]

NFB is the discrete-time equivalent of the continuous-
time extended controller normal form introduced in [10], [9] while Σ[∞]

NFA is the
discrete-time equivalent of the continuous-time dual normal form introduced
in [9], [18]. �

If Theorem 3 holds true with a summation over m starting at M , approxi-
mate feedback linearization at degree M hods and the linearizing feedback is
obtained. Does M coincide with the maximum degree at which Proposition 1
holds true ? Unfortunately, this is not necessarily the case since, while homo-
geneous normal forms at degree m are uniquely defined, the normal forms are
not, because homogeneous transformation of degree m, which cannot change
the terms of degree m, can change terms of degree higher than m and thus the
homogeneous normal forms of degree higher than m. It can only be said that,
if Proposition 1 holds till M∗, then there exists a normal form with a sum-
mation starting at m = M∗. The evaluation of such an M∗ can be linked
to the solvability of the homological equations in terms of a set of suitable
polynomial, the so called invariants as shown in the continuous-time [9], [18]
and the discrete-time contexts [17].
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4 Observer Normal Forms

Observer normal forms are linked to linear equivalence by output-injection;
this problem can be rephrased in terms of equivalence through coordinates
change to the canonical observer form, a linear dynamics with a nonlinear
output-injection, [13]. In the usual formalism of maps it takes the form

ζk+1 = A
′
Oζk + ψ(yk, vk) (28)

y = COζ

with the pair of matrices (A
′
O, CO) in the canonical observer form (13) with

ai = 0 for i = 0, ..., n− 1, and

ψ(y, v) =

⎛

⎜
⎜
⎜
⎝

a0

...
an−2

an−1

⎞

⎟
⎟
⎟
⎠
y +

⎛

⎜
⎜
⎜
⎝

b0
...

bn−2

bn−1

⎞

⎟
⎟
⎟
⎠
v + ψ[≥2](y, v). (29)

In the present context, the DDR canonical observer form is

ζ+ = A
′
Oζ + α(y) (30)

dζ+(v)
dv

= GO(ζ+
1 (v), v) = B +G≥1

O (ζ+
1 (v), v); ζ+(0) = α(y) (31)

y = COζ.

It is a matter of computation to verify the following statement.

Proposition 3. The discrete-time canonical observer form (28) admits the
DDR canonical observer form (30), (31) and viceversa.

We just note that ψ(y, v) in (29) can be recovered by integrating (31); i.e.

ψ(y, v) = α(y) +
∫ v

0

GO(ζ+
1 (w), w)dw with ζ+

1 (0) = α1(y)

and the output injection defined in (14)–(15) can be rewritten as

α≥2(y) = ψ≥2(y, 0) and β≥1(y, v) = G≥1
O (ψ1(y, v), v) =

∂ψ≥2(y, v)
∂v

.

The lemma below immediately follows from Definitions 1 and 2.

Lemma 1. The – HLEI(m) – problem is solvable iff there exists an homo-
geneous coordinates change of degree m which transforms Σ[m] into

ζ+(0) = AOζ + α[m](y) (32)
dζ+(v)
dv

= B +G
[m−1]
O (ζ+

1 (v), v) (33)

y = COζ

modulo terms in R≥m+1(ζ, v).
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The homogeneous output-injection at degree m being described by the pair
(α[m](y), β[m−1](y, v). with G

[m−1]
O (ζ+

1 (v), v) = β[m−1]( ζ+
1 (v)−b0v

a0
, v) or equiv-

alently β[m−1](y, v) = G
[m−1]
O (a0y + b0v).

Lemma 2. The – LEI – problem is solvable iff there exists a coordinates
change which transforms Σ[∞] into the DDR canonical observer form (30)–
(31). If the equivalence holds modulo terms in R≥M+1(ζ, v), an approximated
solution is obtained.

Let us now recall the geometric conditions ensuring equivalence through
output-injection to the DDR canonical observer form.

4.1 Geometric Conditions

As in the continuous-time case, given Σ[∞], an instrumental tool is the vector
field rd1(ζ) (see [3]), solution of

⎛

⎜
⎜
⎜
⎜
⎝

dh
...

d(h ◦ Fn−2)

d(h ◦ Fn−1)

⎞

⎟
⎟
⎟
⎟
⎠

∣
∣
∣
ζ
rd1(ζ) =

⎛

⎜
⎜
⎜
⎝

0
...
0
1

⎞

⎟
⎟
⎟
⎠

(34)

and the n− 1 vector fields rdi := F∗rdi−1 = F i−1
∗ rd1 defined for i = 2, · · · , n,

as the iterated transport of rd1 along F .

Theorem 4. Linear equivalence by output-injection. The LEI problem is solv-
able for (1)–(2) if and only if, given rdi for i = 1, ..., n, the conditions below
hold true locally around 0

• Ad2: [rd1, rdi](ζ) = 0 for i = 2, ..., n;
• Ad3: [Gp, rdi](ζ) = 0 for i = 2, ..., n and p ≥ 0.

Observability in the first approximation ensures the existence and uniqueness
of rd1 satisfying (34). Ad2 requires the nilpotency at the first order of the
distribution generated by the vector fields (rd1, · · · rdn) and guarantees the
existence of a coordinates change as well as the specific structure of (30)
while Ad3 guarantees the specific structure of (31).

The vector fields rdi(ζ) can be described by their asymptotic expansions
rdi(ζ) = rdi +

∑
m≥1 r

[m]
di (ζ) with constant parts rdi satisfying for i = 1, ..., n

⎛

⎜
⎜
⎜
⎜
⎝

C
...

CAn−2

CAn−1

⎞

⎟
⎟
⎟
⎟
⎠
rd1 =

⎛

⎜
⎜
⎜
⎝

0
...
0
1

⎞

⎟
⎟
⎟
⎠

; rdi := Ai−1rd1.

Referring now to the same property at degreem yields the following statement.
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Proposition 4. Homogeneous linear equivalence by output-injection at degree
m. The HLEI(m) problem is solvable for (1)–(2) if and only if given r

[m]
di ’s,

the conditions below hold true locally around 0

• A
[m]
d2 : [rd1 + r

[m−1]
d1 (ζ), rdi + r

[m−1]
di (ζ)] = 0 for i = 2, ..., n

modulo terms in R≥m−1

• A
[m]
d3 : [B +G

[m−1]
p (ζ), rdi + r

[m−1]
di (ζ)] = 0 for i = 2, ..., n and p ≥ 0

modulo terms in R≥m−1.

4.2 Homological Equations

Hereafter, how the differential representationΣ[m]
O is transformed under homo-

geneous output transformation is discussed; the computations are performed
modulo an error of order m + 1 in the state and control variables (error in
R≥m+1). The transformationH [m] being composed with two parts, Id+φ[m](.)
acts as a usual coordinates change so that (F [m](.), G[m−i]

i (.), i = (1, ...,m))
are transformed into (F̄ [m](.), Ḡ[m−i]

i (.), i = (1, ...,m)) below

F̄ [m](.) = F [m](.) + φ[m]AO.−AOφ
[m](.)

Ḡ
[m−1]
1 (.) = G

[m−1]
1 (.) +

dφ[m]

dx
B (35)

Ḡ
[m−i]
i (.) = G

[m−i]
i (.); i = 2, ...,m

h̄[m](.) = h[m](.)− COφ
[m](.)

because, up to an error in R≥m+1, ζ = x − φ[m](x). The output-injection
further transforms (35) into

F̃ [m](.) = F̄ [m](.) + α[m](CO.); h̃[m](.) = h̄[m](.)
m∑

i=1

vi−1

(i− 1)!
G̃

[m−i]
i (.) =

m∑

i=1

vi−1

(i− 1)!

(
Ḡ

[m−i]
i (.) + β

[m−i]
i (y)

)
.

In conclusion, H [m] brings Σ[m]
O into Σ̃[m]

O below

x+ = AOx+ F [m](x) + φ[m](AOx)−AOφ
[m](x) + α[m](COx)

dx+(v)
dv

=
dφ[m]

dx
(x+(v))B +

m∑

i=1

vi−1

(i− 1)!
G

[m−i]
i (x+(v))

+
m∑

i=1

vi−1

(i− 1)!
β

[m−i]
i (

x+
1 (v) − vb0

a0
)

y = COx+ h[m](x) − COφ
[m](x)

with

G̃
[m−1]
1 (x) :=

dφ[m](x)
dx

B +G
[m−1]
1 (x) + β

[m−1]
1 (

x1

a0
) (36)
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because, up to an error in R≥2, x+
1 (v) = a0y + vb0. The computation of the

G
[m−i]
i (x+(v))’s for i ≥ 2 involves the preliminary expansion with respect to

v of β[m−i]
i (x+

1 (v)−vb0
a0

). With reference to the problem of of linear equivalence

by output-injection we easily deduce the result below.

Proposition 5. The HLEI(m) problem is solvable if and only if there exist
(φ[m](.), α[m](.), β[m−i]

i (.)) satisfying

−F [m](ζ) = φ[m](AOζ)−AOφ
[m](ζ) + α[m](COζ) (37)

−
m∑

i=1

ui−1

(i− 1)!
G

[m−i]
i (ζ) =

dφ[m](ζ)
dζ

B +

m∑

i=1

vi−1

(i− 1)!
β[m−i]COA

−1
O (ζ − vB) (38)

h[m](ζ) = COφ
[m](ζ). (39)

Equations (37)–(38)–(39) are referred to as observer homological equations at
degree m.

Proposition 4 and Proposition 5 provide two equivalent criteria for the
solvability of the HLEI(m) problem. While the explicit computation of the
homogeneous transformation H [m] requires through Proposition 4 to find rd1

solving a partial derivative equation, it requires through Proposition 5 to solve
algebraic equations. Once again, this represents a main constructive aspect of
the normal forms approach.

4.3 The Normal Forms

Two types of normal forms, denoted in the sequel by Σ
[m]
ONFA and Σ

[m]
ONFB

can be obtained depending on how the computations are performed. We pre-
liminarily note that (39) can be exactly solved setting φ

[m]
n (ζ) = h[m](ζ).

Rewriting now (37) componentwise, we get

−F [m]
1 (.) = φ

[m]
1 (AO.)− a0φ

[m]
n (.) + α

[m]
1 (ζn)

−F [m]
2 (.) = φ

[m]
2 (AO.)− φ[m]

1 (.)− a1φ
[m]
n (.) + α

[m]
2 (ζn)

· · ·
−F [m]

n (.) = φ[m]
n (AO.)− φ[m]

n−1(.)− an−1φ
[m]
n (.) + α[m]

n (ζn)

from which we deduce that all the nonlinearities of the type ζmn in any compo-
nent F [m]

i (.) can be cancelled through an adequate choice of α[m]
i (ζn). Further

on, each component φ[m]
i (.) for i = 1, ..., n− 1 can be used to solve the second

to the last equation; the terms φin...nζ
m
n remaining free for i = 1, ..., n − 1.
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It results that two type of normal forms can be described depending if one
chooses to use these remaining freedom degrees to cancel terms in the first
component of F [m](.) or if one chooses to cancel terms in (38). This will be
differentiated later on. Let us now put in light in the equations (38) its first
part for i = 1

−G[m−1]
1 (ζ) =

dφ[m](ζ)
dζ

B + β
[m−1]
1 (

ζ1
a0

)

from which we deduce that all the terms in ζm−1
1 in G[m−1]

1 (ζ) can be cancelled
through an adequate choice of β[m−1]

1 ( ζ1
a0

) from row 1 to n. To exactly describe

the homological equation satisfied by the G
[m−i]
i (ζ)’s, i = 2, ...,m is more

involved. It is however sufficient to note that

−G[m−i]
i (ζ) = χi(β

[m−1]
1 (

−vb0
a0

), ..., β[m−i+1]
i−1 (

−vb0
a0

)) + β
[m−i]
i (

ζ1
a0

)

where each χi(β
[m−1]
1 , ..., β

[m−i+1]
i−1 ) is a linear combination of its arguments

and depends on the previous β[m−j]
j . From this, we deduce that iteratively for

each i = 2, ...,m, all the terms in ζ
[m−i]
1 in G

[m−i]
i can be cancelled through

an adequate choice of β[m−i]
j ( ζ1

a0
) from row j = 1 to n. When m = i, all the

terms in the constant vector field G
[0]
m can be cancelled by an adequate choice

of β[0]
m ; i.e. setting

β[0]
m = −G[0]

m −
m−1∑

i=1

(m− 1)!
(i− 1)!

β
[m−i]
i (

−b0
a0

).

Let us now differentiate the study. Taking in mind that the coefficients φin...n

are kept free for i = 1, ..., n − 1, let us use these coefficients to cancel either
terms in G

[m−1]
1 (ζ) or in F

[m]
1 (ζ).

The first type of normal forms privileges cancellation of nonlinearities in
the drift. To do so, considering again the first type of homological equations,
we note that, due to the particular structure of the matrix AO, it is possible
to use the remaining coefficients φin....n for i = 1, ..., n − 1 to cancel n − 1
terms in ζiζ

m−1
n in F

[m]
1 (ζ) for i = 1, ..., n− 1. More precisely, each φin.....n is

used to cancel the corresponding coefficient of ζiζm−1
n in F

[m]
1 (ζ). Arguing so,

the first class of normal form Σ[m]
ONFA is obtained.

The second type of normal forms privileges cancellation of nonlinearities
in G

[m−1]
1 (ζ). Considering again the homological equation associated with

G
[m−1]
1 (ζ), we note that full cancellation of G[m−1]

1 (ζ) is possible from row 1

to n − 1 through and adequate choice of
dφ

[m]
j (ζ)

dζp
for j = 1, ..., n − 1 because

φn(ζ) has been used to cancel nonlinear parts in the output mapping and for
a fixed p ∈ (1, ..., n) associated to the corresponding bp−1 �= 0 (at least one bi
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is non zero due to the controllability assumption). Arguing so, terms of the
form ζpF

m−1
j+1 (ζ) except ζm1 if p = 1 are resonance terms in components 2 to n

of the drift. We conclude that all the nonlinearities are resonance terms in the
last component G[m−1]

1n (ζ) except terms in ζm−1
1 so getting the normal form

below Σ[m]
ONFB.

Theorem 5. For any degree m ≥ 2 and neglecting higher degree terms, any
homogeneous discrete-time dynamics Σ[m]

O can be transformed under homoge-
neous output transformation H [m] into one of the two homogeneous normal
forms at degree m below.
The first type of observer normal form of degree m; Σ[m]

ONFA:

x+ = AOx+
(
F

[m]
1 (x), 0, ..., 0

)T

dx+(v)
dv

= B +G
[m−1]
1 (x+(v)) +

m−1∑

i=2

vi−1

(i− 1)!
G

[m−i]
i (x+(v))

y = xn

where F [m]
1 (x) is a polynomial of degree m without terms in xix

m−1
n for i =

1, ..., n; for i = 1, ...,m − 1, G[m−i]
i (x) is a vector of polynomials of degree

m− i without terms in xm−i
1 ; moreover G[0]

m = 0.
The second type of observer normal form of degree m; Σ[m]

ONFBa:

x+ = AOx+
(
F

[m]
1 (x), F [m]

2 (x), ..., F [m]
n (x)

)T

dx+(v)
dv

= B +
(
0, ..., 0, G[m−1]

1n (x+(v))
)T

+
m−1∑

i=2

vi−1

(i− 1)!
G

[m−i]
i (x+(v))

y = xn

Σ[m]
ONFBa (bp �= 0 for a fixed p ∈ (0, ..., n − 2)): F [m]

1 (x) is a polynomial of
degree m without terms in xix

m−1
n for i = 1, ..., n; for j = 2, ..., n, F [m]

j (x) =

xpF
[m−1]
j (x1, ..., xn). Σ[m]

ONFBb( bn−1 �= 0): F [m]
1 (x) is a polynomial of de-

gree m without terms in xm
n ; for j = 2, ..., n, F [m]

j (x) = xnF
[m−1]
j (x1, ..., xn)

without terms in xm
n ; Moreover, for both forms G[m−i]

i (x) is a vector of poly-
nomials of degree m − i without terms in xm−i

1 for i = 2, ...,m − 1; the last
row G

[m−1]
1n (x) does not contain terms in xm−1

1 ; G[0]
m = 0.

Applying iteratively the result of Theorem 5 to each homogeneous part of
degree m, starting at m = 2 and increasing the degree, Theorem 6 below
describes the observer normal forms of a discrete-time system in its DDR.

Theorem 6. Thenonlinear discrete-time systemΣ[∞] can be transformedunder
H [∞] into a system exhibiting one of the two observer normal forms below.
The first type of observer normal form; Σ[∞]

ONFA:
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x+ = AOx+
(
F1(x), 0, ..., 0

)T

dx+(v)
dv

= B +G1(x+(v))
∑

i≥2

vi−1

(i− 1)!
Gi(x+(v))

y = xn

where F1(x) =
∑∞

m=2 F
[m]
1 (x) is a formal series which does not contain terms

in xiF
≥1
1 (xn) for i = 1, ..., n; for i ≥ 1, Gi(x) =

∑∞
m=1G

[m]
i (x) is a vector of

formal series which does not contain terms in G≥1
i (x1).

The second type of observer normal form; Σ[∞]
ONFB:

x+ = AOx+
(
F1(x), F2(x), ..., Fn(x)

)T

dx+(v)
dv

= B +
(
0, ..., 0, G1n(x+(v))

)T
+
∑

i≥2

vi−1

(i− 1)!
Gi(x+(v))

y = xn

Σ[∞]
ONFBa (bp �= 0 for a fixed p ∈ (0, ..., n − 2)): F1(x) =

∑∞
m=2 F

[m]
1 (x) is

a formal series which does not contain terms in xiF
≥1
1 (xn) for i = 1, ..., n;

for j = 2, ..., n, Fj(x) = xpF
≥1
j (x1, ..., xn). Σ[∞]

ONFBb (bn−1 �= 0): F1(x) =
∑∞

m=2 F
[m]
1 (x) is a formal series which does not contain terms in F≥2

1 (xn);
for j = 2, ..., n, Fj(x) = xnF

≥1
j (x1, ..., xn) without terms in F≥2

j (xn). For both

forms, G1n(x) =
∑∞

m=1G
[m]
1n (x) is a formal series which does not contain

terms in G≥1
1n (x1); for i ≥ 2, Gi(x) =

∑∞
m=1G

[m]
i (x) is a vector of formal

series which does not contain terms in G≥1
i (x1).

5 Conclusions

The paper describes controller and observer normal forms at any order m
for nonlinear discrete-time dynamics controllable and observable in the first
approximation. Nonlinear discrete-time dynamics are described as coupled
differential/difference equations rather than in the usual form of a map. Such
a representation makes it possible a link between the resonance terms con-
tained in these forms and the obstruction to the geometric properties ensuring
feedback linearization or observer design with linear error dynamics.
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A Geometric Approach
to Dynamic Feedback Linearization

Stefano Battilotti and Claudia Califano

Dipartimento di Informatica e Sistemistica “Antonio Ruberti”, Università di Roma
“La Sapienza”, Via Eudossiana 18, 00184 Rome, Italy

Summary. The paper deals with dynamic feedback linearization of multi input
continuous time affine systems. The geometric properties of a dynamic feedback
linearizable system as well as those of the compensator which achieves linearization
are here enlightened. On the basis of these geometric properties an algorithm for
the computation of a dynamic feedback obtained from the composition of regular
static state feedback laws and integrators is proposed. Our result is based on the
geometric approach introduced by Isidori and coworkers in 1981 for dealing with
nonlinear control problems.

1 Introduction

The use of a geometric framework for addressing control problems was first
introduced, in the sixties, in the pioneering works of Morse and Wonham.
In these papers control problems such as disturbance decoupling and non-
interacting control were formulated and solved in the framework of linear
geometry, using mathematical tools such as linear vector spaces and matrix
theory. In [13], inspired by the approach of Morse and Wonham, the au-
thors introduced the use of differential geometry and the concept of distri-
butions for formulating and studying the problem of nonlinear noninteract-
ing control, opening the way to a solution to this problem. These geometric
concepts were also used to successfully address the static state feedback lin-
earization problem and related problems, first investigated in ([5]), and solved
in ([16], [11], [18], [19], [15], [17], [12], [21], [2], [6]).

The use of differential geometry played a fundamental role also for seeking
dynamic solutions which were first considered in [14], [20] and [7]. In [8], suffi-
cient conditions were given for the solvability of the problem via prolongations
and diffeomorphism. A different approach based on algebraic techniques was
instead proposed in [9], [10], where differentially flat systems were introduced.
Necessary and sufficient conditions for the solvability of the problem were
given in [1]. However these conditions are not constructive thus not allowing
a direct computation of the dynamic compensator.
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Recently in [3], the use of differential geometry allowed to propose an
algorithm for the computation of a dynamic compensator consisting of pro-
longations, in the case of two input continuous affine systems. The general
multi input case was instead considered in [4].

In the present paper we extend the results proposed in [4] by considering
regular dynamic compensators for multi input continuous time affine systems.

2 Preliminaries

Consider the continuous time analytic system

ẋ = f(x) +
m∑

i=1

gi(x)ui (1)

where x ∈ IRn, f(x) and gi(x), i = 1, · · · ,m are smooth maps defined on
a open set of IRn. The following notation will be used: given two smooth vector
fields f and gi, adfgi := [f, gi] = ∂gi

∂x
f− ∂f

∂x
gi, and adkfgi = adf (adk−1

f gi). We

denote by g = (g1, · · · , gm), by Gi := span{g, · · · , adifg}, by Ḡi, the involutive
closure of Gi. Let us recall that the involutivity and constant dimensionality
of the distributions Gi together with the controllability of the given dynamics
are necessary and sufficient conditions for linear static feedback equivalence.

Assume now that (1) is linearizable over an open and dense set U0 � (x0, 0)
with a regular dynamic feedback of the form

ζ̇ = η(x, ζ) + δ(x, ζ)v
(2)

u = α(x, ζ) + β(x, ζ)v .

In the present section we first enlighten some properties of the linearizable
dynamics (1) and then those of the regular dynamic feedback (2). These prop-
erties will allow us to define an algorithm for the computation of a solution.

2.1 The Original Dynamics Properties

Assume that the dynamics (1) is not static feedback linearizable. Then there
exists an index k such that the distributions Gk+j are involutive and of con-
stant dimension on an open and dense subset U0, for any j ≥ 0 whereas Gk−1

is not involutive. Let ρk−1 be the dimension of Gk−1 and ρk−1 + s the dimen-
sion of its involutive closure Ḡk−1, with s ≤ m. Then there exist s independent
vector fields τi, i = 1, · · · , s which belong to Gk such that

Ḡk−1 = Gk−1 + span{τi, i = 1, · · · , s} . (3)

Let us introduce the following definitions.
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Definition 1. Let k > 0 be the greatest index such that Gk+l is involu-
tive for any l ≥ 0 whereas Gk−1 is not involutive. Let Ḡk−1 = Gk−1 +
span{τ1, · · · , τs, s ≤ m} be its involutive closure. The Non-Characteristic
set NCk is given by

NCk = {(adlfgsj , ad
r
fgst), sj , st ∈ [1,m], l, r,≤ k−1 : [adlfgsj , ad

r
fgst ] �∈ Gk−1}

The j-th channel is said to be k-eligible if there exists at least one pair
(adlfgj, ad

r
fgst) ∈ NCk.

Definition 2. Let k > 0 be the greatest index such that Gk+l is involu-
tive for any l ≥ 0 whereas Gk−1 is not involutive. Let Ḡk−1 = Gk−1 +
span{τ1, · · · , τs, s ≤ m} be its involutive closure. Then the j-th k-eligible
channel is said to be k-unlocked if adkfgj �∈ Ḡk−1 or adkfgj ∈ Ḡk−1 with
adkfgj ∈ Gk−1 + span{adkfgl, l = 1, · · · ,m, l �= j}. The j-th k-eligible channel
is k-locked if it is not k-unlocked.

We recall the following result proven in [4], which was at the basis of the
algorithm proposed in the same work for computing a set of prolongation
indices in order to linearize a given dynamics by adding integrators.

Proposition 1. Let k > 0 be the greatest index such that Gk+i is involu-
tive for any i ≥ 0 whereas Gk−1 is not involutive. Assume that its invo-
lutive closure Ḡk−1 is given by Ḡk−1 = Gk−1 + span{τ1, · · · , τs} = Gk−1 +
span{adkfg1, · · · , adkfgs}. Then for any i ≥ 0 the distribution

Gk−1+i + span{adk+i
f g1, · · · , adk+i

f gs}

is involutive and of constant dimension.

The next proposition generalizes the previous result, by allowing the use
of regular static state feedback.

Proposition 2. Let k > 0 be the greatest index such that Gk+i is involutive
for any i ≥ 0 whereas Gk−1 is not involutive. Assume that its involutive closure
Ḡk−1 is given by Ḡk−1 = Gk−1 + span{τ1, · · · , τs}. Then for any index j such
that adkfgj �∈ Ḡk−1 or adkfgj ∈ Ḡk−1 with adkfgj ∈ Gk−1 + span{adkfgl, l =
1, · · · ,m, l �= j}, there exist a regular static state feedback u = β(x)v such
that denoting by g̃ = gβ, ∀t ≥ 0 the distribution Gk−1+t + span{adk+t

f g̃l, l =
1 · · · ,m, l �= j} is involutive and of constant dimension, and Ḡk−1 ⊆ Gk−1 +
span{adkf g̃l, l = 1 · · · ,m, l �= j}.

Proof. Assume first that adkfgj �∈ Ḡk−1. Denote by ρj the rank of Gj . Let i ≥ 0
be the greatest index such that n = ρk+i > ρk+i−1. By assumption there exist
m1 = ρk+i − ρk+i−1 independent functions λl such that denoting by λ1 =
(λ1

1, · · · , λ1
m1

)T , dλ1 Gk+i−1 = 0 while dλ1(adk+i
f g1 · · · adk+i

f gm) �= 0, with full
row rank. Let m2 = ρk+i−1 − ρk+i−2 − m1 and compute the m2 functions
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λ2 = (λ2
1, · · · , λ2

m2
)T , such that ((λ1)T , (Lfλ

1)T , (λ2)T )T are independent,
dλ2 Gk+i−2 = 0 while

(
dLfλ

1

dλ2

)

(adk+i−1
f g1 · · · adk+i−1

f gm) �= 0

with full row rank. Let mi = ρk+1− ρk− (i− 1)m1− (i− 2)m2− · · ·mi−1 and
compute the mi functions λi = (λi

1, · · · , λi
mi

)T , such that

((λ1)T , · · · , (Li−1
f λ1)T , · · · , (λi−1)T , (Lfλ

i−1)T , (λi)T )T

are independent, dλi Gk = 0 while
⎛

⎜
⎝

dLi−1
f λ1

...
dλi

⎞

⎟
⎠ (adk+1

f g1 · · ·adk+1
f gm) �= 0

with full row rank. Denote by ρ̄k−1 the rank of Ḡk−1, the involutive closure of
Gk−1, and let mi+1 = ρk− ρ̄k−1− im1−· · ·−mi. Compute the mi+1 functions
λi+1 = (λi+1

1 , · · · , λi+1
mi+1

)T , such that

((λ1)T , · · · , (Li
fλ

1)T , · · · , (λi)T , (Lfλ
i)T , (λi+1)T )

are independent, dλi+1 Ḡk−1 = 0 while
⎛

⎜
⎝

dLi
fλ

1

...
dλi+1

⎞

⎟
⎠ (adkfg1 · · ·adkfgm) =

⎛

⎜
⎝

a11 · · · a1m

...
. . .

...
as1 · · · asm

⎞

⎟
⎠ �= 0 (4)

with full row rank s = m1 + · · ·+mi+1. Let r be the greatest index such that
d(Lr

fλ
h
t ) adkfgj = alj �= 0. Set

ui = vi, i �= j i = 1, · · · ,m

uj = vj −
m∑

i=1
i�=j

ali
alj

vi

which corresponds to set on the closed loop system

g̃i = gi −
ali
alj

gj , i �= j i = 1, · · · ,m

g̃j = gj .

Correspondingly d(Lr
fλ

h
t ) adkf g̃l = 0, l �= j, while d(Lr

fλ
h
t ) adkf g̃j �= 0. By

assumption adkf g̃j �∈ Ḡk−1. Assume now that for some index i1 ≥ 0 the distri-
bution
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Gk−1+i1 + span{adk+i1
f g̃1, · · · , adk+i1

f g̃l
=j , · · · , adk+i1
f g̃m} (5)

is not involutive. For 0 ≤ i1 ≤ r consider the set of independent functions
((Li−i1

f λ1)T , · · · , (λi−i1 )T )T . By construction for l �= j, d(Lr−i1
f λh

t )adk+i1
f g̃l =

0, while d(Lr−i1
f λh

t )adk+i1
f g̃j �= 0. Consequently there should exist a Lie

bracket

[adk+i1
f g̃l
=j , ad

s2
f g̃i2 ] =

αadk+i1
f g̃j|mod Gk−1+i1+span{adk+i1

f g̃1,··· ,adk+i1
f g̃l �=j ,··· ,adk+i1

f g̃m}

where if s2 = k + i1, i2 �= j. We should have that

dLr−i1
f λh

t [adk+i1
f g̃l
=j , ad

s2
f g̃i2 ] = dLr−i1

f λh
t αad

k+i1
f g̃j �= 0

which is absurd since

d(Lr−i1
f λh

t )[adkf g̃l
=j , ad
s2
f g̃i2 ] = d(d(Lr−i1

f λh
t ) ads2

f g̃i2) ad
k+i1
f g̃l
=j

−d(d(Lr−i1
f λh

t ) adk+i1
f g̃l
=j) ads2

f g̃i2 = 0.

Finally for r < i1 ≤ i, by construction

⎛

⎜
⎝

dLi−i1
f λ1

...
dλi−i1adk+i1

f

⎞

⎟
⎠ gj = 0, which im-

mediately proves the involutivity of the distribution (5). The case i1 > i is
trivial.

Consider now the case in which adkfgj ∈ Ḡk−1 with adkfgj ∈ Gk−1 +
span{adkfgl, l = 1, · · · ,m, l �= j}, so that adkfgj =

∑m
i=1
i�=j

αiad
k
fgi|mod Gk−1 .

Set

ul = vl −
m∑

i=1
i�=j

αivj , l �= j, l = 1, · · · ,m,

uj = vj

so that on the closed loop system

g̃l = gl, l �= j, l = 1, · · · ,m,

g̃j = gj −
m∑

i=1
i�=j

αigi

and correspondingly adkf g̃j ∈ Gk−1, which ensures the involutivity and con-
stant dimensionality of the distributions

Gk−1+i + span{adkf g̃l+i, l = 1, · · · ,m, l �= j} i ≥ 0.

��
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2.2 The Dynamic Feedback Properties

Lemma 1. If in (2) β(x, ζ) is invertible over an open and dense set U0 �
(x0, 0) then (1) is static feedback equivalent to a linear system over U0.

Proof. Since β(x, ζ) is invertible over an open and dense set U0 � (x0, 0) ,
then we can consider the static state feedback v = β(x, ζ)−1(w − α(x, ζ)).
The obtained closed loop dynamics

ẋ = f(x) + g(x)w
(6)

ζ̇ = η̄(x, ζ) + δ̄(x, ζ)w

will be static feedback equivalent to a linear system. Consequently the distri-
butions Ge

i defined on the extended system must be involutive and of constant
dimension locally around (x0, 0). Let us now note that since

F =
(
f(x)
η̄(x, ζ)

)

, Ge
i =
(
gi(x)
δ̄i(x, ζ)

)

, i = 1, · · · ,m,

consequently adjFGi(.) =
(
adjfgi(x)
∗

)

, i = 1, · · · ,m, j ≥ 0. Consider now two

elements adj1F Gi1 (.), ad
j2
F Gi2 (.), j1, j2 ≤ j, which belong to the distribution

Ge
j . The Lie bracket

[adj1F Gi1 , ad
j2
F Gi2 ] =

(
[adj1f gi1 , ad

j2
f gi2 ](x)
∗

)

∈ span
{(

gi(x)
∗

)

, · · · ,
(
adjfgi(x)
∗

)

, i = 1, · · · ,m
}

which implies that [adj1f gi1 , ad
j2
f gi2 ] ∈ Gj , ∀j1, j2 ≤ j, i.e. the involutivity

of the Gj ’s. Moreover the constant dimensionality of Ge
j implies the constant

dimensionality of Gj over an open and dense set U ′
0 ⊂ U0 so that (1) is static

feedback linearizable on U ′
0 which ends the proof. ��

The previous result can be used to point out some properties of the class
of dynamic feedback laws which can be considered in order to achieve lin-
earization. As we will show hereafter if we consider a dynamic compensator
of minimal dimension in appropriate coordinates it can be written as a com-
bination of a feedback which depends only on the state variables of the given
system plus an integrator.

Lemma 2. Assume that (1) is dynamic feedback linearizable with the regular
dynamic feedback (2) of dimension ν. Let ρ = rank β(x, ζ) ≤ m. Then there
exists a diffeomorphism such that in the new coordinates, and after a possible
reordering of the inputs, (2) can be written as
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χ̇i = η̄i(x, χ) + δ̄i(x, χ)v, i = a, b

ua = ᾱa(x, χ) + β̄a(x, χ)v (7)
ub = χa + M̄(x, χ)

(
ᾱa(x, χ) + β̄a(x, χ)v

)

with χa of dimension m− ρ and correspondingly χb of dimension ν −m+ ρ.

Proof. By assumption in (2), ρ = rank β(x, ζ) ≤ m. Moreover the dynamic
feedback (2) is regular so that

rank
(
∂α

∂ζ

∣
∣
∣ β

)

= m.

Consequently, after a possible reordering of the inputs, there exists a partition
of the input vector (uT

a , u
T
b )T with ua of dimension ρ and ub of dimension m−ρ

such that the feedback u = α(x, ζ) + β(x, ζ)v can be rewritten as

ua = αa(x, ζ) + βa(x, ζ)v
ub = αb(x, ζ) +M(x, ζ)ua

with βa of full row rank ρ and rank ∂αb
∂ζ

= m − ρ. We can then consider

the coordinates change χa = αb(x, ζ), and χb such that (xT , χT
a , χ

T
b )T is an

independent coordinates set. In these coordinates (2) reads (7). ��

Proposition 3. If the regular dynamic feedback (7) achieves linearization for
(1), then also the regular dynamic feedback

χ̇i = η̄i(x, χ) + δ̄i(x, χ)v i = a, b

ua = ᾱa(x, χ) + β̄a(x, χ)v (8)
ub = χa + M̄(x, 0)

(
ᾱa(x, χ) + β̄a(x, χ)v

)

achieves linearization.

Proof. The proof, which is omitted for space reasons, is based on the ana-
lysis of the linear approximations of the closed–loop system obtained by first
considering the dynamic feedback (7) and then the dynamic feedback (8). For
the two closed loop systems the same output functions achieve defined relative
degree (r1, · · · , rm) with

∑m
i=1 ri = n+ ν. ��

Let us finally note that the dynamic feedback (8) can be rewritten as
a regular static state feedback plus an integrator, i.e.

ua = wa, ub = M̄(x, 0)wa + χa
(9)

χ̇a = wb

and a residual dynamics
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χ̇b = η̄b(x, χ) + δ̄b(x, χ)v
wa = ᾱa(x, χ) + β̄a(x, 0)v (10)
wb = η̄a(x, χ) + δ̄a(x, χ)v .

Iterating the procedure on the residual dynamics (10) we can rewrite the
dynamic feedback (8) as the composition of a dynamic feedback given by
a chain of regular static state feedback laws and integrators, which characterize
a compensator of minimal order plus a residual dynamics.

Hereafter we discuss the static state feedback and the dynamic extension
actions, in order to understand the different steps of the proposed algorithm.
To this end, let us first recall that dynamic feedback laws are required when
for some index k, the distribution Gk−1 is not involutive, while for any i ≥ 0,
Gk+i is involutive and of constant dimension on an open and dense set U0. As
a consequence the involutive closure Ḡk−1 := Gk−1 + span{τ1, · · · , τs} ⊆ Gk.

The Static State Feedback Action

Assume that the j-th channel is k-unlocked, so that it may be extended in
order to achieve involutivity. The static state feedback is then used in order
to guarantee that for any i1 ≥ 0 the distributions

Gk−1+i1 + span{adk+i1
f gl
=j , l = 1, · · · ,m}

are involutive and of constant dimension on an open and dense set U0. Ac-
cording to the proof of Proposition 2 we recognize two different kind of
static state feedback whether adkfgj �∈ Ḡk−1 or adkfgj ∈ Ḡk−1 with adkfgj ∈
Gk−1 + span{adkfgl
=j , l = 1, · · · ,m}.

Direction feedback
This feedback is used when adkfgj �∈ Ḡk−1. According to the proof of Proposi-
tion 2 compute the decoupling matrix (4). Let the l-th row correspond to the
output with maximal relative degree with respect to the j-th input. Set

ui = vi, i �= j, i = 1, · · · ,m
uj = vj −

m∑

i=1
i�=j

ali
alj

vi

which corresponds to set on the closed-loop system

g̃i = gi −
ali
alj

gj , i �= j, i = 1, · · · ,m
(11)g̃j = gj .

Reduction feedback

This feedback is used when adkfgj ∈ Ḡk−1 with adkfgj =
m∑

i=1
i�=j

αiad
k
fgi|mod Gk−1 .
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Set

ul = vl −
m∑

i=1
i�=j

αivj , l �= j, l = 1, · · · ,m,

(12)uj = vj

which corresponds to set on the closed–loop system

g̃l = gl, l �= j, l = 1, · · · ,m, (13)
g̃j = gj −

m∑

i=1
i�=j

αigi .

The Dynamic Extension Action

The dynamic extension may be used in two different situations, which cor-
respond respectively to the case in which there is at least one k-unlocked
channel, and to the case in which there are no k-unlocked channels. These
situations are discussed hereafter.
One unlocked channel – In this case there exists at least one channel which
is k-unlocked. Let j be such a channel and assume that the direction feedback
or the reduction feedback has been used depending whether adkfgj �∈ Ḡk−1 or
adkfgj ∈ Ḡk−1 with adkfgj ∈ Ḡk−1 + span{adkfgl
=j , l = 1, · · · ,m}. Set

uj = χj1, χ̇j1 = v̄j (14)

which corresponds to set an integrator on the input j. The extended system

ẋ = f(x) + g̃jχj1 +
m∑

i=1
i�=j

g̃ivi

χ̇j1 = v̄j

is characterized by the following set of distributions

Ge
l = span{ ∂

∂χj1
, g̃

∂

∂x
, · · · , adl−1

f g̃
∂

∂x
}+span{adlf g̃i

∂

∂x
, i = 1, · · · ,m, i �= j}

As a consequence due to Proposition 2, we have that the distribution Ge
k+i1

is involutive for any i1 ≥ 0.
No unlocked channels – In this case there are no k-unlocked channels. We
can then seek (if there exist) for the smallest index i ≤ n such that

Gk−1 + span{adkfgj1 , · · · , adk+i
f gj1 , j1 = 1, · · · ,m, j1 �= j} ≡ Gk+i,
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and the j-th channel is eligible. Set

uj = χj1,

⎧
⎪⎨

⎪⎩

χ̇j1 = χj2

...
χ̇ji = v̄j

(15)

which corresponds to set i integrators on the j-th input and after the reduction
feedback is used, leads to the one k-unlocked channel situation.

3 The Algorithm

We now propose an algorithm for the computation of a dynamic feedback
which renders the extended system equivalent to a linear system. The algo-
rithm is based on the results of the previous section.

The Dynamic Feedback Linearization Algorithm

Step 0. Let k be the first index such that Gk+i is involutive for any i ≥ 0 and
Gk−1 is not involutive and compute its involutive closure Ḡk−1.

Step 1. Compute the Noncharacteristic set NCk. If there is at least a k-
unlocked channel go to Step 2, else compute the smallest index i ≤ n such
that

Gk−1 + span{adkfgj1 , · · · , adk+i
f gj1 , j1 = 1, · · · ,m, j1 �= j} ≡ Gk+i,

and the j-th channel is eligible. If such an index does not exist the algo-
rithm ends, else apply the dynamic extension (15) on the j-th channel and
go back to Step 0.

Step 2. Consider the set I = {i ∈ [1,m] : the i-th channel is k-unlocked} of
k-unlocked channels and define recursively

Ak−1 := {(adk−1
f gi, adr

fgst) : [adk−1
f gi, adr

fgst ] �∈ Gk−1, i ∈ I}
...

Al := Al+1 ∪ {(adl
fgi, adr

fgst) : [adl
fgi, adr

fgst ] �∈ Gk−1, i ∈ I}, l < k − 1 .

Let l̂ be the first index such that Al̂+1 �≡ A0, while Al̂ ≡ A0 and consider
the index set

I l̂ := {i ∈ I : (adl̂fgi, ad
r
fgst) ∈ Al̂} .

Let i1 be the smallest index in I l̂.
Step 3. If adkfgi1 �∈ Ḡk−1 apply the direction feedback (11) and go to Step 5.
Step 4. If adkfgi1 ∈ Gk−1 + span{adkfgl
=i1 , l = 1, · · · ,m} and adkfgi1 �∈ Gk−1

apply the reduction feedback (12), compute the modified vector fields
adtf g̃i1 , t = 0, · · · , k, and go back to Step 1.
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Step 5. Set

ui1 = ζi1, ζ̇i1 = vi1 .

Go back to Step 0.

4 Some Examples

We end by proposing two examples which enlighten the different situations
that can be encountered. In the first example the involutivity of the distribu-
tions is lost due to a Lie bracket which involves both channels. The direction
feedback is used to solve the problem. In the second example the reduction
feedback is used, and then since on the modified system there are no unlocked
channels a dynamic extension is considered in order to solve the problem.

Example 1. Consider the system

ẋ1 = x2 + x3x5, ẋ2 = x3 + x1x5, ẋ3 = u1 + x2x5,

ẋ4 = x5, ẋ5 = x6, ẋ6 = u1 + u2.

Step 0. The distributions Gi, are given by

G0 = span

j
∂

∂x3
+

∂

∂x6
,

∂

∂x6

ff

,

G1 = G0 + span

j

−x5
∂

∂x1
− ∂

∂x2
− ∂

∂x5
,

∂

∂x5

ff

,

and G2 ≡ IR6 with

ad2
fg1 = (1 + x3 − x6)

∂

∂x1
+ (x1 + x2

5)
∂

∂x2
+ (x2 + x5)

∂

∂x3
+

∂

∂x4

ad2
fg2 = x3

∂

∂x1
+ x1

∂

∂x2
+ x2

∂

∂x3
+

∂

∂x4
.

The distribution G1 is not involutive, since

τ1 = [adfg1, adfg2] = − ∂

∂x1
= γ(ad2

fg1 − ad2
fg2)|mod G1 .

Its involutive closure Ḡ1 = G1 + span{ ∂
∂x1
}.

Step 1. We have NC2 = (adfg1, adfg2). Both channels are 2-unlocked.
Step 2. I = {1, 2}, A1 ≡ NC2 and I1 = {1, 2}. We thus choose i1 = 1.
Step 3. Since ad2

fg1 �∈ Ḡ1, according to Proposition 2 we get λ = x4 and
correspondingly LgL

2
fλ u = u1 + u2. Consequently we apply the direction

feedback
u1 = v1 − v2, u2 = v2

which corresponds to set on the closed–loop system g̃1 = g1 and g̃2 = g2− g1.
Step 5. We apply the dynamic extension v1 = ζ1, ζ̇1 = w1, v2 = w2.

The extended dynamics is static feedback equivalent to a linear system as
it can be easily verified. �
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Example 2. Consider the system

ẋ1 = u1, ẋ2 = x1, ẋ3 = x2 + x6 + x2u1

ẋ4 = u2 + x1u3, ẋ5 = x4, ẋ6 = x5 + x4x2

ẋ7 = u3

Step 0. The distributions Gi are given by

G0 = span
{

∂

∂x1
+ x2

∂

∂x3
,
∂

∂x4
, x1

∂

∂x4
+

∂

∂x7

}

G1 = G0 + span
{

− ∂

∂x2
+ x1

∂

∂x3
,− ∂

∂x5
− x2

∂

∂x6
,−x1

∂

∂x5
− x1x2

∂

∂x6

}

G2 = G1 +

span
{
∂

∂x3
+x4

∂

∂x6
, x2

∂

∂x3
+(1− x1)

∂

∂x6
, x2x1

∂

∂x3
+(x1 − x2

1)
∂

∂x6

}

≡ IR7 .

The distribution G1 is not involutive since

[g1, adfg1] = 2
∂

∂x3
= τ1 ∈ span{ad2

fg1 +
x4

1− x1
ad2

fg2}

and
[adfg1, adfg2] =

∂

∂x6
= τ2 ∈ span{x2ad

2
fg1 + ad2

fg2}.

[adfg1, adfg3] = x1
∂

∂x6
= x1τ2.

We thus have that Ḡ1 = G1 + span{ad2
fg1, ad

2
fg2} = G2.

Step 1. We have NC2 = {(g1, adfg1), (adfg1, adfg2), (adfg1, adfg3)} and
I = 3.
Step 2. A1 = (adfg1, adfg3) ≡ A0.
Step 4. Since ad2

fg3 = x1ad
2
fg2, we apply the Reduction Feedback (12):

u1 = v1, u2 = v2 − x1v3, u3 = v3

which corresponds to set on the closed–loop system

g̃1 = g1, g̃2 = g2, g̃3 = g3 − x1g2 =
∂

∂x7
.

We compute adf g̃3 = 0 and go back to Step 1.
Step 1. We have now NC2 = {(g1, adfg1), (adfg1, adfg2)}. Channels one and
two are locked, while channel three is not eligible. We must then look for the
first index i such that G1 + span{ad2

fgj, · · · , ad2+i
f gj} ≡ IR7, j = 1, 2 . Let us
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compute ad3
fg1 and ad3

fg2. We have

ad3
fg1 = −x4

∂

∂x3
, ad3

fg2 = (x1 − 1)
∂

∂x3
.

Consequently
Ḡ1 = G1 + span{ad2

fg2, ad
3
fg2}.

It is then necessary to put an integrator on the first input channel we have

ẋ1 = ζ1, ẋ2 = x1, ẋ3 = x2 + x6 + x2ζ1, ẋ4 = v2

ẋ5 = x4, ẋ6 = x5 + x4x2, ẋ7 = v3 ζ̇1 = v1,

and we go back to Step 0.
Step 0. For the extended system we get

G0 = span
{

∂

∂ζ1
,
∂

∂x4
,
∂

∂x7

}

G1 = G0 + span
{

− ∂

∂x1
− x2

∂

∂x3
,− ∂

∂x5
− x2

∂

∂x6

}

G2 = G1 + span
{

∂

∂x2
− x1

∂

∂x3
, x2

∂

∂x3
+ (1− x1)

∂

∂x6

}

G3 = G2 + span
{

−(1 + 2ζ1)
∂

∂x3
− x4

∂

∂x6
, (1 + 2x1)

∂

∂x3
− ζ1

∂

∂x1

}

≡ IR8.

The distribution G2 is not involutive due to the Lie bracket

τ1 = [adfg1, ad2
fg1] = 2

∂

∂x3
∈ span{ad3

fg2}modG2 .

Step 1. NC3 = (adfg1, ad2
fg1) and I = {1}.

Step 2. A2 ≡ NC3 and I2 = {1}.
Step 4. Since ad3

fg1 = − 1+2ζ1
1+2x1

ad3
fg2|mod G2 we set

ĝ1 = g̃1 + g̃2
1 + 2ζ1
1 + 2x1

, ĝ2 = g̃2, ĝ3 = g̃3

which corresponds to the reduction feedback

v1 = w1, v2 = w2 +
1 + 2ζ1
1 + 2x1

w1, v3 = w3

and we go back to Step 1.
Step 1div2. Since the second channel is not involved in any Lie bracket we
still have that NC3 = (adf ĝ1, ad2

f ĝ1), A2 ≡ NC3 and I2 = {1}. Moreover
ad3

f ĝ1 ∈ G2 so that we go to Step 5.
Step 5. We set

w1 = ζ2, ζ̇2 = w̃1 .
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The closed–loop system is then given by

ẋ1 = ζ1, ẋ2 = x1, ẋ3 = x2 + x6 + x2ζ1

ẋ4 = w2 +
1 + 2ζ1
1 + 2x1

ζ2, ẋ5 = x4, ẋ6 = x5,

ẋ7 = w3, ζ̇1 = ζ2, ζ̇2 = w̃1 .

Accordingly

G0 = span
{

∂

∂ζ2
,
∂

∂x4
,
∂

∂x7

}

G1 = G0 + span
{

− ∂

∂ζ1
− 1 + 2ζ1

1 + 2x1

∂

∂x4
,− ∂

∂x5

}

G2 = G1 + span
{

∂

∂x1
+ x2

∂

∂x3
+

2ζ1(1 + 2ζ1)
(1 + 2x1)2

∂

∂x4
+

1 + 2ζ1
(1 + 2x1)

∂

∂x5
,
∂

∂x6

}

G3 ≡ IR9

which are involutive and of constant dimension thus ensuring that the ex-
tended system is feedback equivalent to a linear system. �

5 Conclusions

In the present paper we have analyzed the geometric properties of a dy-
namic feedback linearizable system as well as those of the compensator which
achieves linearization. On the basis of these geometric properties an algorithm
for the computation of a dynamic feedback obtained from the composition of
regular static state feedback laws and integrators has been proposed. The op-
timal choice of the input channel on which it is necessary to set integrators
will be the objective of future work.
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Summary. In this paper, we study the existence of periodic solutions to periodi-
cally forced systems in both the equilibrium and the nonequilibrium cases. In the
equilibrium case, we prove an averaging theorem. Then, we develop the rigorous
theory of the steady-state response of a nonlinear control system in order to de-
rive some positive results on periodic forcing of autonomous systems with global
Lyapunov attractors. Finally, on this occasion it is so much of a pleasure to thank
Alberto Isidori for all he taught us and for all the joy we shared, and continue to
share, in our research. Tanti auguri!

1 Averaging

In his plenary lecture at the 2001 IEEE CDC, Dennis Bernstein expressed
the desirability of having Lyapunov-theoretic proof of the Averaging Theo-
rem. While it turns that a Lyapunov-assisted proof makes things easier, this
is not the principle purpose of this paper but rather serves as a neat peda-
gogical introduction to some of the more subtle results on the existence of
“steady state” responses of nonlinear dynamical systems, as pioneered in [6],
and discussed later in the paper.

Consider the system

ẋ = f(x) + εp(x, t, ε),

where x ∈ R
n and p(x, t + T, ε) = p(x, t, ε) for some (period) T > 0. The

nicest way to analyze a periodically forced system is to use what the Russians
[8] have classically called the “toroidal cylinder”, which is simply R

n × S1,
with coordinates (x, τ). On the toroidal cylinder, we consider the autonomous
vector field f̃ defined by

ẋ = f(x) + εp(x, τ, ε),
τ̇ = 1 . (1)
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We now assume that the origin is locally exponentially stable for the un-
forced system (i.e., for ε = 0). By the converse theorem of Lyapunov for
locally exponentially stable equilibria, there exists a Lyapunov function V
for ẋ = f(x) which is quadratic-like in the sense that there exist [4] positive
constants (α1, α2, α3, α4) such that

α1‖x‖2 ≤ V (x) ≤ α2‖x‖2, (2)

V̇ (x) ≤ −α3‖x‖2, (3)
‖gradV (x)‖ ≤ α4‖x‖. (4)

These equalities are important in understanding the topology of the sublevel
and level sets of V. As far as we are aware, the first serious study of the
topological questions was presented in [9], who proved that if a Lyapunov
function was proper (the inverse image of compact sets are compact) then
the sublevel sets are contractible and the level sets are homotopic to spheres.
Since we shall not use these results (although one could) in our proof, we
shall not go into more detail. Indeed, we mention them only for the sake of
scholarship. The topological result we need is as stated below and is one that
seems to be of independent interest. We believe it is well-known but, since
we haven’t seen a proof of it, we shall provide one. Recall that V (0) = 0 and
gradV (0) = 0 and that the Hessian of V at 0, D2V (0) is positive semidefinite,
since 0 is a minimum of V . In this case, 0 is said to be a nondegenerate critical
point provided the Hessian is nonsingular at 0.

Lemma 1. Suppose 0 is a locally exponentially stable equilibrium for ẋ = f(x)
and that V is a Lyapunov function satisfying (2)–(4). Then, for c sufficiently
small, V −1(c) is diffeomorphic to a sphere in R

n and V −1(−∞, c] is diffeo-
morphic to a closed disc.

Proof. The left-hand side of (2) trivially implies that D2V (0) is positive defi-
nite and therefore, 0 is a nondegenerate critical point. Being a minimum, the
Morse Lemma [7] implies that, near the origin, there is a smooth change of
coordinates in which V (x) is expressible as

x2
1 + x2

2 + · · ·+ x2
n

from which our claims follow immediately. ��

We now consider the perturbed system.

Theorem 1. (Averaging) If 0 is a locally exponentially stable equilibrium for
the system (1) when ε = 0, then for ε'∞ there exists a locally exponentially
stable periodic orbit γε(t) of period T whose amplitude is O(ε).

Proof. As before, we will consider the augmented vector field f̃ defined by (1)
but, in order to take advantage of the compactness of the sublevel sets of V ,
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we will view f̃ as evolving on a truncation of the toroidal cylinder, viz., the
compact “Lyapunov can” defined as Mc = V −1(−∞, c]× S1.

For ε = 0, the Lyapunov can is clearly positively invariant and contains
the periodic orbit γ0 = {(0, τ)}. We note that, for ε = 0, the Poincarè map,
P, on the submanifold (with boundary) {(x, 0)} is in fact the time-T map ΦT

for the autonomous system. In particular, at x = 0 and for ε = 0, we have

DP(0, 0) = DΦT (0) = expTDf(0).

Therefore, γ0 is exponentially stable.
We now consider ε ≥ 0 and claim Mc can be rendered positively invariant.

Indeed, on Mc we have

V̇ = LfV + εLpV ≤ −α3‖x‖2 + εα4‖x‖‖p‖.

Setting ‖p‖ = A and α4A = β, we obtain

V̇ ≤ −α3‖x‖2 + εβ‖x‖.

Taking ε <<∞, we can conclude that f̃ points inwards on ∂Mc. Denote the
time t map of f̃ with initial condition (x0, τ0) by Φ̃t(x0, τ0).

Since Mc is positively invariant, and since (f̃ , dτ) = 1 > 0, for any initial
condition (x0, 0), there is a minimum time T̃ (x0, 0) > 0, such that Φ̃eT ((x0, 0)
lies in in the interior of the closed disk V −1(−∞, c]×{0} in Mc. In fact T̃ = T.
In particular, the Poincaré map

P : V −1(−∞, c]× {0} → V −1(−∞, c]× {0}

is defined and has a fixed point, by the Brouwer Fixed Point Theorem. There-
fore, the perturbed system, for ε'∞, has a periodic orbit of period T in Mc

which, after setting t = τ , is a periodic orbit of the perturbed system.
Taking a sequence (cn) → 0 as n → ∞, the same argument, mutatis mu-

tandis, we find that there exists a sequence εn → 0 as n → ∞, such that for
any ε ≤ εn,Mcn is positively invariant. shows This shows that there exist
periodic orbits of arbitrarily small amplitude evolving in a nested sequence of
compact (tubular) neighborhoods of γ0.

However, to conclude the existence of a stable periodic orbit of small am-
plitude, we first further augment the perturbed system by adding the state
ε which evolves according to ε̇ = 0. We will denote the time-T map for this
augmented system by Φ̃ε

T and note that for any periodic orbit γ in Mc the
Poincaré map along γ coincides with the time T map of the augmented system;
i.e.,

Pε(x, 0, ε) = ΦεT (x, ε).

In particular, Pε(x, 0, ε) is smooth in the initial data (x, 0, ε). We now apply
the Implicit Function Theorem to the fixed point equation



418 C.I. Byrnes, D.S. Gilliam

x− Pε(x, 0, ε) = 0

to find a smooth branch x(ε) of fixed points passing through the point (0, 0, 0);
i.e. such that x(0) = 0. Explicitly, differentiating with respect to x we obtain

I −DPε(x, 0, ε) = I − Φε
T (x, ε) .

Computing determinants and evaluating at (x, ε) = (0, 0) we obtain

det(I −DP0(0, 0, 0)) = det(I − exp{TDf(0)} �= 0 .

From this we conclude that there exists a smooth branch of fixed points x(ε)
passing through x(0) = 0 and therefore there exist a smooth variation of
periodic orbits γε of γ0. Moreover,DPε(x, 0, ε) varies smoothly with the initial
data (x(ε), ε); in fact

DΦε
T (x) = exp{TDf(x)} exp{εDp(T, x, ε)} .

For ε <<∞, the second factor on the right side can be made arbitrarily close
to 1 and, therefore, we conclude that for ε << ∞ the periodic orbit γε is
hyperbolically stable.

Concerning the amplitude estimates, we begin by expressing the smooth
branch of fixed points x(ε) as a constant, x(0) = 0, plus a Taylor remainder
in ε, from which we see that ‖x(ε)‖ = O(ε). Next we integrate the perturbed
system along the periodic orbit γε, which we parameterize as xε(t). Integrating
the perturbed equation along xε(t), we obtain

xε(t) = xε(0) +
∫ t

0

(f(xε(τ)) + εp(τ, xε(τ), ε))dτ.

Since f(0) = 0, expressing f(xe(τ)) in a constant term (ε = 0) and a Taylor
remainder yields ∫ t

0

f(xε(τ))d|τ = ε

∫ t

0

R(xε(τ))dτ

which in norm is O(ε) for 0 ≤ t ≤ T. The norm of the remaining integral is
clearly O(ε) for 0 ≤ t ≤ T so that, by the triangle inequality, ‖xε(t)‖ = O(ε)
for 0 ≤ t ≤ T. ��

2 Limit Sets

In general, the problem of determining periodic solutions of periodically vary-
ing nonlinear systems can be seen as a special case of the more general problem
of characterizing the “steady-state” response of a nonlinear system to specific
classes of (periodic or even non-periodic) forcing inputs.
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Traditionally, the idea of a separation between steady-state and transient
response stems from the observation that, in any finite-dimensional time-
invariant linear system, (i) the forced response to an input which is a poly-
nomial or exponential function of time normally includes a term which is
a polynomial (of degree not exceeding that of the forcing input) or an expo-
nential function (with an exponent whose rate of change is the same as that
of the forcing input) of time, and (ii) if the unforced system itself is asymp-
totically stable, this term is the unique function of time to which the actual
response converges as the initial time tends to −∞ (regardless of what the
state of the system at the initial time is).

For nonlinear control systems, the concept of steady-state response has
only recently been formalized ([2], [3]). In the nonlinear case, we would still
want to have an analogue of item (i) stated above, but any statement such
as “the response is equal to the sum of the steady-state response and the
transient response” can never serve as a definition since two of the three
terms are undefined. We now understand that that some form of uniformity
in the decay of the transient response, similar to Lyapunov stability, is a key –
at least for bounded sets of initial data. And the formalization we have made
also makes item (ii) just as precise, by focusing on solutions that are bounded
not only forward in time but also backward in time. We now illustrate these
issues in the one-dimensional case.

Example 1. Consider the scalar dynamical system

ẋ = x− x3.

Every solution is bounded forward in time so for each x0 the ω-limit set ω(x0),
as defined by G. D. Birkhoff in [1], is non-empty. For any bounded interval
B one might think that the steady-state response to initial conditions in B
would be

ψ(B) =
⋃

x0∈B

ω(x0),

i.e. the union of the ω-limits set of all points of B. In the one-dimensional
case, all ω limits are equilibria. Here there are three equilibria, {−1, 0, 1},
of which 0 is asymptotically unstable and the other two are asymptotically
stable. Therefore, Ψ(B) = {−1, 0, 1}, for any interval B containing [−1, 1],
but Ψ(B) is not uniformly attractive even for B bounded. Moreover, there are
uncountably many points that are the limits of initial data with the initial
time tending to −∞, as the following Fig. 1 illustrates.

That is, taking an x0 with 0 < x0 < 1 and a decreasing sequence (xn)
starting with x0 and converging to 0 gives a sequence of times tn such that

Φtn(xn) = x0.

Letting −tn → −∞ gives a sequence of times and a sequence of initial data
(xn) satisfying item (ii) discussed above.
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Fig. 1. A picture of Example 1

This suggests taking [−1, 1] as the steady-state response of the dynamical
system. One should also note that the above argument proves that {−1, 0, 1} is
not uniform attractive, while [−1, 1] is a globally attractive, Lyapunov stable
attractor. We also note that it consists of all trajectories which are bounded
both forward and backward in time. �

In general , but not always, we will have to be satisfied with semiglobally
attractivity, but we can retain Lyapunov stability. We now formalize what we
saw in the above example.

Consider an autonomous ordinary differential equation

ẋ = f(x) (5)

with x ∈ R
n, t ∈ R, and let

φ : (t, x) �→ φ(t, x)

define its flow [5]. Suppose the flow is forward complete. The ω-limit set of
a subset B ⊂ R

n, written ω(B), is the totality of all points x ∈ R
n for which

there exists a sequence of pairs (xk, tk), with xk ∈ B and tk →∞ as k →∞,
such that

lim
k→∞

φ(tk, xk) = x .

In case B = {x0} the set thus defined, ω(x0), is precisely the ω-limit set. As
in Example 1, with a given set B, is it is also convenient to associate the set

ψ(B) =
⋃

x0∈B

ω(x0)

i.e. the union of the ω-limits set of all points of B. Clearly, by definition

ψ(B) ⊂ ω(B) ,

but, as Example 1 shows, the equality may not hold.
G.D.Birkhoff has shown that, if φ(t, x0) is bounded in positive time, the

set ω(x0) is non-empty, compact, invariant, and

lim
t→∞dist(φ(t, x0), ω(x0)) = 0 .
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More generally, recall that a set A is said to uniformly attract 3 a set B under
the flow of (5) if for every ε > 0 there exists a time t̄ such that

dist(φ(t, x), A) ≤ ε, for all t ≥ t̄ and for all x ∈ B.

With the above definitions we immediately obtain the following lemma.

Lemma 2. If B is a nonempty bounded set for which there is a compact set J
which uniformly attracts B (thus, in particular, if B is any nonempty bounded
set whose positive orbit has a bounded closure), then ω(B) is nonempty, com-
pact, invariant and uniformly attracts B.

3 The Steady State Behavior of a Nonlinear System

Consider now again system (5), with initial conditions in a closed subset
X ⊂ R

n. Suppose the set X is positively invariant, which means that for
any initial condition x0 ∈ X , the solution x(t, x0) exists for all t ≥ 0 and
x(t, x0) ∈ X for all t ≥ 0. The motions of this system are said to be ultimately
bounded if there is a bounded subset B with the property that, for every
compact subset X0 of X , there is a time T > 0 such that ‖x(t, x0)‖ ∈ B
for all t ≥ T and all x0 ∈ X0. In other words, if the motions of the system
are ultimately bounded, every motion eventually enters and remains in the
bounded set B.

Remark 1. Note that, since by hypothesis X is positively invariant, there is no
loss of generality in assuming B ⊂ X in the definition above. Note also that
there exists a number M such that ‖x(t, x0)‖ ≤M for all t ≥ 0 and all x0 ∈ B.
In fact, let Cl(B) denote the closure of B, which is a compact subset of X , and
let M1 the denote the maximum of ‖x‖ as x ∈ Cl(B). By definition of ultimate
boundedness, there is a time T such that ‖x(t, x0)‖ ≤ M1, for all t ≥ T and
all x0 ∈ Cl(B). Moreover, since x(t, x0) depends continuously on (t, x0), there
exists a number M2 such that ‖x(t, x0)‖ ≤ M2 for all 0 ≤ t ≤ T and all x0

in Cl(B). Thus, the property in question is fulfilled with M = max{M1,M2}.
By virtue of this property, one can conclude from Lemma 2 that the set ω(B)
is nonempty and has all the properties indicated in the Lemma itself. Finally,
note that, for a system whose motions are ultimately bounded, the set ω(B)
is a unique well-defined set, regardless of how B is taken. In fact, let B′ be
3 Note that, in [5], the property which follows is simply written as

lim
t→∞

dist(φ(t,B), A) = 0,

with the understanding that

dist(B, A) := sup
x∈B

dist(x,A) = sup
x∈B

inf
y∈A

dist(x, y) .
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any other bounded subset of X with the property indicated in the definition
of ultimate boundedness. Then, it is not difficult to prove, using the various
definitions, that ω(B′) ⊂ ω(B). Reversing the role of the two sets shows that
ω(B) ⊂ ω(B′), i.e. that the two sets in question are identical. �

For systems whose motions are ultimately bounded, the notion of steady state
can be defined as follows.

Definition 1. Suppose the motions of system (5), with initial conditions in
a closed and positively invariant set X, are ultimately bounded. A steady state
motion is any motion with initial condition in x(0) ∈ ω(B). The set ω(B) is
the steady state locus of (5) and the restriction of (5) to ω(B) is the steady
state behavior of (5).

4 Examples

The notion thus introduced recaptures the classical notion of steady state for
linear systems and provides a new powerful tool to deal with similar issues in
the case of nonlinear systems.

Example 2. Consider a nonlinear system

ẋ = f(x, u) (6)

in the neighborhood of a locally exponentially stable equilibrium point. To
this end, suppose that f(0, 0) = 0 and that the matrix

F =
[∂f

∂x

]
(0, 0)

has all eigenvalues with negative real part. Then, it is well known (see e.g. [4,
page 275]) that it is always possible to find a compact subset X ⊂ R

n, which
contains x = 0 in its interior and a number σ > 0 such that, if ‖x0‖ ∈ X and
‖u(t)‖ ≤ σ for all t ≥ 0, the solution of (6) with initial condition x(0) = x0

satisfies ‖x(t)‖ ∈ X for all t ≥ 0. Suppose that the input u to (6) is produced
by a signal generator of the form

ẇ = s(w)
u = q(w) (7)

with initial conditions chosen in a compact invariant set W and, moreover,
suppose that, ‖q(w)‖ ≤ σ for all w ∈ W . If this is the case, the set X ×W is
positively invariant for

ẇ = s(w)
ẋ = f(x, q(w)) , (8)

and the motions of the latter are ultimately bounded, with B = X × W .
The set ω(B) may have a complicated structure but it is possible to show, by
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means arguments similar to those which are used in the proof of the Center
Manifold theorem, that if X and B are small enough the set in question can
still be expressed as the graph of a map x = π(w). In particular, the graph
in question is precisely the center manifold of (8) at (0, 0) if s(0) = 0 and the
matrix

S =
[ ∂s

∂w

]
(0)

has all eigenvalues on the imaginary axis.
In particular, if for some w0 ∈ W the integral curve of ẇ = s(w) passing

through w0 at time t = 0 is a periodic function of time, the associated steady
state response of (6) is the periodic function x(t) = π(w(t)). �

In the example above the set ω(B) can be expressed as the graph of a map
x = π(w). This means that, so long as this is the case, a system of the form (6)
has a unique well defined steady state response to the input u(t) = q(w(t)). Of
course, in general, this may not be the case and multiple steady state responses
to a given input may occur. In general, the following property holds.

Lemma 3. Let W be a compact set, invariant under the flow of (7). Let X
be a closed set and suppose that the motions of (8) with initial conditions in
W ×X are ultimately bounded. Then, the steady state locus of (8) is the graph
of a set-valued map defined on the whole of W .

Example 3. Consider now the system

ẋ = y

ẏ = x− x3 − y
(
−x

2

2
+
x4

4
+
y2

2
+

1
4
− w
) (9)

in which w is a constant input generated by the exosystem ẇ = 0. For any
fixed w, this system has three equilibria, at (x, y) = (0, 0) and (x, y) = (±1, 0).
We show now that, for any fixed w, all trajectories of system (9) are ultimately
bounded. In fact, consider the positive semi-definite function

V (x, y) = −x
2

2
+
x4

4
+
y2

2
+

1
4

which is zero only at the two equilibria (x, y) = (±1, 0) and such that, for any
c > 0, the sets Ωc = {(x, y) : V (x, y) ≤ c} are bounded. Note that

V̇ (x, y) = −y2(V (x, y)− w) .

If w ≤ 0, V̇ (x, y) ≤ 0 for all (x, y) and therefore, by LaSalle’s invariance
principle, all trajectories which start in R

2 converge to the largest invariant
set contained in the locus where y = 0, which only consists of the union of
the three equilibria.

If w > 0, V̇ (x, y) ≤ 0 for all (x, y) in the set {(x, y : V (x, y) ≥ w}. Thus,
again by LaSalle’s invariance principle, all trajectories which start in the set
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{(x, y : V (x, y) ≥ w} converge to the largest invariant set contained in the
locus where either y = 0 or V (x, y) = w. Since the locus V (x, y) = w, the
boundary of Ωw, is itself invariant and the two equilibria (x, y) = (±1, 0) are
in Ωw, it is concluded that all trajectories which start in R

2 \ Ωw converge
either to the boundary of Ωw or to the equilibrium (x, y) = (0, 0). On the
other hand, the boundary of Ωw, for 0 < w < 1/4 consists of two disjoint
close curves while for 1/4 ≥ w it consists of a single closed curve (a “figure
eight” for w = 1/4).

From this analysis it is easy to conclude what follows. For any pair of
compact sets

X = {(x, y) : max{|x|, |y| ≤ r} W = {w : |w| ≤ r} ,

the positive orbit of X ×W is bounded. Moreover, for large r, if w ≤ 0, the
set

SSLw = ω(X ×W ) ∪ (R2 × {w}) ,

i.e. the intersection of ω(X ×W ) with the plane R
2 × {w} is a 1-dimensional

manifold with boundary, diffeomorphic to a closed interval of R. If 0 < w <
1/4, the set SSLw is the union of a 1-dimensional manifolds diffeomorphic
to R and of two disjoint 2-dimensional manifold with boundary, each one
diffeomorphic to a closed disc. If 1/4 ≤ w, the set SSLw is a 2-dimensional
manifold with boundary, diffeomorphic to a closed disc for 1/4 < w, or to a
“filled figure eight” for w = 1/4. Different shapes of these sets, for various
values of w, are shown in Figure 2. Again, we note that the steady-state locus
consists of all trajectories which are bounded both forward and backward in
time. �

Example 4. We next consider the unforced van der Pol oscillator. In this case
all trajectories are bounded forward in time, and the ω-limits consist of the
origin and the limit cycle. As in Example 1, their union is not Lyapunov stable
nor is it uniformly attractive for initial data in any bounded set B containing
the limit cycle and the equilibrium.

Rather, for such a B, the limit cycle and its interior is ω(B). We note
that ω(B) is globally attractive and, from the theory of dissipative systems as
described in Lemma 1 [6], is Lyapunov stable and consists of all trajectories
bounded both forward and backward in time. �

Example 5. Consider the three-dimensional nonlinear system

ż = −(z + w1)3 + z + w3
1

ẇ1 = w2

ẇ2 = −w1 .

We first note that z = 0 is an invariant plane with dynamics of the har-
monic oscillator. It is of great interest to understand the transverse (in the
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w = −1/8 w = 1/8

w = 1/4 w = 1/2

Fig. 2. Steady state locus of Example 3

z-direction) stability of these periodic orbits. For this we use Poincarè’s for-
mula for the derivative of the Poincarè map P(z0):

DP(z0)
∣
∣
z=0

= exp
(∫ 2π

0

div(f)
∣
∣
∣
∣
z=0

dt

)

= exp
(∫ 2π

0

(−3w2
1 + 1) dt

)

= exp
(
−3A2π + 2π

)

where A2 = w2
1 + w2

2.
Therefore, periodic motions in the (w1, w2) plane with amplitude A are:

(a) transversely stable if A >
√

2/3;
(b) unstable if A <

√
2/3;

(c) critically stable if A =
√

2/3.

Indeed, P undergoes a pitchfork bifurcation at the critical amplitude Ac =√
2/3:

DPc(0) = 1, DP2
c(0) = 0, DP3

c(0) = −12π.

This suggests the existence of multiple periodic orbits.
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Fig. 3. Structure of the attractor in Example 5: the surface and its interior points

In order to understand the behavior of trajectories far from the plane
z = 0, we consider an old friend, V (z, w) = (z2 + ‖w‖2), for which we find
V̇ < 0 when |z| > 2. As before, if A <

√
2/3 the Lyapunov can ø2

1 + ø2
2 = A2,

|z| ≤ 2 contains a periodic orbit. this we knew, taking z = 0, but we also
have a positive Lyapunov can ø2

1 + ø2
2 = A2, 0 < ε ≤ z ≤ 2, as well as

a corresponding negative Lyapunov can.
Therefore, for A <

√
2/3, there exist periodic orbits for both z > 0 and

z < 0. In order to check stability, we compute

z2(t) = exp

⎡

⎢
⎢
⎣−2

∫ t

0

⎛

⎜
⎜
⎝z

2(τ) +3w1(τ)z(τ) + 3w2
1(τ)

︷ ︸︸ ︷
= 0 by harmonic balance

−1

⎞

⎟
⎟
⎠ dτ

⎤

⎥
⎥
⎦ z

2(0).

Therefore, if z( · , z0) is periodic in t of period 2kπ and z(t) �= 0 then
∫ 2kπ

0

z2(t) dt = kπ(2− 3A2) .

In particular, periodic orbits with z(0) �= 0 can only exist if

(2− 3A2) > 0 or A <
√

2/3.

In this case
DP(z0) = exp

[
− 2(2− 3A2)π

]
< 1

and therefore each periodic z(t) is hyperbolic and asymptotically stable for
z(t) > 0 or z(t) < 0.

Using index theory, one can see that this implies there exists a unique
periodic orbit for z > 0 ( for z < 0, resp.) and for 0 < A < Ac. and this orbit
is exponentially orbitally stable. For the whole cylinder, then, with |z| ≤ 2
there are three periodic orbits in this range of amplitudes, while for A = 0
there are three equilibria at (0, 0, 0) and (±1, 0, 0). �
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Summary. The model reduction problem by moment’s matching for linear and
nonlinear systems is discussed. The linear theory is revisited to provide the basis for
the development of the nonlinear theory.

1 Introduction

The model reduction problem for linear and nonlinear systems has been widely
studied over the past decades. This problem has great importance in appli-
cations, because reduced order models are often used in analysis and design.
This is the case, for example, in the study of mechanical systems, which is
often based on models derived from a rigid body perspective that neglects
the presence of flexible modes and elasticity; in the study of large scale sys-
tems, such as integrated circuits or weather forecast models, which relies upon
the construction of simplified models that capture the main features of the
system. From a theoretical point of view, the model reduction problem gener-
ates important theoretical questions and requires advanced tools from linear
algebra, functional analysis and numerical analysis.

The model reduction problem can be simply, and informally, posed as
follows. Given a system, described by means of linear or nonlinear differential
equations together with an output map, compute a simpler system which
approximates (in a sense to be specified) its behaviour. To render precise this
problem formulation it is necessary to define two concepts.

Firstly, the meaning of the approximation. For linear systems one could
introduce an approximation error given in terms of the frequency response of
a suitably defined error system, or in terms of the response of the system for
classes of input signals. For example, the methods, known as moment matching
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methods, which zero the transfer function of the error system for specific
frequencies, belong to this class [1]. This approach does not have a direct
nonlinear counterpart, despite the recent developments in this direction [13]
(see also the early contributions [18, 19, 17]). Alternatively, approximation
errors expressed in terms of H2 or H∞ norm of the error system have been
considered both in the linear case [21, 14, 3] and in the nonlinear case [26].
Finally, approximation errors based on the Hankel operator of the system have
been widely considered [11]. This approach leads to the so-called balancing
realization problem, which has been also studied in the nonlinear framework
[25, 27, 10, 22].

Secondly, the concept of simplicity. For linear systems this is often under-
stood in terms of the dimension of the system, i.e. an approximating system is
simpler than the model to approximate if its state-space realization has fewer
states. For nonlinear systems this dimensional argument may be inappropri-
ate, as one has to take into consideration also the complexity of the functions
involved in the state-space representation.

Of course, there are other important issues that have to be clarified, and
investigated, in establishing a model reduction theory. In particular, one may
require that properties of the model (such as stability or passivity) are retained
by the approximation [2], and one has to consider the computational cost
associated with the construction of the approximating system. These issues
have been widely investigated in the linear framework, see for example the
excellent monograph [1], but are largely open for nonlinear systems.

Goal of this work is to develop a theory of model reduction, based on the
notion of moment, for nonlinear systems. In this process, we revisit the linear
theory, providing new perspectives and results.

This work relies upon the theory of the steady-state response of nonlinear
systems, center manifold theory and the tools arising in the theory of output
regulation for nonlinear systems. These theories have been partly developed,
and their use in control theory has been pioneered, by Alberto Isidori in
a series of seminal and groundbreaking papers, see, for example, [18, 19, 6, 7,
16]. They have been communicated to the author during private conversations,
providing pre-prints of research in progress and in a series of lectures that, as
an undergraduate, he had the fortune to attend in the Spring of 1990. It is
remarkable, but not surprising, that these tools have far-reaching applicability.

2 Model Reduction by Moment Matching for Linear
Systems – Revisited

2.1 The Notion of Moment

Consider a linear, single-input, single-output3, continuous-time system de-
scribed by equations of the form
3 Similar considerations can be performed for multi-input, multi-output systems.
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ẋ = A x+Bu,
y = Cx,

(1)

with x(t) ∈ IRn, u(t) ∈ IR, y(t) ∈ IR, and the associated transfer function

W (s) = C(sI −A)−1B. (2)

Definition 1. [1] The 0-moment of system (1) at s� ∈ IC is the complex num-
ber

η0(s�) = C(s�I −A)−1B.

The k-moment of system (1) at s� ∈ IC is the complex number

ηk(s�) =
(−1)k

k!

[
dk

dsk
(
C(sI −A)−1B

)
]

s=s�

= C(s�I −A)−(k+1)B

Moments can be also characterized, for almost all s�, in a time-domain setting,
as shown in the following statements.

Lemma 1. Consider system (1) and s� ∈ IC. Suppose4 s� �∈ σ(A). Then

η0(s�) = CΠ,

where Π is the (unique) solution of the Sylvester equation

AΠ +B = s�Π. (3)

Proof. By direct computation, equation (3) yields

Π = (s�I −A)−1B,

hence CΠ = η0(s�). ��

Lemma 2. Consider system (1) and s� ∈ IC. Suppose s� �∈ σ(A). Then
⎡

⎢
⎢
⎢
⎣

η0(s�)
η1(s�)

...
ηk(s�)

⎤

⎥
⎥
⎥
⎦

= (CΠΨk)′,

where
Ψk = diag(1,−1, 1, · · · , (−1)k) ∈ IR(k+1)×(k+1),

and Π is the (unique) solution of the Sylvester equation

AΠ +BLk = ΠΣk, (4)

4 σ(A) denotes the spectrum of the matrix A.
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with
Lk =

[
1 0 · · · 0

]
∈ IRk+1,

and

Σk =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

s� 1 0 · · · 0
0 s� 1 · · · 0
...

...
. . . . . .

...
0 · · · 0 s� 1
0 · · · · · · 0 s�

⎤

⎥
⎥
⎥
⎥
⎥
⎦

∈ IR(k+1)×(k+1).

Proof. Let
Π =

[
Π0 Π1 · · · Πk

]

and note that equation (4) can be rewritten as

AΠ0 +B = s�Π0,
AΠ1 = s�Π1 +Π0,

...
AΠk = s�Πk +Πk−1.

As a result,
Π0 = (s�I −A)−1B,
Π1 = −(s�I −A)−2B,
Π2 = (s�I −A)−3B,

...
Πk = (−1)k(s�I −A)−(k+1)B,

hence the claim. ��
Remark 1. The pair (Lk, Σk) is observable for any s�. �

The main disadvantage of the above results is in the fact that one has to deal
with complex matrices and Σk and Lk have a special structure. To remove this
shortcoming note that moments are coordinates invariant and, by a property
of real rational functions,

ηk(s̄�) = ηk(s�).

As a result, the following statements hold.

Lemma 3. Consider system (1) and s� ∈ IR. Suppose s� �∈ σ(A). Then the
moments η0(s�), . . . , ηk(s�) are in one-to-one relation with the matrix CΠ,
where Π is the (unique) solution of the Sylvester equation

AΠ +BL = ΠS, (5)

with S any non-derogatory5 real matrix such that

det(sI − S) = (s− s�)k+1, (6)

and L such that the pair (L, S) is observable.
5 A matrix is non-derogatory if its characteristic and minimal polynomials coincide.
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Proof. By observability of the pair (L, S) there is a unique invertible matrix
T such that S = T−1ΣkT and L = LkT . As a result, equation (5) becomes

AΠ +BLkT = ΠT−1ΣkT,

and this can be rewritten as

T−1

(

ÃΠ̃ + B̃Lk

)

T = T−1

(

Π̃Σk

)

T,

with
Π̃ = TΠT−1, Ã = TA T−1, B̃ = TB.

By Lemma 2, and invariance of the moments with respect to the coordinates
in the state space, the moments η0(s�), . . . , ηk(s�) can be univocally expressed
in terms of Π̃ , hence the claim. ��
Lemma 4. Consider system (1) and s� ∈ IC \ IR. Let s� = α� + iω�. Suppose
s� �∈ σ(A). Then the moments η0(s�), η0(s̄�), . . . , ηk(s�) and ηk(s̄�) are in
one-to-one relation with the matrix CΠ, where Π is the (unique) solution of
the Sylvester equation

AΠ +BL = ΠS, (7)

with S any non-derogatory real matrix such that

det(sI − S) = ((s− s�)(s− s̄�))k+1 =
(
s2 − 2α�s+ (α�)2 + (ω�)2

)k+1
, (8)

and L such that the pair (L, S) is observable.

Proof. The proof is similar to the one of Lemma 3 hence omitted. ��
We complete this section with a property which is instrumental to derive
a nonlinear enhancement of the notion of moment.

Theorem 1. Consider system (1), s� ∈ IC and k ≥ 0. Assume6 σ(A) ⊂ IC−

and s� ∈ IC0. Let
ω̇ = Sω, (9)

with ω(t) ∈ IRκ, where

κ =

{
k + 1 if s� ∈ IR,
2(k + 1) if s� ∈ IC \ IR,

and S any non-derogatory real matrix with characteristic polynomial as in (6),
if s� ∈ IR, or as in (8), if s� ∈ IC \ IR.

Consider the interconnection of systems (1) and (9) with u = Lω, and L
such that the pair (L, S) is observable.

Then the moments η0(s�), . . . , ηk(s�) are in one-to-one relation with the
(well-defined) steady-state response of the output of such interconnected sys-
tem.
6 IC− and IC0 denote the left half of the complex plane and the imaginary axis,

respectively.
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Proof. We provide a proof which exploits arguments with a nonlinear counter-
part (an elementary, alternative, proof can be obtained using Laplace trans-
form arguments). The considered interconnected system is described by

ω̇ = Sω,
ẋ = A x+BLω,
y = Cx.

By the center manifold theorem [8, 15], which is applicable because of the as-
sumptions on σ(A) and σ(S), this system has a globally well-defined invariant
manifold (which is a hyperplane) given by

M = {(x, ω) ∈ IRn+κ | x = Πω},

with Π the (unique) solution of the Sylvester equation (5). Note that
.

︷ ︸︸ ︷
x−Πω= A(x −Πω),

henceM is attractive. As a result

y(t) = CΠω(t) + CeAt(x(0)−Πω(0)),

where the first term on the right-hand side describes the steady-state response
of the system, and the second term on the right-hand side the transient re-
sponse, which proves the claim. ��

2.2 Moment Matching

We are now in a position to define, precisely, the notions of reduced order
model and of model reduction by moment matching.

Definition 2. The system

ξ̇ = Fξ +Gu,
ψ = Hξ,

(10)

with ξ(t) ∈ IRν and ψ(t) ∈ IR, is a k-order model at s� of system (1) if system
(10) has the same i-moment, with i = 0, · · · , k, at s� as (1). In this case,
system (10) is said to match the first k + 1 moments of system (1) at s�.
Furthermore, system (10) is a reduced order model of system (1) if ν < n.

Theorem 2. Consider the system (1), the system (10) and s� ∈ IC. Suppose
s� �∈ σ(A) and s� �∈ σ(F ). System (10) matches the first k + 1 moments of
(1) at s� if and only if

CΠ = HP, (11)

where Π is the (unique) solution of equation (5), P is the (unique) solution
of the equation

FP +GL = PS, (12)

S is as in Lemma 1, and the pair (L, S) is observable.
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Proof. The claim is a straightforward consequence of the definition of match-
ing and of the results in Lemmas 3 and 4. ��

Remark 2. The results derived so-far are direct consequences of the definition
of moment. However, to the best of the author’s knowledge, they have not
been presented in this form. �

2.3 Model Reduction by Moment Matching with Prescribed
Eigenvalues

The result established in Lemma 2 can, in principle, be used to solve the
model reduction problem by moment matching for system (1) in two steps.

In the former one has to solve the Sylvester equation (5) in the unknown
Π . In the latter one has to construct matrices F , G, H and P (possibly with
specific properties) such that equations (11) and (12) hold.

This approach is unsatisfactory because it requires the computation of
the moments, namely of the matrix CΠ and hence of Π , whereas most of
the existing algorithms [1] are able to achieve moment matching without the
need to compute moments. We discuss, and solve, this issue at the end of this
section.

In the meanwhile we focus on the second step of the construction, assuming
that the matrices F and S have the same dimensions, i.e. the order of the
reduced model is equal to the number of the moments to match, and we impose
the additional constraint that the eigenvalues of the matrix F are given, i.e.

σ(F ) = {λ1, · · · , λν},

for some given λi’s such that σ(F ) ∩ σ(S) = ∅.
Let P be any invertible matrix such that condition (11) holds, for some

selection of the matrix H7 and set

G = PΔ,

with Δ such that
σ(S −ΔL) = σ(F ), (13)

Note that, by observability of the pair (L, S), there is a matrix Δ such that
condition (13) holds. Finally, let

F = P (S −ΔL)P−1.

It is straightforward to conclude that this procedure yields the required ma-
trices. Note finally that the matrix P could be selected to assign a special
structure to the reduced model and, in particular, to the matrix F .

7 There are several matrices P achieving this goal, in particular one could pick
P = I and H = CΠ .
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To avoid the computation of the moments, i.e. of the matrix Π , one could
proceed as follows. Consider system (1), s� ∈ IC and construct a reduced order
model achieving moment matching at s� with any efficient algorithm that
does not require the computation of the moments, see [1, 4, 9, 12, 20]. This
yields a reducer order model for system (1) described by equations of the
form

ẋM = AMxM +BMu,
yM = CMxM ,

(14)

where xM (t) ∈ IRν and yM (t) ∈ IR. To find a reduced order model with de-
sired eigenvalues it is thus sufficient to apply the result in Lemma 2, and the
construction in this section, to system (14).

3 Nonlinear Systems

3.1 The Notion of Moment

In this section we derive a nonlinear enhancement of the notion of moment.
While most of the results in Section 2 do not have a direct nonlinear counter-
part, we can use Lemma 1 to give a definition of moment.

To this end, consider a nonlinear, single-input, single-output, continuous-
time system described by equations of the form8

ẋ = f(x, u),
y = h(x), (15)

with x(t) ∈ IRn, u(t) ∈ IR, y(t) ∈ IR, a signal generator described by the
equations

ω̇ = s(ω),
θ = l(ω), (16)

with ω(t) ∈ IRν and θ(t) ∈ IR and the interconnected system

ω̇ = s(ω),
ẋ = f(x, l(ω)),
y = h(x).

(17)

Suppose, in addition, that the mappings f( · , · ), h( · ), s( · ) and l( · ) are
smooth and that f(0, 0) = 0, h(0) = 0, s(0) = 0 and l(0) = 0. The signal
generator captures the requirement that one is interested in studying the be-
haviour of system (15) only in specific circumstances. However, for this to
make sense and to provide a generalization of the notion of moment, we need
the following assumptions and definitions.

8 All functions and mappings are assumed sufficiently smooth.
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Assumption 1. There is a unique mapping π(ω), locally9 defined in a neigh-
borhood of ω = 0, which solves the partial differential equation

f(π(ω), l(ω)) =
∂π

∂ω
s(ω). (18)

Assumption 1 implies that the interconnected system (17) possesses an invari-
ant manifold, described by the equation x = π(ω). Note that the (well-defined)
dynamics of the system restricted to the invariant manifold are described by

ω̇ = s(ω),

i.e. are a copy of the dynamics of the signal generator (16).

Assumption 2. The signal generator (16) is observable, i.e. for any pair of
initial conditions ωa(0) and ωb(0), such that ωa(0) �= ωb(0), the corresponding
output trajectories l(ωa(t)) and l(ωb(t)) are such that

l(ωa(t))− l(ωb(t))) �≡ 0.

Definition 3. Consider system (15) and the signal generator (16). Suppose
Assumptions 1 and 2 hold. The function h(π(ω)), with π(ω) solution of equa-
tion (18), is the moment of system (15) at s(ω).

Definition 4. Consider system (15) and the signal generator (16). Suppose
Assumption 1 holds. Let the signal generator (16) be such that s(ω) = 0 and
l(ω) = ω. Then the function h(π(ω)) is the 0-moment of system (15) at s� = 0.

Definition 5. Consider system (15) and the signal generator (16). Suppose
Assumption 1 holds. Let the signal generator (16) be such that

s(ω) =
[

0 ω�

−ω� 0

]

ω, l(ω) =
[
L1 L2

]
ω,

with ω� �= 0 and L2
1 + L2

2 �= 0. Then the function h(π(ω)) is the 0-moment of
system (15) at s� = iω�.

The above definitions allow to derive a nonlinear counterpart of Lemma 1.

Theorem 3. Consider system (15) and the signal generator (16). Assume
Assumption 2 holds. Assume the zero equilibrium of the system

ẋ = f(x, 0)

is locally exponentially stable and system (16) is Poisson stable.
Then Assumption 1 holds and the moment of system (15) at s(ω) coin-

cides with the (locally well-defined) steady-state response of the output of the
interconnected system (17).
9 All statements are local, although global versions can be easily given.
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Proof. To begin with note that, under the stated hypotheses, Assumption 1
holds by the center manifold theory [8] and the results in [19]. Moreover, by
[19], the steady-state response of the system is (locally) well-defined, and this
is given by π(h(ω)), hence the claim. ��

Remark 3. While for linear systems it is possible to define k-moments for
every s� ∈ IC and for any k ≥ 0, for nonlinear systems it may be difficult,
or impossible, to provide general statements if the signal θ(t), generated by
system (16), has unbounded trajectories. Therefore, if the signal generator is
linear we consider only 0-moments for s� ∈ IC0, whereas if the signal generator
is nonlinear we assume that it generates bounded trajectories. �

Example 1. Consider a linear system described by equations of the form (1)
with x(t) ∈ IRn, n > 3, u(t) ∈ IR, y(t) ∈ IR and the nonlinear signal generator
(16) with ω = [ω1, ω2, ω3]′,

s(ω) =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

I2 − I3
I1

ω2ω3

I3 − I1
I2

ω3ω1

I1 − I2
I3

ω1ω2

⎤

⎥
⎥
⎥
⎥
⎥
⎦

,

with I1 > 0, I2 > 0, I3 > 0, and Ii �= Ij for i �= j, and

l(ω) = Lω =
[
L1 L2 L3

]
ω,

with L1L2L3 �= 0. This signal generator, which describes the angular velocities
of a free rigid body in space, is Poisson stable and, under the stated assumption
on L, observable [23, 5].

Suppose system (1) is asymptotically stable. The moment of system (1)
at s(ω) can be computed as follows. Let

π(ω) =
∑

i

πi(ω),

with

πi(ω) =

⎡

⎢
⎢
⎢
⎣

π1
i (ω)
π2
i (ω)
...

πn
i (ω)

⎤

⎥
⎥
⎥
⎦

and πj
i (ω) a homogeneous polynomial of degree i in ω. Then equation (18)

yields

π1(ω) = −A−1BLω, π2(ω) = −A−2BLω̇, · · ·πi(ω) = −A−iBL
di−1ω

dti−1
, · · · .

Hence, the moment of system (1) at s(ω) is given by



Model Reduction 439

Cπ(ω) = −CA−1[BLω +A−1BLω̇ · · ·A−i+1BL
di−1ω

dti−1
· · · ],

which is a polynomial series in ω. �

Remark 4. The discussion in the previous sections allows to derive a nonlinear
enhancement of the notion of frequency response of a linear system. This relies
upon the notion of steady-state response of a nonlinear system, as developed
in [18, 19].

Consider system (15) and the signal generator (16). Let the signal gener-
ator (16) be such that

s(ω) =
[

0 ω�

−ω� 0

]

ω, l(ω) =
[
L1 L2

]
ω,

with ω� �= 0 and L2
1 + L2

2 �= 0. Then, under the hypotheses of Theorem 3, for
all ω� ∈ IR, Assumptions 1 holds and the output of the interconnected system
(17) converges towards a locally well-defined steady state response, which,
by definition, does not depend upon the initial condition x(0). Moreover, the
steady-state response is periodic. Suppose, in addition, that the steady-state
response has the same period of l(ω). This implies that it can be written in
Fourier series as

h(π(ω(t))) =
∞∑

k=−∞
cke

ikω�t.

Consider now the operator P+, which acts on a Fourier series as follows

P+(
∞∑

k=−∞
αke

ikω�t) =
∞∑

k=0

αke
ikω�t.

With this definition we can define the frequency response of the nonlinear
system (15) as

F (ω(0), ω�) =
P+(h(π(ω(t))))
P+(l(ω(t))

.

This function depends upon the frequency ω�, just as in the linear case, and,
unlike the linear case, upon the initial condition ω(0) of the signal genera-
tor. Note finally that if the system (15) were linear, hence described by the
equations (1), then

F (ω(0), ω�) = |W (iω�)|ei∠W (iω�),

where W (s) = C(sI −A)−1B. �

3.2 Model Reduction by Moment Matching

Analogously to the linear case, we now introduce the notion of reduced or-
der model and characterize the solution of the model reduction problem by
moment matching.
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Definition 6. The system
ξ̇ = φ(ξ, u),
ψ = κ(ξ),

(19)

with ξ ∈ IRν , is a model at s(ω) of system (15) if system (15) has the same
moment at s(ω) as (19). In this case, system (19) is said to match the moment
of system (15) at s(ω). Furthermore, system (19) is a reduced order model of
system (15) if ν < n.

Theorem 4. Consider the system (15), the system (19) and the signal gen-
erator (16). Suppose Assumptions 1 and 2 hold. System (19) matches the
moments of (15) at s(ω) if the equation

φ(p(ω), l(ω)) =
∂p

∂ω
s(ω) (20)

has a unique solution p(ω) such that

h(π(ω)) = κ(p(ω)), (21)

where π(ω) is the solution of equation (18).

Proof. The claim is a direct consequence of the definition of moment. ��

3.3 Construction of an Asymptotically Stable Reduced Order
Model

In this section we provide a nonlinear counterpart of the construction in Sec-
tion 2.3. For, note that to construct a reduced order model it is necessary to
determine mappings φ( · , · ), κ( · ) and p( · ) such that equations (20) and (21)
hold, where π(ω) is the solution of equation (18).

To solve this problem we make the following assumptions.

Assumption 3. There exists mappings κ(ω) and p(ω) such that k(0) = 0,
p(0) = 0, p(ω) is locally C1, equation (21) holds and

det
∂p(ω)
∂ω

(0) �= 0,

i.e. the mapping p(ω) possesses a local inverse p−1( · ).

Remark 5. Similarly to the linear case Assumption 3 holds selecting p(ω) = ω
and k(ω) = h(π(ω)). �

Assumption 4. There is a mapping φ̃1( · ) such that the zero equilibrium of
the system

ż = s(z)− φ̃1(z)l(z)

is locally asymptotically stable.
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Remark 6. In the linear case Assumption 4 holds by observability of the pair
(L, S). In the nonlinear case Assumption 4 holds if, for example, the pair

(
∂l(ω)
∂ω

(0),
∂s(ω)
∂ω

(0)
)

is observable, or detectable. Note, however, that this is not necessary. �

A direct computation shows that a reduced order model, for which the zero
equilibrium is locally asymptotically stable, achieving moment matching, pro-
vided equation (20) has a unique solution p(ω), is described by

ξ̇ = φ0(ξ) +
∂p(ω)
∂ω

φ1(ξ)u,

ψ = κ(ξ),

where κ(ξ) and p(ω) are such that Assumption 3 holds,

φ1(ξ) = φ̃1(p−1(ξ)),

with φ̃1( · ) as in Assumption 4, and

φ0(ξ) =
[
∂p(ω)
∂ω

(

s(ω)− φ1(p(ω))l(ω)
)]

ω=p−1(ξ)

.

3.4 Model Reduction by 0-Moment Matching at s� = 0

In this section we focus on the model reduction problem with 0-moment
matching at s� = 0. Such a problem can be solved, under specific assumptions,
without the need to solve any partial differential equation, as detailed in the
following statement.

Proposition 1 (0-moment matching at s� = 0). Consider system (15)
and the signal generator ω̇ = 0, θ = ω. Assume the zero equilibrium of the
system

ẋ = f(x, 0)

is locally exponentially stable. Then the zero moment of system (15) is (lo-
cally) well defined and given by h(π(ω)), with π(ω) the unique solution of the
algebraic equation

f(π(ω), ω) = 0.

Finally, a reduced order model, for which the zero equilibrium is locally asymp-
totically stable is given by

ξ̇ = −φ1(ξ)(ξ − u),
ψ = h(π(ξ)),

with φ1(ξ) such that φ1(0) > 0.
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Proof. We simply need to show that equation (20) has a unique solution. For,
note that, in this case, equation (20) rewrites as

−φ1(p(ω)) (p(ω)− ω)) = 0,

which, by positivity of φ1( · ), has indeed a unique solution. ��

Example 2. The averaged model of the DC–to–DC Ćuk converter is given by
the equations [24]

L1
d

dt
i1 = −(1− u) v2 + E,

C2
d

dt
v2 = (1− u) i1 + u i3,

L3
d

dt
i3 = −u v2 − v4,

C4
d

dt
v4 = i3 −Gv4,

y = v4,

(22)

where i1(t) ∈ IR+ and i3(t) ∈ IR− describe currents, v2(t) ∈ IR+ and v4(t) ∈
IR− voltages, L1, C2, L3, C4, E and G positive parameters and u(t) ∈ (0, 1)
a continuous control signal which represents the slew rate of a PWM circuit
used to control the switch position in the converter.

The 0-moment of the system at s� = 0 is

h(π(ω)) =
ω

ω − 1
E,

and a locally asymptotically stable reduced order model achieving moment
matching at s� = 0 is

ξ̇ = −φ1(ξ)(ξ − u),

ψ = E
ξ

ξ − 1
,

with φ1(0) > 0, which is well-defined for ξ �= 1. This is consistent with the
fact that the 0-moment at s� = 0 is defined for ω �= 1. �

4 Summary

The model reduction problem by moment matching for linear systems has
been revisited with the goal to provide the basic tools to develop a theory
for nonlinear systems. In addition, for linear systems, a novel model reduc-
tion procedure, which allows to assign the eigenvalues of the reduced order
model, has been developed. In the case of nonlinear system we have provided
an enhancement of the notion of moment, thus paving the way for the devel-
opment of a nonlinear model reduction theory based on the notion of moment
matching.
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Summary. The problem of global state regulation by output feedback is investi-
gated for a family of uncertain nonlinear systems that are bounded by a triangular
system with unknown parameters. The bounding system is allowed to depend lin-
early on the unmeasurable states but nonlinearly on the systems output. Using
the idea of universal control, together with the recent advance in nonlinear output
feedback design, we develop a non-identifier based output feedback control scheme
achieving, in the presence of nonlinear parameterization, global asymptotic state
regulation as well as boundedness of the closed-loop system. The main contribution
of the paper is two-fold: 1) the polynomial growth condition imposed in the previous
work [6] is removed in this work; 2) an extension to uncertain cascade systems with
zero-dynamics is carried out under mild structural and ISS conditions.

1 Introduction

We consider a family of nonlinear systems with unknown parameters described
by equations of the form

ẋ1 = x2 + φ1(x, θ̄)
ẋ2 = x3 + φ2(x, θ̄)

...
ẋn = u+ φn(x, θ̄)
y = x1 (1)

� This work was supported in part by the NSF under grant ECS-0400413, and in
part by the AFRL under grants FA8651-05-C-0110 and FA8650-05-M-3540.
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where x = (x1, · · · , xn)T ∈ IRn, u ∈ IR and y ∈ IR are the system state,
input and output, respectively, θ̄ ∈ Rs is an unknown constant vector. The
functions φi : Rn × Rs → R, i = 1, . . . , n are locally Lipschitz continuous in
x, with φi(0, θ̄) = 0, and need not to be precisely known.

The purpose of this work is to investigate the problem of global state
regulation via output feedback for the nonlinear system (1) with parameter
uncertainty. To address such a control problem, we make the following as-
sumption throughout this paper.

Assumption 1. There exist a C1 function c(y) ≥ 1 and an unknown constant
θ ≥ 0, such that for i = 1, · · · , n,

|φi(x, θ̄)| ≤ (|x1|+ · · ·+ |xi|)c(y)θ. (2)

Under Assumption 1 with θ being a known constant, various results have
been obtained for global stabilization of the uncertain system (1) by output
feedback. In the work [12], global output feedback stabilization was proved,
among the other things, to be possible for the two-dimensional system (1)
(see Corollary 3.1 in [12]). For the n−dimensional nonlinear system (1), the
same conclusion was obtained under the extra requirement that c(y) in (2) be
a polynomial function [11]. The polynomial restriction on c(y) was removed
later on in [5, 18], where global stabilization of (1) was shown to be possible by
output feedback as long as c(y) is a C1 function of y. The results of [5, 18] were
motivated by the work [10], where a novel idea was presented for updating
the observer gain on line through a Riccati differential equation.

When θ in (2) is an unknown constant, the question of how to achieve
global adaptive stabilization of the uncertain system (1) by output feedback
was only investigated recently. Under Assumption 1 with c(y) being a constant
or a polynomial function of y, universal control schemes have been proposed
in [7, 6], providing solutions to the problem of global state regulation of the
nonlinearly parameterized system (1) by output feedback.

The objective of this paper is to show that the polynomial condition im-
posed on c(y) [6] can be relaxed and Assumption 1 alone suffices to ensure
the solvability of the global adaptive stabilization by output feedback for
the nonlinear parameterized system (1). This will be done by constructing
a reduced-order adaptive observer and a non-identifier based output feedback
controller. Our controller takes advantage of both the output feedback control
schemes proposed in [5, 18] and the universal control strategy [17, 3, 1, 13].
Notably, the robust output feedback design in this paper is substantially dif-
ferent from the one in [6], which relies crucially on the linear structure of
the dynamic output compensator, and hence is hard to be extended to the
uncertain system (1) satisfying Assumption 1.

In the case when c(y) is not a polynomial function, one of the major
difficulties to be faced is that the idea of building a full-order observer in which
the observer gain L is dynamically tuned by the estimate error e1 = x1−x̂1, as
illustrated in [7, 6], is not feasible and cannot be adopted. This is because so
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far, only a reduced-order (instead of full-order) observer based control scheme
has been developed for the output feedback stabilization of system (1) without
parameter uncertainty [5, 18].

Therefore, in the presence of both the unknown parameter θ and the non-
polynomial function c(y), how to design a reduced-order adaptive observer as
well as dynamic updated laws for the observer gains are two critical questions
which need to be investigated. Another technical issue is: due to the use of
a reduced-order observer, the proof of the boundedness of the system output
y = x1 is quite involved and requires a tedious argument, as indicated by
Claim 3 in the appendix.

The main contribution of this paper is the following theorem which ad-
dresses not only the critical issues discussed above but also solves the problem
of global state regulation of the uncertain system (1) via output feedback.

Theorem 1. Under Assumption 1, there exists a C1 universal output feedback
controller of the form

˙̂z2 = ẑ3 + r2a3y − ṙa2y − ra2ẑ2 − r2a2
2y

˙̂z3 = ẑ4 + r3a4y − 2rṙa3y − r2a3ẑ2 − r3a3a2y

... (3)
˙̂zn = u− (n− 1)rn−2ṙany − rn−1anẑ2 − rnana2y

u = −rn
[
k2
ẑ2 + ra2y +Nyc2(y)

r
+ k3

ẑ3 + r2a3y

r2

+ · · ·+ kn
ẑn + rn−1any

rn−1

]
(4)

with the gains r = LM and N being updated by

Ṁ = −αM +Δ(y,N), (5)

L̇ = M2y2c2(y) +
[ẑ2 + ra2y +Nyc2(y)]2

r2
(6)

Ṅ = y2c2(y), (7)

such that for every (x(0), ẑ(0)) ∈ Rn×Rn−1 and M(0) = L(0) = N(0) = 1, all
the states (x, ẑ,M,L,N) of the closed-loop system (1)–(3)–(7) are well-defined
and bounded ∀t ∈ [0,+∞). Moreover,

lim
t→+∞(x(t), ẑ(t)) = (0, 0),

where ai > 0 and bi > 0, i = 2, · · · , n are the coefficients of the Hurwitz
polynomial sn−1 + h2s

n−2 + · · · + hn−1s + hn with hi = ai or hi = kn−i+2,
α > 0 is a suitable constant and Δ(y,N) ≥ α is a smooth function, both of
them can be explicitly determined, for instance, by (26)–(27).

Remark 1. For the sake of simplicity, we use the notation ṙ = L̇M + LṀ in
the compensator (3) directly. From the gain-update laws (5)-(7), it is clear
that ṙ is a function of (L,M,N, ẑ2, x1) and hence (3) is implementable. �
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Remark 2. The dynamic output compensator (3)–(7) is composed of the
reduced-order observer (3), the controller (4) and the gain update laws (5)–
(7). While the reduced-observer based feedback controller (3)–(4) and the gain
updated law (5) are, as done in [18, 5], used to achieve global stabilization
of the nonlinear system (1), the gain tuning laws (6)–(7) for L and N are
motivated by the design of universal controllers [6, 4, 14, 2, 19], and employed
to handle the parameter uncertainty of the controlled plant (1). In contrast
to the previous work [6] in which the adaptive control scheme relied heavily
on the linear structure of an output compensator and a full-order observer,
here we design the reduced-order observer (3) and nonlinear output feedback
control law (4) to deal with the non-polynomial growth condition (2). Another
difference is that in addition to the observer gains L(t) and M(t), an extra
gain N(t) is also introduced and needs to be updated dynamically. As we shall
see in the next section, the introduction of the two dynamic gain update laws
(6)–(7) are key in proving Theorem 1. �

A preliminary version of this work [8] was presented at the American Control
Conference, Minneapolis, in June, 2006.

2 Proof of the Main Result

In this section, we give a constructive proof of the main result of this paper:
Theorem 1. The proof reveals the key idea and motivation behind the con-
struction of the universal output feedback controller (3)–(7) which results in,
under Assumption 1, a solution to the problem of global state regulation of
the uncertain system (1) via output feedback.

To make the proof easy to follow, we break it up into four parts.

(1) A Reduced-Order Observer and the Closed-Loop System

We begin by observing that (3) can be viewed as a reduced-order observer
that estimates the unmeasurable states zi = xi − ri−1aix1, i = 2, · · · , n.
With this observation in mind, define the estimated states x̂i = ẑi + ri−1aix1

for i = 2, · · · , n. Then, it is easy to verify that

˙̂x2 = x̂3 + ra2(x2 − x̂2) + ra2φ1(x, θ̄)
... (8)

˙̂xn = u+ rn−1an(x2 − x̂2) + rn−1anφ1(x, θ̄)

which is nothing but a reduced-order, “state estimator” for the partial state
(x2, · · · , xn) of the uncertain system (1).

Let ei = xi− x̂i = xi− ẑi− ri−1aix1, i = 2, · · · , n be the estimated errors.
From (1) and (8), it is easy to see that the error dynamics are given by
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ė2 = e3 − ra2e2 + φ2(x, θ̄)− ra2φ1(x, θ̄)
... (9)

ėn = −rn−1ane2 + φn(x, θ̄)− rn−1anφ1(x, θ̄) .

As done in [5, 18], we introduce the change of coordinates

ξ2 = x̂2+Nyc2(y)
r , ε2 = e2

r

ξi = x̂i

ri−1 , εi = ei

ri−1 , i = 3, · · · , n.
(10)

In the new coordinates, (8)–(9) can be rewritten as

ξ̇2 = rξ3 + a2rε2 + a2φ1( · )− ṙ

r
ξ2 +

1
r
Ṅyc2(y)

+
N

r

∂(yc2(y))
∂y

(
rε2 + rξ2 −Nyc2(y) + φ1( · )

)

... (11)

ξ̇n =
u

rn−1
+ anrε2 + anφ1( · )− (n− 1)

ṙ

r
ξn

ε̇2 = rε3 − ra2ε2 +
φ2( · )
r
− a2φ1( · )− ṙ

r
ε2

... (12)

ε̇n = −ranε2 +
φn( · )
rn−1

− anφ1( · )− (n− 1)
ṙ

r
εn .

In view of (4)–(11)–(12) and (10), the closed-loop system can be expressed in
the following compact form

ε̇ = rAε + Φ( · )− aφ1( · )− ṙ

r
Dn−1ε

ẋ1 = rε2 + rξ2 −Nyc2(y) + φ1( · ) (13)

ξ̇ = rBξ + a(rε2 + φ1( · )) − ṙ

r
Dn−1ξ

+
b
r

[
N
∂(yc2(y))

∂y

(
rε2 + rξ2 −Nyc2(y) + φ1( · )

)
+ y3c4(y)

]

where r = LM and the gains L(t),M(t) and N(t) are tuned by (5)–(7). In
addition,

Φ( · ) = [φ2(x,θ̄)
r , φ3(x,θ̄)

r2 , · · · , φn(x,θ̄)
rn−1 ]T

ε=(ε2, · · · , εn)T , ξ=(ξ2, · · · , ξn)T , a=(a2, · · · , an)T ,

b = (1, 0, · · · , 0)T ∈ Rn−1, Dn−1 = diag{1, · · · , n− 1} and
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A =

⎡

⎢
⎢
⎢
⎣

−a2 1 · · · 0
...

...
. . .

...
−an−1 0 · · · 1
−an 0 · · · 0

⎤

⎥
⎥
⎥
⎦
, B =

⎡

⎢
⎢
⎢
⎣

0 1 · · · 0
...

...
. . .

...
0 0 · · · 1
−k2 −k3 · · · −kn

⎤

⎥
⎥
⎥
⎦
.

Observe that starting from every (x1(0), ξ(0), ε(0)) ∈ IR× IRn−1 × IRn−1 and
N(0) = L(0) = M(0) = 1, the closed-loop system (13)–(5)–(7) satisfies a local
Lipschitz condition in a neighborhood of the initial condition (by construction,
L(t) ≥ 1,M(t) ≥ 1 and N(t) ≥ 1 for some small t > 0), and hence has
a unique solution (N(t), L(t),M(t), x1(t), ξ(t), ε(t)) on a small time interval
[0, T ). Without loss of generality, suppose that this solution can be extended
to the maximal interval [0, Tf) for some Tf , with 0 < Tf ≤ +∞.

(2) Stability Analysis

Using the matrix lemma in [11, 5], we can suitably choose the coefficients ai
and ki in the Hurwitz matrices A and B defined above, so that there exist
P = PT > 0 and Q = QT > 0 satisfying

ATP + PA ≤ −I, c1I ≤ DP + PD ≤ c2I

BTQ+QB ≤ −2I, c3I ≤ DQ+QD ≤ c4I (14)

where D = Dn−1 − 1
2I and ci > 0, i = 1, · · · , 4 are real constants.

Now, consider the Lyapunov function

V1 = mrεTPε+ rξTQξ +
1
2
y2 (15)

where m = ‖Qa‖2 + 1. A simple calculation gives

V̇1 ≤ −mr2‖ε‖2 + 2mrεTPΦ( · )− 2mrεTPaφ1( · )−mṙεT (DP + PD)ε

−ṙξT (DQ+QD)ξ − 2r2‖ξ‖2 + 2ξTQ
(
r2aε2 + raφ1( · ) + by3c4(y)

)

+2ξTQbN
∂(yc2(y))

∂y

[
rε2 + rξ2 −Nyc2(y) + φ1

]

+y
(
rε2 + rξ2 −Nyc2(y) + φ1( · )

)
. (16)

From the gain updated laws (5)–(6), it is easy to prove that ∀t ∈ [0, Tf),
L(t) ≥ L(0) = 1 and M(t) ≥ M(0) = 1. Hence, r(t) = L(t)M(t) ≥ r(0) = 1.
Using this fact, one can deduce from (10) and Assumption 1 that

|Φi( · )| = | 1
ri−1

φi(x, θ̄)| ≤
1

ri−1
θc(y)(|y|+N |y|c2(y) + r|ξ2|+ · · ·

+ri−1|ξi|+ r|ε2|+ · · ·+ ri−1|εi|)

≤ θc(y)
[1
r
|y|(1 +Nc2(y)) + (n− 1)

1
2 (‖ε‖+ ‖ξ‖)

]
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and

‖Φ( · )‖ ≤ (n− 1)
1
2

r
θc(y)|y|(1 +Nc2(y)) + θ(n− 1)c(y)(‖ε‖+ ‖ξ‖).

The last inequality, in turn, leads to

|2mrεTPΦ( · )| ≤ 2m‖P‖(n− 1)
1
2 θ‖ε‖c(y)|y|(1 +Nc2(y))

+2mr‖P‖(n− 1)θ‖ε‖c(y)(‖ε‖+ ‖ξ‖)

≤ θ1‖ε‖2 +
(
(1 +Nc2(y))2 + c4(y)

)
‖ε‖2 + θ1c

2(y)y2

+
r2

8
‖ε‖2 +

r2

8
‖ξ‖2(17)

where θ1 is a suitable unknown constant depending on θ.
Without loss of generality, from now on we use θ1 ≥ 1 to represent a generic

unknown constant depending on θ, which may be implicitly changed from
places to places.

By the completion of square, the following estimations can be obtained:

|2mrφ1( · )εTPa| ≤ r2

8
‖ε‖2 + θ1c

2(y)y2

|2r2ε2ξTQa| ≤ ‖Qa‖2r2‖ε‖2 + r2‖ξ‖2

|2rφ1( · )ξTQa| ≤ r2

8
‖ξ‖2 + θ1c

2(y)y2 (18)

and

|2N ∂(yc2(y))
∂y

φ1ξ
TQb| ≤ N2(

∂(yc2(y))
∂y

)2‖ξ‖2 + θ1c
2(y)y2 (19)

|2N ∂(yc2(y))
∂y

(rε2 + rξ2)ξTQb| ≤ r2

8
(‖ξ‖2 + ‖ε‖2)

+16‖Qb‖2
(
N
∂(yc2(y))

∂y

)2

‖ξ‖2 . (20)

Moreover, observe that

∣
∣
∣2
(
y3c4(y)−N2yc2(y)

∂(yc2(y))
∂y

)
ξTQb

∣
∣
∣

≤
(
y4c6(y) +N4c2(y)(

∂(yc2(y))
∂y

)2
)
‖ξ‖2 + 2‖Qb‖2c2(y)y2 (21)

and

y
(
rε2 + rξ2 −Nyc2(y) + φ1( · )

)
≤ r2

8
(ε22 + ξ22)− (N − θ1)c2(y)y2. (22)
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Now, substituting the estimations (17)–(22) into (16) yields

V̇1 ≤ −
r2

2
‖ε‖2 + h1(y,N)‖ε‖2 + θ1‖ε‖2 −mṙεT (DP + PD)ε− r2

2
‖ξ‖2

−ṙξT (DQ+QD)ξ − [N − θ1]c2(y)y2 + h2(y,N)‖ξ‖2 (23)

where

h1(y,N) = (1 +Nc2(y))2 + c4(y) (24)

h2(y,N) = (1 + 16‖Qb‖2)N2(
∂(yc2(y))

∂y
)2 + y4c6(y)

+N4c2(y)(
∂(yc2(y))

∂y
)2 . (25)

Using the gain update laws (5)–(6) and the fact that ṙ = L̇M + LṀ ≥ LṀ
(because M(t) ≥ M(0) = 1) ∀t ∈ [0, Tf), it is not difficult to deduce from
(14) that

−mṙεT (DP + PD)ε ≤ −mLṀεT (DP + PD)ε
≤ c2mrα‖ε‖2 − c1mΔ(y,N)‖ε‖2

and

−ṙξT (DQ+QD)ξ ≤ c4rα‖ξ‖2 − c3Δ(y,N)‖ξ‖2.

With this in mind, it follows from (23) that ∀t ∈ [0, Tf)

V̇1 ≤ −(
r2

2
− θ1 − c2mαr)‖ε‖2 − (

r2

2
− c4rα)‖ξ‖2 − (N − θ1)c2(y)y2

−(c1mΔ(y,N)− h1(y,N))‖ε‖2 − (c3Δ(y,N)− h2(y,N))‖ξ‖2.

By choosing the parameter α and Δ(y,N) as

0 < α <
1

4(c4 + 2λmax(Q))
(26)

Δ(y,N) ≥ 1
c1m

h1( · ) +
1
c3
h2( · ) + α, (27)

we arrive at ∀t ∈ [0, Tf)

V̇1 ≤ −(
r

2
− θ1)r‖ε‖2 −

r2

4
‖ξ‖2 − (N − θ1)c2(y)y2

≤ −(
L

2
− θ1)r‖ε‖2 −

M2

4
‖ξ‖2 − (N − θ1)c2(y)y2 . (28)

With the aid of the Lyapunov inequality (28), it can be proved that all
the states (x1, ξ, ε, L,M,N) of the closed-loop system (13)–(5)–(6)–(7) are
bounded on [0, Tf), as illustrated below.
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(3) Boundedness of the Closed-Loop System

It is worth pointing out that the boundedness of the closed-loop system would
follow immediately from the Lyapunov inequality (28), if θ was a known con-
stant. For instance, one can pick constant gains L = 2θ1 + 1

2 and N = θ1 + 1
4

in (28), so that V̇1 ≤ − 1
4 (‖ε‖2 + ‖ξ‖2 + y2) (as c(y) ≥ 1), which implies the

boundedness of ε, ξ and y on [0, Tf).
When θ is an unknown constant, the boundedness of the states, i.e.

(x1, ξ, ε, L,M,N), does not follow straightforwardly from (28) and a deli-
cate analysis based on the inequality (28) is needed. Clearly, one cannot find
constant gains L and N making the coefficients L

2 − θ1 and N − θ1 positive,
because they depend on the unknown parameter θ.

Fortunately, with the help of the proposed gain update laws (5)–(7), we can
deduce from the Lyapunov inequality (28) the following important conclusion.

Proposition 1. All the state variables of the closed-loop system (13)–(5)–(6)–
(7), i.e., the dynamic gains (L,M,N) and the states (y, ε, ξ), are bounded on
the maximal interval [0, Tf).

The proof of Proposition 1 involves tedious contradiction arguments and hence
is given in the appendix. Using Proposition 1, one concludes immediately
that Tf = +∞. If not, Tf would be the finite-escape time of the closed-loop
system. Therefore, the dynamic system (13)–(5)–(6)–(7) would blow up at
t = Tf , a contradiction to the fact that the system (13)–(5)–(6)–(7) is bounded
on the maximal interval [0, Tf), and hence by continuity also bounded at
t = Tf .

In summary, from the Lyapunov inequality (28) it is concluded that the
closed-loop system (13)–(5)–(6)–(7) has a unique solution and is bounded on
[0,+∞).

(4) Convergence of the States (ε, y, ξ) of System (13)

Using the boundedness of N , L, M , x1, ε, ξ on [0,+∞), one can show that
y, ε and ξ are not only L∞ but also L2. In fact, the L2 property of y follows
from (7) and the fact that c(y) ≥ 1. The boundedness of

∫∞
0
‖ε‖2dt can be

deduced from (10)–(44) and the inequality (50), together with the fact that
1 ≤ M < +∞ and 1 ≤ L < +∞. Similarly, the square integrability of ξ
follows from (51) and (44).

Finally, it is easy to see from the closed-loop system (13)–(5)–(6)–(7) that
ẋ1(t), ε̇(t), ξ̇(t) ∈ L∞. By the Barbalat’s Lemma, we have

lim
t→+∞ x1(t) = 0, lim

t→+∞ ε(t) = 0 and lim
t→+∞ ξ(t) = 0,

which, in turn, leads to

lim
t→+∞(x(t), ẑ2(t), · · · , ẑn(t)) = 0.
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3 Extension and Discussion

So far, we have addressed the problem of global state regulation by output
feedback for the uncertain system (1) satisfying Assumption 1. The purpose
of this section is to discuss briefly how Theorem 1 can be extended, under
appropriate conditions, to a class of uncertain systems with zero-dynamics of
the form

Ż = f(Z, x, θ̄)
ẋ1 = x2 + φ1(Z, x, θ̄)
ẋ2 = x3 + φ2(Z, x, θ̄)

...
ẋn = u+ φn(Z, x, θ̄)
y = x1 (29)

where Z ∈ Rm and x ∈ Rn are the system states, and the functions f :
IRm × IRn× IRs → IRm and φi : IRm × IRn× IRs → IR, i = 1, · · · , n, are locally
Lipschitz continuous in (Z, x) with f(0, 0, θ̄) = 0 and φi(0, 0, θ̄) = 0 ∀θ̄.

Remark 3. In view of the separation lemma introduced in [9] (see Lemma 2.5),
it is not difficult to show that if φi( · ) is C1 with respect to all the variables
and φi(0, 0, θ̄) = 0, φi( · ) can always be decomposed into the form

|φi(Z, x, θ̄)| ≤ ᾱi(θ̄, Z)||Z||+ β̄i(θ̄, x)||x||
≤ αi(θ̄)γi(Z)||Z||+ βi(θ̄)bi(x)(|x1|+ · · ·+ |xn|) (30)

where αi(θ̄) ≥ 1, γi(Z) ≥ 1 βi(θ̄) ≥ 1 and bi(x) ≥ 1 are C1 functions. �

Note that global stabilization of system (29) via output feedback is usually
impossible without imposing certain growth conditions on φi( · ), particularly,
on the unmeasurable states (Z, x2, · · · , xn). Keeping this in mind and in view
of Remark 3 as well as the assumption of Theorem 1, it is natural to assume
that system (29) satisfies the following conditions.

Assumption 2. There exist smooth functions γ : Rm �→ [1,+∞), c : R �→
[1,+∞) and an unknown constant θ ≥ 0 such that for i = 1, · · · , n,

|φi(Z, x, θ̄)| ≤ θγ(Z)‖Z‖+ θc(y)(|x1|+ · · ·+ |xi|) . (31)

Assumption 3. There is a C2 Lyapunov function U0(Z), which is positive
definite and proper, such that

∂U0(Z)
∂z

f(Z, x, θ̄) ≤ −‖Z‖2 + θK̂0(y)y2 (32)

where K̂0(y) ≥ 0 is a known smooth function.
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It is not difficult to see that Assumption 2 is a natural generalization of
Assumption 1, while Assumption 3 is an ISS condition [16] imposed on the
zero-dynamics.

Remark 4. Using the idea of changing supply rate [15], one can construct the
Lyapunov function

V0(Z) =
∫ U0(Z)

0

ρ(s)ds (33)

with ρ(s) > 0 being a C0 nondecreasing function. By construction, V0(Z)
is C1, positive definite and proper. From Assumption 3 it follows that for
a given smooth function γ(z) in (31), there is a nondecreasing function ρ(s)
such that

V̇0 = ρ(U0(Z))
∂U0

∂Z
f(Z, x, θ̄) ≤ −‖Z‖2 − γ2(Z)‖Z‖2 + θK0(y)y2 (34)

where K0(y) ≥ 1 is a known smooth function. �

With the help of Remark 4 and K0(y) obtained in (34), the following result
can be established.

Theorem 2. Under Assumptions 2 and 3, the problem of global state reg-
ulation of the uncertain cascade system (29) is solvable by output feedback,
in particular, by the dynamic output compensator (3)–(7) in which c(y) is
replaced by c(y) +K0(y).

Proof. This result can be proved by using a constructive method that is in
the spirit of Theorem 1. In what follows, we give only a sketchy proof.

First of all, using the same change coordinates as in (10) in which c(y) is
replaced by c(y) +K0(y), it is easy to see that the closed-loop system can be
put in the form

Ż = f(Z, x, θ̄)

ε̇ = rAε+ Φ( · )− aφ1( · )− ṙ

r
Dε

ẋ1 = rε2 + rξ2 −Ny(c(y) +K0(y))2 + φ1( · ) (35)

ξ̇ = rBξ + a(rε2 + φ1( · ))− ṙ

r
Dξ + b

y3(c(y) +K0(y))4

r

+bN
∂(y(c(y) +K0(y))2)

∂y

(
rε2 + rξ2 −Ny(c(y) +K0(y))2 + φ1( · )

)
.

Similar to section 2, without loss of generality, suppose that the closed-loop
system (35) has a unique solution on the maximal interval [0, Tf), with 0 <
Tf ≤ +∞.
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Now, choose the Lyapunov function

V1 = σV0(Z) +mrεTPε+ rξTQξ +
1
2
x2

1

with σ = 16m2‖Pa‖2 + 16‖Qa‖2 + ‖Qb‖2 and m = ‖Qa‖2 + 1.
Following the stability analysis of Theorem 1, it is not difficult to arrive

at ∀t ∈ [0, Tf)

V̇1 ≤ −‖Z‖2 − (
L

2
− θ)r‖ε‖2 − M2

4
‖ξ‖2 − (N − θ)(c(y) +K0(y))2y2.

Then, one can prove that the gains N and L are bounded on [0, Tf) by using
the same contradiction argument as done in Section 2. The boundedness of N
on [0, Tf) implies that Z and

∫ t

0 γ
2(Z)‖Z‖2dt are bounded on [0, Tf). The rest

of the proof is almost identical to that of Theorem 1. In conclusion, it can be
shown that all the states of closed-loop system are bounded on [0,+∞) and

lim
t→+∞Z(t) = 0, lim

t→+∞x(t) = 0, and lim
t→+∞ ẑ(t) = 0,

thus completing the proof of Theorem 2. ��

We conclude this section with a prototype example that demonstrates the
effectiveness of Theorem 1.

Example 1. Consider the uncertain nonlinear system

ẋ1 = x2

ẋ2 = u+ θ2(1 + |x1|θ1)x2

y = x1 (36)

where θ1 and θ2 represent unknown constants with θ1 ≥ 0. �

When θ1 is known and only θ2 is unknown, global state regulation of the
nonlinear system (36) can be achieved by output feedback, for instance, using
the work [6].

In the case when θ1 and θ2 are both unknown, how to globally regulate
all the states of system (36) by output feedback is an unsolved problem and
cannot be dealt with by [6]. However, observe that the uncertain system (36)
satisfies Assumption 1. Indeed, no matter how big of θ1, there exist an un-

known constant θ = |θ2|e
θ2
1
2 ≥ 0 and a smooth function c(y) = e

y2

2 , such
that

∣
∣θ2(1 + |x1|θ1)x2

∣
∣ ≤ θe

y2

2 |x2|.

According to Theorem 1, one can construct the universal output feedback
controller (3)–(4)–(5)–(6)–(7), with the observer parameter a2 = 1, controller
parameter k2 = 1, α = 0.25 and
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Fig. 1. Transient response of the closed-loop system (36)–(3)–(4)–(5)–(6)–(7)

Δ(y,N) = 4(N4 + 1)ey
2
+ 0.25.

The simulation results shown in Figure 1 were obtained with the system par-
ameters θ1 = 2 and θ2 = 1. The initial conditions are (x1(0), x2(0), ẑ2(0)) =
(−1, 1.5,−1) and N(0) = L(0) = M(0) = 1.

4 Conclusion

In this paper, we have removed the restriction that c(y) be a polynomial func-
tion – a crucial condition assumed in [6], and generalized the universal output
feedback stabilization result obtained in [6] to a larger class of uncertain non-
linear systems such as (1) satisfying Assumption 1 or the cascade system (29)
with zero dynamics. These were made possible by developing a non-identifier
based output feedback control scheme which takes advantage of a reduced-
order observer design and further elaborates the universal control idea pro-
posed in [6] by introducing, in addition to the observer gains L(t) and M(t),
an extra gain N(t) that also needs to be updated dynamically.

A Proof of Proposition 1

We prove the Proposition 1 via a contradiction argument.
Suppose the closed-loop system (13)–(5)–(7) is not bounded on the maximal

interval [0, Tf). As a result,

lim
t→Tf

sup ‖(N(t), L(t),M(t), x1(t), ξ(t), ε(t))‖ = +∞. (37)

In what follows, we shall show that (37) leads to a contradiction.



458 H. Lei and W. Lin

Claim 1: The dynamic gain N is bounded on the maximal interval
[0, Tf).

To see why, suppose that limt→Tf
supN(t) = limt→Tf

N(t) = +∞. By con-
struction, M(t) ≥M(0) = 1, ∀t ∈ [0, Tf). As a consequence, L̇ = M2Ṅ+ξ22 ≥
Ṅ , ∀t ∈ [0, Tf). This, in turn, results in limt→Tf

supL(t) = limt→Tf
L(t) ≥

N(Tf) = +∞. Thus, there exists a finite time t∗1 ∈ [0, Tf), such that

N(t) ≥ θ1 + 1 and L(t) ≥ 2θ1 + 2 ∀t ∈ [t∗1, Tf).

This, in view of (28), yields

V̇1 ≤ −‖ε‖2 −
1
4
‖ξ‖2 − c2(y)y2, ∀t ∈ [t∗1, Tf ).

Consequently,
∫ Tf

t∗1

c2(y)y2dt ≤ V1(r(t∗1), x1(t∗1), ξ(t
∗
1), ε(t

∗
1)) = C. (38)

From (38), it follows that

+∞ = N(Tf )−N(t∗1) =
∫ Tf

t∗1

Ṅ(t)dt=
∫ Tf

t∗1

c2(y)y2dt ≤ C

thus a contradiction.
In conclusion, the dynamic gain N is well-defined and bounded on [0, Tf).

From Ṅ = c2(y)y2, it is deduced that
∫ Tf

0 c2(y)y2dt < +∞.

Claim 2: The dynamic gain L is bounded on the maximal interval
[0, Tf)

If not, by construction, L is a monotone nondecreasing function. Thus,
limt→Tf

supL(t) = limt→Tf
L(t) = +∞. Then, there exists a finite time

t∗2 ∈ [0, Tf), such that

L(t) ≥ 2θ1 + 2 when t∗2 ≤ t < Tf .

This, together with (28), yields

V̇1 ≤ −‖ε‖2 −
1
4
‖ξ‖2 − (N − θ1)Ṅ , ∀t ∈ [t∗2, Tf ). (39)

Using (39) and the boundedness of N on [0, Tf), we arrive at

V1(Tf ) ≤ −
∫ Tf

t∗2

(N − θ1)dN + V1(t∗2) = constant, (40)

∫ Tf

t∗2

ξ22dt ≤ −4
∫ Tf

t∗2

(N − θ1)dN + 4V1(t∗2) = C1. (41)
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According to (15) and (40), it is clear that y is bounded on [0, Tf). The
boundedness of N and y on [0, Tf) implies that the function Δ(y,N) defined
by (27) is bounded on [0, Tf) by a constant, say β. With this in mind, it is
deduced from (5) that

Ṁ = −αM +Δ(y,N) ≤ −αM + β, ∀t ∈ [0, Tf) (42)

which leads to the conclusion that |M(t)| ≤ C, ∀t ∈ [0, Tf), where C > 0 is
a suitable constant.

Using this fact, together with (7) and (41), we deduce from (6) that

+∞ = L(Tf)− L(t∗2) =
∫ Tf

t∗2

M2c2(y)y2dt+
∫ Tf

t∗2

ξ22dt

≤ C2(N(Tf)−N(t∗2)) + C1,

which leads to a contradiction. Hence, L must be bounded on [0, Tf). As
a consequence,

∫ Tf

0 (M2c2(y)y2 + ξ22)dt < +∞.

Claim 3: The state x1 is bounded on the maximal interval [0, Tf).

The proof of boundedness of y = x1 here is quite complicated and substantially
different from the case when c(y) is a polynomial function [6]. This is the price
we have to pay due to the use of the reduced-order observer (3) instead of
the full-order observer in [6]. Notably, the boundedness property of x1 is not
straightforward to establish even in the absence of parameter uncertainty.

In what follows, we shall prove claim 3 using a Lyapunov argument that
is similar to the part (2) in Section 2.

Recall that the closed-loop system can be represented as (see (9), (11) and
(13))

ẋ1 = e2 + rξ2 −Nyc2(y) + φ1( · )
ė2 = e3 − ra2e2 + φ2( · )− ra2φ1( · )

...
ėn = −rn−1an−1e2 + φn( · )− rn−1anφ1( · ) (43)

ξ̇ = rBξ + a(rε2 + φ1( · ))− ṙ

r
Dn−1ξ +

b
r

[
N
∂(yc2(y))

∂y

(
rε2 + rξ2 −Nyc2(y)

+φ1( · )
)

+ y3c4(y)
]
.

Introduce the change of coordinates

δ1 =
x1

r∗
, δi =

ei
r∗i

i = 2, · · · , n, η =
ξ

r∗
(44)

where r∗ = L∗M with L∗ being a sufficiently large constant.



460 H. Lei and W. Lin

In the new coordinates, (43) can be written as (by adding r∗gδ1 and sub-
tracting the same term)

δ̇ = r∗Gδ + r∗gδ1 − rΓδ2 + Φ∗( · )− Ṁ

M
Dnδ

+ (bT , 0)T (rη2 −N
yc2(y)
r∗

)

η̇ = rBη + a(r∗δ2 +
φ1

r∗
)− ṙ

r
Dn−1η −

Ṁ

M
η

+
b
rr∗
[
N
∂(yc2(y))

∂y

(
r∗2δ2 + rr∗η2

−Nyc2(y) + φ1( · )
)

+ c4(y)y3
]

(45)

where Dn = diag{1, · · · , n}, δ = (δ1, · · · , δn)T , η = (η2, · · · , ηn)T , g =
(g1, · · · , gn)T , Γ = [0, a2, a3

L
L∗ , · · · , an( L

L∗ )n−2]T and

G =

⎡

⎢
⎢
⎢
⎣

−g1 1 · · · 0
...

...
. . .

...
−gn−1 0 · · · 1
−gn 0 · · · 0

⎤

⎥
⎥
⎥
⎦
, Φ∗( · ) =

⎡

⎢
⎢
⎢
⎢
⎣

1
r∗φ1(x, θ̄)

1
r∗2φ2(x, θ̄) + ra2φ1(x,θ̄)

r∗2

...
1

r∗nφn(x, θ̄) + rn−1anφ1(x,θ̄)
r∗n

⎤

⎥
⎥
⎥
⎥
⎦
.

The parameters gi > 0, i = 1, · · · , n are chosen in such way that the poly-
nomial sn + g1s

n−1 + · · ·+ gn−1s + gn is Hurwitz, and there exists a matrix
R = RT > 0 satisfying

GTR+RG ≤ −I, 0 < c5I ≤ D̄R+RD̄ ≤ c6I (46)

with D̄ = Dn − 1
2I.

Now, consider the Lyapunov function

V2(r, δ, η) = mr∗δTRδ + rηTQη .

A straightforward but tedious calculation shows that the derivative of V2 along
system (45) satisfies

V̇2 ≤−mr∗‖δ‖2 + 2mr∗2δ1δTRg + 2mr∗δTRΦ∗( · )− 2r2‖η‖2

+ 2rr∗ηTQaδ2 + 2mr∗(rη2 −N
yc2(y)
r∗

)δTR(b T , 0)T

− 2mr∗rδ2δTRΓ + 2rηTQa
φ1( · )
r∗

− ṙηT (DQ+QD)η

−mṙ∗δT (D̄R +RD̄)δ − 2LṀηTQη + 2ηT
Qb
r∗

y3c4(y)

+ 2ηTQbN
∂(yc2(y))

∂y

(
r∗δ2 + rη2 −

Nyc2(y)− φ1( · )
r∗

)
. (47)
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Following a similar procedure in the part (2) of Section 2 (see the estimations
of each term in (16)), one can obtain

V̇2 ≤− (
L∗

2
− θ1)L∗M2‖δ‖2

+ θ1(y2 + c2(y)y2 + ξ22)− r2

4
‖η‖2

− (c5mL∗Δ(y,N)− 2h1(y,N))‖δ‖2

where θ1 is a unknown constant depending on θ.
With the relation (27) in mind, one can choose a sufficiently large constant

L∗, for instance, L∗ ≥ max{2θ1 + 2, 2c1
c5
}, such that

V̇2 ≤ −M2(‖δ‖2 +
1
4
‖η‖2) + θ1

(
(1 + c2(y))y2 + ξ22

)
. (48)

From (48), it follows that

V2(r(Tf ), δ(Tf ), η(Tf )) ≤ θ1

∫ Tf

0

(
y2 + Ṅ + ξ22

)
dt+ V2(0), (49)

∫ Tf

0

M2‖δ‖2dt ≤ θ1

∫ Tf

0

(
y2 + Ṅ + ξ22

)
dt+ V2(0), (50)

∫ Tf

0

M2‖η‖2dt ≤ 4(θ1
∫ Tf

0

(
y2 + Ṅ + ξ22

)
dt+ V2(0). (51)

Using the boundedness of
∫ Tf

0 c2(y)y2dt,
∫ Tf

0 (M2c2(y)y2 + ξ22)dt and
∫ Tf

0 y2dt
(as c2(y) ≥ 1) which are proved in Claim 1 and Claim 2, we concludes from
(50) and (51) that

∫ Tf

0
M2‖δ‖2dt and

∫ Tf

0
M2‖η‖2dt are bounded. Conse-

quently,
∫ Tf

0
e2
2

M2 dt is bounded. From (49) and the definition of V2( · ), it is
concluded that M

1
2 ‖δ‖, M 1

2 ‖η‖ are also bounded on [0, Tf ).
Now, we are ready to prove the boundedness of x1 on the interval [0, Tf).

Choose V3(x1) = 1
2x

2
1. Then, it is easy to see that (by the completion of

square)

V̇3 ≤ x1(e2 + rξ2 −Nyc2(y) + φ1( · ))

≤ (L2 + 1)M2y2 + ξ22 +
e22
M2
− (N − θ)c2(y)y2

≤ (L2 + 1)L̇+
e22
M2
− (N − θ)Ṅ . (52)

By the boundedness of L and N on [0, Tf), we have ∀t ∈ [0, Tf)

V3(x1(t))− V3(x1(0)) ≤ (L̄+ 1)
∫ t

0

L̇dt+
∫ t

0

e22
M2

dt−
∫ t

0

(N − θ)dN,
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which yields

V3(x1(t)) ≤ constant ∀t ∈ [0, Tf) .

As a consequence, x1 is bounded on [0, Tf).

Claim 4: The dynamic gain M is bounded on the maximal interval
[0, Tf).

Since both y and N are bounded on [0, Tf), the boundedness of M on [0, Tf)
follows immediately from the inequality (42).

Claim 5: The states (ε, ξ) are bounded on the maximal interval [0, Tf).

Using the fact that M and L are bounded on the maximal interval [0, Tf),
together with the boundedness of M

1
2 ‖δ‖ and M

1
2 ‖η‖ concluded from (49),

implies that ε and ξ are bounded on [0, Tf).
Putting the five claims together, it is easy to see that Proposition 1 holds.
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Hybrid Feedback Stabilization of Nonlinear
Systems with Quantization Noise
and Large Delays

Claudio De Persis
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Summary. Control systems over networks with a finite data rate can be conve-
niently modeled as hybrid (impulsive) systems. For the class of nonlinear systems in
feedforward form, we design a hybrid controller which guarantees stability, in spite
of the measurement noise due to the quantization, and of an arbitrarily large delay
which affects the communication channel. The rate at which feedback packets are
transmitted from the sensors to the actuators is shown to be arbitrarily close to the
infimal one.

This paper is dedicated to Professor Alberto Isidori on the occasion of his
65th birthday, with admiration and gratitude.

1 Introduction

The problem of controlling systems under communication constraints has at-
tracted much interest in recent years. In particular, many papers have investi-
gated how to cope with the finite bandwidth of the communication channel in
the feedback loop. For the case of linear systems (cf. e.g. [2, 7, 9, 8, 23, 27, 3])
the problem has been very well understood, and an elegant characterization
of the minimal data rate – that is the minimal rate at which the measured
information must be transmitted to the actuators – above which stabiliza-
tion is always possible is available. Loosely speaking, the result shows that
the minimal data rate is proportional to the inverse of the product of the
unstable eigenvalues of the dynamic matrix of the system. Controlling using
the minimal data rate is interesting not only from a theoretical point of view,
but also from a practical one, even in the presence of communication chan-
nels with a large bandwidth. Indeed, having control techniques which employ
a small number of bits to encode the feedback information implies for instance
that the number of different tasks which can be simultaneously carried out is
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maximized, results in explicit procedures to convert the analog information
provided by the sensors into the digital form which can be transmitted, and
improves the performance of the system ([15]). We refer the reader to [25] for
an excellent survey on the topic of control under data rate constraints.

The problem for nonlinear systems has been investigated as well (cf. [16,
18, 24, 6, 13, 4]). In [16], the author extends the results of [2] on quantized
control to nonlinear systems which are input-to-state stabilizable. For the same
class, the paper [18] shows that the approach in [27] can be employed also for
continuous-time nonlinear systems, although in [18] no attention is paid on the
minimal data rate needed to achieve the result. In fact, if the requirement on
the data rate is not strict, as it is implicitly assumed in [18], it is shown in [6]
that the results of [18] actually hold for the much broader class of stabilizable
systems. The paper [24] shows, among the other results, that a minimal data
rate theorem for local stabilizability of nonlinear systems can be proven by
focusing on linearized system. To the best of our knowledge, non local results
for the problem of minimal data rate stabilization of nonlinear systems are
basically missing. Nevertheless, the paper [4] has pointed out that, if one
restricts the attention to the class of nonlinear feedforward systems, then it is
possible to find the infimal data rate above which stabilizability is possible. We
recall that feedforward systems represent a very important class of nonlinear
systems, which has received much attention in recent years (see e.g. [29, 22, 12,
10, 19], to cite a few), in which many physical systems fall ([11]), and for which
it is possible to design stabilizing control laws in spite of saturation on the
actuators. When no communication channel is present in the feedback loop,
a recent paper ([20], see also [21]) has shown that any feedforward nonlinear
system can be stabilized regardless of an arbitrarily large delay affecting the
control action.

In this contribution, exploiting the results of [20], we show that the min-
imal data rate theorem of [4] holds when an arbitrarily large delay affects the
channel (in [4], instantaneous delivery through the channel of the feedback
packets was assumed). Note that the communication channel not only intro-
duces a delay, but also a quantization error and an impulsive behavior [26],
since the packets of bits containing the feedback information are sent only at
discrete times. Hence, the methods of [20], which are studied for continuous-
time delay systems, can not be directly used to deal with impulsive delay
systems in the presence of measurement errors. In addition, our result re-
quires an appropriate redesign, not only of the parameters in the feedback
law of [20], but also of the encoder and the decoder of [4]. See [17] for another
approach to control problems in the presence of delays and quantization.

In the next section, we present some preliminary notions useful to formu-
late the problem. The main contribution is stated in Section 3. Building on
the coordinate transformations of [28, 20], we introduce in Section 4 a form
for the closed-loop system which is convenient for the analysis discussed in
Section 5). For the sake of simplicity, not all the proofs are presented, and
they can be found in [5]. In the conclusions, it is emphasized how the proposed
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solution is also robust with respect to packet drop-out. The rest of the section
summarizes the notation adopted in the paper.

Notation. Given an integer 1 ≤ i ≤ ν, the vector (ai, . . . , aν) ∈ R
ν−i+1

will be succinctly denoted by the corresponding uppercase letter with index
i, i.e. Ai. For i = 1, we will equivalently use the symbol A1 or simply a. Ii
denotes the i × i identity matrix. 0i×j (respectively, 1i×j) denotes an i × j
matrix whose entries are all 0 (respectively, 1). When only one index is present,
it is meant that the matrix is a (row or column) vector.

If x is a vector, |x| denotes the standard Euclidean norm, i.e. |x| =
√
xTx,

while |x|∞ denotes the infinity norm max1≤i≤n |xi|. The vector (xT yT )T will
be simply denoted as (x, y). Z+ (respectively, R+) is the set of nonnegative
integers (real numbers), R

n
+ is the positive orthant of R

n. A matrix M is said
to be Schur stable if all its eigenvalues are strictly inside the unit circle.

The symbol sgn(x), with x a scalar variable, denotes the sign function
which is equal to 1 if x > 0, 0 if x = 0, and equal to −1 otherwise. If x is
an n-dimensional vector, then sgn(x) is an n-dimensional vector whose ith
component is given by sgn(xi). Moreover, diag(x) is an n×n diagonal matrix
whose element (i, i) is xi.

Given a vector-valued function of time x( · ) : R+ → R
n, the symbol

||x( · )||∞ denotes the supremum norm ||x( · )||∞ = supt∈R+
|x(t)|. In the pa-

per, two time scales are used, one denoted by the variable t in which the delay
is θ, and the other one denoted by r, in which the delay is τ . Depending on
the time scale, the following two norms are used: ||xt|| = sup−θ≤ς≤0 |x(t+ ς)|,
||xr || = sup−τ≤σ≤0 |x(r + σ)|. Moreover, x(t̄+) represents the right limit
limt→t̄+ x(t).

The saturation function [20] σ : R → R is an odd C1 function such that
0 ≤ σ′(s) ≤ 1 for all s ∈ R, σ(s) = 1 for all s ≥ 21/20, and σ(s) = s for
all 0 ≤ s ≤ 19/20. Furthermore, σi(s) = εiσ(s/εi), with εi a positive real
number.

2 Preliminaries

Consider a nonlinear system in feedforward form [29, 22, 12, 19], that is a sys-
tem of the form

ẋ(t) = f(x(t), u(t)) :=

⎛

⎜
⎜
⎝

x2(t) + h1(X2(t))
. . .

xn(t) + hn−1(Xn(t))
u(t)

⎞

⎟
⎟
⎠ , (1)

where xi(t) ∈ R, Xi(t) is the vector of state variables xi(t), xi+1(t), . . . , xn(t),
u(t) ∈ R, each function hi is C2, and there exists a positive real number
M > 0 such that for all i = 1, 2, . . . , n− 1, if |Xi+1|∞ ≤ 1, then

|hi(Xi+1)| ≤M |Xi+1|2 . (2)
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We additionally assume that a bound on the compact set of initial conditions
is available to both the encoder and the decoder, namely a vector ̄ ∈ R

n
+ is

known for which
|xi(t0)| ≤ ̄i , i = 1, 2, . . . , n . (3)

We investigate the problem of stabilizing the system above, when the measure-
ments of the state variables travel through a communication channel. There
are several ways to model the effect of the channel. In the present setting, we
assume that there exists a sequence of strictly increasing transmission times
{tk}k∈Z+ , satisfying

Tm ≤ tk+1 − tk ≤ TM , k ∈ Z+ (4)

for some positive and known constants Tm, TM , at which a packet of N(tk)
bits, encoding the feedback information, is transmitted. The packet is received
at the other end of the channel θ units of time later, namely at the times
θk := tk + θ. In problems of control under communication constraints, it is
interesting to characterize how often the sensed information is transmitted to
the actuators. In this contribution, as a measure of the data rate employed
by the communication scheme we adopt the average data rate [27] defined as

Rav = lim supk→+∞
k∑

j=0

N(tj)
tk − t0

, (5)

where
∑k

j=0 N(tj) is the total number of bits transmitted during the time
interval [t0, tk]. An encoder carries out the conversion of the state variable
into packets of bits. At each time tk, the encoder first samples the state vector
to obtain x(tk), and then determines a vector y(tk) of symbols which can be
transmitted through the channel. We recall below the encoder which has been
proposed in [4], inspired by [27, 18], and then propose a modification to handle
the presence of the delay. The encoder in [4] is as follows:

ξ̇(t) = f(ξ(t), u(t))
̇(t) = 0n t �= tk

ξ(t+) = ξ(t) + gE(x(t), ξ(t), (t))
(t+) = Λ(t) t = tk

y(t+) = sgn(x(t) − ξ(t)) t = tk ,

(6)

where ξ,  is the encoder state, y is the feedback information transmit-
ted through the channel, Λ is a Schur stable matrix, and gE(x, ξ, ) =
4−1diag [sgn (x− ξ)] . Note that each component of y takes value in {0,±1},
therefore y can be transmitted as a packet of bits of finite length. In particu-
lar, if ξi is on the left of xi then +1 is transmitted, if it is on the right, then
−1 is transmitted. The system above is an impulsive system ([1, 14]) and its
behavior is easily explained. At t = t0, given an initial condition ξ(t0), (t0),
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the updates ξ(t+0 ), (t+0 ) of the encoder state and y(t+) of the output are ob-
tained. The former update serves as initial condition for the continuous-time
dynamics, and the state ξ(t), (t) is computed over the interval [t0, t1]. At the
endpoint of the interval, a new update ξ(t+1 ), (t+1 ) is obtained and the pro-
cedure can be iterated an infinite number of times to compute the solution
ξ(t), (t) for all t.

At the other end of the channel lies a decoder, which receives the packets
y(tk), and reconstructs the state of the system. The decoder is very similar to
the encoder. In fact, we have:

ψ̇(t) = f(ψ(t), u(t))
ν̇(t) = 0n t �= tk

ψ(t+) = ψ(t) + gD(y(t), ν(t))
ν(t+) = Λν(t) t = tk

(7)

with gD(y, ν) = 4−1diag(y)ν. The control law is

u(t) = α(ψ(t)) , (8)

where α is the nested saturated function specified later. Note that this control
law is feasible because the decoder and the actuator are co-located. If the
encoder and the decoder agree to set their initial conditions to the same
value, then it is not hard to see ([4]) that ξ(t) = ψ(t) and (t) = ν(t) for
all t. Moreover, one additionally proves that ξ(t) is an asymptotically correct
estimate of x(t), and the latter converges to zero [4].

When a delay affects the channel, the decoder does not know the first state
sample throughout the interval [t0, t0 + θ], and hence it can not provide any
feedback control action. The control is therefore set to zero. As the successive
samples y(tk) are all received at times θk = tk +θ, the decoder becomes aware
of the value of ξ θ units of time later. Hence, the best one can expect is to
reconstruct the value of ξ(t − θ) (see Lemma 1 below), and to this purpose
the following decoder is proposed:

ψ̇(t) = f(ψ(t), α(ψ(t − θ)))
ν̇(t) = 0n t �= θk

ψ(t+) = ψ(t) + gD(y(t− θ), ν(t))
ν(t+) = Λν(t) t = θk
u(t) = α(ψ(t)) .

(9)

We also need to modify the encoder. Indeed, as mentioned in the case with no
delay, for the encoder to work correctly, the control law (8), and hence ψ(t),
must be available to the encoder. To reconstruct this quantity, the following
equations are added to the encoder (6):

ω̇(t) = f(ω(t), α(ω(t− θ))) t �= θk
ω(t+) = ω(t) + gE(x(t− θ), ξ(t − θ), (t− θ)) t = θk .
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As in [28, 20], we shall adopt a linear change of coordinates in which the
control system takes a special form convenient for the analysis. Differently
from [4], this change of coordinates plays a role also in the encoding/decoding
procedure. Indeed, denoted by Φ the nonsingular matrix which defines the
change of coordinates, and which we define in detail in Section 4, the functions
gE , gD which appear in (11) and, respectively, (9) are modified as

gE(x, ξ, ) = (4Φ)−1diag [sgn (Φ(x − ξ))]  , gD(y, ν) = (4Φ)−1diag(y)ν ,

the initial conditions of the encoder and decoder are set as

||ωθ0 || = 0 , ξ(t0) = 0n , (t0) = 2Φ̄ ,

||ψθ0 || = 0 , ν(θ0) = 2Φ̄ ,
(10)

and, finally, the vector y which is transmitted through the channel take the
expression

y(t+) = sgn(Φ(x(t) − ξ(t))) .

Overall, the equations which describe the encoder are:

ω̇(t) = f(ω(t), α(ω(t− θ))) t �= θk
ξ̇(t) = f(ξ(t), α(ω(t)))
̇(t) = 0n t �= tk
ω(t+) = ω(t) + gE(x(t− θ), ξ(t − θ), (t− θ)) t = θk
ξ(t+) = ξ(t) + gE(x(t), ξ(t), (t))
(t+) = Λ(t)
y(t+) = sgn(Φ(x(t) − ξ(t))) t = tk .

(11)

The following can be easily proven.

Lemma 1. In the above setting, we have: (i) ω(t) = ψ(t) for all t ≥ t0, (ii)
ξ(t− θ) = ψ(t) and ν(t− θ) = (t) for all t ≥ θ0.

As anticipated, the encoder and decoder we introduced above are such that
the internal state of the former is exactly reconstructed from the internal state
of the latter. This also implies that in the analysis to come it is enough to
focus on the equations describing the process and the decoder only.

3 Main Result

The problem we tackle in this paper is, given any value of the delay θ, find
the matrices Λ,Φ in (11) and (9), and the control (8) which guarantee the
state of the entire closed-loop system to converge to the origin. As recalled
in the previous section, at times tk, the measured state is sampled, packed
into a sequence of N(tk) bits, and fed back to the controller. In other words,
the information flows from the sensors to the actuators with an average rate



Hybrid Stabilization of Nonlinear Systems with Noise and Delays 471

Rav given by (5). In this setting, it is therefore meaningful to formulate the
problem of stabilizing the system while transmitting the minimal amount of
feedback information per unit of time, that is using the minimal average data
rate. The problem can be formally cast as follows.
Definition 1. System (1) is semi-globally asymptotically and locally exponen-
tially stabilizable using an average data rate arbitrarily close to the infimal one
if, for any ̄ ∈ R

n
+, θ > 0, R̂ > 0, an encoder (11), a decoder (9), initial condi-

tions (3), (10), and a controller (8) exist such that for the closed-loop system
with state X := (x, ω, ξ, , ψ, ν), we have the following properties.

(i) The origin is a stable equilibrium point;
(ii) There exist a compact set C containing the origin, and T > 0, such that

X(t) ∈ C for all t ≥ T ;
(iii) For all t ≥ T , for some positive real numbers k, δ,

|X(t)| ≤ k||XT || exp(−δ(t− T )) .

(iv) Rav < R̂.

Remark 1. It is straightforward to verify that the origin is indeed an equilib-
rium point for the closed-loop system. Moreover, item (iii) explains what is
meant by stabilizability using an average data rate arbitrarily close to the
infimal one. As a matter of fact, (iv) requires that the average data rate can
be made arbitrarily close to the zero, which of course is the infimal data rate.
It is “infimal” rather than “minimal”, because we could never stabilize an
open-loop unstable system such as (1) with a zero data rate (no feedback). �

Compared with the papers [29, 22, 12, 19], concerned with the stabiliza-
tion problem of nonlinear feedforward systems, the novelty here is due to the
presence of impulses, quantization noise which affects the measurements and
delays which affect the control action (on the other hand, we neglect para-
metric uncertainty, considered in [19]). In [30], it was shown robustness with
respect to measurement errors for non-impulsive systems with no delay. In
[20], the input is delayed, but neither impulses nor measurement errors are
present. Impulses and measurement errors are considered in [4], where the
minimal data rate stabilization problem is solved, but instantaneous delivery
of the packets is assumed.
We state the main result of the paper.
Theorem 1. System (1) is semi-globally asymptotically and locally exponen-
tially stable with an average data rate arbitrarily close to the infimal one.

Remark 2. The proof is constructive and explicit expressions for Λ,Φ, and the
controller are determined. �

Remark 3. This result can be viewed as a nonlinear generalization of the well-
known data rate theorem for linear systems. Indeed, the linearization of the
feedforward system at the origin is a chain of integrators, for which the mini-
mal data rate theorem for linear systems states that stabilizability is possible
using an average data rate arbitrarily close to zero. �
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4 Change of Coordinates

Building on the coordinate transformations in [20, 28], we put the system
composed of the process and the decoder in a special form. Before doing this,
we recall that for feedforward systems encoders, decoders and controllers are
designed in a recursive way [28, 29, 22, 12, 20, 4]. In particular, at each step
i = 1, 2, . . . , n, one focuses on the last n − i + 1 equations of system (1),
design the last n− i+ 1 equations of the encoder and the decoder, the first i
terms of the nested saturated controller, and then proceed to the next step,
where the last n− i equations of (1) are considered. To this end, it is useful to
introduce additional notation to denote these subsystems. In particular, for
i = 1, 2, . . . , n, we denote the last n− i+ 1 equations of (1) by

Ẋi(t) = Hi(Xi+1(t), u(t)) =

⎛

⎜
⎜
⎝

xi+1(t) + hi(Xi+1(t))
. . .

xn(t) + hn−1(Xn(t))
u(t)

⎞

⎟
⎟
⎠ , (12)

with u(t) = α(ψ(t)), while for the last n− i+ 1 equations of the decoder (9)
we adopt the notation

Ψ̇i(t) = Hi(Ψi+1(t), u(t− θ))
Ṅi(t) = 0n−i+1 t �= θk ,

Ψi(t) = Ψi(t−) + (4Φi)−1diag(Yi(t− θ))Ni(t−)

Ni(t) = ΛiNi(t−) t = θk ,

(13)

whereNi denotes the components from i to n of ν. Moreover, for given positive
constants L ≤ M , κ ≥ 1, with M defined in (2), we define the non singular
positive matrices1 Φi as:

ΦiXi :=

⎡

⎢
⎢
⎢
⎢
⎣

pi

(
M

L
κi−1xi, . . . ,

M

L
κn−1xn

)

. . .

pn

(
M

L
κn−1xn

)

⎤

⎥
⎥
⎥
⎥
⎦
,

i = 1, . . . , n ,

(14)

where the functions pi, qi : R
n−i+1 → R are [28, 20]

pi(ai, . . . , an) =
n∑

j=i

(n− i)!aj
(n− j)!(j − i)! ,

qi(ai, . . . , an) =
n∑

j=i

(−1)i+j(n− i)!aj
(n− j)!(j − i)! ,

1 The matrix Φ1 will be simply referred to as Φ.
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with pi(qi(ai, . . . , an), . . . , qn(an)) = ai, qi(pi(ai, . . . , an), . . . , pn(an)) = ai.
Finally, let us also introduce the change of time scale

t = κr , (15)

and the input coordinate change

v(r) = κpn

(
M

L
κn−1u(κr)

)

. (16)

Then we have the following.

Lemma 2. Let i ∈ {1, 2, . . . , n} and

τ := θ/κ , rk := tk/κ , ρk := θk/κ . (17)

The change of coordinates (15), (16), and

Zi(r) = ΦiXi(κr)
Ei(r) = Φi(Ψi(κr) −Xi(κ(r − τ))) ,
Pi(r) = Ni(κr)

(18)

transforms system (12)–(13) into

Żi(r) = ΓiZi(r) + 1n−i+1v(r) + ϕi(Zi+1(r))
Ėi(r) = ΓiEi(r) + ϕi(Ei+1(r) + Zi+1(r − τ))

−ϕi(Zi+1(r − τ))
Ṗi(r) = 0n−i+1 r �= ρk

Zi(r+) = Zi(r)
Ei(r+) = Ei(r) + 4−1diag(sgn(−Ei(r)))Pi(r)
Pi(r+) = ΛiPi(r) r = ρk ,

(19)

where

Γi :=

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0 1 1 . . . 1 1
0 0 1 . . . 1 1
...

...
...

...
...

...
0 0 0 . . . 0 1
0 0 0 . . . 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎦

, ϕi(Zi+1) :=

⎡

⎢
⎢
⎢
⎢
⎣

fi(Zi+1)
fi+1(Zi+2)

. . .
fn−1(Zn)

0

⎤

⎥
⎥
⎥
⎥
⎦
.

Proof. It is shown in [20] that, (15), (16) and Zi(r) = ΦiXi(κr) transforms
(12) into

Żi(r) = Fi(Zi+1(r), v(r))

:=

⎡

⎢
⎢
⎢
⎣

∑n
j=i+1 zj(r) + v(r) + fi(Zi+1(r))∑n

j=i+2 zj(r) + v(r) + fi+1(Zi+2(r))
...

v(r)

⎤

⎥
⎥
⎥
⎦
,

(20)
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where
|fi(Zi+1)| ≤ P |Zi+1|2 , P = n3(n!)3Lκ−1 , (21)

provided that |Zi+1|∞ ≤ (Mκ)/(L(n+1)!). Clearly, the equation (20) is equal
to the first equation of (19). Bearing in mind (20), and by differentiating Ei

defined in (18), we obtain

Ėi(r) = Fi(Ei+1(r) + Zi+1(r − τ), v(r − τ))− Fi(Zi+1(r − τ), v(r − τ))
= Γi(Ei(r) + Zi(r − τ)) + 1n−i+1v(r − τ) + ϕi(Ei+1(r) + Zi+1(r − τ))
−Γi(Zi(r − τ)) − 1n−i+1v(r − τ) − ϕi(Zi+1(r − τ))

= ΓiEi(r) + ϕi(Ei+1(r) + Zi+1(r − τ)) − ϕi(Zi+1(r − τ))
(22)

for r �= ρk, while for r = ρk, we have:

Ei(ρ+
k ) = Φi(Ψi(κρ+

k )−Xi(κ(ρk − τ)+))
= Φi(Ψi(θ+

k )−Xi(t+k ))
= Φi(Ψi(θk) + (4Φi)−1diag(Yi(t+k ))Ni(θk)−Xi(tk))
= Φi(Ψi(θk)−Xi(tk)) + 4−1diag(sgn(Φi[Xi(tk)−Ξi(tk)]))Ni(θk)
= Φi(Ψi(θk)−Xi(tk)) + 4−1diag(sgn(Φi[Xi(tk)− Ψi(θk)]))Ni(θk) ,

(23)
where the last equality descends from (ii) in Lemma 1, and implies

Ei(ρ+
k ) = Ei(ρk) + 4−1diag(sgn(−Ei(ρk)))Ni(θk) . (24)

The thesis then follows if we observe that the variable Pi defined in (18)
satisfies

Ṗi(r) = 0n−i+1 r �= ρk
Pi(r+) = ΛiPi(r) r = ρk .

(25)

��

Before ending the section, we specify the nested saturated controller u(t) =
α(ψ(t)) which is shown to stabilize the closed-loop system in the next section.
In particular, we have

α(ψ(t)) = − L

Mκn
σn

(

pn

(

κn−1M

L
ψn(t)

)

+ σn−1

(

pn−1

(

κn−2M

L
ψn−1(t),

κn−1M

L
ψn(t)

)

+ . . .+ σi

(

pi

(

κi−1M

L
ψi(t), . . . , κn−1M

L
ψn(t)

)

+λi−1(t)) . . .) ,

with

λi−1(t) = σi−1

(

pi−1

(

κi−2M

L
ψi−1(t), . . . , κn−1M

L
ψn(t)

)

+ . . .+ σ1

(

p1

(
M

L
ψ1(t), . . . , κn−1M

L
ψn(t)

))

. . .

)

,

and where the saturation levels εi of σi(r) = εiσ(r/εi) are chosen as follows:
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1 = 80εn = 802εn−1 = . . . = 80nε1 . (26)

In the new coordinates (15)–(16), (18), the controller takes the form

v(r) = −σn(en(r) + zn(r − τ) + σn−1(en−1(r) + zn−1(r − τ)+
. . .+ σi(ei(r) + zi(r − τ) + λ̂i−1(r)) . . .)) ,

(27)

with λ̂i−1(r) = σi−1(ei−1(r) + zi−1(r − τ) + . . .+ σ1(e1(r) + z1(r − τ)) . . .).

5 Analysis

In the previous sections, we have introduced the encoder, the decoder and the
controller. In this section, in order to show the stability property, we carry
out a step-by-step analysis, where at each step i, we consider the subsystem
(19) in closed-loop with (27). We first introduce two lemmas which are at the
basis of the iterative construction. The first one, which, in a different form,
was basically given in [4], shows that the decoder asymptotically tracks the
state of the process under a boundedness assumption. The proof we present
here is more straightforward than the original one.

Lemma 3. Suppose (3) is true. If for some i = 1, 2, . . . , n there exists a pos-
itive real number Z̄i+1 such that 2

||Zi+1( · )||∞ ≤ Z̄i+1 ,

and, for all r ≥ ρ0,

|ej(r)| ≤ pj(r)/2 , j = i+ 1, i+ 2, . . . , n ,

with3

Pi+1(ρ+) = Λi+1Pi+1(ρ) ρ = ρk ,

and Λi+1 a Schur stable matrix, then for all r ≥ ρ0,

|ei(r)| ≤ pi(r)/2 ,

with pi(r+) = pi(r)/2, for r = ρk, if i = n, and
[

pi(r+)
Pi+1(r+)

]

=
[

1/2 ∗
0n−i Λi+1

] [
pi(r)
Pi+1(r)

]

r = ρk , (28)

if i ∈ {1, 2, . . . , n− 1}, where ∗ is a 1× (n− i) row vector depending on Z̄i+1,
̄, and TM .
2 The conditions are void for i = n.
3 In the statement, the continuous dynamics of the impulsive systems are trivial –

the associated vector fields are identically zero – and hence omitted.
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Proof. Recall first (22), (24). Furthermore, by (10), the definition of Φ, and
(3), |ej(ρ0)| ≤ pj(ρ0)/2 for j = i, i+1, . . . , n. For i = n, as |en(ρ0)| ≤ pn(ρ0)/2,
it is immediately seen that

|en(ρ+
0 )| = |en(ρ0) + 4−1sgn(−en(ρ0))pn(ρ0)| ≤ 4−1pn(ρ0)

which proves that |en(ρ+
0 )| ≤ pn(ρ+

0 )/2, provided that Λn = 1/2. As ėn(r) =
0, then |en(r)| ≤ pn(ρ+

0 )/2 for r ∈ [ρ0, ρ1). As ṗn(r) = 0, also |en(ρ1)| ≤
pn(ρ1)/2, and iterative arguments prove that |en(r)| ≤ pn(ρ+

k )/2 on each
interval [ρk, ρk+1). Notice that the single trivial eigenvalue of Λn is strictly
less than the unity. The first equation of (22) writes as:

ėi(r) = 1n−iEi+1(r) + ϕi(Ei+1(r) + Zi+1(r − τ)) − ϕi(Zi+1(r − τ))

=

(

1n−i +
[
∂ϕi(yi+1)
∂yi+1

]

α(r)Ei+1(r)+Zi+1(r−τ)

)

Ei+1(r) ,

with α(r) ∈ [0, 1] for all r. As both Ei+1 and Zi+1 are bounded, it is not hard
to see [4] that there exists a positive real number Fi depending on Z̄i+1 and
̄, such that, for r ∈ [ρk, ρk+1),

ei(r) ≤ ei(ρ+
k ) + Fi(ρk+1 − ρk)

n∑

j=i+1

pj(ρ+
k )/2 ,

with |ei(ρ+
0 )| ≤ pi(ρ0)/4. By iteration, the thesis is inferred provided that

pi(ρ+
k ) =

1
2
pi(ρk) + FiTM1n−iΛi+1Pi+1(ρk)

≥ 1
2
pi(ρk) + Fi(ρk+1 − ρk)

n∑

j=i+1

pj(ρ+
k ) .

Note that, by the definition of pi(ρ+
k ) above, Pi(ρ+

k ) = ΛiPi(ρk), with Λi the
matrix in (28), that shows Λi to be a Schur stable matrix provided that so is
Λi+1. ��

The following remark will be useful later on.

Remark 4. From the proof of the lemma, it is possible to see that, if ||z( · )||∞ ≤
Z, for some Z > 0, then e and p in (19) (with i = 1) obey the equations4

ė(r) = A(r)e(r)
ṗ(r) = 0n r �= ρk
e(r) = e(r−) + 4−1diag[sgn(−e(r−))]p(r−)
p(r) = Λp(r−) r = ρk ,

(29)

4 Again, we adopt the symbol Λ rather than Λ1.
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with

A(r) :=

⎡

⎢
⎢
⎢
⎢
⎢
⎣

0 a12(r) a13(r) . . . a1n−1(r) a1n(r)
0 0 a23(r) . . . a2n−1(r) a2n(r)
...

...
...

...
...

...
0 0 0 . . . 0 an−1n(r)
0 0 0 . . . 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎦

, (30)

and where the off-diagonal components of A, rather than as functions of
(r, e(r), z(r − τ)), are viewed as bounded (unknown) functions of r, whose
absolute value can be assumed without loss of generality to be upper bounded
by a positive constant depending on Z, ̄ and TM . �

The next statement, based on Lemma 10 in [20], shows that a controller exists
which guarantees the boundedness of the state variables, a property required
in the latter result. Note that the arguments of the proof in [20] hold even in
the presence of a “measurement” disturbance e induced by the quantization,
which can be possibly large during the transient but it is decaying to zero
asymptotically.

Lemma 4. Consider the system

Ż(r) = −εσ
[
1
ε
(Z(r − τ) + e(r) + λ(r))

]

+ μ(r)

where Z ∈ R, ε is a positive real number, and additionally:

• λ( · ) and μ( · ) are continuous functions for which positive real numbers
λ∗ and μ∗ exist such that, respectively, |λ(r)| ≤ λ∗, |μ(r)| ≤ μ∗, for all
r ≥ r0;

• e( · ) is a piecewise-continuous function for which a positive time r∗ and
a positive number e∗ exist such that |e(r)| ≤ e∗, for all r ≥ r∗.

If

τ ∈
(

0,
1
24

]

, λ∗ ∈
(
0,

ε

80

]
, e∗ ∈

(
0,

ε

80

]
, μ∗ ∈

(
0,

ε

80

]
,

then there exist positive real numbers Z∗ and R ≥ 0 such that ||Z( · )||∞ ≤ Z∗,
and for all r ≥ R,

|Z(r)| ≤ 4(λ∗ + μ∗ + e∗) .

Remark 5. The upper bounds on λ∗, e∗, μ∗ could be lowered to ε/40 and the
result would still hold. The more conservative bounds are needed in forthcom-
ing applications of the lemma. �

To illustrate the iterative analysis in a concise manner, the following is
very useful (cf. [20]).

Inductive Hypothesis There exists Z̄i > 0 such that ||Zi( · )|| ≤ Z̄i. Moreover,
for each j = i, i + 1, . . . , n, |ej(r)| ≤ pj(r)/2, for all r ≥ ρ0, and there exists
Ri > τ such that for all r ≥ Ri,
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|zj(r)| ≤
1
4
εj , |ej(r)| ≤

1
2n

·
1

80j−i+2
εj .

Initial step (i = n) The initial step is trivially true, provided that τ ≤ 1/24,
and εn = 1/80. Indeed, consider the closed-loop system (19), (27) with i = n,
to obtain:

żn(r) = −σn(zn(r − τ) + en(r) + λ̂n−1(r))
ėn(r) = 0
ṗn(r) = 0 r �= ρk

zn(r+) = zn(r)
en(r+) = en(r) + 4−1sgn(−en(r))pn(r)
pn(r+) = Λnpn(r) r = ρk ,

(31)

where we set Λn := 1/2. By Lemma 3 and (31), |en(r)| ≤ εn/80 from a cer-
tain time R′

n on. Applying Lemma 4 to the zn sub-system, we conclude that
||zn( · )||∞ ≤ Z̄n, and there exists a time Rn > R′

n such that |zn(r)| ≤ εn/4,
and |en(r)| ≤ εn−1/(n · 160) for all r ≥ Rn, the latter again by Lemma 3.

Inductive step The inductive step is summarized in the following result.

Lemma 5. Let

P ≤ Pm ≤ [20 · (80)nn]−1 , τ ≤ τm ≤ [4 · 80n+1n(n+ 2)]−1 . (32)

If the inductive hypothesis is true for some i ∈ {2, . . . , n}, then it is also true
for i− 1.

Applying this lemma repeatedly, one concludes that, after a finite time, the
state converge to the linear operation region for all the saturation functions,
and the closed-loop system starts evolving according to the equations (cf. Re-
mark 4)

ż(r) = A1z(r) +A2z(r − τ) +A2e(r) + ϕ(z(r))
ė(r) = A(r)e(r)
ṗ(r) = 0n r �= ρk

z(r+) = z(r)
e(r+) = e(r) + 4−1diag[sgn(−e(r))]p(r)
p(r+) = Λp(r) r = ρk ,

(33)

where:

(i) A1, A2 are matrices for which there exist q = (1 + n2)n−1, a = n, and
Q = QT > 0 such that

(A1 +A2)TQ+Q(A1 +A2) ≤ −I ,

with ||Q|| ≤ q and ||A1||, ||A2|| ≤ a;
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(ii) there exists γ > 0 such that ϕ(z(r)) := [ f1(Z2(r)) . . . fn−1(Zn(r)) 0 ]T

satisfies
|ϕ(z)| ≤ γ|z| ;

(iii) A(r) is as in (30);
(iv) Λ is the Schur stable matrix designed following the proof of Lemma 3.

Remark 6. It can be shown that the same arguments used for the proofs of
the Lemma 3 to 5 lead to the conclusion that there always exists a sufficiently
small neighborhood of initial conditions for the system (19), (27), with i = 1,
such that the entire state evolves in a set where all the saturation functions
operate in their linear region. This remark is important to conclude Lyapunov
stability of the closed-loop system. �

In [20] the authors investigate the stability property of

ż(r) = A1z(r) +A2z(r − τ) + ϕ(z(r)) ,

that is the first component of system (33), with e = 0 and no impulses. In the
present case, e is due to the quantization noise and drives the z-subsystem.
The “driver” subsystem is composed of the (e, p) equations of (33). Hence, we
have to study the stability of a cascade system with impulses. To this end,
concisely rewrite the (e, p) equations of the system above as ([1])

ε̇(r) = B(r)ε(r) r �= ρk
ε(r+) = gk(ε(r)) r = ρk ,

(34)

with ε = (e, p), |gk(ε)| ≥ |ε|/2, and notice the following consequence of
Lemma 3 above, and [1], Theorem 15.2.

Corollary 1. There exists a function V (r, ε) = V (r, e, p) : R+ × R
n × R

n →
R+ such that, for all r ∈ R+ and for all ε = (e, p) ∈ R

n × R
n for which

|e| ≤ |p|/2, satisfies

c1|ε|2 ≤ V (r, ε) ≤ c2|ε|2

∂V

∂r
+
∂V

∂ε
B(r)ε(r) ≤ −c3|ε|2 r �= ρk

V (r+, gk(ε)) ≤ V (r, ε) r = ρk
∣
∣
∣
∣
∂V (r, ε)
∂ε

∣
∣
∣
∣ ≤ c4|ε| ,

for some positive constants ci, i = 1, . . . , 4.

The corollary points out that there exists an exponential Lyapunov func-
tion for the system (34). Based on this function, one can build a Lyapunov-
Krasowskii functional to show that the origin is exponentially stable for the
entire cascade impulsive system (33), thus extending Lemma 11 in [20] in the
following way.
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Lemma 6. Consider system (33), for which the conditions (i)–(iv) hold. If

γ ≤ 1
8q

and τ ≤ min
{

1
16a2(8aq + 1)2

,
1

32q2a4
, 2
}

,

then, for all r ≥ ρ0, for some positive real numbers k, δ, we have

|(z(r), ε(r))| ≤ k||(z, ε)ρ0 || exp(−δ(r − ρ0)) .

We can now state the following stability result for the system (19), (27).

Proposition 1. Consider the closed-loop system (19), (27) and let |ei(ρ0)| ≤
pi(ρ0)/2 for all i = 1, 2, . . . , n. If (26) holds,

L ≤ min{M,
Mκ

(n+ 1)!
} (35)

and

0 ≤ τ ≤ τm = [max
{
4 · (80)n+1n(n+ 2), 16n2(8n(1 + n2)n−1 + 1)2,

32(1 + n2)2(n−1)n4
}
]−1

0 ≤ P ≤ Pm = [max{20 · 80n+1n, 8(1 + n2)n−1
√
n(n− 1)}]−1 ,

(36)

then the following properties hold.

(i) The origin of the closed-loop system is stable;
(ii) There exist a compact neighborhood Ĉ of the origin and R > 0 such that,

for all r ≥ R, the state belongs to Ĉ;
(ii) For all r ≥ R, for some positive real numbers k̂, δ̂,

|(z(r), e(r), p(r))| ≤ k̂||(z, e, p)R|| exp(−δ̂(r −R)) . (37)

Proof. Bearing in mind (21) and that εi < 1, for i = 1, 2, . . . , n, and
(Mκ)/(L(n + 1)!) ≥ 1, then γ in (ii) after (33) is seen to be equal to√
n(n− 1)P , and the condition P ≤ [8(1 + n2)n−1

√
n(n− 1)]−1 in (36) ac-

tually implies γ ≤ 1/(8q). Analogously, one can check that the requirements
on τ and P in (36) imply that all the conditions in Lemma 5 and 6 are true.
These lemma (see also Remark 6) allow us to infer the thesis. ��

The proof of the main result of the paper simply amounts to rephrase the
proposition above in the original coordinates. This is straightforward and we
omit it. We only discuss briefly the issue of the minimality of the data rate. By
definition of Rav, it is always possible to guarantee that Rav < R̂, provided
that Tm ≥ 2n/R̂. Now the stability results we presented hold for a given value
of Tm which may or may not fulfill the inequality above. Suppose it does not.
Can we increase Tm above 2n/R̂ and still have stability? The answer is yes,
for the value of Tm (and hence of TM ≥ Tm) affects the entries of A(r) and Λ,
but the exponential stability of the (e, p) equations (and therefore of system
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(29)) remains true, as it is evident from the proof of Lemma 3. Hence, the
arguments above still apply and minimality of the data rate is proven.

We stress that the proof of the result is constructive, that is we give the ex-
plicit expressions of the encoder, the decoder and the controller which solve the
problem. As a matter of fact, the equations of encoder and the decoder are in-
troduced in (11) and, respectively, (9). The matrices Λ and Φ appearing there
are, respectively, designed in Lemma 3, and defined in (14). The parameters of
the nested saturated controller are L, κ and the saturation levels εi. The latter
are defined in (26). The former must be chosen in such a way that (35) and (36)
are satisfied. Bearing in mind the definitions (17), (21), it is easy to see that,
for any value of the delay θ, there exist a sufficiently large value of κ and a suf-
ficiently small value of L such that (35) and (36) are true. These values will be,
respectively, larger and smaller than the corresponding values given in [20],
as the presence of the quantization error requires a stronger control action.

6 Conclusion

We have shown that minimal data rate stabilization of nonlinear systems is
possible even when the communication channel is affected by an arbitrarily
large transmission delay. The system has been modeled as the feedback inter-
connection of a couple of impulsive nonlinear control systems with the delay
affecting the feedback loop. In suitable coordinates, the closed-loop system
turns out to be described by a cascade of impulsive delay nonlinear control
systems, and semi-global asymptotic plus local exponential stability has been
shown. The proof relies, among other things, on the design of a Lyapunov-
Krasowskii functional for an appropriate cascade impulsive time-delay system.
If the encoder is endowed with a device able to detect abrupt changes in the
rate of growth of xn, or if a dedicated channel is available to inform the encoder
about the transmission delays, then it is not difficult to derive the same kind
of stability result for the case when the delays are time-varying and upper-
bounded by θ. Similarly, by adjusting TM in (4), it is possible to show that the
solution proposed in this paper is also robust with respect to packet drop-outs.
The same kind of approach appears to be suitable for other problems of control
over communication channel with finite data rate, delays and packet drop-out.
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