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## Preface

## This book is a tribute to

## Prof. Alberto Isidori

on the occasion of his 65 th birthday.
Prof. Isidori's prolific, pioneering and high-impact research activity has spanned over 35 years. Throughout his career, Prof. Isidori has developed ground-breaking results, has initiated research directions and has contributed towards the foundation of nonlinear control theory. In addition, his dedication to explain intricate issues and difficult concepts in a simple and rigorous way and to motivate young researchers has been instrumental to the intellectual growth of the nonlinear control community worldwide.

The volume collects 27 contributions written by a total of 52 researchers. The principal author of each contribution has been selected among the researchers who have worked with Prof. Isidori, have influenced his research activity, or have had the privilege and honour of being his PhD students. The contributions address a significant number of control topics, including theoretical issues, advanced applications, emerging control directions and tutorial works. The diversity of the areas covered, the number of contributors and their international standing provide evidence of the impact of Prof. Isidori in the control and systems theory communities.

The book has been divided into six parts: System Analysis, Optimization Methods, Feedback Design, Regulation, Geometric Methods and Asymptotic Analysis, reflecting important control areas which have been strongly influenced and, in some cases, pioneered by Prof. Isidori.

The first part "System Analysis" collects four contributions. In "Smooth Distributions Are Globally Finitely Spanned", H.J. Sussmann focuses on the foundations of differential geometry providing a characterization of smooth distributions. Then E.D. Sontag and Y. Wang, in "Uniformly Universal Inputs", prove the existence of universal inputs, uniformly for the observability of all analytic continuous-time systems. In "System Interconnection", J.C. Willems reviews and sheds new light on the classical notion of intercon-
nection, with special emphasis on physically consistent formalizations. Finally, in "Reduced Order Modeling of Nonlinear Control Systems", A.J. Krener presents a method for nonlinear model reduction based on a normal form for the controllability and observability functions.

The second part "Optimization Methods" consists of four contributions. In "Nonholonomic Trajectory Optimization and the Existence of Twisted Matrix Logarithms", R.W. Brockett discusses an optimal control problem for bilinear systems as a representative example for a class of problems with a Lie group structure. Then A.B. Kurzhanski and P. Varaiya, in "The Hamilton-Jacobi Type Equations for Nonlinear Target Control and Their Approximation", present a comparison principle for first-order PDEs, of the Hamilton-JacobiBellman type, arising in nonlinear target control synthesis and reachability analysis. In "Causal Coding of Markov Sources with Continuous Alphabets", S. Yüksel and T. Başar deal with the remote control problem for linear and nonlinear systems with quantization, by studying the structure of optimal causal encoders for $k$ th-order Markov sources. Finally, in "Pseudospectral Optimal Control and Its Convergence Theorems", W. Kang, I.M. Ross and Q. Gong present convergence theorems for the pseudospectral methods of nonlinear optimal control with constraints.

The third part "Feedback Design" comprises six contributions. In "Event Based Control", K.J. Åström discusses the advantages of event-based control strategies over sampled-data theory in computer controlled systems. Then, A.P. Aguiar, J.P. Hespanha and P.V. Kokotović investigate, in "Zero Dynamics and Tracking Performance Limits in Nonlinear Feedback Systems", the tracking performance achievable for nonminimum-phase nonlinear systems by exploiting the concept of zero dynamics. In "A Nonlinear Model for Combustion Instability: Analysis and Quenching of the Oscillations", I.D. Landau, F. Bouziani and R.R. Bitmead study a model for combustion instability in gas-fueled turbo-machinery using the Krylov-Bogoliubov method. Then, M. Cao and A.S. Morse, in "Convexification of the Range-Only Station Keeping Problem", solve the three landmarks station keeping problem in the plane, by adopting concepts inherited from switched adaptive control. In "Control of Hydraulic Devices, an Internal Model Approach", K. Schlacher and K. Zehetleitner study the problem of controlling, by output feedback, nonlinear hydraulic devices to suppress periodic disturbances in steel rolling. Finally, in "Hybrid Zero Dynamics of Planar Bipedal Walking", J.W. Grizzle and E.R. Westervelt deal with the problem of designing stable periodic walking motions in bipedal robots by extending the concept of zero dynamics to hybrid systems.

Six contributions compose the fourth part "Regulation". In "Hybrid Systems: Limit Sets and Zero Dynamics with a View Toward Output Regulation", C. Cai, R. Goebel, R.G. Sanfelice and A.R. Teel investigate concepts such as limit sets and zero dynamics for hybrid systems and discuss their use in hybrid output regulation problems. Then, L. Marconi and L. Praly, in "Essential and Redundant Internal Models in Nonlinear Output Regu-
lation", develop a few issues on the problem of semiglobal output regulation for nonlinear systems and, in particular, discuss the design of internal model-based regulators. In "Two Global Regulators for Systems with Measurable Nonlinearities and Unknown Sinusoidal Disturbances", R. Marino, G.L. Santosuosso and P. Tomei deal with the problem of global regulation for a class of possibly nonminimum-phase nonlinear systems in the presence of uncertainties on the system and the exosystem. Then A. Serrani, in "A Taxonomy for Time-Varying Immersions in Periodic Internal-Model Control", frames in the context of nonlinear output regulation the problem of classifying immersion mappings according to the observability properties of the steady-state generator system. In "Paving the Way Towards the Control of Wireless Telecommunication Networks", F. Delli Priscoli and A. Pietrabissa show how linear control methodologies can be used for the development of resource management procedures in communication networks. Finally, in "Nonlinear Synchronization of Coupled Oscillators: the Polynomial Case", J.-S. Kim and F. Allgöwer present a feedback method to achieve synchronization of coupled identical oscillators which are described by polynomial vector fields.

The fifth part "Geometric Methods" contains three chapters. In "Disturbance Decoupling for Open Quantum Systems: Quantum Internal Model Principle", N. Ganesan and T.J. Tarn explore the use of classical disturbance decoupling techniques to eliminate decoherence in quantum control systems. Then S. Monaco and D. Normand-Cyrot, in "Controller and Observer Normal Forms in Discrete-Time", study the problem of simplifying discrete-time nonlinear systems through feedback transformations and the use of output injection. Finally, in "A Geometric Approach to Dynamic Feedback Linearization", S. Battilotti and C. Califano characterize, from a geometric perspective, dynamically feedback linearizable systems and provide an algorithm for the computation of the linearizing dynamic controller.

The last part "Asymptotic Analysis" contains four contributions. In "The Steady-State Response of a Nonlinear Control System, Lyapunov Stable Attractors, and Forced Oscillations", C.I. Byrnes and D.S. Gilliam discuss the notion of steady-state response for nonlinear systems and its use in the study of forced oscillations. Then, in "Model Reduction by Moment Matching for Linear and Nonlinear Systems", A. Astolfi develops a theory of model reduction for nonlinear systems introducing a nonlinear enhancement of the notion of moment and exploiting the theory of the steady-state response of nonlinear systems. In "Adaptive Control of Nonlinear Systems with Unknown Parameters by Output Feedback: a Non-Identifier-Based Method", H. Lei and W. Lin solve the output feedback stabilization problem for a class of nonlinear systems with uncertain parameters. Finally, C. De Persis, in 'Hybrid Feedback Stabilization of Nonlinear Systems with Quantization Noise and Large Delays", illustrates the design of hybrid stabilizing controllers for nonlinear feedforward systems over finite-bandwidth networks with large delays.

The editors would like to thank all authors who have contributed to this exceptional book. We are also grateful to Michelle Hammond for her help in the preparation of the volume.

We complete the preface with a personal consideration. There are very few events in the life of a person that shape it in a unique way. For both of us, the encounter with Prof. Isidori has been one such event. It has determined the place we live and/or work, has directed our careers, inspired our work, set an example and influenced the way we work.

It is for us a great honour to celebrate Alberto's contributions to science and to our lives.

London, Rome, Bologna
Alessandro Astolfi
June 2007
Lorenzo Marconi
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## Short Curriculum Vitae of Alberto Isidori

Alberto Isidori, born in Rapallo (Italy) in 1942, obtained his Laurea degree in Electrical Engineering from the University of Rome in 1965 and the Libera Docenza in Automatic Control from the University of Rome in 1969. Since 1975, he has been Professor of Automatic Control at this University. He has held visiting positions in various leading Universities, which include the University of Illinois at Urbana-Champaign, the University of California at Berkeley and the ETH in Zurich. Since 1989 he has also been regularly collaborating with Washington University in St. Louis.

In 1996, at the opening of 13th IFAC World Congress in San Francisco, Dr. Isidori received the "Georgio Quazza Medal". This medal is the highest technical award given by the International Federation of Automatic Control, and is presented once every third year for lifetime contributions to automatic control science and engineering. The Georgio Quazza Medal was awarded to Dr. Isidori for "pioneering and fundamental contributions to the theory of nonlinear feedback control". He is also the recipient of the Ktesibios Award, from the Mediterranean Control Association (in 2000) and of the Bode Lecture Award, from the Control Systems society of IEEE (in 2001). In 1986 he was elected Fellow of IEEE and in 2005 he was elected Fellow of IFAC.

He was President of the European Union Control Association in the biennium 1995-1997, and he is currently President Elect of IFAC. He has been the organizer or co-organizer of several international conferences on the subject of feedback design for nonlinear systems. In particular, he was the initiator of a permanent series of IFAC Symposia on this topic.
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# Smooth Distributions Are Globally Finitely Spanned 
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Summary. A smooth distribution on a smooth manifold $M$ is, by definition, a map that assigns to each point $x$ of $M$ a linear subspace $\Delta(x)$ of the tangent space $T_{x} M$, in such a way that, locally, there exist smooth sections $f_{1}, \ldots, f_{d}$ of $\Delta$ such that the linear span of $f_{1}(x), \ldots, f_{d}(x)$ is $\Delta(x)$ for all $x$. We prove that a much weaker definition of "smooth distribution," in which it is only required that for each $x \in M$ and each $v \in \Delta(x)$ there exist a smooth section $f$ of $\Delta$ defined near $x$ such that $f(x)=v$, suffices to imply that there exists a finite family $\left\{f_{1}, \ldots, f_{d}\right\}$ of smooth global sections of $\Delta$ such that $\Delta(x)$ is spanned, for every $x \in M$, by the values $f_{1}(x), \ldots, f_{d}(x)$. The result is actually proved for general singular subbundles $E$ of an arbitrary smooth vector bundle $V$, and we give a bound on the number $d$ of global spanning sections, by showing that one can always take $d=\operatorname{rank} E \cdot(1+\operatorname{dim} M)$, where $\operatorname{rank} E$ is the maximum dimension of the fibers $E(x)$.

## 1 Introduction

"Smooth singular distributions" - or, simply, "smooth distributions" - on a smooth manifold $M$ are often defined as maps $M \ni x \mapsto \Delta(x)$ such that
(i) for each $x \in M, \Delta(x)$ is a linear subspace of $T_{x} M$,
(ii) $\Delta$ is locally finitely spanned.

Condition (ii) can be assigned a precise meaning in several different ways. For example, we could take (ii) to mean
(LFS) for every $x_{*} \in M$ there exist an open neighborhood $U$ of $x_{*}$ in $M$ and a finite sequence $\left(f_{1}, \ldots, f_{d}\right)$ of smooth vector fields on $U$ such that

$$
\Delta(x)=\operatorname{span}\left\{f_{1}(x), \ldots, f_{d}(x)\right\} \quad \text { for all } x \in U
$$

[^0]Naturally, it would also be possible to require a condition that in principle appears to be stronger, namely, that $\Delta$ is "globally finitely spanned," in the sense that the sequence $\left(f_{1}, \ldots, f_{d}\right)$ exist globally, that is
(GFS) There exists a finite sequence $\left(f_{1}, \ldots, f_{d}\right)$ of smooth vector fields on $M$ such that

$$
\Delta(x)=\operatorname{span}\left\{f_{1}(x), \ldots, f_{d}(x)\right\} \quad \text { for all } x \in M
$$

(This is actually the requirement used by A. Isidori in [1], p. 14.)
Alternatively, one could require the seemingly much weaker condition that $\Delta$ is "determined by the values of its smooth sections," in the sense that
(DVSS) For every $x_{*} \in M$ and every $v \in \Delta\left(x_{*}\right)$ there exists a smooth vector field $f$ on some open neighborhood $U$ of $x_{*}$ such that $f\left(x_{*}\right)=v$ and $f(x) \in \Delta(x)$ for all $x \in U$.

The purpose of this note is to prove that the three conditions are equivalent, and to give a bound for the number $d$ of smooth global sections of $\Delta$ that are required to span $\Delta(x)$ for each $x$.

We will actually prove the result for a general smooth singular subbundle $E$ of an arbitrary smooth vector bundle $V$ over a smooth manifold $M$. The bound on the number $d$ of global sections of $E$ needed to span the space $E(x)$ at each point $x$ of $M$ will turn out to be $\rho(E) \cdot(1+\operatorname{dim} M)$, where $\rho(E)$ is the rank of $E$. (In particular, a singular distribution $\Delta$ on a smooth manifold of dimension $m$ is always spanned at every point by $m^{2}+m$ smooth global sections.)

Acknowledgment. The author is grateful to Dmitry Roytenberg for bringing to his attention the question that is answered in this paper.

## 2 Statement and Proof of the Main Result

Throughout this note, the word "smooth" means "of class $C^{\infty}$ ", and "smooth manifold" means "smooth Hausdorff paracompact finite-dimensional manifold without boundary." If $M$ is a smooth manifold, then $T M$ is the tangent bundle of $M$ and, for each $x \in M, T_{x} M$ is the tangent space of $M$ at $x$. If $S$ is a subset of a real linear space $X$, then $\operatorname{span} S$ denotes the linear span of $S$.

Our precise definitions are as follows.
Let $V$ be a smooth vector bundle over a smooth manifold $M$. A singular subbundle of $V$ on an open subset $U$ of $M$ is a map $M \ni x \mapsto E(x)$ such that $E(x)$ is a linear subspace of $V(x)$ for each $x \in M$. A smooth section of a singular subbundle $E$ of $V$ defined on $U$ is a map $U \ni x \mapsto \sigma(x) \in E(x)$ which is smooth as a section of $V$.

Definition 1. Let $V$ be a smooth vector bundle over a smooth manifold $M$ and let $E$ be a singular subbundle of $V$ over $M$. We say that $E$ is smooth if for every $x \in M$ there exists a smooth section $\sigma$ of $E$, defined on a neighborhood $U$ of $x$, such that $v=\sigma(x)$.

The rank of a subbundle $E$ of $V$ is the maximum of the dimensions of the fibers of $E$.

We will use $\rho(E)$ to denote the rank of $E$.
In particular, a smooth distribution on $M$ is a smooth singular subbundle of $T M$. (This means, that $\Delta$ is a map $M \ni x \mapsto \Delta(x)$ such that (i) and (ii) above hold, where (ii) is interpreted to mean "Condition DVSS holds.")

The following is then our main result.
Theorem 1. Let $V$ be a smooth vector bundle over a smooth manifold $M$ of dimension $m$, and let $E$ be a smooth singular subbundle of $V$ in the sense of Definition 1. Let $d=\rho(E)(m+1)$. Then there exist d smooth global sections $\sigma_{1}, \ldots, \sigma_{d}$ of $E$ such that the values $\sigma_{1}(x), \ldots, \sigma_{d}(x)$ linearly span $E(x)$ for every $x \in E$.

Proof. Let $r=\rho(E)$. For each $x$, use $\delta(x)$ to denote the dimension of the space $E(x)$. Define $\Omega_{k}=\{x: \delta(x) \geq k\}$, for each $k \in\{0,1, \ldots, r+1\}$. Then the $\Omega_{k}$ are open subsets of $M$. (Indeed, if $x \in \Omega_{k}$ then we may pick $k$ linearly independent members $v_{1}, \ldots, v_{k}$ of $E(x)$, and smooth sections $\sigma_{1}, \ldots, \sigma_{k}$ of $E$, defined on a neighborhood $U$ of $x$, such that $\sigma_{j}(x)=v_{j}$ for $j=1, \ldots, k$. Since $\sigma_{1}(x), \ldots, \sigma_{k}(x)$ are linearly independent, it follows that $\sigma_{1}\left(x^{\prime}\right), \ldots, \sigma_{k}\left(x^{\prime}\right)$ are linearly independent for all $x^{\prime}$ in some neighborhood $U^{\prime}$ of $x$. Then $\delta\left(x^{\prime}\right) \geq k$ for all $x^{\prime} \in U^{\prime}$, so $U^{\prime} \subseteq \Omega_{k}$.)

Furthermore, it is clear that

$$
M=\Omega_{0} \supseteq \Omega_{1} \supseteq \Omega_{2} \supseteq \cdots \supseteq \Omega_{r-1} \supseteq \Omega_{r} \supseteq \Omega_{r+1}=\emptyset
$$

We will construct $m+1$-tuples $\left(\sigma_{1}^{k}, \ldots, \sigma_{m+1}^{k}\right)$ of smooth global sections of $E$, for each $k \in\{1, \ldots, r\}$, such that
(*) for every $k \in\{1, \ldots, r\}$ the following is true
$\left(\#_{k}\right)$ for every $x \in \Omega_{k}$, the linear span of the set of $k(m+1)$ values $\sigma_{i}^{j}(x)$, $i \in\{1, \ldots, m+1\}, j \in\{1, \ldots, k\}$, is of dimension $\geq k$.

It is then easy to see that, once this construction is carried out, the $r(m+1)$ sections $\sigma_{i}^{j}, i \in\{1, \ldots, m+1\}, j \in\{1, \ldots, r\}$, will have the desired property. (Indeed, suppose $x \in M$, and let $k=\delta(x)$. Then $x \in \Omega_{k}$, so the linear span of the $\sigma_{i}^{j}(x)$ for $i \in\{1, \ldots, m+1\}$ and $j \in\{1, \ldots, k\}$ is of dimension $\geq k$, and then a fortiori the linear span $L(x)$ of the $\sigma_{i}^{j}(x)$, for $i \in\{1, \ldots, m+1\}$ and $j \in\{1, \ldots, r\}$, is of dimension $\geq k$. But $E(x)$ is of dimension $k$, and $L(x) \subseteq E(x)$. So $L(x)=E(x)$.)

We construct $\left(\sigma_{1}^{k}, \ldots, \sigma_{r}^{k}\right)$ by induction on $k$, as follows. Suppose we have constructed the $\sigma_{i}^{j}$ for $j<k$ and $i \in\{1, \ldots, m+1\}$, in such a way that

Conditions $\left(\#_{j}\right)$ are satisfied for all $j \in\{1, \ldots, k-1\}$. (In particular, this assumption is vacuously true if $k=1$.)

For each $x \in \Omega_{k}$, let $A(x)$ be the linear span of the $\sigma_{i}^{j}(x)$ for $j<k$, $i \in\{1, \ldots, m+1\}$.

Now fix a point $x \in \Omega_{k}$. Then our inductive hypothesis implies that $\operatorname{dim} A(x) \geq k-1$. Since $\operatorname{dim} E(x) \geq k$ (because $x \in \Omega_{k}$ ), we may pick a vector $v \in E(x)$ such that the linear span of $A(x) \cup\{v\}$ has dimension $\geq k$, and then we may pick a smooth section $\nu^{x}$ of $E$, defined on some open neighborhood $W_{x}$ of $x$, such that $\nu^{x}(x)=v$. After multiplying $\nu^{x}$ by a smooth function $\varphi: M \mapsto \mathbb{R}$ which is such that $\varphi(x)>0$ and the support of $\varphi$ is a compact subset of $W_{x}$, we may assume that $\nu^{x}$ is a global smooth section of $E$.

Since span $(A(x) \cup\{v\})$ has dimension $\geq k$, we may assume, after shrinking $W_{x}$, if necessary, that
$\left(^{*}\right)$ the linear span of $A\left(x^{\prime}\right) \cup\left\{\nu^{x}\left(x^{\prime}\right)\right\}$ has dimension $\geq k$ for every $x^{\prime} \in W_{x}$.
This implies, in particular, that $W_{x} \subseteq \Omega_{k}$. Then $\mathcal{W}=\left\{W_{x}\right\}_{x \in \Omega_{k}}$ is an open covering of $\Omega_{k}$.

We now come to the key step of our proof, namely, the construction of a refinement of $\mathcal{Z}$ of $\mathcal{W}$ with a very special property. (Recall that a refinement of an open covering $\mathcal{U}=\left\{U_{\alpha}\right\}_{\alpha \in A}$ of a topological space $T$ is an open covering $\mathcal{V}=\left\{V_{\beta}\right\}_{\beta \in B}$ of $T$ such that for every $\beta \in B$ there exists an $\alpha \in A$ such that $V_{\beta} \subseteq U_{\alpha}$.)

Lemma 1. There exists $\mathcal{Z}=\left\{Z_{\lambda}\right\}_{\lambda \in L}$ such that

- $\mathcal{Z}$ is an open covering of $\Omega_{k}$;
- $\mathcal{Z}$ is a refinement of $\mathcal{W}$;
- the index set $L$ is a union

$$
L=L_{1} \cup L_{2} \cup \cdots \cup L_{m+1}
$$

such that each $L_{i}$ has the property that $Z_{\lambda} \cap Z_{\lambda^{\prime}}=\emptyset$ whenever $\lambda \in L_{i}$, $\lambda^{\prime} \in L_{i}$, and $\lambda \neq \lambda^{\prime}$. (In other words, each $\mathcal{Z}_{i}=\left\{Z_{\lambda}\right\}_{\lambda \in L_{i}}$ is a family of pairwise disjoint open subsets of $\Omega_{k}$.)

Proof. Let us prove the existence of a $\mathcal{Z}$ with the above properties. Equip $M$ with a Riemannian metric. (This is possible because we are assuming that $M$ is paracompact.) Then let $\mathcal{T}$ be a triangulation of $\Omega_{k}$ that refines $\mathcal{W}$, in the sense that every closed face $F$ of $\mathcal{T}$ is a subset of $W_{x}$ for some $x$. (The existence of a triangulation of $\Omega_{k}$ follows from the well known fact that every smooth manifold is triangulable, cf. [2]. Then a triangulation that refines the covering $\mathcal{W}$ can easily be constructed by successive barycentric subdivisions.)

For $j=0, \ldots, m$, let $T_{j}$ be the set of all $j$-dimensional open faces of $\mathcal{T}$, and let $\left|T_{j}\right|$ be the union of the members of $T_{j}$. Then each $F \in T_{j}$ is both relatively open and relatively closed in $\left|T_{j}\right|$. Given a face $F \in T_{j}$, let $C(F)$ be the union of the closures in $\Omega_{k}$ of all the faces $G \in T_{j}$ other than $F$. Then $C(F)$ is a relatively closed subset of $\Omega_{k}$, because it is the union of a locally
finite family of compact subsets of $\Omega_{k}$. Furthermore, $F \cap C(F)=\emptyset$, because $F$ is relatively open in $T_{j}$. If $x \in F$, then the Riemannian distance dist $(x, C(F))$ from $x$ to $C(F)$ is strictly positive, because $x \notin C(F)$ and $C(F)$ is closed. Let $B_{x}$ be the open ball in $\Omega_{k}$ with center $x$ and radius $\frac{1}{2} \operatorname{dist}(x, C(F))$. Let $B(F)$ be the union of the $B_{x}$ for all $x \in F$.

We now prove that the $B(F)$, as $F$ varies over $T_{j}$, are pairwise disjoint. To show this, let us assume that $F, F^{\prime} \in T_{j}$ and $F \neq F^{\prime}$, and let us show that $B(F) \cap B\left(F^{\prime}\right)=\emptyset$. Suppose $B(F) \cap B\left(F^{\prime}\right) \neq \emptyset$. Pick $y \in B(F) \cap B\left(F^{\prime}\right)$. Pick $x \in F$ such that $y \in B_{x}$ and $x^{\prime} \in F^{\prime}$ such that $y \in B_{x^{\prime}}$. Let $\delta=\operatorname{dist}(x, C(F))$, $\delta^{\prime}=\operatorname{dist}\left(x^{\prime}, C\left(F^{\prime}\right)\right)$. Assume, without loss of generality, that $\delta \geq \delta^{\prime}$. Then

$$
\operatorname{dist}\left(x, x^{\prime}\right) \leq \operatorname{dist}(x, y)+\operatorname{dist}\left(y, x^{\prime}\right)<\frac{1}{2} \delta+\frac{1}{2} \delta^{\prime} \leq \delta
$$

So $\operatorname{dist}\left(x, x^{\prime}\right)<\delta$, which is a contradiction, since $\delta=d(x, C(F))$ and $x^{\prime}$ belongs to $C(F)$.

By construction, each $F \in T_{j}$ is a subset of $W_{x}$ for some $x \in \Omega_{k}$. So we may pick, for each $F \in T_{j}$, a point $x_{F} \in \Omega_{k}$ such that $F \subseteq W_{x_{F}}$. We then define $\tilde{B}(F)=B(F) \cap W_{x_{F}}$. It is clear that

1. for every $j \in\{0, \ldots, m\}$, and every $F \in T_{j}, \tilde{B}(F)$ is an open subset of $\Omega_{k}$ such that $F \subseteq \tilde{B}(F) \subseteq W_{x_{F}}$;
2. for every $j \in\{0, \ldots, m\}$, the sets $\tilde{B}(F)$, for $F \in T_{j}$, are pairwise disjoint; 3. $\bigcup_{j=0}^{m} \bigcup_{F \in T_{j}} \tilde{B}(F)=\Omega_{k}$.

Now let $L_{i}=T_{i-1}$ for $i=1,2, \ldots, m+1$, and then let $L=L_{1} \cup \cdots \cup L_{m+1}$. For $F \in L_{i}$, let $Z_{F}=\tilde{B}(F)$. Then $\mathcal{Z}=\left\{Z_{F}\right\}_{F \in L}$ is an open covering of $\Omega_{k}$. Furthermore, $\mathcal{Z}$ is a refinement of $\mathcal{W}$, because if $F \in L$ then $Z_{F} \subseteq W_{x_{F}}$. Finally, each $\mathcal{Z}_{i}=\left\{Z_{F}\right\}_{F \in L_{i}}$ is clearly a family of pairwise disjoint sets. So $\mathcal{Z}$ has all the desired properties, and the proof of our lemma is complete.

We now return to the proof of the main theorem. Let $Z_{i}$ be the union of all the members of $\mathcal{Z}_{i}$. For each $i$ and each member $Z$ of $\mathcal{Z}_{i}$ pick a point $\bar{x}(i, Z) \in \Omega_{k}$ such that $Z \subseteq W_{\bar{x}(i, Z)}$. Then define a smooth section $\mu_{i}$ of $E$ on $Z_{i}$ by letting $\mu_{i}(x)=\nu^{\bar{x}(i, Z)}(x)$ if $x \in Z, Z \in \mathcal{Z}_{i}$. (This is possible because (a) if $x \in Z_{i}$ then there exists one and only one $Z \in \mathcal{Z}_{i}$ such that $x \in Z$, (b) $\nu^{\bar{x}(i, Z)}$ is a smooth section of $E$ on $W_{\bar{x}(i, Z)}$, and (c) $Z \subseteq W_{\bar{x}(i, Z)}$.) It then follows from (*) that, whenever $i=1, \ldots, m+1, Z \in \mathcal{Z}_{i}$, and $x \in Z$, then $\operatorname{span}\left(A(x) \cup\left\{\mu_{i}(x)\right\}\right)$ has dimension $\geq k$. In particular,
$\left(^{* *}\right)$ for every $i$, the linear span of $A(x) \cup\left\{\mu_{i}(x)\right\}$ has dimension $\geq k$ for every $x \in Z_{i}$.
We now construct a smooth function $\varphi_{i}: M \mapsto \mathbb{R}$ such that
(1) $\varphi_{i}(x)>0$ for all $x \in Z_{i}$,
(2) if we let $\theta_{i}(x)=\varphi_{i}(x) \mu_{i}(x)$ for $x \in Z_{i}$, and $\theta_{i}(x)=0$ for $x \in M, x \notin Z_{i}$, then $\theta_{i}$ is a smooth section of $V$ on $M$.
(The existence of $\varphi_{i}$ is easy to prove. Indeed, it is clearly sufficient to construct $\varphi_{i}$ on each connected component of $M$, so we may as well assume that $M$ is connected. Since $Z_{i}$ is open in $M$, we can express $Z_{i}$ as a countable union $\bigcup_{\ell=1}^{\infty} K_{\ell}$ of compact sets such that $K_{\ell} \subseteq \operatorname{Int} K_{\ell+1}$ for each $\ell$. For each $\ell$, find a smooth nonnegative function $\psi_{\ell}: M \mapsto \mathbb{R}$ such that $\psi_{\ell} \equiv 1$ on $K_{\ell}$ and $\psi_{\ell} \equiv 0$ on $M \backslash K_{\ell+1}$. We construct $\varphi_{i}$ by letting $\varphi_{i}=\sum_{\ell=1}^{\infty} \varepsilon_{\ell} \psi_{\ell}$, where the $\varepsilon_{\ell}$ are strictly positive numbers that converge to zero sufficiently fast. The maps $\theta_{i, \ell}$ given by $\theta_{i, \ell}(x)=\psi_{\ell}(x) \mu_{i}(x)$ are then smooth compactly supported global sections of $V$ on $M$, and all we need is to find the $\varepsilon_{\ell}$ so that the series $\sum_{\ell=1}^{\infty} \varepsilon_{\ell} \psi_{\ell}$ and $\sum_{\ell=1}^{\infty} \varepsilon_{\ell} \theta_{i, \ell}$ converge to smooth limits $\varphi_{i}, \theta_{i}$ in the spaces $C^{\infty}(M, \mathbb{R}), C^{\infty}(M, V)$ - where $C^{\infty}(M, V)$ is the space of all smooth sections of $V$ - endowed with the topology of uniform convergence on compact sets of all the derivatives of all orders. And it is a well known fact that such $\varepsilon_{\ell}$ always exist.)

We now let $\sigma_{i}^{k}=\theta_{i}$ for $i=1, \ldots, m+1$. We have to verify that $\left(\#_{k}\right)$ holds. For this purpose, we pick $x \in \Omega_{k}$ and verify that the linear span $S(x)$ of the vectors $\sigma_{i}^{j}$, for $i \in\{1, \ldots, m+1\}, j \in\{1, \ldots, k\}$, has dimension $\geq k$. Since $\mathcal{Z}$ is a covering of $\Omega_{k}$, we may pick an $F \in L$ such that $x \in Z_{F}$. Then $F$ belongs to $L_{i}$ for a unique $i$, and then $x \in Z_{i}$. It follows that $\operatorname{span}\left(A(x) \cup\left\{\mu_{i}(x)\right\}\right)$ has dimension $\geq k$. Since $x \in Z_{i}$, we have $\varphi_{i}(x)>0$, and then the fact that $\theta_{i}(x)=\varphi_{i}(x) \mu_{i}(x)$ implies that $\operatorname{span}\left(A(x) \cup\left\{\theta_{i}(x)\right\}\right)=\operatorname{span}\left(A(x) \cup\left\{\mu_{i}(x)\right\}\right)$, so $\operatorname{span}\left(A(x) \cup\left\{\theta_{i}(x)\right\}\right)$ also has dimension $\geq k$. In other words, we have shown that $\operatorname{span}\left(A(x) \cup\left\{\sigma_{i}^{k}(x)\right\}\right)$ has dimension $\geq k$. Since $A(x)$ is the linear span of the vectors $\sigma_{i}^{j}$, for $i \in\{1, \ldots, m+1\}, j \in\{1, \ldots, k-1\}$ it is clear that $A(x) \cup\left\{\sigma_{i}^{k}(x)\right\} \subseteq S(x)$. Hence $\operatorname{dim} S(x) \geq k$ as desired, concluding our proof.
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Summary. A result is presented showing the existence of inputs universal for observability, uniformly with respect to the class of all continuous-time analytic systems. This represents an ultimate generalization of a 1977 theorem, for bilinear systems, due to Alberto Isidori and Osvaldo Grasselli.

## 1 Introduction

One of the key concepts in control theory is that of a universal input for observability and parameter identification. Informally stated, an input $u_{0}$ is universal (for a given system) provided that the following property holds: if two internal states $x_{1}$ and $x_{2}$ are in principle distinguishable by any possible input/output experiment, then $x_{1}$ and $x_{2}$ can be distinguished by forcing the system with this particular input $u_{0}$ (and observing the corresponding output function). Universal input theorem(s) for distinguishability show that such inputs indeed do exist, and, furthermore, show that "generic" (in an appropriate technical sense) inputs have this property. Viewing unknown parameters as constant states, one may re-interpret the universal input property as one regarding parameter identifiability instead of observability.

In the seminal 1977 paper [5], Alberto Isidori (together with Osvaldo Grasselli) provided the first general result on existence of universal inputs for a wide class of nonlinear systems (bilinear systems). Motivated by this work [8] provided analogous results for discrete time systems as well as continuous-time analytic systems with compact state spaces, and this was extended to arbitrary continuous-time analytic systems in [14]. (See also the related work in [7]

[^1]for linear automata.) A different proof of the result in [14] was given in [21], where implications to the study of a nonlinear analog of "transfer functions" were discussed as well.

In the present paper, we provide an ultimate extension of the theorems for analytic continuous-time systems, showing that there are inputs that are universal with respect to all finite dimensional analytic systems, and, moreover, the set of such inputs is generic. A preliminary version of our result was presented at the 1994 IEEE Conference on Decision and Control [20] (see also [11]).

Besides their intrinsic theoretical appeal, universal input theorems help provide a rationale for systems identification when using information provided by "random" or unknown inputs. For example, in [16] universal inputs were used to justify the "dependent input" approach to the identification of molecular-biological systems, for which high complexity and the lack of sufficient quantitative measurements prevent the use of arbitrary test signals. The approach in [16], applied to measurements of nitrogen uptake fluxes in baker's yeast (Saccharomyces cerevisiae), was to view unmodeled dynamics (possibly due to mutations in the yeast strains being used) as generating fictitious "dependent inputs". In another direction, universal input theorems provide a basis for certain numerical methods for path planning in nonlinear systems, see for example $[11,10,12]$.

## 2 Analytic Input/Output Operators

We first review some standard notions regarding analytic input/output operators. Let $m$ be a fixed nonnegative integer. By an input we mean a Lebesgue measurable, essentially bounded function $u:[0, T] \rightarrow \mathbb{R}^{m}$ for some $T>0$.

Consider a set $\Theta=\left\{X_{0}, X_{1}, \ldots, X_{m}\right\}$, whose elements will be thought as $m+1$ non-commuting variables. We use $\Theta^{*}$ to denote the free monoid generated by $\Theta$, where the neutral element of $\Theta^{*}$ is the empty word, and the product is concatenation. We define $\mathbb{R}[\Theta]$ to be the $\mathbb{R}$-algebra generated by $\Theta^{*}$, that is, the set of all polynomials in the $X_{i}$ 's. By a power series in the variables $X_{0}, X_{1}, \ldots, X_{m}$ we mean a formal power series:

$$
c=\sum_{w \in \Theta^{*}}\langle c, w\rangle w
$$

where $\langle c, w\rangle \in \mathbb{R}$ for each $w \in \Theta^{*}$. We use $\mathbb{R}[[\Theta]]$ to denote the set of all power series in the $X_{i}$ 's. This is a vector space with "+" defined coefficientwise. There is a linear duality between $\mathbb{R}[[\Theta]]$ and $\mathbb{R}[\Theta]$ provided by:

$$
\begin{equation*}
\langle c, d\rangle=\sum_{w \in \Theta^{*}}\langle c, w\rangle\langle d, w\rangle \tag{1}
\end{equation*}
$$

for any $c \in \mathbb{R}[[\Theta]]$ and $d \in \mathbb{R}[\Theta]$.

A series $c \in \mathbb{R}[[\Theta]]$ is a convergent series if there is a positive (radius of convergence) $\rho$ and a constant $M$ such that

$$
\begin{equation*}
|\langle c, w\rangle| \leq M \rho^{l} l!, \quad \forall|w|=l \tag{2}
\end{equation*}
$$

where $|w|$ denotes the length of $w$, i.e., $|w|=l$ if $w=X_{i_{1}} X_{i_{2}} \cdots X_{i_{l}}$.
Let $L_{e, \infty}^{m}$ denote the set of measurable, locally essentially bounded functions $u:[0, \infty) \rightarrow \mathbb{R}^{m}$. For each $u \in L_{e, \infty}^{m}$ and $S_{0} \in \mathbb{R}[[\Theta]]$, consider the initial value problem

$$
\begin{equation*}
\dot{S}(t)=\left(X_{0}+\sum_{i=1}^{m} X_{i} u_{i}\right) S(t), \quad S(0)=S_{0} \tag{3}
\end{equation*}
$$

seen as a differential equation over $\mathbb{R}[[\Theta]]$. A solution is an absolutely continuous curve, where derivative is understood coefficient-wise. For any locally essentially bounded $u(\cdot)$, by the Peano-Baker formula, there is always a solution in $\mathbb{R}[[\Theta]]$ whose coefficients are iterated integrals of $u$. Furthermore, one can prove the uniqueness of the solutions successively by induction. In particular, the solution $C[u]$ with $C[u](0)=S_{0}=1$ defines the generating (or "Chen-Fliess") series of $u$ (cf. [1, 2, 14]). Explicitly, For each $u$, the generating series $C[u]$ is given by

$$
C[u](t)=\sum_{w} V_{w}[u](t) w
$$

where $V_{w}[u]$ is given recursively by $V_{\phi}[u](t)=1$, and

$$
\begin{equation*}
V_{X_{i} w}[u](t)=\int_{0}^{t} u_{i}(s) V_{w}[u](s) d s, \quad \forall w \in \Theta^{*} \tag{4}
\end{equation*}
$$

where $u_{0} \equiv 1$. We say that a pair $(T, r)$ of positive real numbers with $r \geq 1$ is $a d m i s s i b l e$ for a convergent series $c$ if for some $M$ and $\rho$ as in (2) the following inequality holds:

$$
\operatorname{Tr} \rho(m+1)<1
$$

For each pair $(T, r)$ (where $r \geq 1$ ) that is admissible for a convergent series $c$, the series $c$ defines an i/o operator $F_{c}^{T, r}$ on the set

$$
\mathcal{V}_{T}(r):=\left\{u \mid u:[0, T] \rightarrow \mathbb{R}^{m},\|u\|_{\infty} \leq r\right\}
$$

by means of the following formula:

$$
\begin{equation*}
F_{c}[u](t)=\langle c, C[u](t)\rangle=\sum_{w}\langle c, w\rangle V_{w}[u](t) \tag{5}
\end{equation*}
$$

It is known (c.f. [6]) that the series in (5) converges uniformly on $[0, T]$.
Note that, for every convergent series $c$, and for every two pairs $\left(T_{1}, r_{1}\right)$ and $\left(T_{2}, r_{2}\right)$ that are admissible for $c$, the functions $F_{c}^{T_{1}, r_{1}}$ and $F_{c}^{T_{2}, r_{2}}$ coincide on $V_{r}(T)$, where $T=\min \left\{T_{1}, T_{2}\right\}$ and $r=\min \left\{r_{1}, r_{2}\right\}$. Therefore, one may define a mapping $F_{c}$ on the union of the sets $V_{T}(r)$ for all pairs $(T, r)$ that are admissible for $c$, as an extension of the maps $F_{c}^{T, r}$. Such operators defined by convergent series have been extensively studied, c.f. $[3,6,18,19]$.

## 3 Uniformly Universal Inputs

In this section we study the distinguishability of operators by analytic input functions.

Let $c$ and $d$ be two convergent series. We say that $c$ and $d$ are distinguishable by an input function $u:\left[0, T_{0}\right] \rightarrow \mathbb{R}^{m}$, denoted by $c \not \chi_{u} d$, if for every $T \in$ $\left(0, T_{0}\right]$ for which $\left(T, \max \left\{\|u\|_{\infty}, 1\right\}\right)$ is admissible for both $c$ and $d$, it holds that

$$
F_{c}[u] \neq F_{d}[u]
$$

as functions defined on $[0, T]$. Note here that " $c \not \chi_{u} d$ " is stronger than merely requiring $F_{c}[u](t) \neq F_{d}[u](t)$ as functions over some interval. In our context, we require that $F_{c}[u] \neq F_{d}[u]$ as functions over every interval $[0, T]$ for which $\left(T, \max \left\{\|u\|_{\infty}, 1\right\}\right)$ is admissible for both $c$ and $d$.

An input $u$ is called a uniformly universal input if $c \not \chi_{u} d$ for any convergent series $c$ and $d$ such that $c \neq d$. Note that an input $u$ is a uniformly universal input if and only if $u$ distinguishes $c$ from 0 whenever $c \neq 0$.

For each $T>0$, we consider $C^{\infty}[0, T]$, the set of all smooth functions from $[0, T]$ to $\mathbb{R}^{m}$, a topological space endowed with the Whitney topology. We will say that a subset $S$ of a topological space is generic if $S$ contains a countable intersection of open dense sets. Since $C^{\infty}[0, T]$ is a Baire space (cf.[4]), a generic subset of $C^{\infty}[0, T]$ is dense.

Let $\Omega^{T}$ denote the set of all uniformly universal inputs defined on $[0, T]$. The following is the main result.

Theorem 1. For any fixed $T>0$, the set $\Omega^{T}$ of uniformly universal inputs is a generic subset of $C^{\infty}[0, T]$.

Theorem 1 asserts the existence of smooth uniformly universal inputs (and their genericity); however, there is no analytic uniformly universal input. To illustrate this fact, consider the following example.

Example 1. Take any fixed analytic function $\alpha:[0, \infty) \rightarrow \mathbb{R}$. For this function, consider the state space system:

$$
\begin{equation*}
\dot{x}_{1}=1, \quad \dot{x}_{2}=0, \quad \dot{x}_{3}=\left(\alpha\left(x_{1}\right)-u\right) x_{2}, \quad y=x_{3} . \tag{6}
\end{equation*}
$$

When writing the system as

$$
\dot{x}=g_{0}(x)+g_{1}(x) u, \quad y=h(x)
$$

one has, in the standard coordinates of $\mathbb{R}^{3}, g_{0}(x)=\left(1,0, \alpha\left(x_{1}\right) x_{2}\right)^{\tau}, g_{1}(x)=$ $\left(0,0,-x_{2}\right)^{\tau}$ and $h(x)=x_{3}$, where the superscript " $\tau$ " denotes the transpose.

For each $x \in \mathbb{R}^{3}$, let $c_{x}$ be the generating series induced by the system with the initial state $x$, that is, $c_{x}$ is given by

$$
\left\langle c_{x}, X_{i_{1}} X_{i_{2}} \cdots X_{i_{r}}\right\rangle=L_{g_{i_{r}}} \cdots L_{g_{i_{2}}} L_{g_{i_{1}}} h(x),
$$

for all multi-indices $i_{1} i_{2} \ldots i_{r}$, and all $r \geq 0$. Then $c_{x}$ is a convergent series, and for any initial state $p$, and each $u$, the corresponding output of (6) is given by the "Fliess fundamental formula" ([6]):

$$
y(t)=F_{c_{p}}[u](t)
$$

Observe that for system (6), the two particular initial states $p=(0,0,0)$ and $q=(0,1,0)$ can always be distinguished by some input, i.e., $c_{p} \neq c_{q}$. (Indeed, whenever $p \neq q$ are two states such that $p_{1}=q_{1}$, the input $u(t)=$ $\alpha\left(p_{1}+t\right)-1$ distinguishes these initial states.) But the pair $(p, q)$ cannot be distinguished by $u$, i.e., $F_{c_{p}}[u]=F_{c_{q}}[u]$, if $u(t)=\alpha(t)$. Hence, $c_{p}$ and $c_{q}$ cannot be distinguished by $\alpha(\cdot)$. This shows that for any analytic function $\alpha(\cdot)$, one can always find a pair $\left(c_{p}, c_{q}\right)$ which $\alpha$ cannot distinguish but $c_{p} \neq c_{q}$. This shows that there is no uniformly universal input which is analytic.

### 3.1 Universal Input Jets

For each $k \geq 1$, consider the polynomial $\mathfrak{d}_{k}(\mu)$ in $\mu=\left(\mu_{0}, \mu_{1}, \ldots, \mu_{k-1}\right)$ given by

$$
\begin{equation*}
\mathfrak{d}_{k}(\mu)=\left.\frac{d^{k}}{d t^{k}}\right|_{t=0} C[u](t), \tag{7}
\end{equation*}
$$

where $u$ is any input such that $u^{(i)}(0)=\mu_{i}$. Then one has the following formula for $k \geq 1$ :

$$
\begin{equation*}
\frac{d^{k}}{d t^{k}} F_{c}[u](0)=\left\langle c, \mathfrak{d}_{k}\left(u(0), u^{\prime}(0), \ldots, u^{(k-1)}(0)\right)\right\rangle \tag{8}
\end{equation*}
$$

Let $\mathfrak{d}_{0}=1$. Then if $\mu=\left(\mu_{0}, \mu_{1}, \ldots\right)$ is such that $\left\langle c, \mathfrak{d}_{k}\left(\mu^{k}\right)\right\rangle \neq 0$ for some $k \geq 0$, then $c \not \chi_{u} 0$, for any $T>0$ and any $u \in C^{\infty}[0, T]$ such that $u^{(i)}(0)=\mu_{i}$ for $0 \leq i \leq k-1$, where $\mu^{k} \in \mathbb{R}^{m k}$ is given by $\mu_{i}^{k}=\mu_{i}$ for $0 \leq i \leq k-1$.

Let $\mathbb{R}^{\mathrm{m}, \infty}=\prod_{i=1}^{\infty} \mathbb{R}^{m}$ be endowed with the product topology whose basis of open sets consists of all sets of the form $\prod_{i=1}^{\infty} U_{i}$, where each $U_{i}$ is an open subset of $\mathbb{R}^{m}$, and only finitely many of them are proper subsets of $\mathbb{R}^{m}$. Note that $\mathbb{R}^{m, \infty}$ is a Baire space, and hence, any generic subset of $\mathbb{R}^{\mathrm{m}, \infty}$ is a dense set. For each $\mu \in \mathbb{R}^{\mathrm{m}, \infty}$ and a series $c$, we let $\langle c, \mathfrak{d}(\mu)\rangle$ denote the sequence

$$
\left\langle c, \mathfrak{d}_{0}\right\rangle,\left\langle c, \mathfrak{d}_{1}\left(\mu_{0}\right)\right\rangle,\left\langle c, \mathfrak{d}_{2}\left(\mu_{0}, \mu_{1}\right)\right\rangle,\left\langle c, \mathfrak{d}_{3}\left(\mu_{0}, \mu_{1}, \mu_{2}\right)\right\rangle, \ldots
$$

Let $\mathcal{J}$ be the subset of $\mathbb{R}^{\mathrm{m}, \infty}$ defined by

$$
\begin{equation*}
\mathcal{J}=\{\mu:\langle d, \mathfrak{d}(\mu)\rangle \neq 0, \forall d \in \mathfrak{C}, d \neq 0\} \tag{9}
\end{equation*}
$$

where $\mathfrak{C}$ stands for the set of all convergent series. Take $\mu \in \mathcal{J}$. It is easy to see from (8) that for any $u \in C^{\infty}$ with $u^{(i)}(0)=\mu_{i}$ for all $i, u$ is a uniformly universal input. We call the elements in $\mathcal{J}$ universal input jets.
Theorem 2. The set $\mathcal{J}$ of universal input jets is a generic subset of $\mathbb{R}^{\mathrm{m}, \infty}$.

## 4 Proofs of Theorems 1 and 2

To prove Theorems 1 and 2, we need to study some topological properties of the set $\mathfrak{C}$ of convergent series. This set can be identified with $\mathbb{R}^{\mathbb{N}}$, the set of all maps from $\mathbb{N}$ to $\mathbb{R}$, once the elements of $\Theta^{*}$ are linearly ordered; we again adopt the product topology on this set. With this topology, that a sequence $\left\{c_{j}\right\}$ converges to $c$ means

$$
\lim _{j \rightarrow \infty}\left\langle c_{j}, w\right\rangle=\langle c, w\rangle
$$

for each $w \in \Theta^{*}$. Observe that a subset $S$ of $\mathbb{R}[[\Theta]]$ is compact (in the product topology) if and only if $S$ is closed, and for each $w$, there exists $M_{w}>0$ such that for all $d \in S$,

$$
|\langle d, w\rangle| \leq M_{w}
$$

### 4.1 Equi-Convergent Families

A family $S$ of convergent series is said to be equi-convergent if there exist $\rho, M>0$ such that

$$
\begin{equation*}
|\langle d, w\rangle| \leq M \rho^{l} l!, \quad \forall|w|=l \tag{10}
\end{equation*}
$$

holds for every $d \in S$. Clearly, every closed equi-convergent family is compact, and if $S$ is equi-convergent, there exists some pair $(T, r)$ that is admissible for every element of $S$. For such $(T, r)$, we say that $(T, r)$ is admissible for $S$.

For any convergent series $c$ and $\mu \in \mathbb{R}^{m k}$, we let $\left\langle c, \mathfrak{d}_{k}(\mu)\right\rangle_{k}$ denote the $k$-vector

$$
\left(\left\langle c, \mathfrak{d}_{0}\right\rangle,\left\langle c, \mathfrak{d}_{1}\left(\mu_{0}\right)\right\rangle, \ldots,\left\langle c, \mathfrak{d}_{k}\left(\mu_{0}, \ldots, \mu_{k-1}\right)\right\rangle\right)
$$

For a set $S$ of convergent series, we let

$$
\mathcal{J}_{S}^{k}=\left\{\mu \in \mathbb{R}^{m k}:\left\langle d, \mathfrak{d}_{k}(\mu)\right\rangle_{k} \neq 0, \forall d \in S\right\}
$$

(which maybe an empty set, e.g., in the case when $S$ contains the zero series.) Let $\mu \in \mathbb{R}^{m k}$. We say that $\nu$ is a finite extension of $\mu$ if $\nu \in \mathbb{R}^{m l}$ for some $l \geq k$ such that $\nu_{i}=\mu_{i}$ for $0 \leq i \leq k-1$. For an equi-convergent family, we have the following conclusion.

Lemma 1. Assume that $S$ is compact and equi-convergent, and that $\mathcal{J}_{S}^{l} \neq \emptyset$ for some $l$. Then for any $k \geq 1$ and any $\mu \in \mathbb{R}^{m k}$, there exist $K$ and a finite extension $\nu$ of $\mu$ such that $\nu \in \mathcal{J}_{S}^{K}$.

To prove Lemma 1, we first discuss some continuity properties of the operators defined by the convergent series. Lemma 2.2 of [19] shows that if ( $T, r$ ) is admissible for $c$, then the map $\mathcal{V}_{T}(r) \rightarrow C[0, T], u \mapsto F_{c}[u]$ is continuous using the $L_{1}$ norm on $\mathcal{V}_{T}(r)$ in the special case when $r=1$. The same proof can be used to prove the following result for equi-convergent families.

Lemma 2. Assume that $S$ is equi-convergent, and $(T, r)$ is admissible for $S$. Then the map

$$
\mathcal{V}_{T}(r) \rightarrow C[0, T], \quad u \mapsto F_{c}[u]
$$

is continuous with respect to the $L_{1}$ norm on $\mathcal{V}_{T}(r)$ and the $C^{0}$ norm on $C[0, T]$ uniformly for $c \in S$.

This result can be strengthened further to the following, where the topology on $\mathcal{V}_{T}(r)$ is the $L_{1}$-topology, and the topology on $C[0, T]$ is the $C^{0}$ topology.

Lemma 3. Let $S$ be an equi-convergent family. Then, for any $r>0$, there exists some $T_{1}>0$ such that for any $T<T_{1}$ the map

$$
\psi: S \times \mathcal{V}_{T}(r) \rightarrow C[0, T], \quad(c, u) \mapsto F_{c}[u]
$$

is continuous.
Proof. Let $S$ be compact and equi-convergent. Then there exists $\rho$ such that

$$
\begin{equation*}
|\langle d, w\rangle| \leq M \rho^{k} k!\quad \forall|w|=k, \forall d \in S \tag{11}
\end{equation*}
$$

Let $T_{1}=\frac{1}{r \rho(m+1)}$. Fix $T \in\left[0, T_{1}\right)$. Then $F_{d}$ is defined on $\mathcal{V}_{T}(r)$ for each $d \in S$. For any $c, d \in S, u, v \in \mathcal{V}_{T}(r)$,

$$
\left\|F_{c}[u]-F_{d}[v]\right\|_{\infty} \leq\left\|F_{c}[u]-F_{c}[v]\right\|_{\infty}+\left\|F_{c}[v]-F_{d}[v]\right\|_{\infty}
$$

Hence, by Lemma 2, it is enough to show that the map

$$
\begin{equation*}
S \rightarrow C[0, T], \quad c \mapsto F_{c}[v] \tag{12}
\end{equation*}
$$

is equi-continuous for $v \in \mathcal{V}_{T}(r)$, that is, for any $c \in S$, for any $\varepsilon>0$, there exists a neighborhood $\mathcal{N}$ of $c$ such that

$$
\left\|F_{c}[v]-F_{d}[v]\right\|_{\infty}<\varepsilon
$$

for all $d \in \mathcal{N}$ and all $v \in \mathcal{V}_{T}(r)$.
First note that for each $d \in S$ and $v \in \mathcal{V}_{T}(r)$, one has

$$
\begin{equation*}
\left|V_{w}[v](t)\right| \leq \frac{r^{k} t^{k}}{k!} \quad \forall|w|=k \tag{13}
\end{equation*}
$$

and therefore,

$$
\left|\sum_{|w| \geq k}\langle d, w\rangle V_{w}[v](t)\right| \leq \sum_{j=k}^{\infty} M \rho^{j} j!(m+1)^{j} \frac{r^{j} T^{j}}{j!} \leq M \sum_{j \geq k} \frac{T^{j}}{T_{1}^{j}}
$$

(where we have used the fact that there are at most $(m+1)^{j}$ elements in $\Theta^{j}$ ). Since $0<T<T_{1}$, it follows that for any $\varepsilon>0$, there exists some $k>0$ such that

$$
\begin{equation*}
\left|F_{d}[v](t)-F_{d_{k}}[v](t)\right|<\varepsilon \quad \forall t \in[0, T] \tag{14}
\end{equation*}
$$

for all $v \in \mathcal{V}_{T}(r)$, all $d \in S$, where for each $d, d_{k}$ is the polynomial given by

$$
d_{k}=\sum_{|w| \leq k}\langle c, w\rangle w
$$

Let $c \in S$ and $\varepsilon>0$ be given. Choose $k$ such that (14) holds for all $d \in S$ and $v \in \mathcal{V}_{T}(r)$ with $\varepsilon$ replaced by $\varepsilon / 4$. Then,

$$
\begin{aligned}
& \left|F_{c}[v](t)-F_{d}[v](t)\right| \leq\left|F_{c_{k}}[v](t)-F_{d_{k}}[v](t)\right|+\varepsilon / 2 \\
& \quad=\left|F_{c_{k}-d_{k}}[v](t)\right|+\varepsilon / 2 \leq \sum_{|w| \leq k}\left|\langle c-d, w\rangle V_{w}[v](t)\right|+\varepsilon / 2
\end{aligned}
$$

Let

$$
R=\max _{0 \leq j \leq k}\left\{\frac{r^{j} T^{j}}{j!}\right\}
$$

It follows from (13) that $\left\|V_{w}[v]\right\|_{\infty} \leq R$ for all $v \in \mathcal{V}_{T}(r)$ and for all $w$ with $|w| \leq k$. Hence, there exists some $\delta>0$ such that for any $d$ satisfying $|\langle d, w\rangle-\langle c, w\rangle|<\delta$ for all $|w| \leq k$,

$$
\sum_{|w| \leq k}\left|\langle c-d, w\rangle V_{w}[v](t)\right|<\varepsilon / 2
$$

This means that there exists some neighborhood $\mathcal{N}$ of $c$ such that for any $d \in \mathcal{N}$,

$$
\left|F_{c}[v](t)-F_{d}[v](t)\right|<\varepsilon .
$$

This shows that the map given in (12) is equi-continuous.
Proof of Lemma 1. Let $\tilde{\mu}=\left(\tilde{\mu}_{0}, \ldots, \tilde{\mu}_{l-1}\right) \in \mathcal{J}_{S}^{l}$, and let $v \in C^{\infty}[0,1]$ be given by

$$
v(t)=\sum_{i=0}^{l-1} \tilde{\mu}_{i} \frac{t^{i}}{i!}, \quad 0 \leq t \leq 1
$$

Let $r=2\|v\|_{\infty}$. Without loss of generality, we assume that $r \geq 1$. Choose $0<T<1$ such that $(T, r)$ is admissible for every $d \in S$.

By the assumption on $\tilde{\mu}$, it follows that $v \in \Omega_{S}^{T}$, where

$$
\Omega_{S}^{T}:=\left\{u \in C^{\infty}[0, T]: d \not \chi_{u} 0, \forall d \in S\right\}
$$

Hence, for any $c \in S$, there exists some $t_{c} \in[0, T]$ such that

$$
\left|F_{c}[v]\left(t_{c}\right)\right|=\tau_{c}>0
$$

By the continuity property (c.f. Lemma 2), there exists a neighborhood $\mathcal{N}_{c}$ of $c$ such that for any $d \in \mathcal{N}_{c} \cap S$,

$$
\left|F_{d}[v]\left(t_{c}\right)\right| \geq \tau_{c} / 2
$$

Since $S$ is compact, there exist $c_{1}, c_{2}, \ldots, c_{n}$ such that $S \subseteq \bigcup_{i=1}^{n} \mathcal{N}_{c_{i}}$. It then follows that for any $d \in S$, there exists some $1 \leq j \leq n$ such that

$$
\begin{equation*}
\left|F_{d}[v]\left(t_{j}\right)\right| \geq \tau_{c_{j}} / 2 \tag{15}
\end{equation*}
$$

where $t_{j}=t_{c_{j}}$.
Let $\mu=\left(\mu_{0}, \mu_{1}, \ldots, \mu_{k-1}\right) \in \mathbb{R}^{m k}$ be given. Let $\left\{\omega_{j}\right\}$ be a sequence of analytic functions defined on $[0, T]$ such that

- $\omega_{j}^{(i)}(0)=\mu_{i}$ for $0 \leq i \leq k-1, j \geq 1$;
- $\omega_{j} \rightarrow v$ in the $L_{1}$ norm (as functions defined on $[0, T]$ ); and
- for some $M \geq 1,\left\|\omega_{j}\right\|_{\infty} \leq M$ for all $j \geq 1$.
(See Lemma A. 3 in [21] for the existence of such sequences.) Reducing the value of $T$ if necessary, one may assume that $(T, M)$ is admissible for all $d \in S$.

Again, as it follows from the continuity property established in Lemma 2, one sees that for some $n_{0}$ large enough,

$$
\begin{equation*}
\left|F_{d}\left[\omega_{n_{0}}\right](t)-F_{d}[v](t)\right| \leq \tau / 4 \quad \forall t \in[0, T], \forall d \in S \tag{16}
\end{equation*}
$$

where $\tau=\min \left\{\tau_{c_{1}}, \tau_{c_{2}}, \ldots, \tau_{c_{n}}\right\}$. It follows from (15) and (16) that for each $d \in S$, there exists some $j>0$ such that

$$
\left|F_{d}\left[\omega_{n_{0}}\right]\left(t_{j}\right)\right| \geq \tau / 4>0
$$

from which it follows that $\omega_{n_{0}} \in \Omega_{S}^{T}$. As $\omega_{n_{0}}$ is analytic, it follows that $F_{d}\left[\omega_{n_{0}}\right]$ is also analytic (see Lemma 2.3 of [19]). This then implies that for any $d \in S$, there exists some $j_{d} \geq 1$ such that $y_{d}^{\left(j_{d}-1\right)}(0) \neq 0$, where $y_{d}(t)=F_{d}\left[\omega_{n_{0}}\right](t)$, and hence,

$$
\left\langle d, \mathfrak{d}_{j_{d}}\left(\omega(0), \ldots, \omega^{\left(j_{d}-1\right)}(0)\right)\right\rangle_{j_{d}} \neq 0
$$

where for simplicity, we have replaced $\omega_{n_{0}}$ by $\omega$. Note then that this is equivalent to

$$
\left\langle d_{j_{d}}, \mathfrak{o}_{j_{d}}\left(\omega(0), \ldots, \omega^{\left(j_{d}-1\right)}(0)\right)\right\rangle_{j_{d}} \neq 0
$$

Thus, for any $d \in S$, there exists a neighborhood $\mathcal{W}_{d}$ of $d$ such that for any $\tilde{d} \in \mathcal{W}_{d}$,

$$
\left\langle\tilde{d}_{j_{d}}, \mathfrak{o}_{j_{d}}\left(\omega(0), \ldots, \omega^{\left(j_{d}-1\right)}(0)\right)\right\rangle_{j_{d}} \neq 0
$$

and consequently,

$$
\left\langle\tilde{d}, \mathfrak{d}_{j_{d}}\left(\omega(0), \ldots, \omega^{\left(j_{d}-1\right)}(0)\right)\right\rangle_{j_{d}} \neq 0
$$

Again, by compactness of $S$, there exists some $K \geq 1$ such that

$$
\left\langle d, \mathfrak{d}_{K}\left(\omega(0), \ldots, \omega^{(K-1)}(0)\right)\right\rangle_{K} \neq 0
$$

for any $d \in S$. Without loss of generality, one may assume that $K \geq k$. Let $\nu \in \mathbb{R}^{m K}$ be given by $\nu_{i}=\omega^{(i)}(0)$. Then $\nu \in \mathcal{J}_{S}^{K}$, and by the choice of $\left\{\omega_{j}\right\}$, $\nu$ is a finite extension of $\mu$.

### 4.2 Universal Jets for Equi-Convergent Families

For each element $w_{0} \in \Theta^{*}$, and each integer $k>0$, let $\mathfrak{C}_{w_{0}, k}$ be the set of all series satisfying:

$$
\begin{equation*}
\left|\left\langle c, w_{0}\right\rangle\right| \geq \frac{1}{k} \tag{17}
\end{equation*}
$$

and

$$
\begin{equation*}
|\langle c, w\rangle| \leq k^{n+1} n!, \quad \forall|w|=n . \tag{18}
\end{equation*}
$$

Clearly, each $\mathfrak{C}_{w, k}$ is compact, equi-convergent, and $d \neq 0$ for any $d \in \mathfrak{C}_{w, k}$. Moreover, it is easy to see that

$$
\begin{equation*}
\mathfrak{C} \backslash\{0\}=\bigcup_{w \in \Theta^{*}, k \geq 1} \mathfrak{C}_{w, k} . \tag{19}
\end{equation*}
$$

We now let, for each $w, k$, and $T>0$,

$$
\Omega_{w, k}^{T}=\left\{u \in C^{\infty}[0, T]: c \not \chi_{u} 0, \forall c \in \mathfrak{C}_{w, k}\right\} .
$$

Then it follows from (19) that

$$
\Omega^{T}=\bigcap_{w, k} \Omega_{w, k}^{T}
$$

For a set $S$ of convergent series, we define

$$
\mathcal{J}_{S}=\left\{\mu \in \mathbb{R}^{\mathrm{m}, \infty}:\langle d, \mathfrak{o}(\mu)\rangle \neq 0, \forall d \in S\right\},
$$

and we denote $\mathcal{J}_{\mathfrak{C}_{w, k}}$ by $\mathcal{J}_{w, k}$. Again, by (19), we have

$$
\mathcal{J}=\bigcap_{w, k} \mathcal{J}_{w, k}
$$

Thus, to prove Theorem 2, it is enough to show that $\mathcal{J}_{w, k}$ is open dense in $\mathbb{R}^{\mathrm{m}, \infty}$.

Lemma 4. Let $S$ be an equi-convergent and compact family so that $0 \notin S$. Then $\mathcal{J}_{S}$ is open and dense in $\mathbb{R}^{\mathrm{m}, \infty}$.

To prove Lemma 4, we first prove the following result which is stronger than Lemma 1 in that it is no longer a prior requirement that $\mathcal{J}_{S}^{l} \neq \emptyset$ for some $l$.

Lemma 5. Let $S$ be an equi-convergent and compact family so that $0 \notin S$. Then for any $j \geq 1$ and $\mu^{j}=\left(\mu_{0}, \ldots, \mu_{j-1}\right) \in \mathbb{R}^{m j}$, there exists a finite extension $\nu^{k}$ of $\mu^{j}$ such that $\nu^{k} \in \mathcal{J}_{S}^{k}$.

Proof. Let $\mu_{j} \in \mathbb{R}^{m j}$ be given. Consider any fixed $c \in S, c \neq 0$. According to [17, Theorem 1] (see also Lemma A. 4 in [21]), there are always some $l \geq j$ and finite extension $\nu_{c} \in \mathbb{R}^{m l}$ of $\mu^{j}$ such that

$$
\left\langle c, \mathfrak{d}_{l}\left(\nu_{c}\right)\right\rangle_{l} \neq 0
$$

From here it follows that there exists some neighborhood $\mathcal{N}_{c}$ of $c$ such that

$$
\left\langle d, \mathfrak{o}_{l}\left(\nu_{c}\right)\right\rangle_{l} \neq 0
$$

for all $d \in \mathcal{N}_{c} \cap S$. Since $S$ is Hausdorff and compact, one may assume that $\mathcal{N}_{c}$ is compact. Applying this argument for each $c$ in $S$, and using compactness of $S$, one concludes that there are finitely many $c_{1}, c_{2}, \ldots c_{n}$ such that $S$ is covered by $\cup_{i=1}^{n} \mathcal{N}_{c_{i}}$. Write $\mathcal{N}_{c_{i}} \cap S$ as $\mathcal{N}_{i}$. Then on each $\mathcal{N}_{i}$, there exists some finite extension $\nu_{c_{i}} \in \mathbb{R}^{m l_{i}}$ of $\mu^{j}$ such that

$$
\left\langle d, \mathfrak{d}_{l_{i}}\left(\nu_{c_{i}}\right)\right\rangle_{l_{i}} \neq 0
$$

for all $d \in \mathcal{N}_{i}$. In particular, note that, for each $i, \mathcal{N}_{i}$ is compact and $\mathcal{J}_{\mathcal{N}_{i}}^{l_{i}} \neq \emptyset$, so Lemma 1 can be applied to each such $\mathcal{N}_{i}$. We do this next, inductively.

Start by defining $s_{1}=l_{1}$ and $\sigma_{1}$ as just $\nu_{c_{1}}$. Then $\sigma_{1} \in \mathbb{R}^{m s_{1}}$ is a finite extension of $\mu^{j}$ and $\sigma_{1} \in \mathcal{J}_{\mathcal{N}_{1}}^{s_{1}}$. Consider $\mathcal{N}_{2}$. By Lemma 1, there exists some $s_{2} \geq s_{1}$ and some finite extension $\sigma_{2}$ of $\sigma_{1}$ such that $\sigma_{2} \in \mathcal{J}_{\mathcal{N}_{2}}^{s_{2}}$. Since $\sigma_{2}$ is an extension of $\sigma_{1}$, it follows that $\sigma_{2}$ is also in $\mathcal{J}_{\mathcal{N}_{1}}^{s_{2}}$, and it is also a finite extension of $\mu^{j}$. Repeating finitely many times, one concludes that there exists some finite extension $\sigma_{n} \in \mathbb{R}^{m s_{n}}$ of $\mu^{j}$ such that $\sigma_{n} \in \mathcal{J}_{\mathcal{N}_{i}}^{s_{n}}$ for all $1 \leq i \leq n$. Hence, $\sigma_{n} \in \mathcal{J}_{S}^{s_{n}}$.

Proof of Lemma 4. Let $S$ be an equi-convergent family so that $0 \notin S$. We first prove the density property of $\mathcal{J}_{S}$. Pick up any $\mu=\left(\mu_{0}, \mu_{1}, \ldots\right) \in \mathbb{R}^{\mathrm{m}, \infty}$. Let $W$ be a neighborhood of $\mu$ (in the product topology). Without loss of generality, one may assume that

$$
W=W_{0} \times W_{1} \times \cdots \times W_{j-1} \times \mathbb{R}^{m} \times \mathbb{R}^{m} \times \cdots
$$

where $W_{i}$ is an open subset of $\mathbb{R}^{m}$ for $0 \leq i \leq j-1$. By Lemma 5 , there exists some finite extension $\nu^{N}$ of $\mu^{j}:=\left(\mu_{0}, \ldots, \mu_{j-1}\right)$ such that $\nu^{N} \in \mathcal{J}_{S}^{N}$. Note that every extension $\nu$ of $\nu^{N}$ is in $\mathcal{J}_{S}$ as well as in $W$ since it is also an extension of $\mu^{j}$. Hence, $W \bigcap \mathcal{J}_{S} \neq \emptyset$.

We now prove the openness property of $\mathcal{J}_{S}$. Pick $\mu=\left(\mu_{0}, \mu_{1}, \ldots\right) \in \mathcal{J}_{S}$. Then for each $c \in S$, there exists some $k \geq 0$ such that

$$
\begin{equation*}
\left\langle c, \mathfrak{a}_{k}(\mu)\right\rangle_{k} \neq 0 \tag{20}
\end{equation*}
$$

By compactness of $S$, one can assume that $k$ does not depend on $c$. Note that (20) involves only finitely many terms, so there are neighborhoods $\mathcal{N}_{c}$ of $c \in S$ and $U_{c, \mu^{k}}$ of $\mu^{k}$ in $\mathbb{R}^{m k}$ (where $\mu^{k}=\left(\mu_{0}, \ldots, \mu_{k-1}\right)$ ) such that

$$
\left\langle d, \mathfrak{o}_{k}(\nu)\right\rangle_{k} \neq 0
$$

for all $d \in \mathcal{N}_{c}$ and all $\nu \in U_{c, \mu^{k}}$. Again, using compactness, one can show that there are finitely many $U_{c_{1}, \mu^{k}}, \ldots, U_{c_{n}, \mu^{k}}$, each of which is open, so that $S \subseteq \bigcup_{i=1}^{n} \mathcal{N}_{c_{i}}$, and $U_{c_{i}, \mu^{k}} \subseteq \mathcal{J}_{\mathcal{N}_{c_{i}}}^{k}$. Let

$$
U_{\mu^{k}}=\bigcap_{i=1}^{n} U_{c_{i}, \mu^{k}}
$$

Then $U_{\mu^{k}}$ is a neighborhood of $\mu^{k}$ in $\mathbb{R}^{m k}$. Since $U_{\mu^{k}} \subseteq \mathcal{J}_{\mathcal{N}_{c_{i}}}^{k}$ for all $1 \leq i \leq n$, it follows that $U_{\mu^{k}} \subseteq \mathcal{J}_{S}^{k}$. Finally, let $U=U_{\mu^{k}} \times \mathbb{R}^{\mathrm{m}, \infty}$. Then $U$ is an open set containing $\mu$. Furthermore, for any $\nu \in U$, the restriction $\nu^{k}$ of $\nu$ is in $U_{\mu^{k}}$, and therefore, $\nu \in \mathcal{J}_{S}$. This shows that $U \subseteq \mathcal{J}_{S}$ and $\mu$ is an interior point of $\mathcal{J}_{S}$.

### 4.3 Universal Inputs for Equi-Convergent Families

As discussed in Section 4.2, to prove Theorem 1, it is enough to show the following.

Lemma 6. Let $S$ be an equi-convergent and compact family so that $0 \notin S$. Then, for any $T>0$, the set $\Omega_{S}^{T}$ is open and dense in $C^{\infty}[0, T]$.

First of all, we make the following observation.
Remark 1. Suppose that $\Omega_{S}^{T_{0}}$ is open and dense in $C^{\infty}\left[0, T_{0}\right]$ for some $T_{0}$, then $\Omega_{S}^{T}$ is open and dense in $C^{\infty}[0, T]$ for every $T>T_{0}$. This can be shown in details as follows.

For each subset $U$ of $C^{\infty}[0, T]$, let $U_{T_{0}}=\left\{v_{T_{0}}: v \in U\right\}$, where for $v \in$ $C^{\infty}[0, T], v_{T_{0}}$ denotes the restriction of $v$ to the interval [ $0, T_{0}$ ]. Suppose $U$ is open in $C^{\infty}[0, T]$, then $U_{T_{0}}$ is open in $C^{\infty}\left[0, T_{0}\right]$, and every $u \in U_{T_{0}}$ can be smoothly extended to a function $\tilde{u} \in U$. Moreover, if $u \in \Omega_{S}^{T_{0}}$, then $\tilde{u} \in \Omega_{S}^{T}$. Hence, if $\Omega_{S}^{T_{0}} \bigcap U_{T_{0}} \neq \emptyset$, then $\Omega_{S}^{T} \bigcap U \neq \emptyset$. This shows the density property of $\Omega_{S}^{T}$.

To show the openness property of $\Omega_{S}^{T}$, let $u \in \Omega_{S}^{T}$. By definition, for any $c \in S$, there exists some $t_{c} \in\left[0, T_{0}\right]$ such that $F_{c}[u]\left(t_{c}\right) \neq 0$, so $u_{T_{0}} \in \Omega_{S}^{T_{0}}$. By openness of $\Omega_{S}^{T_{0}}$, there is a neighborhood $U$ of $u_{T_{0}}$ in $C^{\infty}\left[0, T_{0}\right]$ such that $u_{T_{0}} \in U \subseteq \Omega_{S}^{T_{0}}$. Let

$$
\tilde{U}=\left\{v \in C^{\infty}[0, T]: v_{T_{0}} \in U\right\}
$$

Then $\tilde{U}$ is a neighborhood of $u$ in $C^{\infty}[0, T]$, and $\tilde{U} \subseteq \Omega_{S}^{T}$. This shows that every $u$ in $\Omega_{S}^{T}$ is an interior element of $\Omega_{S}^{T}$.

Proof of Lemma 6. Assume that $S$ is equi-convergent and compact. Let $T>0$ be given. We first prove the density property of $\Omega_{S}^{T}$. By Remark 1, one may assume that $T<1 / 2$. Let $u \in C^{\infty}[0, T]$, and pick a neighborhood $\mathcal{W}$ of $u$. Again, without loss of generality, we may assume that

$$
\mathcal{W}=\left\{v \in C^{\infty}[0, T]:\left\|v^{(i)}-u^{(i)}\right\|_{\infty}<\delta, 0 \leq i \leq j-1\right\}
$$

for some $j \geq 1$ and some $\delta>0$. Let $\mu=\left(\mu_{0}, \mu_{1}, \ldots\right)$ be given by $\mu_{i}=u^{(i)}(0)$. By Lemma 5 , there exists some $K>j$ and a finite extension $\nu^{K}$ of $\mu^{j}$ such that $\nu^{K} \in \mathcal{J}_{S}^{K}$. By Lemma A. 4 in [21], one sees that there exists some analytic function $w_{j}$ such that $w_{j}^{(i)}(0)=\nu_{j+i}-\mu_{j+i}$ for $i=0, \ldots, K-j-1$, and $\left\|w_{j}\right\|_{L_{1}}<\delta$. One then defines $w_{l}$ inductively for $l=j-1, \ldots, 1,0$ by

$$
w_{l}(t)=\int_{0}^{t} w_{l+1}(s) d s
$$

It then can be seen that $w_{l+1}(t)=w_{l}^{\prime}(t), w_{l}(0)=0$, and $\left\|w_{l}\right\|_{\infty}<\delta$ for $0 \leq l \leq j-1$. Consequently, $w_{0} \in C^{\infty}[0, T]$ is a function such that $w_{0}^{(i)}(0)=0$ for $0 \leq i \leq j-1$, and $w_{0}^{(i)}(0)=\nu_{i}-\mu_{i}$ for $j \leq i \leq K-1$, and $\left\|w_{0}^{(i)}\right\|_{\infty}<\delta$ for all $0 \leq i \leq j-1$.

Let $w(t)=u(t)+w_{0}(t)$. Then $w \in \mathcal{W}$. Also note that $w^{(i)}(0)=\nu_{i}$ for $0 \leq i \leq K-1$. Since $\nu^{K} \in \mathcal{J}_{S}^{K}$, it follows that $w \in \Omega_{S}^{T}$. This proves the density property of $\Omega_{S}^{T}$.

Next we show the openness property of $\Omega_{S}^{T}$. Let $u \in \Omega_{S}^{T}$. Again, by Remark 1 , we may assume that $(T, r)$ is admissible for every $c \in S$, where $r=\max \left\{\|u\|_{\infty}, 1\right\}$, and that $T<T_{1}$, where $T_{1}$ is defined as in Lemma 3. Since $S$ is compact, there exists some $\delta>0$ such that $\left\|F_{c}[u]\right\|_{\infty} \geq \delta$ for all $c \in S$. Observe that Lemma 3 still holds when $\mathcal{V}_{T}(r)$ is endowed with the Whitney topology. Hence, for each $c \in S$, there exist a neighborhood $\mathcal{N}_{c}$ of $c$ and a neighborhood $U_{c} \subseteq \mathcal{V}_{T}(r)$ of $u$ such that

$$
\left\|F_{c}[v]\right\|_{\infty}>\delta / 2
$$

for all $c \in \mathcal{N}_{c}, v \in U_{c}$. By compactness of $S$, there are finitely many $c_{1}, c_{2}, \ldots, c_{L}$ such that $S \subseteq \bigcup_{i=1}^{L} \mathcal{N}_{c_{i}}$. Let $U=\bigcap_{i=1}^{L} U_{c_{i}}$. Then $U$ is a neighborhood of $u$, and for each $v \in U,\left\|F_{c}[v]\right\|_{\infty}>\delta / 2$ for all $c \in S$. It follows that $U \subseteq \Omega_{S}^{T}$.

## 5 State Space Systems

Consider an analytic system

$$
\Sigma:\left\{\begin{array}{l}
x^{\prime}(t)=g_{0}(x(t))+\sum_{i=1}^{m} g_{i}(x(t)) u_{i}(t)  \tag{21}\\
y(t)=h(x(t))
\end{array}\right.
$$

where for each $t, x(t) \in \mathcal{M}$, which is an analytic (second countable) manifold of dimension $n, h: \mathcal{M} \longrightarrow \mathbb{R}$ is an analytic function, and $g_{0}, g_{1}, \ldots, g_{m}$ are analytic vector fields defined on $\mathcal{M}$. Inputs are measurable essentially bounded maps $u:[0, T] \longrightarrow \mathbb{R}^{m}$ defined on $[0, T]$ for suitable choices of $T>0$. In general, $\varphi(t, x, u)$ denotes the state trajectory of (21) corresponding to an input $u$ and initial state $x$, defined at least for small $t$.

Fix any two states $p, q \in \mathcal{M}$ and take an input $u$. We say $p$ and $q$ are distinguished by $u$, denoted by $p \not \chi_{u} q$, if $h(\varphi(\cdot, p, u)) \neq h(\varphi(\cdot, q, u))$ (considered as functions defined on the common domain of $\varphi(\cdot, p, u)$ and $\varphi(\cdot, q, u))$; otherwise we say $p$ and $q$ cannot be distinguished by $u$, denoted by $p \sim_{u} q$. If $p$ and $q$ cannot be distinguished by any input $u$, then we say $p$ and $q$ are indistinguishable, denoted by $p \sim q$. If for any two states, $p \sim q$ implies $p=q$, then we say that system (21) is observable. (See [6] and [13].) See also [9] for other related notions as well as detailed concept of generic local observability.

For a given continuous time system $\Sigma$, let $\mathcal{F}$ be the subspace of functions $\mathcal{M} \longrightarrow \mathbb{R}$ spanned by the Lie derivatives of $h$ in the directions of $g_{0}, g_{1}, \ldots, g_{m}$, i.e.,

$$
\begin{equation*}
\mathcal{F}:=\operatorname{span}_{\mathbb{R}}\left\{L_{g_{i_{1}}} L_{g_{i_{2}}} \cdots L_{g_{i_{l}}} h: l \geq 0,0 \leq i_{j} \leq m\right\} \tag{22}
\end{equation*}
$$

This is the observation space associated to (21); see e.g. [13, Remark 5.4.2].
Now for any $\mu=\left(\mu_{0}, \mu_{1}, \ldots\right)$ in $\mathbb{R}^{\mathrm{m}, \infty}$, we define

$$
\begin{equation*}
\psi_{i}(x, \mu)=\left.\frac{d^{i}}{d t^{i}}\right|_{t=0} h(\varphi(t, x, u)) \tag{23}
\end{equation*}
$$

for $i \geq 0$, where $u$ is any $C^{\infty}$ input with initial values $u^{(j)}(0)=\mu_{j}$. The functions $\psi_{i}(x, \mu)$ can be expressed, - applying repeatedly the chain rule, as polynomials in the $\mu_{j}=\left(\mu_{1 j}, \ldots, \mu_{m j}\right)$ whose coefficients are analytic functions.

For each fixed $\mu \in \mathbb{R}^{\mathrm{m}, \infty}$, let $\mathcal{F}_{\mu}$ be the subspace of functions from $\mathcal{M}$ to $\mathbb{R}$ defined by

$$
\begin{equation*}
\mathcal{F}_{\mu}=\operatorname{span}_{\mathbb{R}}\left\{\psi_{0}(\cdot, \mu), \psi_{1}(\cdot, \mu), \psi_{2}(\cdot, \mu), \ldots\right\} \tag{24}
\end{equation*}
$$

and let $\mathcal{F}_{\mu}(x)$ be the space obtained by evaluating the elements of $\mathcal{F}_{\mu}$ at $x$ for each $x \in \mathcal{M}$.

For system (21), we consider the series $c_{p}$, for each $p \in \mathcal{M}$, defined by

$$
\begin{equation*}
\left\langle c_{p}, X_{i_{1}} X_{i_{2}} \cdots X_{i_{l}}\right\rangle=L_{g_{i_{l}}} \cdots L_{g_{i_{2}}} L_{g_{i_{1}}} h(p) \tag{25}
\end{equation*}
$$

According to [15, Lemma 4.2], this is always a convergent series. Note then that $p \nsim q$ if and only if $c_{p} \neq c_{q}$ (see $[6,17]$ ). Also, for each $i \geq 0$, it holds that

$$
\psi_{i}(p, \mu)=\left\langle c_{p}, \mathfrak{d}_{i}\left(\mu_{0}, \ldots, \mu_{i-1}\right)\right\rangle
$$

where $\mathfrak{d}_{i}$ is still the same as defined in (7). For each $\mu \in \mathbb{R}^{\mathrm{m}, \infty}$, we denote

$$
\Psi_{\mu}(p)=\left(\psi_{0}(p, \mu), \psi_{1}(p, \mu), \psi_{2}(p, \mu), \ldots\right), \quad p \in \mathcal{M}
$$

Consider the set

$$
\mathcal{J}_{\Sigma}:=\left\{\mu \in \mathbb{R}^{\mathrm{m}, \infty}: \quad \Psi_{\mu}(p) \neq \Psi_{\mu}(q), \forall p \nsim q\right\}
$$

and the set

$$
\mathfrak{J}:=\bigcap_{\Sigma} \mathcal{J}_{\Sigma},
$$

where the intersection is taken over the collection of all analytic systems with $m$ inputs as in (21). Clearly, $\mathfrak{J} \supseteq \mathcal{J}$, and hence, the following is an immediate consequence of Theorem 2.

Corollary 1. The set $\mathfrak{J}$ is a generic subset of $\mathbb{R}^{\mathrm{m}, \infty}$.
Using Corollary 1, one recovers the existence of universal inputs for analytic systems previously established in [14], but in a stronger form, uniformly on all state space systems of all dimensions with input functions taking values in $\mathbb{R}^{m}$.
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#### Abstract

Summary. Viewing a system as an architecture of subsystems is of central importance, both in modeling and in design. The aim of this article is to put forward a language for discussing the interconnection of dynamical systems. Under the influence of feedback control and signal processing, it has become customary to regard interconnections as output-to-input assignment. It is argued that this picture is not appropriate for physical systems, where it more logical to view interconnection as variable sharing. The modeling philosophy that emerges from this vantage point is tearing, zooming, and linking. This is formalized in the context of the notions from the behavioral approach, and illustrated by means of a number of examples.


## 1 Introduction

It is a pleasure to contribute an essay to this volume dedicated to Alberto Isidori on the occasion of his 65 -th birthday. As the topic of my article, I chose an issue which is at the core of systems thinking, namely the formalization and the mathematization of system interconnection. This pertains to linear and nonlinear systems alike. In view of Alberto's early interest in foundational aspects of system theory, especially in the context of linear systems, and his later concentration on control problems for nonlinear systems, it is my intention to make this article a fitting tribute to his wide ranging scientific interests and to the influence that his work had in the field of systems and control theory.

Systems, physical and man-made alike, usually consist of interconnections of interacting subsystems. This feature is crucial in modeling, analysis, and synthesis. The notion of a dynamical system that took shape in the field of systems and control throughout the 20-th century is input/output based. This statement ignores the notion of a dynamical system as a 'flow', as used in mathematics, since we consider this setting totally inadequate as a general vantage point for modeling. The statement also ignore developments in computer science, were very subtle types of interactions have been put forward.


Fig. 1. Input/output system

The central idea in input/output thinking is that the environment acts on a system by imposing inputs, and that the system reacts by imposing outputs on its environment (see Figure 1). This mental image also suggests the functioning of interconnections, by assigning outputs of one system to function as inputs to another system (see Figure 2). These are very appealing ideas indeed, but the question should be examined if this is the mechanism by which the environment interacts with a system and if this is the way interconnections function in reality, physical and otherwise.


Fig. 2. Input/output interconnection

Early on, a system was regarded as an input/output map. This view is especially prevalent in signal processing, in classical control theory, and in Wiener's work. However, in all but the simplest examples, a dynamical input/output system is simply not a map. One can go a certain distance with this 'map' idea in the context of linear systems, say by assuming both the input and the output to be zero in the far past, or by restricting to square integrable inputs and outputs. But already this is very awkward, for example in connection with feedback or with unstable systems. However, the 'map' aspect is a totally inappropriate, indeed basically an impossible, starting point for nonlinear or discrete event systems.

Later on, state space systems came in vogue. By taking into consideration initial conditions, the state space point of view gives a much better vantage point to discuss dynamical models. Thus we arrived at

$$
\dot{\mathrm{x}}=f(\mathrm{x}, \mathrm{u}, \mathrm{t}), \mathrm{y}=h(\mathrm{x}, \mathrm{u}, \mathrm{t})
$$

as the mathematical structure on which system and control theory is based since the introduction of state models around 1960.

Both the classical input/output maps, as well as the modern input/state/output version, consider a system as an cause/effect relation. The in-
put/output point of view led to signal flow graphs, and to system interconnection as output-to-input assignment (see Figure 2). In control and in signal processing (and, but to a lesser extent, in circuit theory), signal flow diagrams combining series, parallel, and feedback connections are viewed as the standard way to deal with interconnections. Since an adder can be viewed as a input/output system, with two inputs and their sum as output, we end up with output-to-input assignment as the basic operation by which systems are interconnected. Since this also fits the classical picture of control as feedback so very well, it is this view that came to dominate the field of systems and control.

## 2 Tearing, Zooming, and Linking

From an applications point of view, the input/output framework is much more restrictive than one is often led to believe. The architecture formalized by the signal flow arrows is often viewed as essential for describing the interaction of a system with its environment. But, the opposite is actually the case, especially for the description of physical systems and for describing their interconnections. In many situations, signal flow graphs are unphysical, a figment of the imagination, cumbersome, and unnecessary. Sharing common variables is a much more key idea for system interconnection than output-to-input connection.


Fig. 3. Blackbox

A typical modeling task can be viewed as follows. Our aim is to model the dynamic behavior of a number of related variables. This is visualized by means of a blackbox (see Figure 3) with a number of terminals. One should think of these terminals as 'places' where the variables which we set out to model 'live'. Sometimes one should take these terminals literally, sometimes not. In first instance, this only means that the modeler has declared what the variables of interest are: the terminals are merely a visualization. Often, thou, the terminals are real, and the aim is to model the variables associated with physical terminals through which a system interacts with its environment. When dealing with interconnections, it is natural to assume
(i) that these terminals and their variables are real physical entities, and
(ii) that there are usually many physical variables collectively and indivisibly associated with one and the same terminal.


Fig. 4. Greybox

Most systems consist of interacting components. In order to discover these interactions, we look inside the blackbox of Figure 3, where we find an interconnection architecture of 'smaller' blackboxes that interact through terminals of their own (see Figure 4). Modeling then proceeds by examining the smaller blackboxes and their interactions.

This modeling process is called tearing, zooming, and linking .

1) Tearing refers to viewing a system as an interconnection of smaller subsystems.
2) Zooming refers to modeling the subsystems.
3) Linking refers to modeling the interconnections.

There is an obvious hierarchical structure in this modeling process. Indeed, zooming involves modeling the (dynamic) laws that govern the variables on the terminals of a subsystem. This subsystem may in turn consist of interacting sub-sub-systems. Modeling the subsystem then again involves tearing, zooming, and linking. This goes on until we meet components whose model specification follows from first principles, or a subsystem whose model has been stored in a database, or where system identification is the modeling procedure that is called for.

The question which we examine in this paper is what actually happens when subsystems are interconnected. Our theme is that this does not (usually) imply input-to-output assignment, but rather variable sharing. However, in order to put these ideas in their proper setting, we briefly backtrack to the mathematical description of dynamical systems outside the input/output setting.

## 3 Behavioral Systems

Over the last two decades, a framework for the study of systems has been developed that does not take the input/output structure as its starting point. The 'behavioral approach', as this has been called, simply identifies the dynamics of a system with a family of trajectories, called the behavior, and develops systems theory (including control) from there.

The behavioral framework views modeling as follows. Assume that we have a phenomenon that we wish to describe mathematically. Nature (that is, the reality that governs this phenomenon) can produce certain events (also
called outcomes). The totality of possible events (before we have modelled the phenomenon) forms a set $\mathbb{U}$, called the universum. A mathematical model of the phenomenon restricts the outcomes that are declared possible to a subset $\mathcal{B}$ of $\mathbb{U} ; \mathcal{B}$ is called the behavior of the model. We refer to ( $\mathbb{U}, \mathcal{B}$ ) (or to $\mathcal{B}$ by itself, since $\mathbb{U}$ usually follows from the context) as a mathematical model.

As an example, consider the ideal gas law, which poses $P V=k N T$ as the relation between the pressure $P$, the volume $V$, the number $N$ of moles, and the temperature $T$ of an ideal gas, with $k$ a universal physical constant. The universum $\mathbb{U}$ is $\left(\mathbb{R}_{+}\right)^{4}$, and the behavior $\mathcal{B}=\left\{(P, V, N, T) \in\left(\mathbb{R}_{+}\right)^{4} \mid P V=\right.$ $k N T\}$.

In the study of dynamical systems we are more specifically interested in situations where the events are signals, trajectories, i.e. maps from a set of independent variables (time, in the present paper) to a set of dependent variables (the values taken on by the signals). In this case the universum is the collection of all maps from the set of independent variables to the set of dependent variables. It is convenient to distinguish these sets explicitly in the notation: $\mathbb{T}$ for the set of independent variables, and $\mathbb{W}$ for the set of dependent variables. $\mathbb{T}$ suggests 'time', the case of interest in the present article. Whence a (dynamical) system is defined as a triple

$$
\Sigma=(\mathbb{T}, \mathbb{W}, \mathcal{B})
$$

with $\mathcal{B}$, the behavior, a subset of $\mathbb{W}^{\mathbb{T}}\left(\mathbb{W}^{\mathbb{T}}\right.$ is standard mathematical notation for the set of all maps from $\mathbb{T}$ to $\mathbb{W}$ ). The behavior is the central object in this definition. It formalizes which signals $w: \mathbb{T} \rightarrow \mathbb{W}$ are possible, according to the model: those in $\mathcal{B}$, and which are not: those not in $\mathcal{B}$. The behavioral framework treats a model for what it is: an exclusion law. Of course, in applications, the behavior $\mathcal{B}$ must be specified somehow, and it is here that differential equations (and difference equations for discrete-time systems) enter the scene.

In the equations describing a behavior, very often other variables appear in addition to those the model aims at. The origin of these auxiliary variables varies from case to case. They may be state variables (as in flows, automata, and input/state/output systems); they may be potentials (as in the wellknown expressions for the solutions of Maxwell's equations); most frequently and most germane for the purposes of the present article, they are interconnection variables. It is important to incorporate these auxiliary variables in our modeling language $a b$ initio, and to distinguish clearly between the variables whose behavior the model aims at, and the auxiliary variables introduced in the modeling process. The former are called manifest variables and the latter latent variables.

A mathematical model with latent variables is defined as a triple $\left(\mathbb{U}, \mathbb{L}, \mathcal{B}_{\text {full }}\right)$, with $\mathbb{U}$ the universum of manifest variables, $\mathbb{L}$ the universum of latent variables, and $\mathcal{B}_{\text {full }} \subseteq \mathbb{U} \times \mathbb{L}$ the full behavior. It induces (or represents) the manifest model $(\mathbb{U}, \mathcal{B})$, with $\mathcal{B}=\{w \in \mathbb{U} \mid$ there exists $\ell \in \mathbb{L}$ such that
$\left.(w, \ell) \in \mathcal{B}_{\text {full }}\right\}$. A (dynamical) system with latent variables is defined completely analogously as

$$
\Sigma_{\mathrm{full}}=\left(\mathbb{T}, \mathbb{W}, \mathbb{L}, \mathcal{B}_{\text {full }}\right)
$$

with $\mathcal{B}_{\text {full }} \subseteq(\mathbb{W} \times \mathbb{L})^{\mathbb{T}}$. The notion of a system with latent variables is the natural end-point of a modeling process and hence a very natural starting point for the analysis and synthesis of systems. More details and examples of behavioral systems may be found in $[3,4]$.

The procedure of modeling by tearing, zooming, and linking is an excellent illustration of the appropriateness of the behavioral approach. We assume throughout finiteness, i.e., a finite number of subsystems are interconnected, each with a finite number of terminals. Our view of interaction through terminals is certainly not the end point of the development of formalizing the interaction of systems. There are many interactions between subsystems that do not fit this 'terminal' paradigm: actions at a distance (as gravity), rolling and sliding, mixing, components that are interconnected through distributed surfaces, etc. Interconnecting systems through terminals fits very well lumped electrical and mechanical systems, many hydraulic systems, some thermal systems, etc. Interconnection via terminals also serves as a useful paradigm for more complex situations.

## 4 Formalization

In this section an outline is given of a formal procedure for obtaining a model by viewing a system (a blackbox) as an interconnection of subsystems (smaller blackboxes). The idea is to formalize the picture shown in Figure 2: a finite number of systems are interconnected through terminals by to other subsystems. This suggests a graph with the subsystems in the nodes, and the interconnections in the edges. As we shall see, this formalism uses the notions of a behavior and of latent variables in an effective way.

The ingredients are:

1) terminals,
2) (parameterized) modules,
3) the interconnection architecture,
4) the module embedding, and
5) the manifest variable assignment.

### 4.1 Terminals

A terminal is specified by its type. Giving the type of a terminal identifies the kind of a physical terminal that we are dealing with. The type of terminal implies a universum of terminal variables. These variables are physical quantities that characterize the possible 'signal states' on the terminal, it specifies

Table 1. Examples of terminals

| Type of terminal | Variables | Universum |
| :---: | :---: | :---: |
| electrical | (voltage, current) | $\mathbb{R} \times \mathbb{R}$ |
| 1-D mechanical | (force, position) | $\mathbb{R} \times \mathbb{R}$ |
| 2-D mechanical | (position, attitude, force, torque) | $\mathbb{R}^{2} \times[0,2 \pi) \times \mathbb{R}^{2} \times \mathbb{R}$ |
| thermal | (temperature, heat-flow) | $\mathbb{R}_{+} \times \mathbb{R}$ |
| fluidic | (pressure, mass-flow) | $\mathbb{R} \times \mathbb{R}$ |
| input | $u$ | $\mathbb{R}$ |
| output | $(y)$ | $\mathbb{R}$ |
| etc. | etc. | etc. |

how the module interacts with the environment through this terminal. Some examples of terminals are given below.

### 4.2 Modules

A module is specified by its type, and its behavior. Giving the type of a module identifies the kind of physical system that we are dealing with. Giving a behavior specification of a module implies giving a representation and the values of the parameters associated with a representation. Combined, these specify the behavior of the variables on the terminals of the module. The type of a module implies an ordered set of terminals. Since each of the terminals comes equipped with a universum of terminal variables, we thus obtain an ordered set of variables associated with that module. The module behavior then specifies what time trajectories are possible for these variables. Thus a module defines a dynamical system $(\mathbb{R}, \mathbb{W}, \mathcal{B})$ with $\mathbb{W}$ the Cartesian product over the terminals of the universa of the terminal variables.

However, there are very many ways to specify a behavior (for example, as the solution set of a differential equation, as the image of a differential operator, through a latent variable model, through a transfer function, and many other ways). The behavioral representation picks out one of these. These representations will in first instance contain unspecified parameters (for example, the coefficients of the differential equation, or the rational functions in a transfer function). Giving the parameter values specifies their numerical values, and completes the specification of the behavior of the signals that are possible on the terminals of a module.

We give two examples. The first is a simple 3 Ohm resistor (see Figure 5). The module type is ohmic resistor. This means that it has two terminals, both of 'electrical' type, and that it is parameterized by a non-negative real number (the value of the resistor in Ohms). Since the terminals are electrical, there are two variables, a voltage and a current (counted positive when it runs into the device), on each terminal. This yields in total four real variables associated with a resistor: $\left(V_{1}, I_{1}\right)$ and $\left(V_{2}, I_{2}\right)$. From the fact that we


Fig. 5. A resistor
have an ohmic resistor, we know that the relation between these variables is

$$
V_{1}-V_{2}=R I_{1}, I_{1}+I_{2}=0
$$

Giving in addition the value of the parameter $R=3$ of the Ohmic resistor leads to the behavioral equations

$$
V_{1}-V_{2}=3 I_{1}, I_{1}+I_{2}=0
$$

These equations completely specify the behavior of the terminal variables of a 3 ohm resistor.
Our second example of a module is a transfer function. The module type is multivariable proper transfer function. Its parameters are ( $\mathrm{m}, \mathrm{p}, G$ ), with $\mathrm{m}, \mathrm{p} \in \mathcal{N}$ and $G$ a $\mathrm{p} \times \mathrm{m}$ matrix of proper real rational functions. This means that we have a system with $m+p$ terminals, the first $m$ of 'input' type, the last p of 'output' type, and behavior described by the controllable input/state/output system

$$
\frac{d}{d t} x=A x+B u, y=C x+D u
$$

with $A, B, C, D$ such that $G(\xi)=D+C(I \xi-A)^{-1} B$. The behavior of this system consists of all $(u, y): \mathbb{R} \rightarrow \mathbb{R}^{\mathrm{m}} \times \mathbb{R}^{\mathrm{p}}$ for which there exists $x: \mathbb{R} \rightarrow \mathbb{R}^{\mathrm{n}}$ such that these equations are satisfied: the state serves as a latent variable. Of course, to be precise, we would have to add some smoothness, but we will slide over these technical points, since they are not germane to the purposes of this article.

This representation of the module behavior requires specification of the numerical value of the state space system parameter matrices $A, B, C, D$. We have identified 'transfer function' with controllable linear time-invariant differential system. In this case there are very many other ways of translating this specification into dynamic equations. For example, by using left or right polynomial co-prime factorizations of the transfer function, we obtain differential equation representations in kernel or image form. By using factorizations with rational functions, we can obtain proper stable rational functions as parametrization. This class of systems, linear time-invariant differential systems, have been dealt with extensively in the literature.

Some general examples of modules types with their terminals and of behavioral specifications are given in the tables above.

Table 2. Examples of modules

| Type of module | Terminals | Type of terminals |
| :---: | :---: | :---: |
| resistor | (terminal1, terminal2) | (electrical, electrical) |
| transistor | (collector, emitter, base) | (electrical, idem,idem) |
| mass, 2 applicators | (appl1, appl2) | (3-D mechanical, idem) |
| 2-inlet vessel | (inlet1, inlet2) | (fluidic, fluidic) |
| heat exchanger | (inlet, outlet) | (fluidic-thermal, idem) |
| signal processor | (in, out) | (input, output) |
| etc. | etc. | etc. |

Table 3. Examples of module specifications

| Type of module | Specification | Parameter |
| :---: | :---: | :---: |
| resistor | default | $R$ in Ohms |
| n-terminal circuit | transfer impedance | $G \in \mathbb{R}^{\mathrm{n} \times \mathrm{n}}(\xi)$ |
| n-port circuit | i/s/o admittance | $(A, B, C, D)$ |
| bar, 2 applicators | Lagrangian equations | mass and length |
| 2-inlet vessel | default | geometry |
| signal processor | kernel representation | $R \in \mathbb{R}[\xi]^{\bullet \bullet}$ |
| signal processor | latent variable | $(R, M)$ |
| etc. | etc. | etc. |

A module $\Sigma$ of a given type with $T$ terminals yields the signal space $\mathbb{W}=\mathbb{W}_{1} \times \mathbb{W}_{2} \times \cdots \times \mathbb{W}_{T}$, with $\mathbb{W}_{k}$ the universum associated with the $k$-th terminal. The behavioral specification yields the behavior $\mathcal{B} \subseteq \mathbb{W}^{\mathbb{R}}$. If $\left(w_{1}, w_{2}, \ldots, w_{T}\right) \in \mathcal{B}$, then we think of the $w_{k}$ 's as signals $w_{k}: \mathbb{R} \rightarrow \mathbb{W}_{k}$ that can occur on the k-th terminal.

### 4.3 The Interconnection Architecture

The next element in the specification of a model is the interconnection architecture (or interconnection graph). This is defined as a graph with leaves. Recall that a graph is defined as $\mathcal{G}=(\mathbb{V}, \mathbb{E}, \mathcal{A})$, with $\mathbb{V}$ the set of vertices, $\mathbb{E}$ the set of edges, and $\mathcal{A}$ the adjacency map. $\mathcal{A}$ associates with each edge $e \in \mathbb{E}$ an unordered pair $\mathcal{A}(e)=\left[v_{1}, v_{2}\right]$ with $v_{1}, v_{2} \in \mathbb{V}$, in which case $e$ is said to be adjacent to $v_{1}$ and $v_{2}$. A graph with leaves is a graph in which some of the 'edges' are adjacent to only one vertex. These special 'edges' are called 'leaves'. Formally, a graph with leaves is defined as $\mathcal{G}=(\mathbb{V}, \mathbb{E}, \mathbb{L}, \mathcal{A})$, with $\mathbb{V}$ the set of vertices, $\mathbb{E}$ the set of edges, $\mathbb{L}$ the set of leaves, and $\mathcal{A}$ the adjacency map. $\mathcal{A}$ associates with each edge $e \in \mathbb{E}$ an unordered pair $\mathcal{A}(e)=\left[v_{1}, v_{2}\right]$ with $v_{1}, v_{2} \in \mathbb{V}$, and with each leaf $\ell \in \mathbb{L}$ an element $\mathcal{A}(\ell)=v \in \mathbb{V}$, in which case $e$ is said to be adjacent to $v_{1}$ and $v_{2}$, and $\ell$ to $v$.

### 4.4 The Module Embedding

## The module embedding

(i) associates with each vertex of the interconnection architecture a module, and
(ii) specifies for every vertex a $1 \leftrightarrow 1$ assignment between the edges and leaves adjacent to the vertex and the terminals of the module that has been associated with this vertex.
This is illustrated in the figure below.


Fig. 6. Terminal assignment

Since each edge is adjacent to two vertices, each edge is associated by the module embedding with 2 terminals. It is assumed that this assignment results in terminals that are of the same type if the type is physical (both electrical, or mechanical, or hydraulic, or thermal, etc.), or of opposite type (one input, one output) if the terminals are of logical type. In other words, if the edge $e$ is adjacent to vertices $v_{1}$ and $v_{2}$, then the module embedding makes $v_{1}$ and $v_{2}$ either of the same physical type, or of opposite logical type. In this way, each edge and leaf is labelled by a terminal type, and each vertex is labelled as a module.

Consider again a few examples. The first is the electrical circuit shown in Figure 7. The goal is to model the behavior of the voltage and current in the external port.


Fig. 7. RLC circuit

This circuit has 6 modules. Two resistors with parameter values $R_{C}$ and $R_{L}$ respectively, one capacitor with parameter value $C$, one inductor with parameter value $L$, and two connectors with parameter value 3 (meaning that it connects 3 terminals). All terminals are of electrical type, the resistors, capacitor, and inductor each have 2 terminals, and the connectors both have 3. The interconnection architecture is shown on the right side of Figure 7. There are 6 vertices, labelled 1 to 6,6 edges, labelled $c, d, e, f, g, h$, and 2 leaves labelled $a, b$. The module embedding consists of

$$
R_{C} \mapsto 2, R_{L} \mapsto 5, C \mapsto 4, L \mapsto 3, \text { connector }_{1} \mapsto 1, \text { connector }_{2} \mapsto 6
$$

Because of the special symmetries that are valid for the electrical elements used, we need not specify how the terminals of the modules are exactly associated with the edges. If, for example, there would have been a diode in edge 2 , we would have had to specify if its current blocking direction is associated with edge $c$ or with edge $e$.
The second example is the classical feedback system shown in Figure 8. The interconnection architecture is the graph with vertices $A_{1}, A_{2}, G_{1}$, and $G_{2}$, edges $3,4,5,6$, and leaves 1,2 , shown on the right side of the figure. The mod-


Fig. 8. Feedback system
ules are two adders, associated with vertices $\mathrm{A}_{1}$ and $\mathrm{A}_{2}$, each with 2 inputs and 1 output, and two input/output systems, associated with vertices $\mathrm{G}_{1}$ and $\mathrm{G}_{2}$. The module embedding requires that the appropriate input-to-output directions are respected.

### 4.5 Interconnection Equations

The edges of the interconnection architecture specify how terminals of modules are linked. Assume that there are universal rules that specify relations among the variables on the terminals that are linked. Pairing of terminals by the edges of the interconnection architecture implies an interconnection law. Some examples of interconnection laws are shown in the table below.

Proceeding this way leads to a complete set of behavioral equations:
(i) For each vertex of the interconnection architecture, we obtain a behavior relating the variables that 'live' on the terminals of the module that is associated with this vertex. These behavioral equations are called the module equations.

Table 4. Examples of interconnection laws

| Pair of terminals | Variables <br> terminal 1 | Variables <br> terminal 2 | Interconnection <br> constraints |
| :---: | :---: | :---: | :---: |
| electrical | $\left(V_{1}, I_{1}\right)$ | $\left(V_{2}, I_{2}\right)$ | $V_{1}=V_{2}, I_{1}+I_{2}=0$ |
| 1-D mechanical | $\left(F_{1}, q_{1}\right)$ | $\left(F_{2}, q_{2}\right)$ | $F_{1}+F_{2}=0, q_{1}=q_{2}$ |
| thermal | $\left(Q_{1}, T_{1}\right)$ | $\left(Q_{2}, T_{2}\right)$ | $Q_{1}+Q_{2}=0, T_{1}=T_{2}$ |
| fluidic | $\left(p_{1}, f_{1}\right.$ | $\left(p_{2}, f_{2}\right)$ | $p_{1}=p_{2}, f_{1}+f_{2}=0$ |
| information processing | input $u$ | output $y$ | $u=y$ |
| etc. | etc. | etc. | etc. |

(ii) For each edge of the interconnection architecture, we obtain behavioral equations relating the variables that 'live' on the terminals and that are linked by this edge. These behavioral equations are called the interconnection equations. Note that no interconnection equations result from the leaves, but the associated terminal variables do enter in the module equations.
These equations together specify the behavior of all the variables on all the terminals involved. Each vertex of the interconnection graph is in the end labelled as a module, and each edge as a terminal type: we have systems in the vertices, and interconnections in the edges. This stands in contrast to conventional electrical circuit theory, which has the elements (i.e. modules) in the edges, and the interconnections in the vertices. The interconnection equations are usually very simple (see the table above). Typically they equate certain variables and put the sum of other variables to zero. We therefore think of interconnection as variable sharing.

For the examples discussed earlier, and with the obvious notation, we obtain the following specification of the behavior.

1. For the circuit, we obtain the module equations

$$
\begin{aligned}
V_{c^{\prime \prime}}-V_{e^{\prime}} & =R_{C} I_{c^{\prime \prime}}, I_{c^{\prime \prime}}=I_{e^{\prime}} \\
V_{f^{\prime \prime}}-V_{h^{\prime}} & =R_{L} I_{f^{\prime \prime}}, I_{f^{\prime \prime}}=I_{h^{\prime}} \\
C \frac{d}{d t}\left(V_{c^{\prime \prime}}-V_{e^{\prime}}\right) & =I_{c^{\prime \prime}}, I_{c^{\prime \prime}}=I_{e^{\prime}} \\
L \frac{d}{d t} I_{d^{\prime \prime}} & =\left(V_{d^{\prime \prime}}-V_{f^{\prime}}\right), I_{d^{\prime \prime}}=I_{f^{\prime}} \\
V_{a}=V_{c^{\prime}} & =V_{d^{\prime}}, I_{a}+I_{c^{\prime}}+I_{d^{\prime}}=0 \\
V_{b}=V_{g^{\prime \prime}} & =V_{h^{\prime \prime}}, I_{b}+I_{g^{\prime \prime}}+I_{h^{\prime \prime}}=0
\end{aligned}
$$

and the interconnection equations:

$$
\begin{aligned}
& V_{c^{\prime}}=V_{c^{\prime \prime}}, I_{c^{\prime}}+I_{c^{\prime \prime}}=0 ; \\
& V_{d^{\prime}}=V_{d^{\prime \prime}}, I_{d^{\prime}}+I_{d^{\prime \prime}}=0 ; \\
& V_{e^{\prime}}=V_{e^{\prime \prime}}, I_{e^{\prime}}+I_{e^{\prime \prime}}=0 ; \\
& V_{f^{\prime}}=V_{f^{\prime \prime}}, I_{f^{\prime}}+I_{f^{\prime \prime}}=0 ; \\
& V_{g^{\prime}}=V_{g^{\prime \prime}}, I_{g^{\prime}}+I_{g^{\prime \prime}}=0 ; \\
& V_{h^{\prime}}=V_{h^{\prime \prime}}, I_{h^{\prime}}+I_{h^{\prime \prime}}=0 .
\end{aligned}
$$

2. For the feedback system, we obtain the module equations

$$
\begin{gathered}
\left(u_{3}, y_{4}\right) \in \mathcal{B}_{\mathrm{G}_{1}} ; \quad\left(u_{5}, y_{6}\right) \in \mathcal{B}_{\mathrm{G}_{2}} ; \\
y_{2}=u_{1}+u_{6} ; y_{4}=u_{2}+u_{4}
\end{gathered}
$$

and the interconnection equations

$$
u_{3}=y_{3} ; u_{4}=y_{4} ; u_{5}=y_{6} ; u_{6}=y_{6} .
$$

Here $\mathcal{B}_{\mathrm{G}_{1}}$ and $\mathcal{B}_{\mathrm{G}_{2}}$ denote the behavior of the input/output systems in respectively the forward loop and the feedback loop of the feedback system.

### 4.6 The Manifest Variable Assignment

The final step consists of the manifest variable assignment. This is a mapping that assigns the manifest variables as a function of the terminal variables. The terminal variables are henceforth considered as latent variables.

For the circuit example the manifest variable assignment consists of the maps that defines the port voltage and port current as a function of the terminal voltages and currents:

$$
V_{\text {external }}=V_{a}-V_{b}, I_{\text {external }}=I_{a}
$$

For the feedback system, the manifest variable assignment consists of

$$
u_{\text {external }}=\left(u_{1}, u_{2}\right), y_{\text {external }}=\left(y_{6}, y_{5}\right) .
$$

The behavioral equations (the combination of the module equations and the interconnection equations), combined with the manifest variable assignment, define the full behavior of the system that is being modelled. It is the end result of the modeling process based on tearing ( $\cong$ the interconnection architecture), zooming ( $\cong$ obtaining the module equations and the manifest variable assignment), and linking ( $\cong$ setting up the interconnection equations).

This tearing-zooming-linking modeling methodology has many virtues: it is systematic and modular, it is adapted to computer assisted modeling (with module equations in parametric form stored in a database, and with the interconnection equations also stored in a database), it is hierarchical (once a model of a system has been obtained, it can be used as a subsystem-module on a higher level). A good model library will have items that are re-useable, extendable, modifiable, flexible, etc.).

Disadvantages are that it immediately involves many variables. This can be alleviated by the (partial) elimination of latent variables when possible. For example, the interconnection equations often immediately lead to elimination of half of the interconnection variables. There are situations where the special structure of the modules and the interconnections allow a more direct elimination of some of the variables. For example, modeling of mechanical
systems using Lagrangians, modeling of electrical circuits using ports instead of terminals, etc.

Our philosophy is to keep the interconnections highly standardized and simple, and to deal with complex models in the modules. For example, in the electrical circuit, a multi-terminal connector was viewed as a module, not as a connection. Also, in mechanical systems, joints, hooks and hinges should be viewed as modules, not as connections.

As a caveat, we should emphasize that not all interconnections or interactions of subsystems fit the framework described above. In particular, distributed interconnections were not considered, for example mechanical systems that are interconnected by sharing a surface, or heat conduction along a surface. Also, terminals do not capture interconnections along virtual terminals, as action at a distance. Finally, interactions as rolling, sliding, bouncing, mixing, etc., also require a different setting.

The resulting graph structure of an interconnected system has the modules in the nodes and the interconnections as the branches. This is faithful to the physics, and should be contrasted with the graph structure pursued in electrical circuit theory, which has the modules in the branches and the connectors in the nodes. This works fine with 2-terminal elements, but is awkward otherwise, and is difficult to generalize to other, non-electrical, domains.

## 5 Interconnected Behavior

We now formalize the interconnected system. The most effective way to proceed is to specify it as a latent variable system, with as manifest variables the variables specified in the manifest variable assignment, and as latent variables all the terminal variables associated with all the modules. Its full behavior behavior then consists of the behavior as specified by each of the modules, combined by the interconnection laws obtained by the interconnection architecture. A first principles model of an interconnected system obtained this way always contains many latent variables. This is one of the main motivations to introduce latent variables in our modeling language $a b$ initio. It also underscores the importance of the elimination theorem $[1,2,4]$.

The modeling procedure described above has some similarity with modeling using bondgraphs. However, there are important differences, especially that in our setting it is not required that the interconnection variables have any relation to the energy that is transmitted along the interconnection terminals. The comparison with bondgraphs is taken up in detail in [5].

## 6 Conclusions

Modeling interconnected via the above method of tearing, zooming, and linking provides the prime example of the usefulness of behaviors and the inadequacy of input/output thinking. Even if our system, after interconnection,
allows for a natural input/output representation, it is unlikely that this will be the case of the subsystem and of the interconnection architecture. It is only when considering the more detailed signal flow graph structure of a system that input/output thinking becomes useful. Signal flow graphs are useful building blocks for interpreting information processing systems, but physical systems need a more flexible framework.
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Summary. We consider the problem of model reduction for nonlinear control systems. We introduce the concept of input normal form of degree $d$ and show that a sufficiently smooth nonlinear control system can always be brought to this form by local changes of state coordinates. The changes of coordinates are not uniquely defined but the resulting normal form of the controllability and observability functions are if $d \leq 6$. The parameters in this normal form indicates the relative importance of the state coordinates to the input output map of the control system. Then we offer a new interpretation of linear balanced truncation and show how it can be extended to nonlinear system. Finally we offer new estimates of error between the full and reduced Hankel maps.

## 1 Introduction

The theory of model reduction for linear control systems was initiated by B. C. Moore [9]. His method, called balanced truncation, is applicable to controllable, observable and exponentially stable linear systems in state space form. The reduction is accomplished by making a linear change of state coordinates to simultaneously diagonalize the controllability and observability gramians and make them equal. Such a state space realization is said to be balanced. The diagonal entries of the gramians are the singular values of the Hankel map from past inputs to future outputs. The balanced reduction is accomplished by Galerkin projection onto the states associated to the largest singular values. The method is intrinsic in that the reduced order model depends only on the dimension of the reduced state space.

Scherpen [12] extended Moore's method to locally asymptotically stable nonlinear systems. She defined the controllability and observability functions
which are the nonlinear analogs of the controllability and observability gramians. Scherpen made a change of state coordinates that took the system into input normal form where the controllability function is one half of the sum of squares of the state coordinates. She then made additional changes of state coordinates that preserved the input normal form while diagonalizing the observability function where the diagonal entries, which she called the singular value functions, are state dependent. She reduced the system by Galerkin projection onto coordinates with the largest singular value functions.

The reduction technique of Scherpen is not intrinsic. The singular value functions themselves are not unique [6]. Moreover the resulting reduced order system depends on the changes of coordinates that are used to achieve it and these are not unique.

The goal of this paper is to present a more intrinsic method of nonlinear model reduction. Our approach differs from Scherpen in that we analyze the changes of coordinates degree by degree and give a normal form of the controllability and observability functions for each degree. Generically this normal form of the controllability and observability functions is unique up through terms of degree 7 and it is diagonalized in some sense. There are many changes of coordinates that achieve the normal form and this choice can affect the lower order model.

## 2 Input Normal Form of Degree d

Suppose we have an $n$ dimensional system of the form

$$
\begin{align*}
& \dot{x}=f(x, u)=F x+G u+f^{[2]}(x, u)+\ldots+f^{[d]}(x, u)+O(x, u)^{d+1}  \tag{1}\\
& y=h(x)=H x \quad+h^{[2]}(x) \quad+\ldots+h^{[d]}(x) \quad+O(x)^{d+1}
\end{align*}
$$

where $f(x, u), h(x)$ are $C^{d+1}, d \geq 1$ in some neighborhood of the equilibrium $x=0, u=0$. The superscript ${ }^{[j]}$ denotes a function that is homogeneous and polynomial of degree $j$ in its arguments so the right sides of the above are the Taylor series expansions of $f, h$ around $x=0, u=0$ with remainders of degree $d+1$.

Following Moore [9] we assume that $F$ is Hurwitz, i.e., all its eigenvalues lie in the open left half plane, $F, G$ is a controllable pair and and $H, F$ is an observable pair. Scherpen [12] defined the controllability and observability functions of the system. The controllability function $\pi_{c}(x)$ is the solution of the optimal control problem

$$
\begin{equation*}
\pi_{c}\left(x^{0}\right)=\inf _{u(-\infty: 0)} \frac{1}{2} \int_{-\infty}^{0}|u|^{2} d t \tag{2}
\end{equation*}
$$

subject to the system (1) and the boundary conditions

$$
\begin{aligned}
x(-\infty) & =0 \\
x(0) & =x^{0} .
\end{aligned}
$$

The notation $u(-\infty: 0)$ denotes a function in $L^{2}\left((-\infty, 0), \mathbb{R}^{m}\right)$. Loosely speaking $\pi_{c}(x)$ is the minimal "input energy" needed to excite the system from the zero state to $x$ over the time interval $(-\infty, 0]$.

If $\pi_{c}(x)$ exists and is smooth then it and the optimal control $u=\kappa(x)$ satisfy the Hamilton-Jacobi-Bellman equations

$$
\begin{equation*}
0=\frac{\partial \pi_{c}}{\partial x}(x) f(x, \kappa(x))-\frac{1}{2}|\kappa(x)|^{2}, \quad 0=\frac{\partial \pi_{c}}{\partial x}(x) \frac{\partial f}{\partial u}(x, \kappa(x))-\kappa^{\prime}(x) \tag{3}
\end{equation*}
$$

locally around $x=0$ where ' denotes transpose. The negative signs in front of second terms in the above equations occur because we are considering an optimal control problem on $(-\infty, 0]$ rather than the more usual $[0, \infty)$.

Because $F$ is Hurwitz and $F, G$ is a controllable pair then from [1], [8] we know there there exists a unique local solution of these equations around $x=0$ where $\pi_{c}(x)$ is $C^{d+2}$ and $\kappa(x)$ is $C^{d+1}$. Moreover the Taylor series of this solution can be computed term by term,

$$
\begin{align*}
\pi_{c}(x) & =\frac{1}{2} x^{\prime} P_{c}^{-1} x+\pi_{c}^{[3]}(x)+\ldots+\pi_{c}^{[d+1]}(x)+O(x)^{d+2}  \tag{4}\\
\kappa(x) & =K x+\kappa^{[2]}(x)+\ldots+\kappa^{[d]}(x)+O(x)^{d+1}
\end{align*}
$$

where $P_{c}>0$ is controllability gramian, i.e., the unique solution to linear Lyapunov equation

$$
\begin{equation*}
0=P_{c} F+F^{\prime} P_{c}+G G^{\prime} \tag{5}
\end{equation*}
$$

and the linear part of the feedback is

$$
\begin{equation*}
K=G^{\prime} P_{c}^{-1} \tag{6}
\end{equation*}
$$

The controllability gramian is finite because $F, G$ is a controllable pair and positive definite because $F$ is Hurwitz. The higher degree terms of $\pi(x), \kappa(x)$ can be computed degree by degree following the method of Al'brecht [1].

The observability function $\pi_{o}(x)$ is defined by

$$
\pi_{o}\left(x^{0}\right)=\frac{1}{2} \int_{0}^{\infty}|y(t)|^{2} d t
$$

subject to the system (1) and the initial condition

$$
x(0)=x^{0}
$$

Since $F$ is Hurwitz we are assured that if $x^{0}$ is small enough then $x(t) \rightarrow 0$ exponentially fast as $t \rightarrow \infty$ so $y(0: \infty) \in L^{2}\left((0, \infty), \mathbb{R}^{p}\right)$. Again speaking loosely $\pi_{c}(x)$ is the "output energy" that is released by the system over the time interval $[0, \infty)$ when it is started at $x(0)=x$ and the input is zero.

The observability function satisfies the nonlinear Lyapunov equation

$$
\begin{equation*}
0=\frac{\partial \pi_{o}}{\partial x}(x) f(x, 0)+\frac{1}{2}|h(x)|^{2} . \tag{7}
\end{equation*}
$$

Because $F$ is Hurwitz and $H, F$ is an observable pair then there exists a unique $C^{d+2}$ solution of this equation defined locally around $x=0$. The Taylor series of this solution can also be computed term by term,

$$
\pi_{o}(x)=\frac{1}{2} x^{\prime} P_{o} x+\pi_{o}^{[3]}(x)+\ldots+\pi_{o}^{[d+1]}(x)+O(x)^{d+2}
$$

where $P_{o}>0$ is the observability gramian, i.e., the unique solution to the linear Lyapunov equation

$$
P_{o} F^{\prime}+F P_{o}+H^{\prime} H=0
$$

The observability gramian is finite because $F$ is Hurwitz and positive definite because $H, F$ is an observable pair.

From [9], [12] we know that we can choose a linear change of coordinates so that in the new coordinates also denoted by $x$

$$
\begin{align*}
& \pi_{c}(x)=\frac{1}{2}|x|^{2}+\pi_{c}^{[3]}(x)+O(x)^{4}  \tag{8}\\
& \pi_{o}(x)=\frac{1}{2} \sum \tau_{i} x_{i}^{2}+\pi_{o}^{[3]}(x)+O(x)^{4} \tag{9}
\end{align*}
$$

where the squared singular values $\tau_{1} \geq \tau_{2} \geq \ldots \geq \tau_{n}>0$ are the ordered eigenvalues of $P_{o} P_{c}$. When (8) holds then we say that the system is in input normal form of degree one.

Instead we could have made a linear change of coordinates to make $P_{o}=I$ and $P_{c}$ a diagonal matrix. Then we say that the system is in output normal form of degree one. Throughout this paper we shall concentrate on systems that are in input normal form but there are analogous results for systems that are in output normal form.

The linear part of the system is said to be balanced [9] if the state coordinates have been chosen so that $P_{c}$ and $P_{o}$ are diagonal and equal. The diagonal entries $\sigma_{1} \geq \ldots \geq \sigma_{n}>0$ are called the Hankel singular values of the linear part of the system and they are related to the squared singular values $\tau_{i}=\sigma_{i}^{2}$.

Definition 1. A system with distinct squared singular values $\tau_{1}>\tau_{2}>\ldots>$ $\tau_{n}$ is in input normal form of degree $d$ if

$$
\begin{equation*}
\pi_{c}(x)=\frac{1}{2} \sum_{i=1}^{n} x_{i}^{2}+O(x)^{d+2}, \quad \pi_{o}(x)=\frac{1}{2} \sum_{i=1}^{n} \tau_{i}^{[0: d-1]}\left(x_{i}\right) x_{i}^{2}+O(x)^{d+2} \tag{10}
\end{equation*}
$$

where $\tau_{i}^{[0: d-1]}\left(x_{i}\right)=\tau_{i}+\ldots$ is a polynomial in $x_{i}$ with terms of degrees 0 through $d-1$. They are called the squared singular value polynomials of degree $d-1$.

Input normal form of degree $d$ is similar to a normal form of Scherpen [12]. She showed that, for nonlinear systems with controllable, observable and
exponentially stable linear part, state coordinates $x$ can be found such that

$$
\begin{equation*}
\pi_{c}(x)+\frac{1}{2} \sum_{i=1}^{n} x_{i}^{2}, \quad \pi_{o}(x)=\frac{1}{2} \sum_{i=1}^{n} \tau_{i}(x) x_{i}^{2} \tag{11}
\end{equation*}
$$

where Scherpen called $\tau_{i}(x)$ the singular value functions.
Grey and Scherpen [6] have shown that the singular value functions $\tau_{i}(x)$ are not unique except at $x=0$ where they equal the squared singular values of the linear part of the system $\tau_{i}(0)=\tau_{i}=\sigma_{i}^{2}$. For example, suppose $1 \leq$ $i<j \leq n$ and we define for any $c \in \mathbb{R}$

$$
\begin{array}{rlr}
\bar{\tau}_{i}(x) & =\tau_{i}(x)+c x_{j}^{2} & \\
\bar{\tau}_{j}(x) & =\tau_{j}(x)-c x_{i}^{2} & \\
\bar{\tau}_{l}(x) & =\tau_{l}(x) & \text { otherwise }
\end{array}
$$

then

$$
\pi_{o}(x)=\frac{1}{2} \sum_{l=1}^{n} \tau_{l}(x) x_{l}^{2}=\frac{1}{2} \sum_{l=1}^{n} \bar{\tau}_{l}(x) x_{l}^{2} .
$$

Moreover there are many local coordinate systems around zero in which the controllability and observability functions of the system are in the normal form of Scherpen (11), see [6].

The differences between Scherpen's normal form and input normal form of degree $d$ are threefold. First the former is exact while the latter is only approximate through terms of degree $d+1$. The second difference is that, in the former, the parameters $\tau_{i}(x)$ can depend on all the components of $x$, while, in the latter, when the Hankel singular values are distinct, the $i^{\text {th }}$ parameter $\tau_{i}^{[0: d-1]}\left(x_{i}\right)$ only depends on $x_{i}$. Finally and most importantly, the singular value functions $\tau_{i}(x)$ of the former are not unique except at $x=0$ while the squared singular value polynomials $\tau_{i}^{[0: d-1]}\left(x_{i}\right)$ of the latter are unique if $d \leq 6$ and the Hankel singular values are distinct. If the system is odd, i.e., $f(-x,-u)=-f(x, u), h(-x)=-h(x)$ then the squared singular value polynomials $\tau_{i}^{[0: d-1]}\left(x_{i}\right)$ are unique if $d \leq 12$.

Recently Fujimoto and Scherpen [3] have shown the existence of a normal form where $\pi_{c}$ is one half the sum of squares of the state coordinates and

$$
\begin{equation*}
\frac{\partial \pi_{o}}{\partial x_{i}}(x)=0 \quad \text { iff } \quad x_{i}=0 \tag{12}
\end{equation*}
$$

But the normal form of Fujimoto and Scherpen [3] is not unique while the input normal form of degree $d \leq 6$ is unique.

While writing this paper we became aware of a earlier paper of Fujimoto and Scherpen [2] that claims the following. Suppose the linear part of the system is controllable, observable and Hurwitz and the Hankel singular values
are distinct. Then there exists a local change of coordinates such that the controllability and observability functions are of the form

$$
\begin{equation*}
\pi_{c}(x)=\frac{1}{2} \sum_{i=1}^{n} x_{i}^{2} \quad \pi_{o}(x)=\frac{1}{2} \sum_{i=1}^{n}\left(\rho_{i}\left(x_{i}\right) x_{i}\right)^{2} \tag{13}
\end{equation*}
$$

Unfortunately there appears to be a gap in their proof. Such a result would be an extremely useful generalization of Morse's Lemma.

Notice that if a system with distinct squared singular values $\tau_{i}=\tau_{i}(0)$ is in input normal form of degree $d$ then its controllability and observability functions are "diagonalized" through terms of degree $d+1$. They contain no cross terms of degree less than or equal to $d+1$ where one coordinate multiplies a different coordinate. This is reminiscent of the balancing of linear systems by B. C. Moore [9].

For linear systems the squared singular value $\tau_{i}$ is a measure of the importance of the coordinate $x_{i}$. The "input energy" in the state $x$ is $\pi_{c}(x)$ and the "output energy" is $\pi_{o}(x)$. The states that are most important are those with the most "output energy" for fixed "input energy". Therefore in constructing the reduced order model, Moore kept the subspace of states with largest $\tau_{i}$ for they have the most "output energy" per unit "input energy".

In Scherpen's generalization [12] of Moore, the singular value functions $\tau_{i}(x)$ measure the importance of the state $x_{i}$. To obtain a reduced order model, she assumed $\tau_{i}(x)>\tau_{j}(x)$ whenever $1 \leq i \leq k<j \leq n$ and $x$ is in a neighborhood of the origin. Then she kept the states $x_{1}, \ldots, x_{k}$ in the reduced order model. But the $\tau_{i}(x)$ are not unique so this approach is not uniquely defined.

For nonlinear systems in input normal form of degree $d$, the polynomial $\tau_{i}^{[0: d-1]}\left(x_{i}\right)$ is a measure of the importance of the coordinate $x_{i}$ for moderate sized $x$. We shall show that if the $\tau_{i}$ are distinct and $d \leq 6$ then $\tau_{i}^{[0: d-1]}\left(x_{i}\right)$ is unique. The leading coefficient of this polynomial is the squared singular value $\tau_{i}$ so in constructing a reduced order model we will want to keep the states with the largest $\tau_{i}$. But $\tau_{i}$ can be small yet $\tau_{i}^{[0: d-1]}\left(x_{i}\right)$ can be large for moderate sized $x_{i}$. If we are interested in capturing the behavior of the system for moderate sized inputs, we may also want to keep such states in the reduced order model. We shall return to this point when we discuss reduced order models in a Section 4.

Theorem 1. Suppose the system (1) is $C^{r}, r \geq 2$ with controllable, observable and exponentially stable linear part. If the squared singular values $\tau_{1}, \ldots, \tau_{n}$ are distinct and if $2 \leq d<r-1$ then there is at least one change of state coordinates that takes the system into input normal form of degree d (10). The controllability and observability functions of a system in input normal form of degree $d \leq 6$ are unique. But the system and a change of coordinates that achieves input normal form are not necessarily unique even to degree d. If the system is odd then the controllability and observability functions of a system
in input normal form of degree $d \leq 12$ are unique but again the system and a change of coordinates that achieves it are not necessarily unique.

Proof. We shall prove the first part by induction. Moore has shown the existence of input normal form of degree $d=1$ so assume that we have shown the existence of input normal form of degree $d-1$. Then there are state coordinates $x$ and polynomials $\tau_{i}^{[0: d-2]}\left(x_{i}\right)$ of degree 0 through $d-2$ such that

$$
\begin{aligned}
& \pi_{c}(x)=\frac{1}{2} \sum_{i=1}^{n} x_{i}^{2}+\pi_{c}^{[d+1]}(x)+O(x)^{[d+2]} \\
& \pi_{o}(x)=\frac{1}{2} \sum_{i=1}^{n} \tau_{i}^{[0: d-2]}\left(x_{i}\right) x_{i}^{2}+\pi_{o}^{[d+1]}(x)+O(x)^{[d+2]}
\end{aligned}
$$

A near identity change of coordinates of degree $d>1$ is one of the form $x=z+\phi^{[d]}(z)$.. For brevity we refer to it as a change of coordinates of degree $d$. Notice that a change of coordinates of degree $d$ does not change the expansions of $\pi_{c}$ and $\pi_{o}$ through terms of degree $d$ but it can change terms of degrees greater than $d$. We shall show that there is a degree $d$ change of coordinates that will bring a system from input normal form of degree $d-1$ to input normal form of degree $d$. In fact there may be several such degree $d$ changes of coordinates.

Suppose we have a degree $d+1$ monomial

$$
\begin{equation*}
x_{i} x_{j} x_{k_{1}} \cdots x_{k_{d-1}} \tag{14}
\end{equation*}
$$

with at least two distinct indices, say $i \neq j$. Let $\gamma_{c}$ and $\gamma_{o}$ be the coefficients of this monomial in $\pi_{c}^{[d+1]}(x)$ and $\pi_{o}^{[d+1]}(x)$

After the degree $d$ change of coordinates

$$
\begin{align*}
\phi_{i}^{[d]}(z) & =a_{i} z_{j} z_{k_{1}} \cdots z_{k_{d-1}} \\
\phi_{j}^{[d]}(z) & =a_{j} z_{i} z_{k_{1}} \cdots z_{k_{d-1}}  \tag{15}\\
\phi_{l}^{[d]}(z) & =0 \quad \text { otherwise }
\end{align*}
$$

we have

$$
\begin{aligned}
\pi_{c}(z)= & \frac{1}{2} \sum_{i=1}^{n} z_{i}^{2}+\pi_{c}^{[d+1]}(z)+\left(a_{i}+a_{j}\right) z_{i} z_{j} z_{k_{1}} \cdots z_{k_{d-1}} \\
& +O(z)^{[d+2]} \\
\pi_{o}(z)= & \frac{1}{2} \sum_{i=1}^{n} \tau_{i}^{[0: d-2]}\left(z_{i}\right) z_{i}^{2} \\
& +\pi_{o}^{[d+1]}(z)+\left(\tau_{i} a_{i}+\tau_{j} a_{j}\right) z_{i} z_{j} z_{k_{1}} \cdots z_{k_{d-1}} \\
& +O(z)^{[d+2]} .
\end{aligned}
$$

We would like to choose $a_{i}$ and $a_{j}$ so as to cancel the monomial $z_{i} z_{j} z_{k_{1}} \cdots z_{k_{d-1}}$ from both $\pi_{c}^{[d+1]}(z)$ and $\pi_{o}^{[d+1]}(z)$ so they must satisfy

$$
\left[\begin{array}{cc}
1 & 1  \tag{16}\\
\tau_{i} & \tau_{j}
\end{array}\right]\left[\begin{array}{l}
a_{i} \\
a_{j}
\end{array}\right]=-\left[\begin{array}{l}
\gamma_{c} \\
\gamma_{o}
\end{array}\right]
$$

Since $i \neq j$ then $\tau_{i} \neq \tau_{j}$ and this is always possible .
We proceed in this way to cancel all monomials in $\pi_{c}^{[d+1]}(z)$ and $\pi_{o}^{[d+1]}(z)$ with at least two distinct indices and so all that are left are monomials with all indices the same $i=j=k_{1}=\cdots=k_{d-1}$. For such a monomial the degree $d$ change of coordinates

$$
\begin{align*}
& \phi_{i}^{[d]}(z)=-\gamma_{c} z_{i}^{d+1} \\
& \phi_{l}^{[d]}(z)=0 \quad \text { otherwise } \tag{17}
\end{align*}
$$

can be used to cancel the monomial $z_{i}^{d+1}$ from $\pi_{c}^{[d+1]}(z)$ but nothing can be done about the same monomial in $\pi_{o}^{[d+1]}(z)$. Hence it is added to $\tau_{i}^{[0: d-2]}\left(z_{i}\right)$ to form $\tau_{i}^{[0: d-1]}\left(z_{i}\right)$.

Next we show that if $d \leq 6$ the normal form is unique. Let $\gamma_{c}$ and $\gamma_{o}$ be the coefficients the monomial $x_{i} x_{j} x_{k}$ in $\pi_{c}^{[3]}$ and $\pi_{o}^{[3]}$. If $i=j=k$ then there is only one change of coordinates (17) that cancels the monomial from $\pi_{c}^{[3]}$. If there are only two distinct indices among $i, j, k$ then there is only one change of coordinates $(15,16)$ that cancels the monomial from $\pi_{c}^{[3]}$ and $\pi_{o}^{[3]}$.

Assume that the indices are distinct, $i<j<k$. Then there is a one parameter family of degree two transformations that cancel this monomial from $\pi_{c}^{[3]}, \pi_{o}^{[3]}$,

$$
\begin{align*}
x_{i} & =z_{i}+a_{i} z_{j} z_{k} \\
x_{j} & =z_{j}+a_{j} z_{i} z_{k} \\
x_{k} & =z_{k}+a_{k} z_{i} z_{j}  \tag{18}\\
x_{l} & =z_{l}, \quad \text { otherwise. }
\end{align*}
$$

The coefficients $a_{i}, a_{j}, a_{k}$ must satisfy

$$
\left[\begin{array}{ccc}
1 & 1 & 1 \\
\tau_{i} & \tau_{j} & \tau_{k}
\end{array}\right]\left[\begin{array}{c}
a_{i} \\
a_{j} \\
a_{k}
\end{array}\right]=-\left[\begin{array}{l}
\gamma_{c} \\
\gamma_{o}
\end{array}\right]
$$

Since $\tau_{i}>\tau_{j}>\tau_{k}$ we can choose any $a_{i}$ and adjust $a_{j}, a_{k}$ to satisfy this constraint. This freedom propagates to the higher order remainders of $\pi_{c}$ and $\pi_{c}$ in three ways.

The first way is that it introduces terms like $z_{j}^{2} z_{k}^{2}, z_{i}^{2} z_{k}^{2}, z_{i}^{2} z_{j}^{2}$ with coefficients that are not unique because they depend on $a_{i}$. But all these contain two distinct indices and so all can be cancelled. For example we would cancel the $z_{j}^{2} z_{k}^{2}$ terms with a degree three change of coordinates of the form

$$
\begin{aligned}
& z_{j}=\xi_{j}+b_{j} \xi_{j} \xi_{k}^{2} \\
& z_{k}=\xi_{k}+b_{k} \xi_{j}^{2} \xi_{k}
\end{aligned}
$$

This introduces nonunique terms like $\xi_{j}^{2} \xi_{k}^{4}$ and $\xi_{j}^{4} \xi_{k}^{2}$ but these are easily cancelled because they contain two distinct indices. The coordinate transformations that cancel them introduce nonunique terms of degree 12 that we don't care about.

Here is another way that (18) can nonuniquely change the higher remainders. Suppose the monomial $x_{i}^{3}$ appears in $\pi_{o}$ in the input normal form of degree $d>2$. Then after (18) it is replaced by

$$
z_{i}^{3}+3 a_{i} z_{i}^{2} z_{j} z_{k}+3 a_{i}^{2} z_{i} z_{j}^{2} z_{k}^{2}+a_{i}^{3} z_{j}^{3} z_{k}^{3}
$$

The first nonunique term $3 a_{i} z_{i}^{2} z_{j} z_{k}$ contains three distinct indices so it is easily cancelled by a change of coordinates of degree 3 that introduce nonunique terms of degree 6 with at least two distinct indices which in turn are easily cancelled by a changes of coordinates of degree 5 which introduce nonunique terms of degree 10 that we don't care about. The second nonunique term $3 a_{i}^{2} z_{i} z_{j}^{2} z_{k}^{2}$ also contains three distinct indices so it is easily cancelled by a change of coordinates of degree 4 that introduce extra terms of degree 8 that we don't care about. The last nonunique term $a_{i}^{3} z_{j}^{3} z_{k}^{3}$ has two distinct indices so it can be cancelled by a change of coordinates that introduce nonunique terms of degree 12 that we don't care about.

The last way that (18) can nonuniquely change the higher remainders is as follows. Suppose the monomial $x_{i} x_{l_{1}} x_{l_{2}} x_{l_{3}}$ appears in the quartic remainders of $\pi_{c}, \pi_{o}$ Then after (18) it is replaced by

$$
z_{i} z_{l_{1}} z_{l_{2}} z_{l_{3}}+a_{i} z_{j} z_{k} z_{l_{1}} z_{l_{2}} z_{l_{3}}+\ldots
$$

The nonunique term $a_{i} z_{j} z_{k} z_{l_{1}} z_{l_{2}} z_{l_{3}}$ contains at least two distinct indices $j \neq k$ so it can be cancelled by a change of coordinates of degree 4 which introduces nonunique terms of degree 8 that we don't care about.

But if if $l_{1}=l_{2}=l_{3}=k$ then the change of coordinates that cancels the nonunique term $a_{i} z_{j} z_{k}^{4}$ is of the form

$$
\begin{aligned}
& z_{j}=\xi_{j}+b_{j} \xi_{k}^{4} \\
& z_{k}=\xi_{k}+b_{k} \xi_{j} \xi_{k}^{3}
\end{aligned}
$$

and the first of these introduces a nonunique term $b_{j}^{2} \xi_{k}^{8}$ that contains only one distinct index and so it cannot be cancelled from $\pi_{o}^{[8]}$. This is why input normal form is not unique for $d \geq 7$.

If the system is odd then it is easy to see that $\pi_{c}, \pi_{o}$ are even functions

$$
\pi_{c}(x)=\pi_{c}(-x), \quad \pi_{o}(x)=\pi_{o}(-x)
$$

so there Taylor expansions contain only even terms. A slight modification of the above argument shows that input normal of degree $d \leq 12$ is unique.

The normal change of coordinates of degree $d$ that achieves input normal form of degree $d$ is constructed as follows. For each monomial (14) let $i, j$ be the pair of distinct indices that are furthest apart. Then we choose $a_{i}, a_{j}$ in the change of coordinates (15) to cancel this monomial in $\pi_{c}^{[d+1]}(z)$ and $\pi_{o}^{[d+1]}(z)$. If there are not two distinct indices then we choose the change of coordinates (17) to cancel the monomial in $\pi_{c}^{[d+1]}(z)$. Then form the composition of all such changes of coordinates as one ranges over all monomials of degree $d+1$ and throw away the part of composition of degree greater than $d$. The result does not depend on the order of the composition and it is the unique normal change of coordinates of degree $d$. The rational behind using the normal change of coordinates of degree $d$ is that if $i, j$ are as far apart as possible then so are $\tau_{i}, \tau_{j}$. The coefficients $a_{i}, a_{j}$ that are used to cancel the monomial (14) in both $\pi_{c}^{[d+1]}$ and $\pi_{o}^{[d+1]}$ satisfy the pair of linear equations (16). The determinant of the matrix on the left is $\tau_{j}-\tau_{i}$ and we would like to make its magnitude as large as possible to minimize the effect of numerical errors in solving these linear equations. Hence we choose $i, j$ as far apart as possible.

While writing this paper we became aware of a paper of Fujimoto and Tsubakino [4] that discusses the term by term computation of a change of coordinates that takes a system into input normal form of degree $d$. They show that at each degree the coefficients of the change of coordinates must satisfy a set of linear equations that is underdetermined, there are more coordinates than there are constraints in the normal form. But they don't show that the set of linear equations is always solvable as we have above.

Next we drop the assumption that the squared singular values are distinct.
Definition 2. The system is in input normal form of degree d if

$$
\begin{align*}
& \pi_{c}(x)=\frac{1}{2} \sum_{i=1}^{n} x_{i}^{2}+O(x)^{d+2} \\
& \pi_{o}(x)=\frac{1}{2} \sum_{i=1}^{n} \tau_{i}^{[0: d-1]}(x) x_{i}^{2}+O(x)^{d+2} \tag{19}
\end{align*}
$$

where $\tau_{i}^{[0: d-1]}(x)$ is a polynomial of degrees 0 through $d-1$ in the variables $\left\{x_{j}: \tau_{j}=\tau_{i}\right\}$ and with constant term

$$
\tau_{i}^{[0: d-1]}(0)=\tau_{i} .
$$

Theorem 2. Suppose the system (1) is $C^{r} r \geq 2$ with controllable, observable and exponentially stable linear part. If $2 \leq d<r-1$ then there is a change of state coordinates that takes the system into input normal form of degree $d$ (19).

Proof. A slight extension of the proof of the previous theorem yields the existence of the input normal form of degree $d$. One uses changes of coordinates of the form (15) where $\tau_{i} \neq \tau_{j}$ to cancel the monomial $z_{i} z_{j} z_{k_{1}} \cdots z_{k_{d-1}}$ from $\pi_{c}^{[d+1]}(z)$ and $\pi_{c}^{[d+1]}(z)$.

If $\tau_{i}=\tau_{j}=\tau_{k_{1}}=\ldots=\tau_{k_{d-1}}$ then the monomial $z_{i} z_{j} z_{k_{1}} \cdots z_{k_{d-1}}$ can be canceled from $\pi_{c}^{[d+1]}(z)$ using the change of coordinates

$$
\begin{array}{ll}
\phi_{i}^{[d]}(z)=c_{i} z_{i} z_{j} z_{k_{1}} \cdots z_{k_{d-1}} &  \tag{20}\\
\phi_{l}^{[d]}(z)=0 \quad \text { otherwise. }
\end{array}
$$

But this change of coordinates is not uniquely determined unless $i=j=k_{1}=$ $\ldots, k_{d-1}$. For example if $i \neq j$ we could as well use the change of coordinates

$$
\begin{array}{ll}
\bar{\phi}_{j}^{[d]}(z) & =c_{j} z_{i} z_{j} z_{k_{1}} \cdots z_{k_{d-1}}  \tag{21}\\
\bar{\phi}_{l}^{[d]}(z) & =0 \quad \text { otherwise }
\end{array}
$$

to cancel the monomial $z_{i} z_{j} z_{k_{1}} \cdots z_{k_{d-1}}$ from $\pi_{c}^{[d+1]}(z)$. Or we could use a combination of them both

$$
\begin{align*}
& \tilde{\phi}_{[d]}^{[d]}(z)=c_{i} z_{i} z_{j} z_{k_{1}} \cdots z_{k_{d-1}}  \tag{22}\\
& \tilde{\phi}_{j}^{[d]}(z)=c_{j} z_{i} z_{j} z_{k_{1}} \cdots z_{k_{d-1}} \quad \\
& \tilde{\phi}_{l}^{[d]}(z)=0 \quad \text { otherwise. }
\end{align*}
$$

If the squared singular values $\tau_{1}, \ldots, \tau_{n}$ are not distinct then input normal form of any degree $d>1$ is not unique. For example we could make a block diagonal change of coordinates

$$
x_{i}=z_{i}+\phi_{i}(z)
$$

where $\phi_{i}(z)$ only depends on those $z_{j}$ such that $\tau_{j}=\tau_{i}$. By the an argument similar to the above we see that input normal form of degree $d \leq 6$ is unique up to such block diagonal changes of coordinates.

## 3 Linear Model Reduction

Moore's method [9] of obtaining a reduced order model of a linear system is called balanced truncation. One chooses so-called balanced linear state coordinates $z$ where the controllability and observability gramians are diagonal and equal,

$$
P_{c}=P_{o}=\operatorname{diagonal}\left(\sigma_{1}, \ldots, \sigma_{n}\right)
$$

If $\sigma_{1} \geq \sigma_{2} \geq \ldots \geq \sigma_{k} \gg \sigma_{k+1} \geq \cdots \geq \sigma_{n}>0$ then a $k$ dimensional reduced order model is obtained by Galerkin projection onto the subspace of the first $k$ balanced coordinates.

An equivalent method is to chose linear coordinates $x$ so that the system is in input normal form of degree 1 ,

$$
P_{c}=I \quad P_{o}=\operatorname{diagonal}\left(\tau_{1}, \ldots, \tau_{n}\right)
$$

where $\tau_{i}=\sigma_{i}^{2}$. A $k$ dimensional reduced order model is obtained by Galerkin projection onto the subspace of the first $k$ input normal coordinates. The two sets of coordinates and the reduced order models are related by $z_{i}= \pm \sigma_{i}^{\frac{1}{2}} x_{i}$.

It is convenient to let $\mathbf{x}_{1}=\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ and $\mathbf{x}_{2}=\left(x_{k+1}, \ldots, x_{n}\right)$ then in these coordinates the full order linear system is

$$
\begin{align*}
\dot{\mathbf{x}_{1}} & =F_{11} \mathbf{x}_{1}+F_{12} \mathbf{x}_{2}+G_{1} u \\
\dot{\mathbf{x}_{2}} & =F_{21} \mathbf{x}_{1}+F_{22} \mathbf{x}_{2}+G_{2} u  \tag{23}\\
y & =H_{1} \mathbf{x}_{1}+H_{2} \mathbf{x}_{2}
\end{align*}
$$

and the reduced order model is

$$
\begin{align*}
\dot{\mathbf{x}_{1}} & =F_{11} \mathbf{x}_{1}+G_{1} u \\
y & =H_{1} \mathbf{x}_{1} \tag{24}
\end{align*}
$$

How does one justify balanced truncation? Consider a linear system

$$
\begin{align*}
\dot{x} & =F x+G u \\
y & =H x . \tag{25}
\end{align*}
$$

If $F$ is Hurwitz then it defines an input-output map

$$
\begin{aligned}
\mathcal{I O}: L^{2}\left((-\infty, \infty), \mathbb{R}^{m}\right) & \rightarrow L^{2}\left(-\infty, \infty, \mathbb{R}^{p}\right) \\
\mathcal{I} \mathcal{O}: u(-\infty: \infty) & \mapsto y(-\infty: \infty)
\end{aligned}
$$

given by

$$
y(t)=\int_{-\infty}^{t} H e^{F(t-s)} G u(s) d s
$$

Ideally want would like to choose the reduced order model to minimize over all models of state dimension $k$ the norm of the difference between the input-output maps of the full and reduced models. Balanced truncation does not achieve this goal.

The input-output map of a linear system is not a compact operator which causes mathematical difficulties. There is a closely related map which is of finite rank hence compact. It is the Hankel map from past inputs to future outputs which factors through the current state

$$
\begin{aligned}
\left.\mathcal{H}: L^{2}(-\infty, 0], \mathbb{R}^{m}\right) & \rightarrow L^{2}\left([0, \infty), \mathbb{R}^{p}\right) \\
\mathcal{H}: u(-\infty: 0) & \mapsto y(0: \infty)
\end{aligned}
$$

given by

$$
\begin{aligned}
x(0) & =\int_{-\infty}^{0} e^{-F s} G u(s) d s \\
y(t) & =H e^{F t} x(0)
\end{aligned}
$$

Unfortunately balanced truncation does not minimize the difference of norm between the Hankel maps of the full and reduced models over all reduced models of state dimension $k$.

So how does one justify balanced truncation and how can it be generalized to nonlinear systems? Newman and Krishnaprasad [11] have given a stochastic way. Here is another way. We start by restricting our attention to reduced order models that can be obtained by Petrov Galerkin projection of (25). A Petrov Galerkin requires two linear maps

$$
\begin{array}{ll}
\Psi: \mathbb{R}^{k} \rightarrow \mathbb{R}^{n}, & \Psi: z \mapsto x=\Psi z \\
\Phi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{k}, & \Phi: x \mapsto z=\Phi x
\end{array}
$$

such that $\Phi \Psi z=z \operatorname{and}(\Psi \Phi)^{2}=\Psi \Phi$. The reduced order model of (25) is then

$$
\begin{aligned}
\dot{z} & =\Phi(F \Psi z+G u) \\
y & =H \Psi z
\end{aligned}
$$

Balanced truncation is a Galerkin projection in balanced coordinates where

$$
\Phi=\Psi^{\prime}=\left[\begin{array}{ll}
I & 0 \tag{26}
\end{array}\right] .
$$

But in the original coordinates it is a Petrov Galerkin projection. How were $\Psi$ and $\Phi$ chosen?

Intuitively to obtain a reduced order model of dimension $k$ of the linear system (25) we should $\Psi$ so that the states in its range have the largest output energy $\pi_{o}(x)$ for given input energy $\pi_{c}(x)$. More precisely, the range of $\Psi$ should be the $k$ dimensional subspace through the origin where $\pi_{o}(x)$ is maximized for given $\pi_{c}(x)$. If the linear system is in input normal coordinates the clearly this subspace is given by $x_{k+1}=\cdots=x_{n}=0$ and a convenient choice of $\Psi$ is (26).

We choose $\Phi x$ so that the norm of the difference in the outputs starting from $x$ and $\Psi \Phi x$ is as small as possible. To do this we define the coobservability function

$$
\begin{equation*}
\pi_{o o}(x, \bar{x})=\frac{1}{2} \int_{0}^{\infty}|y(t)-\bar{y}(t)|^{2} d t \tag{27}
\end{equation*}
$$

where $y(0: \infty), \bar{y}(0: \infty)$ are the outputs of the linear system (25) starting from $x, \bar{x}$ at $t=0$ with $u(0: \infty)=0$. Then we choose $\Phi x$ to minimize

$$
\pi_{o o}(x, \Psi \Phi x)
$$

Because of the system is linear, $\pi_{o o}(x, \bar{x})$ is a quadratic form in $(x, \bar{x})$ and

$$
\pi_{o o}(x, \bar{x})=\pi_{o}(x-\bar{x})=\frac{1}{2} \sum \tau_{i}\left(x_{i}-\bar{x}_{i}\right)^{2}
$$

If the system is in input normal coordinates then the minimizing $\Phi$ is given by (26). This explains choices of $\Psi, \Phi$ that are made in balanced truncation.

## 4 Nonlinear Model Reduction

We would like to generalize linear balanced truncation to nonlinear systems of the form

$$
\begin{align*}
\dot{x} & =f(x, u) \\
y & =h(x) \tag{28}
\end{align*}
$$

To do so we restrict our attention to reduced order models that are constructed by a nonlinear Galerkin projection. A nonlinear Galerkin projection of (28) is defined by two maps, an embedding $\psi$ from the lower dimensional state space into the higher one and a submersion $\phi$ of the higher dimensional state space onto the lower dimensional one. These state spaces could be manifolds but, since we will focus on local methods, we shall assume that they are neighborhoods of the origin in $\mathbb{R}^{k}, \mathbb{R}^{n}$. To simplify notation we just let $\mathbb{R}^{k}, \mathbb{R}^{n}$ stand for these neighborhoods.

So we seek

$$
\begin{array}{ll}
\psi: \mathbb{R}^{k} \rightarrow \mathbb{R}^{n}, & \psi: z \mapsto x \\
\phi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{k}, & \phi: x \mapsto z
\end{array}
$$

such that $\phi(\psi(z))=z$ and $(\psi \circ \phi)^{2}(x)=\psi \circ \phi(x)$
Motivated by the interpretation of linear balanced truncation given above we would like to choose $\psi$ so that the submanifold that is its range maximizes output energy $\pi_{o}(x)$ for fixed input energy $\pi_{c}(x)$. But if $k>1$ and the system is nonlinear then this submanifold is not well-defined.

Suppose $k=1$ then for each small positive constant $c$ we can maximize $\pi_{o}(x)$ subject to $\pi_{c}(x)=c$. Since the quadratic parts of these functions are positive definite, for small $c>0, \pi_{o}(x)$ will have two local maxima on each level set $\pi_{c}(x)=c$. The locus of these local maxima form a one dimensional submanifold through the origin which we can take as the state space of our one dimensional reduced order model.

But if $k>1$ then the $k$ dimensional submanifold that maximizes $\pi_{o}(x)$ for $\pi_{c}(x)=c$ is not well-defined. When the system is linear and $\pi_{o}(x), \pi_{c}(x)$ are quadratic forms then this submanifold is assumed to be a subspace and hence is well-defined. It is the subspace spanned by the $k$ leading eigenvectors of $P_{o}$ when the system is in input normal form $P_{c}=I$.

Suppose that the squared singular values are distinct and that the nonlinear system has been brought to input normal form (19) of degree $d$ by changes of coordinates up to degree $d$. The minimum input energy necessary to excite the system to state $x$ is

$$
\pi_{c}(x)=\frac{1}{2}|x|^{2}+O(x)^{d+2}
$$

The output energy generated by the system relaxing from the state $x$ is

$$
\pi_{o}(x)=\frac{1}{2} \sum_{j=1}^{n} \tau_{j}^{[0: d-1]}\left(x_{j}\right) x_{j}^{2}+O(x)^{d+2}
$$

Suppose further that there is a gap in the squared singular value polynomials over the range of states of interest $|x| \leq c$,

$$
\begin{equation*}
\tau_{i}^{[0: d-1]}\left(x_{i}\right) \gg \tau_{j}^{[0: d-1]}\left(x_{j}\right) \tag{29}
\end{equation*}
$$

for $1 \leq i \leq k<j \leq n$ and $\left|x_{i}\right| \leq c,\left|x_{j}\right| \leq c$.
Then a $k$ dimensional submanifold that "approximately maximizes" $\pi_{o}(x)$ for given $\pi_{c}(x)$ is given by $x_{k+1}=\cdots=x_{n}=0$ and we define

$$
\begin{equation*}
\psi\left(z_{1}, \ldots, z_{k}\right)=x=\left(z_{1}, \ldots, z_{k}, 0, \ldots, 0\right) \tag{30}
\end{equation*}
$$

We find the submersion $\phi$ as before. Define the co-observability function $\pi_{o o}(x, \bar{x})$ as before (27) except that $y(0: \infty), \bar{y}(0: \infty)$ are the outputs of the nonlinear system (28) starting from $x, \bar{x}$ with $u(0: \infty)=0$. It is not hard to see that $\pi_{o o}(x, \bar{x})$ satisfies the Lyapunov PDE

$$
0=\left[\frac{\partial \pi_{o o}}{\partial x}(x, \bar{x}) \frac{\partial \pi_{o o}}{\partial \bar{x}}(x, \bar{x})\right]\left[\begin{array}{l}
f(x, 0) \\
f(\bar{x}, 0)
\end{array}\right]+\frac{1}{2}|h(x)-h(\bar{x})|^{2}
$$

and this can be easily solved term by term,

$$
\pi_{o o}(x, \bar{x})=\frac{1}{2} \sum \tau_{i}\left(x_{i}-\bar{x}_{i}\right)^{2}+\pi_{o O}^{[3]}(x, \bar{x})+\pi_{o O}^{[4]}(x, \bar{x})+\ldots
$$

We choose $\phi(x)$ to minimize $\pi_{o o}(x, \psi(\phi(x)))$. Assume that the system is in input normal form of degree $d$ and $\psi$ has been chosen as above. Then a straightforward calculation leads to

$$
\begin{align*}
\phi_{i}(x)= & x_{i} \\
& +\frac{1}{\tau_{i}}\left(\frac{\partial \pi_{o o}^{[3]}}{\partial \bar{x}_{i}}(x,(\phi(x), 0))+\frac{\partial \pi_{o o}^{[4]}}{\partial \bar{x}_{i}}(x,(\phi(x), 0))+\ldots\right) \tag{31}
\end{align*}
$$

for $i=1, \ldots, k$ which can be solved by repeated substitution.
The reduced order nonlinear model is

$$
\begin{align*}
& \dot{z}=a(z, u)=\frac{\partial \phi}{\partial x}(\psi(z)) f(\psi(z), u)  \tag{32}\\
& y=c(z) \\
&=h(\psi(z))
\end{align*}
$$

Here is our algorithm for nonlinear model reduction to degree $d$.

1) Compute the controllability and observability functions $\pi_{c}(x), \pi_{o}(x)$ to degree $d+1$ by solving the HJB and Lyapuov equations $(3,7)$ term by term.
2) Make normal changes of coordinates of degrees 1 through $d$ to bring the system into input normal form of degree $d$, (10)
3) Examine the squared singular value polynomial $\tau_{i}^{[0: d-1]}\left(x_{i}\right)$ to see if there is a gap (29) for some $k$ over the range of states of interest.
4) Define the embedding $\psi$ by (30).
5) Find the submersion $\phi$ by solving (31) to degree $d$.

6 ) The degree $d$ reduced order model is given by the truncation of (32) to terms of degree less than or equal to $d$.

## 5 Linear Error Estimates

K. Glover [5] has given an important error bound for the norm of the difference between the input-output map of the full linear system $\mathcal{I} \mathcal{O}_{n}$ and the inputoutput map of its balanced truncation $\mathcal{I} \mathcal{O}_{k}$,

$$
\left\|\mathcal{I} \mathcal{O}_{n}-\mathcal{I} \mathcal{O}_{k}\right\| \leq 2 \sum_{j=k+1}^{n} \sigma_{j}
$$

where the norm is the induced $L^{2}$ norm.
We know that the corresponding Hankel maps $\mathcal{H}_{n}, \mathcal{H}_{k}$ satisfy

$$
\sigma_{k+1} \leq\left\|\mathcal{H}_{n}-\mathcal{H}_{k}\right\|
$$

so we have for linear balanced truncation

$$
\sigma_{k+1} \leq\left\|\mathcal{H}_{n}-\mathcal{H}_{k}\right\| \leq\left\|\mathcal{I} \mathcal{O}_{n}-\mathcal{I} \mathcal{O}_{k}\right\| \leq 2 \sum_{j=k+1}^{n} \sigma_{j}
$$

Unfortunately we do not have similar estimates for nonlinear model reduction. But there is a new error estimate for linear systems that can be extended to nonlinear systems. To each state $x$ of the full order model there is an optimal open loop control $u_{x}(-\infty: 0)$ that excites the system from state 0 at $t=-\infty$ to state $x$ at $t=0$. It is the solution of the optimal control problem (2). These optimal controls form a $n$ dimensional subspace of the space of inputs $L^{2}\left([-\infty: 0], \mathbb{R}^{m}\right)$ to the Hankel map. We expect that these optimal controls are typical of those that are used in the full order model and hence we are interested in the size of errors when they are used in the reduced order model. The error of the Hankel maps can be readily bounded as follows.

The optimal open loop controls are generated by the optimal feedback (6). If the linear system is in input normal coordinates then the optimal gain is $K=G^{\prime}$. We drive both the full model (23) and the reduced model (24) obtained by balanced truncation by this feedback to get the combined system

$$
\left[\begin{array}{c}
\dot{x} \\
\dot{z}
\end{array}\right]=\left[\begin{array}{cc}
F+G K & 0 \\
G_{1} K & F_{11}
\end{array}\right] .
$$

For balanced truncation $-(F+G K)$ and $F_{11}$ are Hurwitz so there is an unstable subspace $z=T x$ where $T$ satisfies the Sylvester equation

$$
\begin{equation*}
T(F+G K)-F_{11} T=G_{1} K \tag{33}
\end{equation*}
$$

The meaning of $T$ is that if we excite the reduced order system with the optimal control $u_{x}(-\infty: 0)$ that excites the full order system to $x$ then $z(0)=T x$.

Next we define the cross-observability function

$$
\begin{equation*}
\rho(x, z)=\frac{1}{2} \int_{0}^{\infty}\left|y_{f}(t)-y_{r}(t)\right|^{2} d t \tag{34}
\end{equation*}
$$

where $y_{f}(0: \infty)$ is the output of the full order model starting at $x(0)=x$ and $y_{r}(0: \infty)$ is the output of the reduced order model starting at $z(0)=z$ with $u(0: \infty)=0$. Because the systems are linear, $\rho$ is a quadratic form

$$
\rho(x, z)=\frac{1}{2}\left[\begin{array}{l}
x \\
z
\end{array}\right]^{\prime}\left[\begin{array}{ll}
Q_{11} & Q_{12} \\
Q_{21} & Q_{22}
\end{array}\right]\left[\begin{array}{l}
x \\
z
\end{array}\right]
$$

where $Q$ satisfies the Sylvester equation

$$
0=\left[\begin{array}{cc}
F & 0  \tag{35}\\
0 & F_{11}
\end{array}\right]^{\prime}\left[\begin{array}{ll}
Q_{11} & Q_{12} \\
Q_{21} & Q_{22}
\end{array}\right]+\left[\begin{array}{ll}
Q_{11} & Q_{12} \\
Q_{21} & Q_{22}
\end{array}\right]\left[\begin{array}{cc}
F & 0 \\
0 & F_{11}
\end{array}\right]+\left[\begin{array}{cc}
H^{\prime} H & H^{\prime} H_{1} \\
H_{1}^{\prime} H & H_{1}^{\prime} H_{1}
\end{array}\right]
$$

Clearly $Q_{11}$ is the observability gramian. If the system is in balanced or input normal coordinates then $Q_{22}$ is the upper left $k \times k$ block of $Q_{11}$.

If we use the optimal control $u_{x}(-\infty: 0)$ then the norm of error between the full and reduced Hankel maps is

$$
2 \rho(x, T x)=x^{\prime}\left[\begin{array}{c}
I \\
T
\end{array}\right]^{\prime}\left[\begin{array}{ll}
Q_{11} & Q_{12} \\
Q_{21} & Q_{22}
\end{array}\right]\left[\begin{array}{c}
I \\
T
\end{array}\right] x
$$

If the system is in input normal form then the maximum squared norm of error between the Hankel maps restricted to optimal inputs of the full system is the largest eigenvalue of

$$
\left[\begin{array}{c}
I  \tag{36}\\
T
\end{array}\right]^{\prime}\left[\begin{array}{ll}
Q_{11} & Q_{12} \\
Q_{21} & Q_{22}
\end{array}\right]\left[\begin{array}{c}
I \\
T
\end{array}\right]
$$

This error estimate is always greater than or equal to the largest neglected squared singular value $\tau_{k+1}$ because the right singular vectors of the Hankel map of the full system are a basis for the space of optimal controls. In the few examples that we have computed we found that this error estimate is much closer to $\tau_{k+1}$ than to the square of Glover's bound.

One can compute the maximum norm of error between the Hankel maps restricted to optimal inputs of the reduced system in a similar fashion.

## 6 Nonlinear Error Estimates

Unfortunately for nonlinear model reduction we don't have an error bound on the input-output maps similar to Glover. Furthermore we don't have a lower bound on the norm of the Hankel error like the first neglected singular value. But we can generalize the error bounds of the Hankel maps restricted to
optimal inputs of the full or reduced system. We present the bound for the optimal inputs of the full system. The other is very similar.

Suppose we have a full order system (1) which is in input normal form of degree $d$ and its reduced order model

$$
\begin{align*}
& \dot{z}=a(z, u)=F_{11} z+G_{1} u+a^{[2]}(z, u)+\ldots+a^{[d]}(z, u) \\
& y=c(z)=H_{1} z \quad+c^{[2]}(z) \quad+\ldots+c^{[d]}(x) \tag{37}
\end{align*}
$$

found by the method above or a similar method.
For each $x \in \mathbb{R}^{n}$ there is an optimal open loop control $u_{x}(-\infty: 0)$ that excites the system from state 0 at $t=-\infty$ to state $x$ at $t=0$. It is the solution of the optimal control problem (2). These optimal controls form a $n$ dimensional submanifold of the space of inputs $L^{2}\left([-\infty: 0], \mathbb{R}^{m}\right)$ of the Hankel map. Again we expect that these optimal controls are typical of those that are used in the full order model and hence we are interested in the errors when they are used in the reduced order model.

The optimal controls are generated by the feedback (4) which can be computed term by term. We plug this feedback into the combined system

$$
\begin{aligned}
\dot{x} & =f(x, \kappa(x)) \\
\dot{z} & =a(z, \kappa(x))=F_{11} z+G_{1} K x+\ldots
\end{aligned}
$$

Again $-(F+G K)$ and $F_{11}$ are Hurwitz so there exists an unstable manifold $z=\theta(x)$ which satisfies the PDE

$$
a(\theta(x), \kappa(x))=\frac{\partial \theta}{\partial x}(x) f(x, \kappa(x))
$$

This PDE can be solved term by term and the linear coefficient is the $T$ satisfying (33).

The cross-obervability function $\rho(x, z)$ is defined as before (34) except now the full (1) and reduced (37) systems are nonlinear and the input is zero. The cross-obervability function satisfies the PDE

$$
0=\left[\frac{\partial \rho}{\partial x}(x, z) \frac{\partial \rho}{\partial z}(x, z)\right]\left[\begin{array}{l}
f(x, 0) \\
a(z, 0)
\end{array}\right]+\frac{1}{2}|h(x)-c(z)|^{2} .
$$

This also has a series solution

$$
\rho(x, z)=\frac{1}{2}\left[\begin{array}{l}
x \\
z
\end{array}\right]^{\prime}\left[\begin{array}{ll}
Q_{11} & Q_{12} \\
Q_{21} & Q_{22}
\end{array}\right]\left[\begin{array}{l}
x \\
z
\end{array}\right]+\rho^{[3]}(x, z)+\ldots
$$

where $Q$ satisfies the Sylvester equation (35).
Then the squared norm of the error between the full and reduced Hankel maps using the optimal control $u_{x}(-\infty: 0)$ is

$$
2 \rho(x, \theta(x))
$$

and good estimate of the maximum relative squared norm of the error is

$$
\sup \frac{\rho(x, \theta(x))}{\pi_{c}(x)}
$$

Suppose the system is in input normal form of degree $d$, so that

$$
\begin{equation*}
\pi_{c}(x)=\frac{1}{2}|x|^{2}+O(x)^{d+2} \tag{38}
\end{equation*}
$$

Then we can make a linear orthogonal change of coordinates to diagonalize the quadratic part (36) of $\rho(x, \theta(x))$. If the diagonal entries are distinct, then as with the transformation to input normal form of degree $d$ we can make further changes of state coordinates of degrees 2 through $d$ that leave $\pi_{c}(x)$ as above (38) and bring $\rho(x, \theta(x))$ into the normal form

$$
\rho(x, \theta(x))=\frac{1}{2} \sum_{i} \epsilon_{i}^{[0: d-1]}\left(x_{i}\right) x_{i}^{2}
$$

The $\epsilon_{i}^{[0: d-1]}\left(x_{i}\right)$ are polynomials of degrees 0 through $d-1$ and are called the squared error polynomials. They are unique if $d \leq 6$ ( $d \leq 12$ for odd systems). They measure how fast the squared error between the Hankel maps grows restricted to optimal controls $u_{x}(-\infty: 0)$ as $x$ grows.

## 7 Example

We consider three linked rods connected by planar rotary joints with springs and dampening hanging from the ceiling. The input is a torque applied to the top joint and the output is the horizontal displacement of the bottom. Each rod is uniform of length 2 , mass 1 , with spring constant 3 , dampening constant 0.5 and gravity constant 0.5 .

We approximated the nonlinear system by its Taylor series through terms of degree 5 . The Taylor series of controllability and observability functions $\pi_{c}(x), \pi_{o}(x)$ were computed through terms of degree 6 . The system was brought into input normal form of degree 5 by a changes of state coordinates of degrees 1 through 5. The Hankel singular values of the linear part of the system are $15.3437,14.9678,0.3102,0.2470,0.0156,0.0091$. Apparently only two dimensions are linearly significant.

Figure 1 is a semilog plot of the squared singular value polynomials $\tau_{i}^{[0: 4]}$ Notice the difference in scale and how flat they are. Apparently only two dimensions are nonlinearly significant.

Let $u_{x}(-\infty: 0)$ be the optimal input that excites the full system to $x$. Let $\mathcal{H}_{n}, \mathcal{H}_{k}$ be the Hankel of the full order model $(n=6)$ and the reduced order model ( $k=2$ ). The error between them satisfies

$$
\left|\mathcal{H}_{n}\left(u_{x}(-\infty: 0)\right)-\mathcal{H}_{k}\left(u_{x}(-\infty: 0)\right)\right|^{2} \leq 0.0965|x|^{2}-0.0009|x|^{4}+\ldots
$$



Fig. 1. Squared singular value polynomials


Fig. 2. Optimal response

By way of comparison, the square of the third Hankel singular value is 0.0962 so this estimate is tight. Figure 2 shows the outputs of the Hankel maps of the full and reduced systems excited by an optimal control $u_{x}(-\infty: 0)$ for random $x$.


Figure 3 shows the responses of the full nonlinear model, the reduced nonlinear model and the linear part of the full model to a sinusoidal input. The linear response has the largest amplitude and exceeds the total length of the three rods. The full nonlinear response has a small secondary oscillation that does not appear in the reduced nonlinear response.

## 8 Conclusion

We have presented a new normal form for the controllability and observability functions of a nonlinear control system. This normal form is valid through terms of degree $d+1$ where $d$ is an integer chosen by the user and less than the degree of smoothness of the system. There are several advantages to this normal form. It can be computed term by term from the Taylor expansion of the nonlinear system. It is essentially unique for $d \leq 6$ and therefore gives an unambiguous measure of the relative importance of the different components of the state. A reduced order model can be constructed by projection onto the most important coordinates. One nice property of the reduced order model is that its controllability and observability functions are almost the restrictions of the controllability and observability functions of the full order model. Also the state space of the reduced order model almost achieves the intuitive goal of maximizing the observability function while holding the controllability function constant. Our methods readily extend to other forms of nonlinear model reduction such as $L Q G$ [7], [14] and $H_{\infty}$ [10], [13].
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#### Abstract

Summary. The problem studied here is a shortest path problem of the type encountered in sub-Riemannian geometry. It is distinguished by special structures related to its Lie group setting and the $\mathbb{Z}_{2}$ graded structure on the relevant Lie algebra. In spite of the fact that the first order necessary conditions lead to differential equations that are integrable in terms of elementary functions, in this case there remain questions related to the existence of appropriate values for the parameters which appear. In this paper we treat the problem in some generality but establish the existence of suitable parameter values only in the case of the general linear group of dimension two.


## 1 Introduction

In the early 1970's Alberto Isidori worked with Antonio Ruberti and others in the control group in Rome to help define the subject of bilinear systems. They showed that various structural results on linear time-invariant systems generalized nicely to the bilinear case (see, e.g., their paper in [5]) and work in this area provided a pattern for subsequent results on more general classes of nonlinear systems, some of which figure prominently in his widely used book [7].

In this paper we return to the bilinear model, focusing on an optimal control problem which illustrates remarkable complexity. It is but one example of a class of problems having a Lie group theoretic flavor and which find application in quantum control [8], nonholonomic mechanics [4], etc.

We are concerned here with a problem which has a deceptively simple description. We want to transfer a nonsingular matrix $X(0)$ to a second nonsingular matrix $X(1)$ under the assumption that the matrix evolves according to

$$
\dot{X}=U X
$$

with $U(t)=U^{T}(t)$. This system is controllable on the space of nonsingular matrices with positive determinant and in our earlier work [4], we observed that the first order necessary conditions associated with minimizing

$$
\eta=\int_{0}^{T}\|U(t)\| d t
$$

subject to the condition that $U$ should steer the system from $X(0)=X_{0}$ to $X(1)=X_{1}$ imply that $U$ should take the form

$$
U(t)=e^{\Omega t} H e^{-\Omega t}
$$

with $\Omega=-\Omega^{T}$ and $H=H^{T}$, both constant. A standard argument involving the rescaling of time shows that $\eta$ does not depend on the available time, $T$, as long as $T>0$ and that the optimal control remains the same if $\|U(t)\|$ in the integrand defining $\eta$ is replaced with $\|U(t)\|^{2}$. The trajectories satisfying the first order necessary conditions take the explicit form

$$
X(t)=e^{\Omega t} e^{(H-\Omega) t}
$$

Writing this in the alternative way

$$
X=e^{\frac{1}{2}\left(A^{T}-A\right)} e^{A}
$$

suggests that, on one hand, finding $A$ is something like finding a logarithm of $X$, but on the other, something like finding a polar representation of $X$.

This optimization problem makes contact with several rather distinct lines of work of which we mention three.

Expressing matrices as products of positive definite matrices: Notice that because the exponential of a real symmetric matrix is necessarily positive definite, when $X(0)=I$ and the differential equation is approximated by a discrete time system, we need to express $X(T)$ as the product of symmetric positive definite matrices This is a problem with some history. A focus of interest has been on the problem of determining the fewest number of positive definite factors required to represent an arbitrary matrix, see Ballantine [2]. Our problem can be thought of as a variant in which it is not the number of factors but the sum of the norms of the logarithms of the factors that is being minimized.

Sub-Riemannian Distance Problems: Baillieul [1], Gaveau [6] and the author $[4,3]$ have studied model problems in sub-Riemannian geometry of various types. One such involves the minimization of

$$
\eta=\int_{0}^{T}\left(u^{2}+v^{2}\right)^{1 / 2} d t
$$

subject to the condition that $u, v$ should drive the system

$$
\dot{x}=u ; \quad \dot{y}=v ; \dot{z}=x v-y u
$$

from a given value of $(x, y, z)$ at $t=0$ to a second value at $t=T$. If we write the matrix system as

$$
\dot{X}=U+U(X-I)
$$

we see that in a neighborhood of the identity, the two dimensional problem takes the form

$$
\frac{d}{d t}\left[\begin{array}{ll}
x_{11} & x_{12} \\
x_{21} & x_{22}
\end{array}\right]=\left[\begin{array}{cc}
u & v \\
v & -u
\end{array}\right]+\left[\begin{array}{cc}
u & v \\
v & -u
\end{array}\right]\left[\begin{array}{cc}
x_{11}-1 & x_{12} \\
x_{21} & x_{22}-1
\end{array}\right]
$$

so that in terms of $a=x_{11}-x_{22}, b=x_{12}+x_{21}, c=x_{12}-x_{21}$ we have the approximation

$$
\dot{a}=u ; \dot{b}=v ; \dot{c}=a v
$$

Symmetric Spaces: The geometry of certain classes of Riemannian manifolds can be studied in unusual detail by virtue of their representation as a quotients of Lie groups. The explicit solvability of our optimal control equations in terms of matrix exponentials is a consequence of $\mathbb{Z}_{2}$ graded structure on the Lie algebra [4], which is the algebraic counterpart of the idea of a symmetric space. An important tool in this theory is the so-called Iwasawa decomposition of the relevant group-i.e., the representation of the elements of the group in the form $g=k a n$, where $k$ belongs to a compact subgroup, $a$ is from an Abelian subgroup and $n$ is from a nilpotent subgroup. This decomposition is often more useful than the familiar polar form. For example, in numerical linear algebra where factorizations involving upper (or lower) triangular matrices play a role, one can see the effectiveness of this point of view.

Here we bring out some of the relationships with sub-Riemannian geometry and the appearance of cut points and conjugate points in that subject.

## 2 Some Preliminaries

Although every nonsingular complex matrix has a complex logarithm and every real orthogonal matrix and every real symmetric positive definite matrix has a real logarithm, not every real nonsingular matrix has a real logarithm. If $M$ is to be expressed as $e^{A}$ then the eigenvalues of $M$ must be the exponentials of the eigenvalues of $A$. But if the eigenvalues of $M$ are $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$ with each being real and negative then the eigenvalues of $A$ must be

$$
\ln \left|\lambda_{1}\right| e^{\pi i+n_{1} 2 \pi i}, \ln \left|\lambda_{2}\right| e^{\pi i+n_{2} 2 \pi i}, \ldots, \ln \left|\lambda_{n}\right| e^{\pi i+n_{n} 2 \pi i}
$$

for some choice of integers $n_{1}, n_{2}, \ldots, n_{n}$. On the other hand, if $A$ is to be real then these must occur in complex conjugate pairs but this is only possible if the values of the real and negative eigenvalues are repeated with even multiplicity. Thus, for example, because the negative definite matrix

$$
X_{1}=\left[\begin{array}{cc}
-(2 \sqrt{2}+3) & 0 \\
0 & 2 \sqrt{2}-3
\end{array}\right]
$$

has two distinct negative eigenvalues it does not have a real logarithm. However, and the significance of this has already been hinted at, $X_{1}$ can be expressed as $e^{\Omega} e^{H-\Omega}$. One possibility being

$$
X_{1}=\exp \left[\begin{array}{cc}
0 & \frac{3}{2} \pi \\
-\frac{3}{2} \pi & 0
\end{array}\right] \exp \left[\begin{array}{cc}
0 & \sqrt{2} \pi-\frac{3}{2} \pi \\
\sqrt{2} \pi+\frac{3}{2} \pi & 0
\end{array}\right]
$$

As will be explained, this representation is critical in showing, for example, that the minimum value of

$$
\eta=\int_{0}^{1}\|U\| d t
$$

required to steer the system $\dot{X}=U X$ from $I$ to $X_{1}$ with $U(t)$ symmetric is no more than $2 \pi$. Likewise, the representation

$$
-I=\exp \left[\begin{array}{cc}
0 & 2 \pi \\
-2 \pi & 0
\end{array}\right] \exp \left[\begin{array}{cc}
0 & \sqrt{3} \pi-2 \pi \\
\sqrt{3} \pi+2 \pi & 0
\end{array}\right]
$$

is critical in showing that the minimum value of $\eta$ required to steer the same system from $I$ to $-I$ is $\sqrt{6} \pi$. (Notice that the cost would have been just $\sqrt{2} \pi$ if the admissible controls had included the skew-symmetric matrices.)

Definition 1. If $X_{1}$ and $X_{2}$ are nonsingular matrices with positive determinants let $d\left(X_{1}, X_{2}\right)$ be the minimizing value of $\eta$ relative to all measurable choices of $U$ that steer the system from $X_{1}$ at $t=0$ to $X_{2}$ and $t=1$.

The following facts are more or less immediate. If $I$ is the identity matrix then

$$
\begin{gathered}
\text { i) } d\left(X_{1}, X_{2}\right)=d\left(I, X_{2} X_{1}^{-1}\right) \\
\text { ii) } d(I, X)=d\left(I, X^{T}\right)=d\left(I, X^{-1}\right)
\end{gathered}
$$

and if $\Psi$ is orthogonal then

$$
\text { iii) } d(I, X)=d\left(I, \Psi^{T} X \Psi^{T}\right)
$$

The first two statements are immediate. Observe that if $\Psi$ is an orthogonal matrix and if we define $\Omega^{*}=\Psi^{T} \Omega \Psi$ and $H^{*}=\Psi^{T} H \Psi$ then

$$
\Psi^{T} e^{\Omega} e^{H-\Omega} \Psi=e^{\Omega^{*}} e^{H^{*}-\Omega^{*}}
$$

Of course the Frobenius norm of $H$ and that of $H^{*}$ are the same.
This kind of minimum distance problem plays a central role in our paper [4] and it was shown there that in addition to the obvious fact that every symmetric positive definite matrix can be expressed as $e^{\Omega} e^{H-\Omega}$ simply by letting $\Omega=0$, every orthogonal matrix can be expressed as $e^{\Omega} e^{H-\Omega}$ as follows from the explicit solution for two-by-two blocks

$$
\left[\begin{array}{cc}
\cos \psi & \sin \psi \\
-\sin \psi & \cos \psi
\end{array}\right]=\left[\begin{array}{cc}
\cos (\psi+\pi) & \sin (\psi+\pi) \\
-\sin (\psi+\pi) & \cos (\psi+\pi)
\end{array}\right] e \begin{array}{cc}
{\left[\begin{array}{cc}
0 & b-\psi-\pi \\
b+\pi+\psi & 0
\end{array}\right]}
\end{array}
$$

with $b=\sqrt{2 \pi \psi+\psi^{2}}$. Here one can limit $\psi$ to be between $\pi$ and $-\pi$.
An important question left open in [4] was that of determining if every real square matrix with positive determinant can be expressed as $e^{\Omega} e^{H-\Omega}$ with $\Omega=-\Omega^{T}$ and $H=H^{T}$ real. This is significant because unless this is the case the above variational problem will necessarily require broken extremals.

Definition 2. If $M$ can be expressed as $M=e^{\frac{1}{2}\left(A^{T}-A\right)} e^{A}$ as above we will say that $A$ is a twisted logarithm of $M$.

The following remarks maybe helpful in gaining an initial understanding of the problem of finding twisted logarithms.

Remark 1. Suppose that $s$ is a real positive constant. If $A$ is a twisted logarithm of $M$ then $A+(\log a) I$ is a twisted logarithm of $a M$.

Remark 2. If $A$ is a twisted logarithm of $M$ and if $\Theta$ is orthogonal, then $\Theta^{T} A \Theta$ is a twisted logarithm of $\Theta^{T} M \Theta$.

Clearly if $M=e^{\frac{1}{2}\left(A^{T}-A\right)} e^{A}$ then $\Theta^{T} M \Theta=\Theta^{T} e^{\frac{1}{2}\left(A^{T}-A\right)} e^{A} \Theta$. Using the fact that $\Theta e^{A} \Theta^{-1}=e^{\Theta A \Theta^{-1}}$ leads to the remark.

## 3 Some Properties of the Linearization

In this section we investigate some properties of the map defining the twisted logarithm and their implications for the optimal control problem. Recall the well-known integral representation of the linear term in the Taylor series expansion of $e^{A+\epsilon B}$

$$
e^{A+\epsilon B}=e^{A t}\left(I+\epsilon \int_{0}^{1} e^{-A t} B e^{A t} d t\right)+h o t
$$

This may be proven by starting with the differential equation $\dot{x}=(A+\epsilon B) x$, changing variables to $z(t)=e^{-A t} x(t)$ to get

$$
\dot{z}=\epsilon e^{-A t} B e^{A t} z
$$

then observing that from the Peano-Baker series

$$
z(1) \approx\left(I+\epsilon \int_{0}^{1} e^{-A t} B e^{A t} d t\right) z(0)
$$

and finally $x(1)=e^{A} z$.

Notation. We denote by $\psi$ the map that takes a square matrix $A$ and maps it to the twisted exponential,

$$
\psi: A \mapsto e^{\frac{1}{2}\left(A^{T}-A\right)} e^{A} .
$$

Let $g l(n)$ denote the set of all $n$-by- $n$ matrices and $\mathcal{G l}(n)$ the set of all nonsingular $n$-by- $n$ matrices.

Theorem 1. Consider the map $\psi: g l(n) \rightarrow \mathcal{G l}(n)$ defined above. The linearization of $\psi$ at any point $A$ with $A=A^{T}$ and $A$ having distinct eigenvalues is of full rank. More specifically, in a coordinate system in which $A=D$, with $D$ diagonal, the derivative with respect to $\epsilon$ of $e^{\epsilon \Delta} e^{D+\epsilon(E-\Delta)}$ with $\Delta=-\Delta^{T}$ and $E=E^{T}$ is

$$
\left.\frac{d}{d \epsilon} e^{\epsilon \Delta} e^{D+\epsilon(E-\Delta)}\right|_{0}=\Delta e^{D}+e^{D} \int_{0}^{1} e^{-D t}(E-\Delta) e^{D t} d t=F e^{D}
$$

with the ij ${ }^{\text {th }}$ entry of $F$ being given by

$$
f_{i j}=e_{i j}\left(\frac{e^{\left(d_{i}-d_{j}\right)}-1}{d_{i}-d_{j}}\right) e^{d_{j}}+\delta_{i j}\left(1-\frac{e^{\left(d_{i}-d_{j}\right)}-1}{d_{i}-d_{j}}\right) e^{d_{j}}
$$

with the understanding that when $i=j$ the coefficient of $e_{i j}$ is interpreted as being one.

Proof. First we verify the statements about the derivative assuming that $A$ is diagonal. Because we have assumed that the $d_{i}$ are distinct, the quantity $\left(e^{d_{i}-d_{j}}-1\right) /\left(d_{i}-d_{j}\right)$ is never zero. This means that the coefficients of the $e_{i j}$ are never zero. As for the coefficients of $\delta_{i j}$, we need only consider the case $i \neq j$ because $\Delta$ is skew-symmetric. For $i \neq j$ the coefficients of the skew-symmetric $\omega_{i j}$ are never zero. Thus we see that when $A$ is diagonal with unrepeated eigenvalues the Jacobian of the map $\psi$ is diagonal with nonzero eigenvalues. In the general case we can find $\Theta$ such that $A=\Theta^{T} D \Theta$ and $\Theta$ simply acts on $E$ and $\Omega$ in an invertible way.

When used with the implicit function theorem this result shows that there exist open sets of real nonsingular matrices that have real twisted logarithms. However, it is also true that at many values of $\Omega, H$ the linearization of the map $\psi$ is singular.

Lemma 1. If $e^{\frac{1}{2}\left(A^{T}-A\right)} e^{A}=M$ and if there exists a skew-symmetric matrix $S$ such that $[S, M]=0$ but $[S, A] \neq 0$ then the Jacobian of $\psi$ is singular at $A$.

Proof. It is easily verified that, under the hypothesis, the matrix $[S, A]$ is mapped to 0 by the Jacobian.

## 4 Main Theorem

We now turn to the proof of the fact that every real two-by-two matrix with positive determinant has a real twisted logarithm. It seems very likely that the same result holds in all dimensions but the proof given here does not seem to be extendable. In general solutions are not unique and our proof involves a nonconstructive homotopy argument. We will give some further information on location of solutions in a later section.

Theorem 2. Every real two-by-two matrix with positive determinant can be expressed as

$$
M=e^{\Omega} e^{H-\Omega}
$$

with $H=H^{T}, \Omega=-\Omega^{T}$ and both real.
Proof. We begin by establishing some properties of a family of $t$-parametrized curves associated with a special case of $e^{\Omega t} e^{(H-\Omega) t}$, for which $H$ is zero on the diagonal. Consider

$$
X_{b, c}(t)=\exp \left[\begin{array}{cc}
0 & c t \\
-c t & 0
\end{array}\right] \exp \left[\begin{array}{cc}
0 & (b-c) t \\
(b+c) t & 0
\end{array}\right]
$$

under the assumption that $c>b>0$. This matrix product evaluates to

$$
X_{b, c}(t)=\left[\begin{array}{cc}
\cos c t \cos \omega t+\frac{c+b}{\omega} \sin c t \sin \omega t & \frac{b-c}{\omega} \cos c t \sin \omega t+\sin c t \cos \omega t \\
-\frac{b+c}{\omega} \sin c t \cos \omega t+\cos c t \sin \omega t & \cos c t \cos \omega t-\frac{c+b}{\omega} \sin c t \sin \omega t
\end{array}\right]
$$

where $\omega=\sqrt{c^{2}-b^{2}}$.
Introduce the notation

$$
\Omega_{0}=\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right]
$$

and make the definitions

$$
\alpha(t)=\frac{1}{2} \operatorname{tr}\left(\mathrm{e}^{\Omega} \mathrm{e}^{\mathrm{H}-\Omega}\right)
$$

and

$$
\beta(t)=\frac{1}{2} \operatorname{tr}\left(\Omega_{0}\left(\mathrm{e}^{\Omega} \mathrm{e}^{\mathrm{H}-\Omega}\right)\right)
$$

For the given $X_{c, b}$ it is not difficult to verify that

$$
\left[\begin{array}{c}
\alpha(t) \\
\beta(t)
\end{array}\right]=\left[\begin{array}{cc}
\cos c t & \sin c t \\
-\sin c t & \cos c t
\end{array}\right]\left[\begin{array}{ll}
1 & 0 \\
0 & \frac{c}{\omega}
\end{array}\right]\left[\begin{array}{cc}
\cos \omega t & -\sin \omega t \\
\sin \omega t & \cos \omega t
\end{array}\right]\left[\begin{array}{l}
1 \\
0
\end{array}\right]=e^{-c \Omega_{0} t} D e^{\omega \Omega_{0} t} e_{1}
$$

where $D$ is the diagonal matrix with entries $1, c / \omega$ and $e_{1}$ is the first standard basis vector in $\mathbb{R}^{2}$. More explicitly,

$$
\alpha(t)=\cos c t \cos \omega t+\frac{c}{\omega} \sin c t \sin \omega t
$$

$$
\beta(t)=-\sin c t \cos \omega t+\frac{c}{\omega} \cos c t \sin \omega t
$$

As we have seen, we can scale the determinant of $e^{\Omega} e^{H-\Omega}$ to one by adding a multiple of the identity to $H$. This insures that the trace of $H$ is then zero. In this case we can we can apply an orthogonal transformation to $H, \Omega$ and $X$ making the on-diagonal elements of $H$ both zero. Thus, establishing the theorem is equivalent to showing that we can solve the $\alpha-\beta$ equations. However,

$$
\alpha^{2}(t)+\beta^{2}(t)=\cos ^{2} \omega t+\frac{c^{2}}{\omega^{2}} \sin ^{2} \omega t=1+\frac{b^{2}}{\omega^{2}} \sin ^{2} \omega t
$$

so that we actually only need to solve them for any $\left(\alpha^{*}, \beta^{*}\right)$ lying outside the unit disk. Moreover,

$$
\frac{d}{d t} \tan ^{-1} \frac{\beta(t)}{\alpha(t)}=\frac{\dot{\beta} \alpha-\dot{\alpha} \beta}{\alpha^{2}+\beta^{2}}=-\left\langle\left[\begin{array}{c}
\alpha(t) \\
\beta(t)
\end{array}\right], \Omega_{0}\left[\begin{array}{c}
\dot{\alpha}(t) \\
\dot{\beta}(t)
\end{array}\right]\right\rangle \frac{1}{\alpha^{2}(t)+\beta^{2}(t)}
$$

This expression evaluates to

$$
\begin{aligned}
& \frac{d}{d t} \tan ^{-1} \frac{\beta(t)}{\alpha(t)}= \\
& \frac{1}{\alpha^{2}(t)+\beta^{2}(t)} e_{1}^{T} e^{-\Omega_{0} \omega t} D e^{\Omega_{0} c t} \Omega_{0} e^{-\Omega_{0} c t}\left(-c \Omega_{0} D+\omega D \Omega_{0}\right) e^{\Omega_{0} \omega t} e_{1}
\end{aligned}
$$

After some some simplification, the numerator can be seen to be a quadratic form in $e^{\Omega_{0} \omega t} e_{1}$ defined by the symmetric matrix

$$
D \Omega_{0}\left(c \Omega_{0} D+\omega D \Omega_{0}\right)=-c D^{2}+\omega\left(D \Omega_{0}\right)^{2}=(c-\omega)\left[\begin{array}{cc}
-1 & 0 \\
0 & -\frac{c^{2}}{\omega^{2}}
\end{array}\right]
$$

Because this is negative definite, we see that $\tan ^{-1}(\beta / \alpha)$ is monotone decreasing with $t$.

Thus, for $c$ and $b$ in the ranges indicated, and for $0 \leq t \leq \pi / \omega$, the locus of points in $\mathbb{R}^{2}$ with coordinates $(\alpha(t), \beta(t))$ swept out as $t$ increases from zero, starts at $\alpha(0), \beta(0))=(1,0)$ and rotates clockwise with an increasing radius which reaches a local maximum of $b^{2} / \omega^{2}$ when $t=\pi / 2 \omega$ and then decreases monotonically until $t=\pi / \omega$ when it meets the unit circle. Moreover, the radius exceeds $b^{2} / 2 \omega^{2}$ for $t \in[\pi / 2 \omega-\pi / 4 \omega, \pi / 2 \omega+\pi / 4 \omega]$

Now suppose that we are given a particular value of $(\alpha, \beta)$, say $\left(\alpha^{*}, \beta^{*}\right)$, and that we want to show that we can find a value of $(c t, \omega t)$ satisfying the above equations. Because $\alpha^{2}(t)+\beta^{2}(t)>c^{2} / 2 \omega^{2}$ for a range of $c t$ that exceeds $2 \pi$ we see that the curve encircles a disk of radius $c^{2} / 2 \omega^{2}$. If we chose $c / \omega$ so that $c / \omega>\sqrt{2\left(\alpha^{*}\right)^{2}+2\left(\beta^{*}\right)^{2}}$ then the curve will encircle the given point. With each pair $(c, \omega)$ we associate a closed curve beginning and ending at $(\alpha, \beta)=(1,0)$. The curve consists of two parts, the first is the curve described above which begins at $(1,0)$ and ends on the unit circle. The second part begins


Fig. 1. An example of a plot of the $\alpha-\beta$ curve discussed in the proof. The horizontal axis is $\alpha$, the vertical $\beta$ and the curve winds clockwise, starting from ( 1,0 ). The values of $c$ and $\omega$ are 5 and 4.96, respectively. The circle in the center is the locus $\alpha^{2}+\beta^{2}=1$.
at the end point of the first and continues around the circle in a clockwise sense until it reaches $(1,0)$. This curve encircles the point $\left(\alpha^{*}, \beta^{*}\right)$ one or more times. Now consider the continuous deformation of this curve defined by reducing $\left(c^{2}-\omega^{2}\right) / \omega^{2}$ to one while keeping $c-\omega$ positive. This shrinks the maximal radius of the closed curve from its original value to one. Thus, for some value of $c$ the curve must pass through $\left(\alpha^{*}, \beta^{*}\right)$ and the theorem is proven.

This analysis suggests that a convenient locally convergent numerical algorithm for finding a solution can be obtained by adjusting $(c, \omega)$. We rewrite the equations for $(\alpha, \beta)$ as

$$
\left[\begin{array}{l}
0 \\
0
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & \omega
\end{array}\right]\left[\begin{array}{cc}
\cos c t-\sin c t \\
\sin c t & \cos c t
\end{array}\right]\left[\begin{array}{l}
\alpha \\
\beta
\end{array}\right]-\left[\begin{array}{ll}
1 & 0 \\
0 & c
\end{array}\right]\left[\begin{array}{cc}
\cos \omega t & \sin \omega t \\
-\sin \omega t & \cos \omega t
\end{array}\right]\left[\begin{array}{l}
1 \\
0
\end{array}\right] .
$$

Let $\phi(c, \omega)$ denote the norm squared of the right-hand side of these equations and consider

$$
\left[\begin{array}{c}
\dot{c} \\
\dot{\omega}
\end{array}\right]=-\left[\begin{array}{c}
\frac{\partial}{\partial c} \\
\frac{\partial}{\partial \omega}
\end{array}\right] \phi(c, \omega) .
$$

Corollary 1. Real matrices with positive determinants that have real twisted logarithms include

1) all nonsingular symmetric matrices (positive definiteness not required);
2) all orthogonal matrices;
3) all nonsingular skew-symmetric matrices.

Proof. Given any nonsingular symmetric matrix there exists an orthogonal matrix $\Theta$ such that $\Theta^{T} M \Theta$ is diagonal with the the diagonals ordered such that the 11 and 22 elements have the same sign, the 33 and 44 elements have the same sign, etc. In this case theorem two can be applied one block at a time to give the result. A similar reduction to the two -by-two case is possible for the other cases as well.

## 5 The Nilpotent Approximation

Known results on the nilpotent problem

$$
\dot{x}=u ; \quad \dot{Z}=x u^{T}-u x^{T}
$$

show that the entire set of points of the form $(x, Z)=\left(0, Z_{1}\right)$ are conjugate to the point $(x, Z)=(0,0)$. The optimal controls that generate any such transfer in one unit of time are all periodic of period 1 but there are controls of smaller period that satisfy the first order necessary conditions. In the case where $x$ is two-dimensional these can be organized into families according to the least period of $u$, which takes the form $1 / n$ with $n$ an integer. Even in higher dimensions there are nicely characterized submanifolds of points conjugate to $(0,0)$. Different points on the submanifolds correspond to different amplitudes of the control.

The problem under consideration here has a nilpotent approximation of the following form. Introduce the symmetric matrix $Q$ and the skew-symmetric matrix $\Omega$. Let $U$ be symmetric and consider

$$
\dot{Q}=U ; \quad \dot{\Omega}=[U, Q]
$$

If the matrices in question are of size $n$-by- $n$ then this can be thought of being the restriction of a system of the above form with $x$ being of dimension $n(n+1) / 2$ and $Z$ being a skew-symmetric matrix with the corresponding number of rows and columns.

This is a nilpotent approximation to $\dot{X}=U X$ but there are very strong differences between the system and its nilpotent approximation. For example, as we have seen, conjugate to $X=I$ is any $X_{1}$ such that for some skewsymmetric matrix $S$ we have $\left[S, X_{1}\right]=0$ but $X_{1}$ is expressible as $e^{\Omega} e^{H-\Omega}$ with $[S, \Omega]$ or $[S, H]$ nonzero. In this case the controls that steer $X$ to a conjugate point need not be periodic. As can be seen from the explicit formulas given above, every orthogonal matrix is conjugate to $I$ but in the two by two case only those of the form $\pm I$ are generated by periodic controls. Moreover, the optimizing control to reach $-I$ is periodic with least period $1 / 2$, not 1 . Thus we see that the deviation between the system $\dot{X}=U X$ and its nilpotent approximation is quite important.

## 6 Shortest Paths

We consider in this final section a direct demonstration of the optimality of certain paths which satisfy the first order necessary conditions. Such arguments are of interest because, as we have seen, in some cases it is not yet clear that there is any solution to the first order necessary conditions and, in cases where we know there is one, there may be many. Moreover, because the underlying space is not simply connected there will be cut points, beyond which a minimizing trajectory will cease to be minimizing. Here is a problem which can be treated in a elementary way and which provides a direct confirmation of optimality in certain cases. Observe that for $\dot{X}=U X$, any particular column of $X$ satisfies a vector equation. For example, in the two by two case we have

$$
\frac{d}{d t}\left[\begin{array}{l}
x_{11} \\
x_{21}
\end{array}\right]=\left[\begin{array}{lc}
u & v \\
v & -u
\end{array}\right]\left[\begin{array}{l}
x_{11} \\
x_{21}
\end{array}\right]=\left[\begin{array}{cc}
x_{11} & x_{21} \\
-x_{21} & x_{11}
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right] .
$$

It follows that

$$
\begin{gathered}
\frac{d}{d t} \tan ^{-1}\left(\frac{x_{21}}{x_{11}}\right)=\frac{\dot{x}_{21} x_{11}-\dot{x}_{11} x_{21}}{x_{11}^{2}+x_{21}^{2}}=\frac{v\left(x_{11}^{2}-x_{21}^{2}\right)-2 u x_{11} x_{21}}{x_{11}^{2}+x_{21}^{2}} \\
\frac{d}{d t} x_{11}^{2}+x_{21}^{2}=2 u\left(x_{11}^{2}-x_{21}^{2}\right)+2 v x_{11} x_{21}
\end{gathered}
$$

These equations have an important property best revealed by writing them in terms of $\theta=\tan ^{-1}\left(x_{21} / x_{11}\right)$ and $\rho=\sqrt{x_{11}^{2}+x_{21}^{2}}$. These equations take the form

$$
\dot{\theta}=\left\langle f_{1},\left[\begin{array}{l}
u \\
v
\end{array}\right]\right\rangle ; \quad \dot{\rho}=\left\langle f_{2},\left[\begin{array}{l}
u \\
v
\end{array}\right]\right\rangle
$$

where $f_{1}$ and $f_{2}$ can be evaluated from the given equations. What is important is that $f_{1}$ and $f_{2} / \rho$ define an orthonormal basis for $\mathbb{R}^{2}$. This makes it clear that the optimal control for advancing $\theta$ must align $(u, v)$ with $f_{1}$. Thus we see, for example, that to transfer from the identity to any matrix of the form

$$
M=\left[\begin{array}{cc}
\alpha & \beta \\
\gamma & \frac{1+\beta \gamma}{\alpha}
\end{array}\right]
$$

requires at least

$$
\eta *=\tan ^{-1} \frac{\gamma}{\alpha}+\frac{1}{2}\left|\ln \left(\alpha^{2}+\gamma^{2}\right)\right|
$$

The resulting trajectory in $\theta, \rho$ coordinates is

$$
\theta(t)=\theta(0)+(\theta(1)-\theta(0)) t ; \quad \rho(t)=e^{\ln \left(\alpha^{2}+\gamma^{2}\right) t}
$$

Remark 3. To reach any matrix of the form

$$
M=\left[\begin{array}{cc}
-e & s \\
0 & -e^{-1}
\end{array}\right]
$$

requires at least $\eta=\pi+1$.
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Summary. This paper gives a comparison principle for first-order PDEs of the Hamilton-Jacobi-Bellman type that arise in problems of nonlinear target control synthesis and reachability analysis under hard bounds on the controls. The emphasis is is on treating backward reachability sets for a system with moving target sets which may also turn to be forward reachability tubes of another system. The target sets are to be reached within preassigned intervals. The exact solutions to this problem, given in set-theoretic terms, are expressed as level sets to the solutions of some specific types of the HJB equation. But these solutions require fairly complicated calculation. The present paper presents an alternative approach that avoids exact solutions in favor of their upper and lower bounds, which in many cases may suffice for solving the required problems. For systems with linear structure ellipsoidal estimates are given, which ensure accurate approximations of nonconvex reachability sets through unions of ellipsoids.

## 1 Introduction

A central issue in control theory is to investigate nonlinear control systems, [11]. Among these are problems of reachability and control synthesis. A related topic is how to calculate "weakly invariant" sets of points, namely, those from which it is possible to reach a given terminal set under feedback control, [13], [16]. The knowledge of these, also known as backward reachability sets, is crucial for designing feedback control strategies, constructing safety zones in motion planning and other related problems.

The present paper deals with the indicated problems under additional hard bounds on the controls, under complete noise-free measurements of the state
space variable and under the assumption that the target set is moving and that the set may be reached within a given time interval rather than at given time. The target is therefore a set, possibly nonconvex, taken in the product space "time $\times$ state". This yields backward reach sets that are nonconvex even for linear systems.

It is well known that such problems for systems described by ODEs may be in principle reduced to the investigation of first order PDEs of the Hamilton-Jacobi-Bellman (HJB) type and their modifications, [13, 16, 3, 5, 19, 4]. However, solutions to equations of the HJB type are rather difficult to calculate, and the design of related computational algorithms is still under development $[22,24]$. Nevertheless, for many applied problems one may often be satisfied with approximate solutions that impose a smaller computational burden and may be achieved by substituting the original HJB equations by variational inequalities due to certain comparison principles ( $[16,6,9]$ ). This paper provides comparison theorems for the HJB equations of this paper, introducing upper and lower estimates for their solutions, which may used for checking sufficient conditions for verification problems of reachability analysis. In the case of linear systems this approach may lead to effective algorithms based on ellipsoidal techniques which also allow to accurately approximate nonconvex reach sets through unions of ellipsoids.

## 2 Backward Reachability from Moving Target Set

We begin with ordinary systems without disturbances. Consider equation

$$
\begin{equation*}
\dot{x}=f(t, x, u), t \in\left[t_{0}, t_{1}\right]=T\left(t_{0}\right) \tag{1}
\end{equation*}
$$

where $x \in \mathbb{R}^{n}$ is the state space variable, $u \in \mathcal{P}(t) \subset \mathbb{R}^{m}$ is the control. Function $f(t, x, u)$ is assumed continuous in all variables and satisfying standard conditions of existence, uniqueness and prolongability of solutions within the intervals under consideration; $\mathcal{P}(t)$ - is a set-valued function with compact values, Hausdorff-continuous ([14], [1]).

Introduce the notation $X[t]=X\left(t, t_{0}, X^{0}\right)$ for the forward reach set, at time $t$, from the set-valued position $\left\{t_{0}, X^{0}\right\}$, where $X\left[t_{0}\right]=X^{0}$ is the starting set, and

$$
\mathcal{H}(t, x, p)=\min \{(p, f(t, x, u)) \mid u \in \mathcal{P}(t)\}
$$

for the Hamiltonian of system (1). Given moving target set $\mathcal{M}(s), s \in[t, \tau]$, a compact set-valued function, we have to find $W_{m}[t]=W\left(t, \mathcal{M}_{\alpha}^{\beta}(\cdot)\right)$ - the set of points $x=x(t)$, from which it is possible to reach set $\mathcal{M}(\tau)$ for some $\tau \in[\alpha, \beta] \subseteq T(t), t \leq \alpha, t_{1}>\beta$. This is the weakly invariant or backward reachability set relative to moving target set $\mathcal{M}_{\alpha}^{\beta}(\cdot)=\mathcal{M}(\tau), \tau \in[\alpha, \beta]$, [12], [16].

The value function which grasps the desired property is

$$
\begin{equation*}
V_{m}(t, x)=\min _{u}\left\{\min _{\tau}\left\{d^{2}(x(\tau), \mathcal{M}(\tau)) \mid \tau \in[\alpha, \beta], u \in \mathcal{P}(\cdot)\right\}, x(t)=x\right\} \tag{2}
\end{equation*}
$$

Here $d(x, \mathcal{X})=\inf \left\{(x-z, x-z)^{1 / 2} \mid z \in \mathcal{X}\right\}$ is the Euclid distance from point $x$ to set $\mathcal{M}$. Then ( see [16] )

$$
\begin{equation*}
W_{m}[t]=\left\{x: V_{m}(t, x) \leq 0\right\} \tag{3}
\end{equation*}
$$

where

$$
V_{m}(t, x)=\min _{\tau}\{V(t, \tau, x) \mid \tau \in[\alpha, \beta]\},
$$

and

$$
\begin{equation*}
V(t, \tau, x)=\min _{u}\left\{d^{2}(x(\tau), \mathcal{M}(\tau)) \mid u \in \mathcal{P}(\cdot), x(t)=x\right\} \tag{4}
\end{equation*}
$$

In its turn, $V(t, \tau, x)$ satisfies the "backward" HJB equation

$$
\begin{equation*}
V_{t}+\mathcal{H}\left(t, x, V_{x}\right)=0, V(\tau, \tau, x)=d^{2}(x(\tau), \mathcal{M}(\tau)) \tag{5}
\end{equation*}
$$

Introducing the level sets $W(t, \tau)=\{x: V(t, \tau, x) \leq 0\}$, we come to the following property.

Lemma 1. The relation

$$
W_{m}[t]=\cup\{W(t, \tau) \mid \tau \in[\alpha, \beta]\}
$$

where $W(t, \tau)$ is the zero-level set of the function $V(t, \tau, x)$ - the solution to the HJB equation (5), is true.

The last property is independent of whether $V$ was obtained through classical or generalized viscosity solutions of equation (5). In the last case (5) is a formal notation where the partial derivatives have to be substituted by generalized subdifferentials or Dini derivatives, [8], [7], [2], [25]. The next item to discuss is the strongly invariant set relative to $\mathcal{M}_{\alpha}^{\beta}(\cdot)$. This is the set of points $W_{s}[t]=W\left(t, \mathcal{M}_{\alpha}^{\beta}(\cdot)\right), x=x(t)$ from each of which the whole forward reach set $X(\tau, t, x) \subseteq \mathcal{M}(\tau)$ for some time $\tau \in[\alpha, \beta], t \leq \alpha$. The value function which grasps the last property is

$$
\begin{equation*}
V_{s}(t, x)=\max _{u} \min _{\tau}\left\{d^{2}(x(\tau), \mathcal{M}(\tau)) \mid \tau \in[\alpha, \beta], u \in \mathcal{P}(\cdot), x(t)=x\right\} \tag{6}
\end{equation*}
$$

so that $W_{s}[t]=\left\{x: V_{s}(t, x) \leq 0\right\}$. Then the formulae for calculating this set are similar to $(2)-(5)$, but with $\min _{u}$ substituted for $\max _{u}$. Thus the exact description of the set $W[t]$ requires to solve the first-order PDE (5) followed by a minimization problem in $\tau$. Such a problem is in general difficult to solve as the reachability sets for nonlinear systems may turn out to have a very peculiar form (see [21], [10]).

We shall therefore seek for the upper and lower estimates of functions $V_{m}(t, x), V_{s}(t, x)$, and as a consequence, also the external and internal es-
timates of sets $W[t], W_{s}[t]$. Following are two theorems on internal external approximations (note the difference from [16] and similar results).

Consider the solution $V(t, \tau, x)$ of equation (5). The next theorem gives a lower approximation of this function.

Assumption 1. The functions $H(t, x, p)$ and $w^{+}(t, \tau, x) \in C_{1}, \mu(t) \in L_{1}$, satisfy the inequalities
(i) $\mathcal{H}(t, x, p) \geq H(t, x, p), \quad \forall\{t, x, p\}$,
(ii) $w_{t}^{+}+H\left(t, x, w_{x}^{+}\right) \geq \mu(t)$,
(iii) $V(\tau, \tau, x) \geq w^{+}(\tau, \tau, x)$.

Theorem 1. Let Assumption 1 be true. Then, for all $x$

$$
\begin{equation*}
w^{+}(t, \tau, x)+\int_{t}^{\tau} \mu(s) d s \leq V(t, \tau, x) \tag{7}
\end{equation*}
$$

Proof. Let $\tau$ be fixed and the pair $\left\{\tau, x^{*}(\tau)=x^{*} \in \mathcal{M}\right\}$ generate the trajectory $x^{*}(s), s \in[t, \tau]$, which solves problem (4), with given $x^{*}(t)=x$. Then

$$
\begin{gathered}
d w^{+}(t, \tau, x) /\left.d t\right|_{x=x^{*}(t)}= \\
=w_{t}^{+}\left(t, \tau, x^{*}\right)+\mathcal{H}\left(t, x^{*}, w_{x}^{+}\right) \geq w_{t}^{+}\left(t, \tau, x^{*}\right)+H\left(t, x^{*}, w_{x}^{+}\right) \geq \mu(t)
\end{gathered}
$$

The last relations imply

$$
d w^{+}(t, \tau, x) /\left.d t\right|_{x=x^{*}(t)} \geq \mu(t)
$$

Integrating this inequality from $t$ to $\tau$, we have
$w^{+}\left(t, \tau, x^{*}(t)\right)+\int_{t}^{\tau} \mu(s) d s \leq w^{+}\left(\tau, \tau, x^{*}(\tau)\right) \leq V\left(\tau, \tau, x^{*}(\tau)\right)=V\left(t, \tau, x^{*}(t)\right)$.
This proves the theorem, due to Assumption 1 and the fact that $V(t, \tau, x)=$ $V\left(t, \tau, x^{*}(t)\right)=V\left(\tau, \tau, x^{*}(\tau)\right)$, due to equation (5).

We look for upper approximations of $V(t, \tau, x)$.
Assumption 2. The functions $H_{-}(t, x, p)$ and $w^{-}(t, \tau, x) \in C_{1}, \quad \nu(t) \in L_{1}$ satisfy the inequalities
(i) $\mathcal{H}(t, x, p) \leq H_{-}(t, x, p), \quad \forall\{t, x, p\}$,
(ii) $w_{t}^{-}+H_{-}\left(t, x, w_{x}^{-}\right) \leq \nu(t)$,
(iii) $V(\tau, \tau, x) \leq w^{-}(\tau, \tau, x)$.

Theorem 2. Let Assumption 2 be true. Then

$$
\begin{equation*}
w^{-}(t, \tau, x)+\int_{t}^{\tau} \nu(s) d s \geq V(t, \tau, x) \tag{8}
\end{equation*}
$$

The proof is similar to the above.

We may now introduce the lower and upper approximations of the function $V_{m}(t, x)$. Since (7) is true for all $t \leq \tau$ and all $\tau \in[\alpha, \beta]$, we have

$$
\begin{equation*}
w_{m}^{+}(t, x)=\min _{\tau}\left\{w^{+}(t, \tau, x)+\int_{t}^{\tau} \mu(s) d s \mid \tau \in[\alpha, \beta]\right\} \leq V_{m}(t, x) \tag{9}
\end{equation*}
$$

Since (8) is true for all $t \leq \tau$ and all $\tau \in[\alpha, \beta]$, we also have

$$
\begin{equation*}
w_{m}^{-}(t, x)=\min _{\tau}\left\{w^{-}(t, \tau, x)+\int_{t}^{\tau} \nu(s) d s \mid \tau \in[\alpha, \beta]\right\} \geq V_{m}(t, x) \tag{10}
\end{equation*}
$$

The last two relations lead to the next comparison theorem.
Theorem 3. The function $V_{m}(t, x)$ possesses lower and upper bounds

$$
w_{m}^{+}(t, x) \leq V_{m}(t, x) \leq w_{m}^{-}(t, x)
$$

Passing to level sets

$$
\begin{aligned}
W_{m}^{+}(t, \tau) & =\left\{x: w_{m}^{+}(t, \tau, x) \leq 0\right\}, \\
W_{m}^{-}(t, \tau) & =\left\{x: w_{m}^{-}(t, \tau, x) \leq 0\right\},
\end{aligned}
$$

we come to the next conclusion.
Theorem 4. The backward reach set $W_{m}[t]$ for a moving target $\mathcal{M}_{\alpha}^{\beta}(\cdot)$ satisfies the relations

$$
\cup\left\{W_{m}^{-}(t, \tau) \mid \tau \in[\alpha, \beta]\right\} \subseteq W_{m}[t] \subseteq \cup\left\{W_{m}^{+}(t, \tau) \mid \tau \in[\alpha, \beta]\right\}
$$

A similar theorem may be proved for the set $W_{s}[t]$.

## 3 The Verification Problem for Moving Target Sets

We now introduce some rules to check whether a given point does belong to the sets from which, within a given time interval $[\alpha, \beta]$, one may ensure:
(a) the intersection $X(\tau, t, x) \cap \mathcal{M}(\tau) \neq \emptyset$ for some $t \in[\alpha, \beta]$ - a collision with target set,
(b) the condition $X(\tau, t, x) \cap \mathcal{M}_{\varepsilon}(\tau)=\emptyset$ for all $\tau \in[\alpha, \beta]$ and some $\varepsilon>0$,an evasion from $\mathcal{M}(\tau)$,
(c) the inclusion $X(\tau, t, x) \subseteq \mathcal{M}(\tau)$ for all $\tau \in[\alpha, \beta]$, - an immersion in $\mathcal{M}$ for some $\tau \in[\alpha, \beta]$ and for all $\tau \in[\alpha, \beta]$.

Here $\mathcal{M}_{\varepsilon}$ stands for an $\varepsilon$ - neighborhood of $\mathcal{M}$ taken in some metric. The schemes for verifying the desired properties will usually consist in checking some inequalities or solving some optimization problems over respective value functions or their approximations.

Lemma 2. Consider set $W_{m}[t]$ of the previous Section. In order that $x^{*} \in$ $W_{m}[t]$ it is

- necessary and sufficient that $V_{m}\left(t, x^{*}\right) \leq 0$,
- sufficient that $w_{m}^{-}\left(t, x^{*}\right) \leq 0$.

Lemma 3. In order that $X\left(\tau, t, x^{*}\right) \cap \mathcal{M}_{\varepsilon}(\tau)=\emptyset$ for some $\varepsilon>0$ it is

- necessary and sufficient that $V_{m}\left(t, x^{*}\right)>0$,
- sufficient that $w_{m}^{+}\left(t, x^{*}\right)>0$.

Denote

$$
V_{s}(t, \tau, x)=\max _{u}\left\{d^{2}(x(\tau), \mathcal{M}(\tau)) \mid u \in \mathcal{P}(\cdot), x(t)=x\right\}
$$

and $w_{s}^{-}(t, \tau, x)$ to be the upper estimate of $V_{s}(t, \tau, x)$, similar to $w_{m}^{-}(t, \tau, x)-$ the upper estimate of $V_{m}(t, \tau, x)$.

## Lemma 4.

(i) In order that $X\left(\tau, t, x^{*}\right) \subseteq \mathcal{M}(\tau)$ for some $\tau \in[\alpha, \beta]$, it is

- necessary and sufficient that $\min _{\tau} V_{s}\left(t, \tau, x^{*}\right) \leq 0$,
- sufficient that $\min _{\tau} w_{s}^{-}\left(t, \tau, x^{*}\right) \leq 0$.
(ii) In order that $X\left(\tau, t, x^{*}\right) \subseteq \mathcal{M}(\tau)$ for all $\tau \in[\alpha, \beta]$, it is
- necessary and sufficient that $\max _{\tau} V_{s}\left(t, \tau, x^{*}\right) \leq 0$,
- sufficient that $\max _{\tau} w_{s}^{-}\left(t, \tau, x^{*}\right) \leq 0$.

Consider now the particular situation when $\mathcal{M}(\tau)=Y[\tau]$ and $Y[\tau]=$ $Y\left(\tau, t_{0}, y^{0}\right)$ is the reach set for another system of type (1), namely

$$
\begin{equation*}
\dot{y}=g(t, y, v), t \in\left[t_{0}, t_{1}\right]=T\left(t_{0}\right) \tag{11}
\end{equation*}
$$

with $y \in \mathbb{R}^{n}, v(t) \in \mathcal{Q}(t)$ and the properties of $g(t, y, v), \mathcal{Q}(\cdot)$ are similar to $f(t, x, u), \mathcal{P}(\cdot)$. Then (see [16]), taking

$$
V^{T}(\tau, y)=\min _{v}\left\{d^{2}\left(y\left(t_{0}\right), y^{0}\right) \mid v(\cdot) \in \mathcal{Q}(\cdot), y(\tau)=y\right\}
$$

one gets $Y[\tau]=\left\{y: V^{T}(\tau, y) \leq 0\right\}$. Redefine the functions $V(\tau, x, t), V_{s}(\tau, x, t)$ of (4), (6) as

$$
\begin{equation*}
V(t, \tau, x)=\min _{u}\left\{V^{T}(\tau, x(\tau)) \mid x(t)=x\right\} \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
V_{s}(t, \tau, x)=\max _{u}\left\{V^{T}(\tau, x(\tau)) \mid x(t)=x\right\} \tag{13}
\end{equation*}
$$

taking $V^{T}(\tau, x)$ instead of $d^{2}(x(\tau), Y[\tau])$. Here $x(\tau)$ is the state generated by system (1) from $x(t)=x$, with some control $u(\cdot)$ and $y(\tau)$ is the state generated by system (11) from $y\left(t_{0}\right)=y$, with some control $v(\cdot)$. Relations (12), (13) may serve to define sets $W_{m}[t], W_{s}[t]$ as well as the former (4), (6).

Thus we have

$$
V(t, \tau, x)=\min _{u}\left\{\min _{v}\left\{d^{2}\left(y\left(t_{0}\right), y^{0}\right) \mid v(\cdot) \in \mathcal{Q}(\cdot), y(\tau)=x(\tau)\right\} \mid x(t)=x\right\}
$$

and

$$
V_{s}(t, \tau, x)=\max _{u}\left\{\min _{v}\left\{d^{2}\left(y\left(t_{0}\right), y^{0}\right) \mid v(\cdot) \in \mathcal{Q}(\cdot), y(\tau)=x(\tau)\right\} \mid x(t)=x\right\}
$$

which brings us, in the second case, to a new type of minmax problem. We have thus solved the functions for verifying conditions when the intersection $\mathcal{Z}(\tau)=X(\tau, t, x) \cap Y[\tau] \neq \emptyset$ or $\mathcal{Z}(\tau)=\emptyset$, or $\mathcal{Z}(\tau)=X(\tau, t, x) \subseteq Y[\tau]$ at given time $\tau$ Denoting $\left.V(t, \tau, x)=V\left(t, \tau, x \mid t_{0}, y^{0}\right), V_{s}(t, \tau, x)=V_{s}(t, \tau, x) \mid t_{0}, y^{0}\right)$, we now have to solve the same problem within the interval $[\alpha, \beta]$. Defining $V_{m}(t, x), V_{s}(t, x)$ and their level sets $W_{m}[t], W_{s}[t]$ as in the above, we come to verification rules similar to Lemmas 2.1-2.3. Problems of such type are relevant for decision support in organizing safe air and water traffic and related problems. Note that as a rule, the sets $W_{m}[t], W_{s}[t]$ are nonconvex. For systems with original linear dynamics constructive solutions are nevertheless available.

## 4 Linear Systems - Approximating Nonconvex Reachability Sets

We shall now illustrate how to use the results of the above for linear systems of type

$$
\begin{equation*}
\dot{x}=A(t) x+B(t) u, \tag{14}
\end{equation*}
$$

with

$$
\begin{equation*}
u(t) \in \mathcal{E}(q(t), Q(t)), \quad \mathcal{M}(t)=\mathcal{E}(m(t), M(t)) \tag{15}
\end{equation*}
$$

where

$$
\mathcal{E}(q(t), Q(t))=\left\{u:\left(u-q(t), Q^{-1}(t)(u-q(t))\right) \leq 1\right\}
$$

stands for an ellipsoid with support function

$$
\max \{(l, x) \mid x \in \mathcal{E}(q, Q)\}=(l, q)+(l, Q l)^{1 / 2}
$$

Then, applying Theorem 2.1, omitting the plus in $w^{+}(t, \tau, x)$, we have

$$
\begin{align*}
d w / d t & =w_{t}+\mathcal{H}\left(t, x, w_{x}\right) \\
& =\left(w_{x}, A(t) x\right)-\left(w_{x}, B(t) Q(t) B^{\prime}(t) w_{x}\right)^{1 / 2}+\left(w_{x}, B(t) q(t)\right) \\
& \geq w_{t}+\left(w_{x}, A(t) x\right)-\mu(t)-  \tag{16}\\
& (4 \mu(t))^{-1}\left(w_{x}, B(t) Q(t) B^{\prime}(t) w_{x}\right)+\left(w_{x}, B(t) q(t)\right) \\
& =w_{t}+H\left(t, w, w_{x}\right)
\end{align*}
$$

for any $\mu(t)>0$, with equality attained if

$$
\mu(t)=\mu_{e}\left(t, w_{x}\right)=-\frac{1}{2}\left(w_{x}, B(t) Q(t) B^{\prime}(t) w_{x}\right)^{1 / 2}
$$

We look for $w(t, \tau, x)$ as a quadratic form

$$
w(t, \tau, x)=\left(x-x^{*}(t), P(t)\left(x-x^{*}(t)\right)\right)-1
$$

and require that $w+1$ satisfies the PDE

$$
\begin{equation*}
w_{t}+\left(w_{x}, A(t) x\right)-(4 \mu(t))^{-1}\left(w_{x}, B(t) Q(t) B^{\prime}(t) w_{x}\right)+\left(w_{x}, B(t) q(t)\right)=0 \tag{17}
\end{equation*}
$$

with boundary condition

$$
\begin{equation*}
w(\tau, \tau, x)+1 \equiv(x-m, M(x-m)) \tag{18}
\end{equation*}
$$

Then, after integrating the inequality $d w / d t \geq-\mu(t)$, from $\{t, x\}$ to $\{\tau, x(\tau)\}$, in view of (18), we come to

$$
\begin{equation*}
(x-m, M(x-m))-1+\int_{t}^{\tau} \mu(s) d s=w(\tau, x(\tau))+\int_{t}^{\tau} \mu(s) d s \geq w(t, x) \tag{19}
\end{equation*}
$$

Here $P(t)$ may be obtained through a standard procedure of solving equation (17) by introducing a resulting Riccati equation

$$
\begin{equation*}
-\dot{P}=A(t) P+P A^{\prime}(t)-\frac{1}{\mu(t)}\left(P, B(t) Q(t) P^{\prime}(t)\right) \tag{20}
\end{equation*}
$$

where $P(\tau)=M$ and equation

$$
\begin{equation*}
\dot{x}^{*}=A(t) x^{*}+B(t) q(t), x^{*}(\tau)=m \tag{21}
\end{equation*}
$$

The transformations

$$
\dot{P}^{-1}=-P^{-1} \dot{P} P^{-1}, \quad \mathcal{P}_{+}(t)=\left(1+\int_{t}^{\tau} \mu(s) d s\right) P^{-1}(t)
$$

convert into

$$
\begin{equation*}
\dot{\mathcal{P}}_{+}=\mathcal{P}_{+} A(t)+A^{\prime}(t) \mathcal{P}_{+}-\frac{1}{\pi(t)} B(t) Q(t) B^{\prime}(t)-\pi(t) \mathcal{P}_{+}, \quad \mathcal{P}_{+}(\tau)=M^{-1} \tag{22}
\end{equation*}
$$

Here $\pi(t)=\mu(t) /\left(1+\int_{t}^{\tau} \mu(s) d s\right)$. These equations now coincide with those of Refs. [15, 17] derived through inductive procedures in contrast with present formulas derived deductively. Here

$$
w(t, \tau, x) \leq V(t, \tau, x), \forall x \in \mathbb{R}^{n}, \tau \geq t
$$

so that the zero-level sets for function $w(t, \tau, x)=w(t, \tau, x \mid \pi(t))$ ) are ellipsoids of type $\mathcal{E}\left(x^{*}(t), \mathcal{P}(t)\right)$. This is all the more true for ellipsoids of type $\left.\mathcal{E}\left(x^{*}(t), \mathcal{P}_{+}(t), \mathcal{P}_{+}(t)\right)=\mathcal{P}_{+}^{\pi}(t)\right)$ that depend on parametrizing functions $\pi$. We thus arrive at the proposition below.

Theorem 5. The backward reachability set $W[t, \tau]$ and the value function $V(t, \tau, x)$ possess the following bounds

$$
\begin{equation*}
\mathcal{E}\left(x^{*}, \mathcal{P}_{+}^{\pi}(t)\right)=\{x: w(t, \tau, x \mid \pi(\cdot)) \leq 1\}=\mathcal{E}_{\pi}^{+}[t] \supseteq W(t, \tau), \tag{23}
\end{equation*}
$$

where $w(t, \tau, x \mid \pi(\cdot))=\left(x-x^{*}(t),\left(\mathcal{P}_{+}^{\pi}\right)^{-1}(t)\left(x-x^{*}(t)\right)\right)-1 \leq V(t, \tau, x)$.
Note that in [15], [17] it was proved that

$$
\begin{equation*}
W[t, \tau]=\cap\left\{\mathcal{E}_{\pi}^{+}[t] \mid \pi(\cdot) \geq 0\right\} \tag{24}
\end{equation*}
$$

which gives exact representation of the backward reachability set. Selecting $k$ functions $\pi_{i}(\cdot)$, we come to the estimate

$$
\begin{equation*}
W[t, \tau] \in \cap\left\{\mathcal{E}_{\pi_{i}}^{+}[t] \mid 1 \leq i \leq k\right\} \tag{25}
\end{equation*}
$$

An appropriate selection of $\pi_{i}(\cdot)$ ensures that ellipsoids $\mathcal{E}_{\pi_{i}}^{+}[t]$ are tight in the sense that there is no other external ellipsoid of type (25) that could be squeezed in between $\mathcal{E}_{\pi_{i}}^{+}[t]$ and $W[t, \tau],([17])$. Denote

$$
\min _{\tau}\{w(t, \tau, x \mid \pi(\cdot)) \mid \tau \in[\alpha, \beta]\}=w_{\pi}^{+}(t, x)
$$

Then we come to the conclusion.

## Lemma 5.

(i) The inequality $w_{\pi}^{+}(t, x) \leq W(t, x)$ is true for all $\pi(s)>0, s \in[t, \beta]$.
(ii) The equality $w(t, x)=\max \left\{w_{\pi}^{+}(t, x) \mid \pi(\cdot)\right\}=V(t, x)$ is true.

Here the first assertion follows from Theorem 5 while the second from (25). Recall that functions $w_{\pi}(t, \tau, x \mid \pi(\cdot))$ are parametrized quadratic forms. Their minimization over $\tau$ yields a lower estimate $w_{\pi}(t, x)$ for function $V(t, x)$ whose zero-level set $W[t]$ is nonconvex in general. A further maximization over parameter $\pi(\cdot)$ leads to the equality $w(t, x)=V(t, x)$. We now pass to upper estimates for $V(t, \tau, x)$ and internal estimates for $W(t, \tau)$. Applying Theorem 2.2, we have for $w^{-}(t, \tau, x)$ the equation

$$
\begin{align*}
\frac{d w^{-}}{d t}= & w_{t}^{-}+\mathcal{H}\left(t, x, w_{x}^{-}\right) \\
= & w_{t}^{-}+\left(w_{x}^{-}, A(t) x\right)-\left(w_{x}^{-}, B(t) Q(t) B^{\prime}(t) w_{x}^{-}\right)^{1 / 2}+\left(w_{x}^{-}, B(t) q(t)\right) \\
\leq & w_{t}^{-}+\left(w_{x}^{-}, A(t) x+B(t) q(t)\right)- \\
& -\left(K^{-1}(t) w_{x}^{-}, K^{-1}(t) w_{x}^{-}\right)^{-1 / 2}\left(K^{-1}(t) w_{x}^{-}, S(t)\left(B(t) Q(t) B^{\prime}(t)\right)^{1 / 2} w_{x}^{-}\right) \\
\leq & 0 \tag{26}
\end{align*}
$$

where $S(t)$ is any continuous matrix, whose values $S(t)$ are orthogonal matrices with $S(t) S^{\prime}(t)=I$, and $K(t)=K^{\prime}(t)>0$. Equality is reached here under collinearity of vectors $S(t)\left(B(t) Q(t) B^{\prime}(t)\right)^{1 / 2} p$ and $K^{-1}(t) p, w_{x}=p$. We shall
look for $w^{-}(t, \tau, x)$ to be quadratic, with $w^{-}(t, \tau, x)=\left(x-x^{*}, K(t)\left(x-x^{*}\right)\right)$ -1 , where $K(t)=K^{\prime}(t)>0$ is differentiable.

Note that in the domain
$D(r)=\left\{\{t, x\}:\left(x-x^{*}(t), K(t)\left(x-x^{*}(t)\right)<r^{2}, t \in\left[t_{0}, t_{1}\right], t_{0}>\alpha, t_{1}<\tau\right\}\right.$, with $r$ sufficiently large, we have

$$
\begin{align*}
& \left(w_{t}^{-}+\mathcal{H}\left(t, x, w_{x}\right) \leq\left(x-x^{*}(t), \dot{K}(t)\left(x-x^{*}(t)\right)\right)-\right. \\
& -2\left(\dot{x}^{*}(t), K(t)\left(x-x^{*}(t)\right)+2\left(K\left(x-x^{*}(t)\right), A(t) x+B(t) q(t)\right)-\right.  \tag{27}\\
& -2 r^{-1}\left(\left(x-x^{*}(t)\right), S(t)\left(B(t) Q(t) B^{\prime}(t)\right)^{1 / 2} K\left(x-x^{*}(t)\right)\right) \leq 0
\end{align*}
$$

Therefore, in this domain we demand that the next equality be true

$$
\begin{aligned}
& \left(x-x^{*}(t), \dot{K}(t)\left(x-x^{*}(t)\right)\right)-2\left(\dot{x}^{*}(t), K(t)\left(x-x^{*}(t)\right)+\right. \\
& 2\left(K(t)\left(x-x^{*}(t), A(t)\left(x-x^{*}(t)\right)+A(t) x^{*}(t)+B(t) q(t)\right)-\right. \\
& -2 r^{-1}\left(\left(x-x^{*}(t), S(t)\left(B(t) Q(t) B^{\prime}(t)\right)^{1 / 2} K(t)\left(x-x^{*}(t)\right)=0 .\right.\right.
\end{aligned}
$$

Equalizing to zero the terms with multipliers of second order in $x-x^{*}$, then those of first order in the same variable, we observe that the last equality will be fulfilled if and only if, in the domain $D(r)$, the following equations are true $\left(\left(B(t) Q(t) B^{\prime}(t)\right)^{1 / 2}=\mathbf{B}(\mathbf{t})\right)$,

$$
\begin{gather*}
\dot{K}=-K^{\prime} A(t)-A^{\prime}(t) K-r^{-1}\left(K S(t) \mathbf{B}(t)+\mathbf{B}(t) S^{\prime}(t) K\right)=0,  \tag{28}\\
\dot{x}^{*}=A(t) x^{*}(t)+B(t) q(t), \tag{29}
\end{gather*}
$$

with boundary condition

$$
K(\tau)=M^{-1}, x^{*}(\tau)=m
$$

Under the last equations (28), (29), the relation (27) yields the inequality

$$
d w^{-} / d t \leq 0
$$

hence, integrating it from $t$ to $\tau$, we obtain the condition

$$
\begin{equation*}
w^{-}(t, \tau, x) \geq w^{-}(\tau, \tau, x)=V(\tau, \tau, x)=\left(x-m, M^{-1}(x-m)\right)-1 \tag{30}
\end{equation*}
$$

where $w^{-}(t, x)=\left(x-x^{*}(t), K(t)\left(x-x^{*}(t)\right)\right.$, and $K(t)$ and $x^{*}(t)$ are defined through equations (28) and (29), with

$$
w(\tau, \tau, x)+1=\left(x-x^{*}(t), M^{-1}\left(x-x^{*}(t)\right)\right)
$$

Note that for the inverse $K^{-1}(t)=\mathcal{K}(t)$ we have

$$
\begin{align*}
\dot{\mathcal{K}} & =A(t) \mathcal{K}+\mathcal{K} A^{\prime}(t)+r^{-1}\left(S(t) \mathbf{B}(t) \mathcal{K}+\mathcal{K} \mathbf{B}(t) S^{\prime}(t)\right)=0 \\
\mathcal{K}(\tau) & =K^{-1}(\tau)=M(\tau) \tag{31}
\end{align*}
$$

Thus $\{x: w(t, \tau, x) \leq 0\}=\mathcal{E}\left(x^{*}, \mathcal{K}(t)\right)=\mathcal{E}_{S}^{-}[t] \subseteq W(t, \tau)$. Summarizing the above, we have the following statement.

## Theorem 6.

(i) The function

$$
w^{-}(t, \tau, x \mid S(\cdot)) \geq V(t, \tau, x), \forall S(\cdot) .
$$

(ii) The inclusion

$$
\mathcal{W}(t, \tau) \subseteq \mathcal{E}_{S}^{-}[t]
$$

is true, where

$$
\mathcal{E}_{S}^{-}[t]=\left\{x:\left(x-x^{*}(t), K(t)\left(x-x^{*}(t)\right)\right) \leq 1\right\}
$$

and $\mathcal{K}(t)=K^{-1}(t)$ and $x^{*}(t)$ are defined by equations (29), (31).
Finally, let

$$
\left.\min _{\tau}\{w-(t, \tau, x \mid S(\cdot)) \mid \tau \in[\alpha, \beta]\}=w^{-}(t, x \mid S(\cdot))\right\}
$$

Then we come to the conclusion.

## Lemma 6.

(i) The inequality $w^{-}(t, x \mid S(\cdot)) \geq W(t, x)$ is true for all $S(s)>0, s \in[t, \beta]$.
(ii) The equality $w(t, x)=\min \left\{w^{-}(t, x \mid S(\cdot)) \mid S(\cdot)\right\}=V(t, x)$ is true.

It now remains to pass to the approximation of the functions

$$
V_{s}(t, x)=\min _{\tau} V_{s}(t, \tau, x), \quad V_{s s}(t, x)=\max _{\tau} V_{s}(t, \tau, x),
$$

where

$$
V_{s}(t, \tau, x)=\max _{u}\left\{d^{2}(x(\tau), \mathcal{M}(\tau)) \mid u(\cdot) \in Q(\cdot)\right\}
$$

The difference of the last function $V_{s}(t, \tau, x)$ from $V(t, \tau, x)$ is that in the definition of the former we have a "max" rather than a "min". This difference is reflected in the schemes for quadratic upper and lower approximations of $V_{s}(t, \tau, x)$ and for external and internal ellipsoidal approximations of sets $W_{s}(t, \tau)$, which may be repeated along the same lines as before with obvious changes. As a result we have the next propositions.

Theorem 7. The following inclusions are true

$$
W_{s}(t, \tau) \supseteq \mathcal{E}\left(x^{*}(t), \mathcal{P}_{s}(t) \mid \gamma(\cdot)\right)
$$

where $x^{*}(t)$ is defined by (21) and $\mathcal{P}_{s}$ is defined as

$$
\begin{equation*}
\dot{\mathcal{P}}_{s}=\mathcal{P}_{s} A(t)+A^{\prime}(t) \mathcal{P}_{s}+\frac{1}{\gamma(t)} B(t) Q(t) B^{\prime}(t)+\gamma(t) \mathcal{P}_{s}, \quad \mathcal{P}_{s}(\tau)=M^{-1}(\tau) \tag{32}
\end{equation*}
$$

where

$$
\gamma(t)=\mu(t) /\left(1-\int_{t}^{\tau} \mu(s) d s\right)>0
$$

Here $\mathcal{E}\left(x^{*}(t), \mathcal{P}_{s}(t) \mid \gamma(\cdot)\right)$ depends upon a positive parameter $\gamma(\cdot)$. The set

$$
\mathcal{E}\left(x^{*}(t), \mathcal{P}_{s}(t) \mid \gamma(\cdot)\right)
$$

becomes empty when $\mathcal{P}_{s}(t)$ departs from being positive definite.
Theorem 8. The following inclusions are true

$$
W_{s}(t, \tau) \subseteq \mathcal{E}\left(x^{*}(t), \mathcal{K}_{s}(t) \mid S(\cdot)\right), \forall S(\cdot)
$$

where $x^{*}(t)$ is defined by (21) and $\mathcal{K}_{s}$ is defined by

$$
\begin{aligned}
\dot{\mathcal{K}} & =A(t) \mathcal{K}+\mathcal{K} A^{\prime}(t)-r^{-1}\left(S(t) \mathbf{B}(t) \mathcal{K}+\mathcal{K} \mathbf{B}(t) S^{\prime}(t)\right)=0 \\
\mathcal{K}(\tau) & =K^{-1}(\tau)=M(\tau)
\end{aligned}
$$

where $S(t)$ is any orthogonal matrix-valued function, $S^{\prime}(t) S(t) \equiv I$.
Lemmas 5, 6 allow us to verify the sufficient conditions of Lemmas 2.1-2.3 by using approximations of value functions through parametrized families of quadratic forms and approximations of nonconvex sets through unions of parametrized ellipsoids. For example, suppose for the linear system of this Section that

$$
\left.w_{m}^{-}(t, x)=\min _{\tau}\left\{w^{-}(t, \tau, x \mid S(\cdot)\}\right) \mid \tau \in[\alpha, \beta]\right\}=w^{-}(t, x \mid S(\cdot))
$$

where $w(t, \tau, x \mid S(\cdot))$ is a parametrized quadratic form received due to Theorem 6. Also suppose that for $x$ given, there exists at least one parametrizing function $S(\cdot)$ that yields $w^{-}(t, \tau, x \mid S(\cdot))<0$ for at least one $\tau$. Then this $x \in W_{m}[t]$ ! For another example, suppose for the linear system of this Section that

$$
w_{m}^{+}(t, x)=\min _{\tau}\left\{w^{+}(t, \tau, x \mid \pi(\cdot)) \mid \tau \in[\alpha, \beta]\right\}=w_{\pi}^{+}(t, x)
$$

where $w^{+}(t, \tau, x \mid \pi(\cdot))$ is a parametrized quadratic form received due to Theorem 5 . Also suppose that for $x$ given, there exists at least one parametrizing function $\pi(\cdot)$ that yields $w^{+}(t, \tau, x \mid \pi(\cdot))>0$ for all $\tau$. Then there exists an $\varepsilon$ such that $X(t, \tau, x) \cap \mathcal{M}_{\varepsilon}=\emptyset$. In a similar way, to check the sufficient condition of Lemma 4, one has to use quadratic approximations of $V_{s}(t, \tau, x)$ described in Theorems 3.3, 3.4. Approximation by parametrized quadratic functions allows to effectively approximate verification problems for moving targets that are reach sets $Y[t]$ of another system, as indicated at the end of the previous Section. A detailed description of such algorithms lies beyond the scope of this paper.

## 5 Conclusion

This paper indicates Hamilton-Jacobi-Bellman equations for problems of backward reachability for nonlinear systems under moving target sets. Some
comparison principles for approximating the solutions to these equations from above and below are further indicated. For systems with original linear dynamics the types of backward reach sets discussed here turn out to be nonconvex, despite the original linearity. Nevertheless the application of parametrized quadratic forms and related families of ellipsoids in principle allow in nondegenerate cases to approximate these nonconvex sets by unions of ellipsoids. Among other approaches to the problem under discussion are those in publications [26], [18], [23], [20].
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Summary. We study, for $k$ th-order Markov sources, the structure of optimal causal encoders minimizing total rate subject to a mean-square distortion constraint over a finite horizon. The class of sources considered is general alphabet sources, and the encoder is allowed to be variable-rate. This leads to an optimization problem in an infinite-dimensional space, for which a solution exists. We show that the optimal causal encoder for a $k$ th-order Markov source uses only the most recent $k$ source symbols and the information available at the receiver. We also consider the infinite-horizon version, but for $k=1$, provide an existence result for an optimal stationary solution, discuss the effect of randomization on performance, and show that a recurrence-based time sharing of at most two deterministic quantizers is optimal. We further argue that for real-valued processes innovation encoding is not in general optimal, but for coding of a stable linear or non-linear source, the quantization of the innovation is an almost optimal scheme in the limit of low-distortion. This class of problems has natural applications in remote control of linear and non-linear systems with quantization.

## 1 Introduction

In real-time applications such as remote control of time-sensitive processes [6], live streaming and voice over Internet, causality in encoding and decoding is a natural limitation. For instance, there is a natural causal ordering of events in a controlled process, consisting of observation, estimation, and actuation [23]. All these events need to take place in real time and with no arbitrary delay. Such a requirement rules out the use in control systems of many of the traditional communication and encoder schemes which use long block codes, since their designs build on the asymptotic analysis required by information theory and rate-distortion theory.

Practical systems require fast and easily implementable schemes, which may not perform satisfactorily. Scalar quantizers, and in particular uniform scalar quantizers, are the most widely used encoding schemes in many applications, and in particular in control systems. Uniform scalar quantizers, in addition to their simplicity, are also approximately optimal in the limit of high-rate distortion [8] with respect to the mean-square distortion measure. Furthermore, they are the optimal quantizers for the asymptotic distortion minimization for noiseless linear time-invariant scalar systems [25]. However, when one deviates from the limit of low-rate distortion or asymptotic analysis, in general, the structures of the quantizers get more complicated, and little is known about the optimal encoders.

Causal coding has been studied in the literature in different contexts and with different assumptions on the classes of sources and encoder types. Some of the major results on the topic are the following: When the elements of a sequence $\left\{x_{i}\right\}$, taking values on a discrete alphabet, are independent and identically distributed, and if the decoder is allowed to perform with delay, then the optimal memoryless coder is the optimal causal encoder minimizing the data rate subject to a distortion constraint [18]. The delayless encoding scheme was studied in [7], which demonstrated the optimality of memoryless fixed-rate encoders when the sources belong to a discrete and finite set, and the encoding is fixed-rate. We note that delayless encoding (zero-delay encoding) is stronger than that of causality in that both encoding and decoding are instantaneous. If the source is $k$ th-order Markov, then the optimal causal fixed-rate coder minimizing any measurable distortion uses only the last $k$ source symbols and the current state at the receiver's memory [24]. The results of [24] were extended in [21] to systems without feedback, under the assumption of a fixed decoder structure. The problem of optimal transmission over noisy channels with perfect causal feedback was considered in [22] for the case when the source belongs to a finite and discrete set. In the limit of low distortion (high rate), [14] studied stationary encoding of a stable stationary process and showed that memoryless quantizer followed by a conditional entropy coder is at most 0.25 bits worse than any noncausal encoder. A relevant problem in causal rate-distortion theory was studied in [20], where under the criterion of directed mutual information minimization subject to a distortion constraint, and with availability of feedback, optimal causal conditional coding laws are obtained.

If one allows variable rate coding, the optimization problem for the evaluation of the optimal quantizer becomes somewhat complicated since it involves possibly infinite-dimensional spaces. Entropy, as a lower bound on error-free transmission for a discrete source, can be attained fairly closely by means of entropy coding techniques or via block coding. We note that in variable rate coding, the delays in the transmission of higher length symbols might affect the overall delay. Nonetheless, in variable-rate coding, the system is still causal in that no future data is allowed to be used in encoding and de-
coding. Furthermore, using tools from variable rate encoding, a bound on the maximum length code can be enforced and entropy coding schemes can still be applied under such a restriction (note that such a restriction necessarily leads to finite number of codewords). Various studies [10], [11] have looked at the problem of entropy-constrained quantization for the design of variable rate quantizers.

Stochastic control can provide a useful tool in the characterization of optimal coding schemes, as has been shown in [24]. An important work in this direction is [4], which studied infinite horizon quantization of a partially observed source generated by a stationary stable Markov process by also allowing variable rate coding, but under the restriction of finitely many codewords. The existence of a solution in a general, infinite-horizon average performance criterion Markov decision process (MDP) problem was studied in several publications, such as [16], [12].

### 1.1 Main Results

We provide in this chapter extensions of the available results on causal coding/decoding in finite horizon to Markov sources of arbitrary degree (which include i.i.d. sources) and in general state spaces, and to the case where the quantization is variable rate. We also provide extensions to the infinitehorizon case with a first-order Markov source. Specifically we give the following results.

1) We obtain existence results for optimal causal deterministic and randomized quantizers under general conditions.
2) We provide the structure of the optimal causal encoders, and show that the optimal causal coder minimizing the total data rate subject to a distortion constraint over a finite horizon for a $k$ th-order Markov source uses the last $k$ source outputs and the information available at the receiver.
3) For the infinite-horizon problem, and for a first-order Markov source, we obtain existence results, and characterize the optimal solution.
4) We show that performance can be improved through randomization, where both the transmitter and the receiver have access to the realized outcome of the randomized choice. Randomization can be restricted to two-point distributions, without any loss of generality.
5) For the infinite horizon case, even without sharing randomization information, an optimal time-sharing policy based on recurrence properties of the Markov dynamics attains the optimal performance.
6) For various source dynamics, including non-linear systems, we provide bounds on the performance of innovation coding. We show that innovation coding is in general suboptimal, but for coding of stable linear as well as non-linear sources, innovation coding is almost optimal in the limit of low distortion.

## 2 Preliminaries

We first introduce the notion of a quantizer.
Definition 1. A quantizer, $Q$, for a scalar continuous variable is a Borelmeasurable mapping from the real line to a finite or countable set, characterized by corresponding bins $\left\{\mathcal{B}_{i}\right\}$ and their reconstruction levels $\left\{q^{i}\right\}$, such that $\forall i, Q(x)=q^{i}$ if and only if $x \in \mathcal{B}_{i}$.

We assume that the quantization bins are regular [10]. Thus, (for scalar quantization) $\mathcal{B}_{i}$ can be taken to be nonoverlapping semiopen intervals, $\mathcal{B}_{i}=$ $\left(\delta_{i}, \delta_{i+1}\right]$, with $\delta_{i}<\delta_{i+1}, i=0, \pm 1, \pm 2, \ldots$, such that $\delta_{0}$ is the one closest to the origin, where $\left\{\delta_{i}\right\}$ are termed "bin edges". Here, we also have $q^{i} \in \mathcal{B}_{i}$.

In a dynamic, discrete-time setting, the construction of a quantizer at any time $t$ could depend on the past quantizer values. To make this precise, let $\mathcal{X}$ be the input space, $\hat{\mathcal{X}}$ be the output space, and $\mathcal{Q}_{t}$ be the set of quantizer reconstruction values, $q_{t}$, at time $t, t=1,2, \ldots$ Then, the quantizer at time $t$, to be denoted by $f_{t}$, is a mapping from $\mathcal{X}^{t}$ to $\mathcal{Q}_{t}$, where $\mathcal{X}^{t}$ is the $t$-product of $\mathcal{X}$. Such a quantizer is said to be causal (that is, it depends only on the past and present values of the input process), in addition to being dynamic. A quantizer is assumed to be followed by an encoder, which provides the binary representation of the quantization outputs. However, hereafter, we will use the term encoder to refer to the ensemble of the quantizer and the encoder. Finally, we also introduce $g_{t}: \mathcal{Q}_{1} \times \mathcal{Q}_{2} \times \ldots \mathcal{Q}_{t} \rightarrow \hat{\mathcal{X}}$ as the decoder function, which again has causal access to the past received values.

The class of quantizers we have introduced above are so-called deterministic quantizers, in the sense that for each fixed $t$, and given $f_{t}$ and history $x_{1}^{t}:=\left\{x_{s}, s=1, \ldots, t\right\}$, the quantizer value induced, $q_{t}=f_{t}\left(x_{1}^{t}\right)$, is a uniquely defined element of $\mathcal{Q}_{t}$. Let $\mathcal{T}$ be the space of such deterministic quantizers, and let $\sigma(\mathcal{T})$ be its $\sigma$-algebra. A more general class quantizers is the randomized ones, which assign a probability measure to selection of bins for each fixed $x_{1}^{\infty} \in \mathcal{X}^{\infty}$. More precisely, and by a slight abuse of notation, quantizer policy $q(. \mid x)$ is randomized if, for each $x \in \mathcal{X}^{\infty}, q(. \mid x)$ is a probability measure on $\sigma(\mathcal{T})$, and if, for every fixed $D \in \sigma(\mathcal{T}), q(D \mid$.$) is$ a well-defined function on $\mathcal{X}^{\infty}$, whose restriction to the interval $[1, t]$ agrees with a deterministic quantizer $f_{t}$.

In the development of this chapter, we will first work with deterministic quantizers, and subsequently extend the analysis to randomized policies, utilizing in both cases entropy analysis and dynamic programming. We will also be using Markov Decision Process (MDP) tools; an overview as relevant to the development here is provided in the Appendix.

## 3 Problem Formulation

Let $v_{i}^{m}, i \leq m$, denote the $i$ th through $m$ th components, $\left\{v_{i}, \ldots, v_{m}\right\}$, of a vector $v$. Consider a sequence: $x_{t} \in \mathcal{R}, t=1,2, \ldots, N$. The encoder causally
encodes this sequence, $f_{t}\left(x_{1}^{t}\right), 1 \leq i \leq N$, and a delayless causal decoder generates the estimates $\hat{x}_{t}=g_{t}\left(f_{1}\left(x_{1}\right), \ldots, f_{t}\left(x_{1}^{t}\right)\right)$, for $1 \leq t \leq N$. Let $x_{1}^{N}$ be generated by an i.i.d. or a $k$ th order Markov process, $k \geq 1$, where $x_{t}, 1 \leq t \leq$ $N$, takes values in $\mathcal{R}$, and $E\left[x_{t}^{2}\right]<\infty$ with the marginal density functions $p\left(x_{t}\right)$ continuous. Let $H\left(f_{1}^{N}\right)$ denote, with a slight abuse of notation, the entropy of the quantizer outputs $q_{1}^{N}:=\left\{q_{1}, \ldots, q_{N}\right\}$ under the quantization policies $f_{i}(\cdot), i=1, \ldots, N$, that is, with $p_{i}\left(q_{i}\right)$ denoting the probability of $q_{i}$,

$$
H\left(f_{1}^{N}\right)=-\sum_{i=1}^{N} E\left[p_{i}\left(q_{i}\right) \log _{2} p_{i}\left(q_{i}\right)\right], \quad q_{i}=f\left(x_{1}^{i}\right), i=1, \ldots, N
$$

We study the following constrained minimization problem: For a given positive integer $N$,

$$
\begin{equation*}
\inf _{f_{1}^{N}} \frac{1}{N} H\left(f_{1}^{N}\right) \tag{1}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\frac{1}{N} \sum_{t=1}^{N} E\left[\left(x_{t}-\hat{x}_{t}\left(f_{1}^{t}\right)\right)^{2}\right] \leq D \tag{2}
\end{equation*}
$$

for some finite $D>0$, where $\hat{x}_{t}\left(f_{1}^{t}\right)$ is (as the output, $g_{t}(\cdot)$, of the decoder) the conditional mean of $x_{t}$ given the quantizer policy $f_{s}, s \leq t$, and the output of the quantizer, $q_{s}, s \leq t$. We will consider also the infinite-horizon case, when $N \rightarrow \infty$. Further, we will study the improvement in the value of (1) when randomization is allowed on quantizer policies.

In the causal coding literature, the underlying optimization problem has generally been restricted to finite dimensional spaces. The analysis then builds on the fact that a continuous function over a compact set attains a minimum. However, when there is an entropy constraint, as opposed to a fixed length rate constraint, the optimization problem is one of infinite dimension and the optimal quantizer could then have infinitely many quantization levels [9]. Then, the appropriate framework in this case is one of infinite-dimensional optimization using weak topology. Some background on this is provided in the Appendix.

## 4 The Structure of Optimal Deterministic Quantizers

We use the notation |.| to denote the Euclidean norm (absolute value) of a scalar quantity and $\|\cdot\|_{2}$ to denote the Euclidean norm of a vector.

Since it is quite inconvenient to work with the set of quantization functions, we will work with the set of quantization output distributions on integer indexed bins. Thus, one could carry out the analysis via well-studied topological results on the space of probability distribution functions. We assume
the input probability distributions to be absolutely continuous with respect to the Lebesgue measure, and define the (Radon-Nikodym) derivative of the distributions with respect to the Lebesgue measure as the probability density function, $\mu$. We also let, by slight abuse of notation, the conditional density (or conditional probability mass function, as appropriate) of the random variable $x_{t}$ given $f_{s}\left(x_{1}^{s}\right)=q_{s}, 1 \leq s \leq t$, for a fixed quantizer policy $f_{1}^{t}$ by $P\left(x_{t} \mid f_{1}^{t}\right)$; note that this quantity depends not only on the observed quantizer outputs $q_{1}^{t}$ (suppressed in this description) but also on the functional form of the quantizer policy, $f_{1}^{t}$. A similar interpretation also applies to $P\left(f_{i} \mid f_{1}^{i-1}\right)$ (probability mass function of $q_{i}=f_{i}\left(x_{1}^{i}\right)$ given $f_{s}\left(x_{1}^{s}\right)=q_{s}, 1 \leq s \leq i-1$ ), as well as the conditional entropy, $H\left(f_{i} \mid f_{1}^{i-1}\right)$, which is that of the quantizer output at time $t=i$ given all previous quantizer outputs and all quantizer functions (past and present).

Our main results for the finite-horizon case are now given below, first for memoryless sources, and then for Markov sources with memory. In both cases, a solution to (1)-(2) exists because it is minimization of a weak* continuous function, $H\left(f_{1}^{N}\right)$, over a weak* compact set, as determined by $(2)^{3}$.

Theorem 1. Suppose $\left\{x_{t}\right\}$ are i.i.d. random variables which can be discrete or continuous valued. Then, the optimal deterministic encoder uses only the current symbol.

Proof. We use dynamic programming. The underlying constrained optimization problem has an associated Lagrange multiplier, $\lambda>0$ ([25], Proof of Lemma 3.3). Let us introduce the Lagrangian

$$
J_{\lambda}=\sum_{i=1}^{N} H\left(f_{i} \mid f_{1}^{i-1}\right)+\lambda \sum_{i=1}^{N} E_{x_{i}}\left[\left(x_{i}-g\left(f_{i}, f_{1}^{i-1}\right)\right)^{2} \mid x_{1}^{i}, f_{1}^{i-1}\right] .
$$

The cost at time $N$ can be written as

$$
J_{\lambda}^{N}=\lambda E_{x_{N}}\left[\left(x_{N}-g\left(f_{N}, f_{1}^{N-1}\right)\right)^{2} \mid x_{1}^{N}, f_{1}^{N-1}\right]+H\left(f_{N} \mid f_{1}^{N-1}\right)
$$

which is identical to

$$
J_{\lambda}^{N}=\lambda E_{x_{N}}\left[\left(x_{N}-g\left(f_{N}, f_{1}^{N-1}\right)\right)^{2} \mid x_{N}, f_{1}^{N-1}\right]+H\left(f_{N} \mid f_{1}^{N-1}\right)
$$

since $x_{N}-g\left(f_{N}, f_{1}^{N-1}\right)^{2}$ does not depend on $x_{1}^{N-1}$, which follows from the observation that the encoder has perfect access to $f_{1}^{N-1}$ and $x_{N}$.

Define the scalar quantizer and the decoder for the last stage as

$$
\begin{aligned}
f_{f_{1}^{N-1}}\left(x_{N}\right) & :=f_{N}\left(x_{N}, f_{1}^{N-1}\right) \\
g_{u^{N}}\left(f_{f_{1}^{N-1}}\left(x_{N}\right)\right) & :=g_{N}\left(f_{1}^{N-1}, f_{f_{1}^{N-1}}\left(x_{N}\right)\right)
\end{aligned}
$$

[^2]Thus,

$$
J_{\lambda}^{N}=\lambda E_{x_{N}}\left[\left[\left(x_{N}-g_{u^{N}}\left(f_{f_{1}^{N-1}}\left(x_{N}\right)\right)\right)^{2} \mid x_{N}, f_{1}^{N-1}\right]+H\left(f_{f_{1}^{N-1}}\left(x_{N}\right) \mid f_{1}^{N-1}\right)\right.
$$

We have, since the source is memoryless and the quantizer is deterministic,

$$
\left.H\left(f_{f_{1}^{N-1}}\left(x_{N}\right)\right) \mid f_{1}^{N-1}\right)=H\left(f_{f_{1}^{N-1}}\left(x_{N}\right)\right)
$$

The optimal decoder policy does not affect the entropy component of the cost, and therefore it generates the mean-square minimizing estimate:

$$
\hat{x}_{N}=g_{u^{N}}\left(f_{f_{1}^{n-1}}\left(x_{N}\right)\right)=E\left[x_{N} \mid f_{1}^{N-1}, f_{N}\right]=E\left[x_{N} \mid f_{N}\right]
$$

since

$$
\begin{align*}
& p\left(x_{N} \mid f_{1}^{N-1}, f_{N}\right) \\
& \quad=\frac{p\left(f_{f_{1}^{N-1}}\left(x_{N}\right) \mid x_{N}, f_{1}^{N-1}\right) p\left(x_{N} \mid f_{1}^{N-1}\right) p\left(f_{1}^{N-1}\right)}{p\left(f_{1}^{N-1}, f_{f_{1}^{N-1}}\left(x_{N}\right)\right)} \\
& \quad=\frac{p\left(f_{f_{1}^{N-1}}\left(x_{N}\right) \mid x_{N}, f_{1}^{N-1}\right) p\left(x_{N}\right) p\left(f_{1}^{N-1}\right)}{p\left(f_{f_{1}^{N-1}}\left(x_{N}\right) \mid f_{1}^{N-1}\right) p\left(f_{1}^{N-1}\right)} \\
& \quad=p\left(x_{N} \mid f_{f_{1}^{N-1}}\left(x_{N}\right)\right) . \tag{3}
\end{align*}
$$

Thus,

$$
E_{x_{N}}\left[g_{u^{N}}\left(f_{f_{1}^{N-1}}\left(x_{N}\right)\right) \mid f_{1}^{N-1}\right]=E_{x_{N}}\left[g_{u^{N}}\left(f_{f_{1}^{N-1}}\left(x_{N}\right)\right)\right]
$$

and we have

$$
\left.J_{\lambda}^{N}=\lambda E_{x_{N}}\left[\left(x_{N}-E_{x_{N}}\left[g_{u^{N}}\left(f_{f_{1}^{N-1}}\left(x_{N}\right)\right)\right]\right)^{2}\right)+H\left(f_{f_{1}^{N-1}}\left(x_{N}\right)\right)\right]
$$

Now, regarding $f_{f_{1}^{N-1}}\left(x_{N}\right)$ as a function to be optimized over, it is evident that the optimal $f_{f_{1}^{N-1}}$ is only a function of the last state symbol $x_{N}$. This characterizes the structure for the last stage.

At time $N-1$, we have the problem of minimization of:

$$
\begin{aligned}
J_{\lambda}^{N-1}= & \lambda E_{x_{N-1}}\left[\left(x_{N-1}-g_{N-1}\left(f_{N-1}, f_{1}^{N-2}\right)\right)^{2}\right. \\
& \left.+H\left(f_{N-1} \mid f_{1}^{N-2}\right)+E\left[J^{N} \mid x_{1}^{N}, f_{1}^{N-1}\right] \mid x_{1}^{N-1}, f_{1}^{N-2}\right] .
\end{aligned}
$$

We thus know that $J^{N}$ is independent of both $x_{1}^{N}$ and the encoder outputs, and hence the last term can be taken out of the expectation. The structure of the cost, $J_{\lambda}^{N-1}$, then becomes identical to that in the problem for the $N$ th stage, and the quantizer in the $(N-1)$ th stage is also memoryless. The recursions for the other stages follow similar reasoning. Thus, memoryless scalar quantization is optimal within the class of deterministic quantizer policies.

Theorem 2. For a kth-order Markov source, the finite-horizon optimal causal deterministic encoder at stage $t, 0 \leq t \leq N-1$ use the most recent (available) $\min (t, k)$ symbols and the information available at the receiver. The optimal deterministic encoder for the last stage, $N$, uses only the last symbol and the information available at the receiver.

Proof. Let us introduce the Lagrangian

$$
J_{\lambda}=\sum_{i=1}^{N} H\left(f_{i} \mid f_{1}^{i-1}\right)+\lambda \sum_{i=1}^{N} E_{x_{i}}\left[\left(x_{i}-g\left(f_{i}, f_{1}^{i-1}\right)\right)^{2} \mid x_{1}^{i}, f_{1}^{i-1}\right] .
$$

The cost at time $N$ can be written as

$$
J_{\lambda}^{N}=\lambda E_{x_{N}}\left[\left(x_{N}-g\left(f_{N}, f_{1}^{N-1}\right)\right)^{2} \mid x_{1}^{N}, f_{1}^{N-1}\right]+H\left(f_{N} \mid f_{1}^{N-1}\right)
$$

which is identical to

$$
J_{\lambda}^{N}=\lambda E_{x_{N}}\left[\left(x_{N}-g\left(f_{N}, f_{1}^{N-1}\right)\right)^{2} \mid x_{N}, f_{1}^{N-1}\right]+H\left(f_{N} \mid f_{1}^{N-1}\right)
$$

since $x_{N}-g\left(f_{N}, f_{1}^{N-1}\right)$ does not depend on $x_{1}^{N-1}$, which follows from the observation that the encoder has perfect access to $f_{1}^{N-1}$ and $x_{N}$.

Define the scalar quantizer and the decoder for the last stage as

$$
\begin{aligned}
f_{f_{1}^{N-1}}\left(x_{N}\right) & :=f_{N}\left(x_{N}, f_{1}^{N-1}\right) \\
g_{u^{N}}\left(f_{f_{1}^{N-1}}\left(x_{N}\right)\right) & :=g_{N}\left(f_{1}^{N-1}, f_{f_{1}^{N-1}}\left(x_{N}\right)\right) .
\end{aligned}
$$

Thus,

$$
J_{\lambda}^{N}=\lambda E_{x_{N}}\left[\left[\left(x_{N}-g_{u^{N}}\left(f_{f_{1}^{N-1}}\left(x_{N}\right)\right)\right)^{2} \mid x_{N}, f_{1}^{N-1}\right]+H\left(f_{f_{1}^{N-1}}\left(x_{N}\right) \mid f_{1}^{N-1}\right) .\right.
$$

Unlike the memoryless case, we cannot take the conditioning out in the expression for $\left.H\left(f_{f_{1}^{N-1}}\left(x_{N}\right)\right) \mid f_{1}^{N-1}\right)$.

The optimal decoder policy does not affect the entropy component of the cost, and therefore it generates the mean-square minimizing estimate:

$$
\hat{x}_{N}=g_{u^{N}}\left(f_{f_{1}^{n-1}}\left(x_{N}\right)\right)=E\left[x_{N} \mid f_{1}^{N}, f_{N}\right] .
$$

Thus, we have

$$
\begin{aligned}
J_{\lambda}^{N}= & \lambda E_{x_{N}}\left[\left(x_{N}-E_{x_{N}}\left[g_{u^{N}}\left(f_{f_{1}^{N-1}}\left(x_{N}\right)\right)\right]\right)^{2}\right) \\
& \left.\left.+H\left(f_{f_{1}^{N-1}}\left(x_{N}\right)\right) \mid f_{1}^{N-1}\right)\right]
\end{aligned}
$$

from which it is evident that the optimal $f_{f_{1}^{N-1}}$ is only a function of the last state symbol $x_{N}$ and $f_{1^{N-1}}$. This characterizes the structure for the last stage.

Upon observing the functional dependence of $J^{N}(\lambda)$, we write the functional to be minimized at stage $N-1$ as,

$$
\begin{aligned}
J_{\lambda}^{N-1}= & \lambda E_{x_{N-1}}\left[\left(x_{N-1}-g_{N-1}\left(f_{N-1}, f_{1}^{N-2}\right)\right)^{2} \mid x_{1}^{N-1}, f_{1}^{N-2}\right] \\
& +H\left(f_{N-1} \mid f_{1}^{N-2}\right)+E_{x_{N}}\left[J^{N} \mid x_{(N-1)-k+1}^{N}, f_{1}^{N-1}\right]
\end{aligned}
$$

It should be observed that, $J_{\lambda}^{N-1}$ is a function of $\left(x_{(N-1)-k+1}^{N-1}, f_{1}^{N-1}\right)$, due to the fact that the last stage cost is a function of $x_{(N-1)-k+1}^{N-1}$. This follows from the observation that the statistics of $x_{N}$ is completely characterized by $x_{(N-1)-k+1}^{N-1}$. Thus, we write $J_{\lambda}^{N-1}\left(x_{N-1-k+1}^{N-1}, f_{1}^{N-1}\right)$ to show the explicit dependence on its arguments.

For the time stage $N-2$, we have

$$
\begin{aligned}
J_{\lambda}^{N-2}= & \lambda E_{x_{N-2}}\left[\left(x_{N-2}-g_{N-2}\left(f_{N-2}, f_{1}^{N-3}\right)\right)^{2}\right. \\
& +H\left(f_{N-2} \mid f_{1}^{N-3}\right)+\left\{E _ { x _ { N - 1 } } \left[J_{\lambda}^{N-1}\left(x_{N-1-k+1}, f_{1}^{N-2}\right)\right.\right. \\
& \left.\left.\left.+E_{x_{N}}\left[J^{N}\left(x_{(N-1)-k+1}^{N}, f_{1}^{N-1}\right)\right]\right] \mid x_{1}^{N-2}, f_{1}^{N-2}\right]\right\} .
\end{aligned}
$$

Here, we have an expectation over $x_{N-1}$ and $x_{N-2}$. Since $x_{N-1}$ depends on $x_{N-1-k}^{N-2}$, and these terms are measurable, they affect the expectation for the cost-to-go, i.e.,

$$
E\left[J^{N} \mid x_{(N-1)-k+1}^{N}, f_{1}^{N-1}\right]
$$

and are to be used in the optimization. An inductive argument proves the result for $t$, such that $k \leq t \leq N-3$.

For $t \leq k$, one uses only the available source values, $x_{1}^{t}$ and the information at the receiver.

## 5 The Infinite-Horizon Solution

Here we restrict the source to be first-order Markov, to simplify the analysis and the convergence result below. For such a source, the problem in the infinite-horizon case is the minimization of the quantity

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N} \sum_{t=1}^{N} H\left(f_{t} \mid f_{1}^{t-1}\right) \tag{4}
\end{equation*}
$$

subject to the average distortion constraint

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N} \sum_{t=1}^{N} E\left[\left(x_{t}-\hat{x}_{t}\left(f_{1}^{t}\right)\right)^{2}\right] \leq D \tag{5}
\end{equation*}
$$

A version of the infinite horizon problem has been studied in [4]. Our setup here is different, however, in that we do not assume that the number of bins is finite.

We first need a non-linear filter for the evolution of the conditional density, which was developed in [4]. First, it follows from the property of total probability that

$$
\int_{x_{n-1}} P\left(x_{n}, x_{n-1}, f_{n}, f_{1}^{n-1}\right) d x_{n-1}=P\left(x_{n} \mid f_{1}^{n}\right) P\left(f_{1}^{n}\right) .
$$

Using properties of conditional probability,

$$
P\left(x_{n}, x_{n-1}, f_{n} \mid f_{1}^{n-1}\right)=P\left(f_{n} \mid x_{n}\right) P\left(x_{n} \mid x_{n-1}\right) P\left(x_{n-1} \mid f_{1}^{n-1}\right),
$$

which leads to the following expression for $P\left(x_{n} \mid f_{1}^{n}\right)$ :

$$
\begin{equation*}
\frac{\int P\left(x_{n-1} \mid f_{1}^{n-1}\right) P\left(f_{n} \mid x_{n}\right) P\left(x_{n} \mid x_{n-1}\right) d x_{n-1}}{\iint P\left(x_{n-1} \mid f_{1}^{n-1}\right) P\left(f_{n} \mid x_{n}\right) P\left(x_{n} \mid x_{n-1}\right) d x_{n} d x_{n-1}} . \tag{6}
\end{equation*}
$$

The entropy and the distortion constraint can be written as a function of this conditional density for all time stages. Following the terminology of [4], we define

$$
\pi_{n}(x):=P\left(x_{n}=x \mid f_{1}^{n}\right) .
$$

Let $\mathcal{P}$ be the set of probability distributions for $\pi_{n}(x), n \geq 1$. Then the conditional density and the quantization output process , $\left(\pi_{n}(x), f_{n+1}\right)$, form a joint Markov process in $\mathcal{P} \times \mathcal{Q}$. We refer the reader to [5] and [13] for an analysis of the conditions for the ergodicity of such filtering processes which involve deterministic observation dynamics.

Here, we have the minimization of

$$
\begin{equation*}
\limsup _{N \rightarrow \infty} \frac{1}{N} \sum_{t=1}^{N} \int H\left(f_{t} \mid \pi_{t-1}\right) \pi_{t-1}\left(x_{t-1}\right) d x_{t-1}=: r(\pi, f) \tag{7}
\end{equation*}
$$

subject to the constraint

$$
\begin{align*}
s(\pi, f):= & \limsup _{N \rightarrow \infty}\left[\frac { 1 } { N } \sum _ { t = 1 } ^ { N } \int \left(\int\left(x_{t}-\hat{x}_{t}\left(f_{t}, \pi_{t-1}\right)\right)^{2}\right.\right. \\
& \left.\left.\cdot P\left(x_{t} \mid x_{t-1}\right) d x_{t}\right) \pi_{t-1}\left(x_{t-1}\right) d x_{t-1}\right] \leq D, \tag{8}
\end{align*}
$$

where $\hat{x}_{t}\left(f_{t}, \pi_{t-1}\right)$ denotes the estimation at the receiver at time t , using the conditional density and the received codeword.

Theorem 3. For an irreducible Markov sequence $\left\{x_{t}\right\}$, suppose that $\left(x_{t}\right)^{2}$ and $p_{t} \log _{2}\left(p_{t}\right)$ are uniformly integrable over the set of distributions. If $x_{t}$ converges almost surely to a random variable $x$ with $E\left[x^{2}\right]<\infty$, then there exists an optimal stationary randomized quantizer solving (7)-(8).

Proof. Following [12], Theorem 3.2, we have the following.

1) The set of feasible quantizers that lead to satisfaction of the distortion constraint is nonempty. This follows from the observation that a suboptimal strategy would be to encode the source without using the past information. There exists such a scheme that yields an arbitrarily small distortion subject to a finite entropy rate (such as memoryless high-rate uniform quantization of the source). Hence there exists at least one solution.
2) $r(\pi, f)$ is nonnegative and weak* continuous. This follows from the fact that entropy of a discrete variable is nonnegative and that entropy is a weak* continuous function of both the input distribution and the quantizer. Since entropy is differentiable in the quantizers (see [25]), continuity follows directly. Following a similar argument, it can be shown that entropy is also weak* continuous in the conditional densities.
3) $s(\pi, f)$ is nonnegative and weak* continuous. Expected value of the Euclidean distance norm is clearly nonnegative. We need to show that it is weak* continuous. This follows from the fact that an arbitrarily small change in the distance can only be caused by an arbitrarily small change in the quantizer, since this distance metric is differentiable [25]. The same argument applies to the case of a fixed quantizer when the input densities are arbitrarily perturbed.
4) The transition function for $f_{n}$ is weak* continuous. For this, we refer to Lemma 3.1 of [4]. It follows from the properties of the nonlinear filter that

$$
\pi_{n}\left(x_{n}\right)=\frac{\int \pi_{n-1}\left(x_{n-1}\right) P\left(q_{n} \mid x_{n}\right) P\left(x_{n} \mid x_{n-1}\right) d x_{n-1}}{\iint \pi_{n-1}\left(x_{n-1}\right) P\left(q_{n} \mid x_{n}\right) P\left(x_{n} \mid x_{n-1}\right) d x_{n} d x_{n-1}},
$$

and the fact that the conditional densities $\pi_{n}\left(x_{n}\right)$ belong to a tight set for all time stages.

In view of 1-4 above, there exists an optimal solution.

## 6 The Structure of Optimal Randomized Quantizers

Randomization might improve performance in a constrained optimization problem. Toward this end we have the following result.

Theorem 4. For both the finite-horizon and the infinite-horizon problems, performance can be improved using a randomized causal quantizer. The optimal randomized stationary policies are convex combinations of at most two stationary deterministic policies, with the randomization information at the encoder made available to the decoder.

Proof. The fact that only two-point randomization is needed follows from the fact that there is only one constraint in the optimization problem. This
follows arguments in convex optimization to meet Kuhn-Tucker conditions. Suppose there was an $n$-point randomization, where randomization information is available at the decoder. Suppose we use quantizer $f^{i}$ with probability $p^{i}$, with entropies $H\left(f^{i}\right)$ and distortions $D\left(f^{i}\right), 1 \leq i \leq n$. In this case, we minimize, with respect to $\left\{p_{i}\right\}$, the Lagrangian

$$
\sum_{i} p^{i} H\left(f^{i}\right)+\lambda p^{i} D\left(f^{i}\right)+\lambda_{2} \sum_{i} p^{i}
$$

where $\lambda_{2}$ is needed to enforce that $p^{i}$ 's fare probabilities, and $\lambda$ is the Lagrange multiplier that was introduced earlier.

Taking partial derivatives with respect to all the elements, we obtain

$$
H\left(f^{i}\right)+\lambda D\left(f^{i}\right)+\lambda_{2}=0
$$

This suggests that the candidate $H\left(f^{i}\right), D\left(f^{i}\right)$ pairs must all be on a line. However, if there are more than two such candidate elements, then one could, without any loss of generality, take one of them out and place its mass on one of the remaining quantizers, since the constraint $\lambda p^{i} D\left(f^{i}\right)=D$ can be met with only two such quantizers.

The reason why the randomization information has to be available at both the decoder and the encoder is that otherwise randomization adds additional entropy to the process, which in turn hurts the performance.

It could be difficult to implement randomized quantizers since these require common randomness between the encoder and the decoder. However, for the infinite-horizon problem, one might achieve the optimal performance without the assumption of such common randomness. This can be achieved via timesharing, which has to exploit the recurrence properties of Markov chains.

The set of probability density functions, unlike discrete sets, requires a more involved analysis for recurrence properties. Normally, one would want to have a state in the set of probability densities, which would be visited with probability 1 , hence an atom. In this case, this atom would be the state where after a sufficient number of visits, the policy change would be implemented. However, for general state spaces, such an atom might not be possible [17]. If the transition of the Markov evolution of $P\left(x_{t} \mid f_{1}^{t-1}\right)$ were to form an irreducible Markov chain, one could still be able to use this set as the policy-sharing instant; however, such a notion of irreducibility is not directly applicable to the space of probability distributions since such distributions are non-atomic. Toward this end, we use the notion of a small set [17]. Let $\mathcal{P}$ be the set of probability distributions. A set, $C$ in $\mathcal{P}$, is small if there exists a natural number $z$ and a probability distribution $\nu$, such that, for all $P\left(x_{t} \mid q_{1}^{t-1}\right) \in C$,

$$
P\left(P\left(x_{t+z} \mid q_{1}^{t+z-1}\right) \in A \mid P\left(x_{t} \mid q_{1}^{t-1}\right)\right)>\nu(A)
$$

for all $A \subset \mathcal{P}$. If this holds, then one can obtain a recurrence set by enlarging the probability space.

Proposition 1. Suppose that there exists a set $C$ which is recurrent under each of the deterministic policies used in the randomized stationary quantizer. Then, there exists an $\epsilon$-optimal time-sharing scheme of two deterministic policies corresponding to the optimal randomized stationary policy.

Proof. Suppose the randomization rate $\eta$ is rational, such that there exists $m$ and $n$ so that $\eta=m / n$, and that quantization policy $f^{\prime}$ is used with probability $\eta$, and another quantization policy $f^{\prime \prime}$ is used with probability $1-\eta$.

There exists an invariant distribution such that the conditional mass distribution has a limiting distribution under both policies. Let $\pi_{\infty, f^{\prime}}(x)$ be the invariant conditional density under policy $f^{\prime}$ and let $\pi_{\infty, f^{\prime \prime}}(x)$ be the invariant density under $f^{\prime \prime}$. By assumption under both policies there exists a small set $C$.

Now, apply the policy $f^{\prime}$ in the first $m$ cycles between the visits to the recurrent state $C$, and apply $f^{\prime \prime}$ in the remaining $n-m$ successive visits to the same state. Such a time-sharing will achieve the optimal performance [19].

If $\eta$ is not rational, then for any $\delta>0$ there exist large enough $m^{\prime}, n^{\prime}$ such that $\left|\eta-\left(m^{\prime} / n^{\prime}\right)\right|<\delta$. Applying the above scheme for $m^{\prime}$ and $n^{\prime}-m^{\prime}$ cycles will arbitrarily approximate the optimal randomization policy.

Remark 1. For the memoryless discrete source case, it was shown in [18] that the optimal memoryless encoder time-shares between two scalar quantizers. This result, as observed above, is applicable to dynamic encoding as well, with the difference here being in the additional analysis required in the recurrence properties of the chain. In such a case, the policy is not stationary.

## 7 On Innovation Encoding

Linear differential coding, or innovation encoding, is a common coding scheme used for various applications. However, except for Gaussian sources [2], with transmission over Gaussian channels, it is not apparent whether innovation encoding is the best scheme.

In fact, following the analysis on the non-linear filter derived by [4], one immediately sees that, innovation encoding is in general not optimal for a continuous source, since the conditional density information cannot be sufficiently represented by the mean value. An exception of interest is the use of uniform quantization for a linear noise-free source which has a uniform initial distribution [25]. Linear innovation coding for a Gaussian source is another rare case where innovation coding is optimal.

We consider here a linear source with the dynamics

$$
\begin{equation*}
x_{t+1}=a x_{t}+w_{t} \tag{9}
\end{equation*}
$$

where $|a|<1$ (that is the process is stable), and $w_{t}$ is an i.i.d. Gaussian driving process.

For the coding problem, there does exist a solution by our earlier argument. We now consider a scheme where the innovation process, $e_{t}=$
$x_{t}-a E\left[x_{t-1} \mid q_{1}^{n-1}\right]$, is quantized. The process $\left\{e_{t}\right\}$ is Markov if the quantizer is time invariant. We note that uniformly quantizing the innovation at a high rate is fairly efficient, and this property in fact holds for any value of the parameter $a$ (that is, for the unstable case as well). The proof of the result below in part builds on the findings in [14].

Theorem 5. For causal coding of the source given in (9), suppose innovations are uniformly quantized. In the limit of low distortion, such an encoder is at most 0.254 bits worse than any (possibly noncausal) encoder.

Proof. We provide and compare the performances based on some lower and upper bounds. The lower bound is obtained via the Shannon lower bound. We have

$$
\begin{aligned}
\lim _{n \rightarrow \infty}(1 / n) H\left(f_{1}^{n}\right) & \geq \lim _{n \rightarrow \infty}(1 / n) \sum_{t=1}^{n} I\left(x_{t} ; f_{t} \mid f_{1}^{t-1}\right) \\
& =\lim _{n \rightarrow \infty}(1 / n) \sum_{t=1}^{n} H\left(x_{t} \mid f_{1}^{t-1}\right)-H\left(x_{t} \mid f_{1}^{t}\right) \\
& =\lim _{n \rightarrow \infty}(1 / n) \sum_{t=1}^{n} H\left(a x_{t-1}+w_{t-1} \mid f_{1}^{t-1}\right)-H\left(x_{t} \mid f_{1}^{t}\right) \\
& \geq \lim _{n \rightarrow \infty}(1 / n) \sum_{t=1}^{n} H\left(a x_{t-1}+w_{t-1} \mid x_{1}^{t-1}\right)-H\left(x_{t} \mid f_{1}^{t}\right) \\
& =\lim _{n \rightarrow \infty}(1 / n) \sum_{t=1}^{n} H\left(w_{t-1}\right)-H\left(x_{t}-\hat{x}_{t} \mid f_{1}^{t}\right) \\
& \geq \lim _{n \rightarrow \infty}(1 / n) \sum_{t=1}^{n} H\left(w_{t-1}\right)-H\left(x_{t}-\hat{x}_{t}\right) \\
& =(1 / 2) \log _{2}\left(\sigma^{2} / D\right)
\end{aligned}
$$

For the upper bound, we quantize the innovation as described above. We first argue that there exists an invariant density for the error process. This follows from the observation that, there exists an $\epsilon>0$ and a bounded set $C=\left\{x:|x|^{2} \leq E\left[w_{0}^{2} /\left(1-a^{2}\right)\right]\right\}$ such that (see [17])

$$
E\left[e_{t+1}^{2} \mid e_{t}\right] \leq(1-\epsilon) e_{t}^{2}+E\left[w_{0}^{2}\right] 1_{e_{t} \in C},
$$

where $1_{(.)}$is the indicator function. Accordingly, we uniformly quantize $e_{t}$. The rate as a function of the distortion is given by the Gish-Pierce formula [8]:

$$
\begin{aligned}
R & =\frac{1}{2} \log _{2}(2 H)-\frac{1}{2} \log (12 D) \\
& \leq \frac{1}{2} \log _{2}\left(\left(2 \pi e\left(a^{2} D+\sigma^{2}\right) / 12 D\right)\right)
\end{aligned}
$$

Hence, as $D \rightarrow 0$, the difference is $(1 / 2) \log _{2}(2 \pi e / 12)=0.254$ bits.

When the source is unstable, that is $|a| \geq 1$, (10) seems to still hold and one might argue that the same rate loss as above applies. However, for the unstable case, if one uses fixed-length encoding, there does not exist an invariant density for the state. One then needs to use non-trivial feedback or memory policies.

A similar approach as in Theorem 5 applies to the case when the source evolves as a non-linear process. Coding for control of non-linear systems has been studied by Isidori and De Persis [6] among others. We have the following, the proof of which follows that of Theorem 5.

Theorem 6. Consider optimal causal coding of a stable source given by

$$
\begin{equation*}
x_{t+1}=f\left(x_{t}\right)+w_{t} \tag{10}
\end{equation*}
$$

where $f\left(x_{t}\right)$ is a stable Lipschitz function (for example, a contraction), and $w_{t}$ is an i.i.d. Gaussian driving process. Suppose that innovations are uniformly quantized. Then, in the limit of low distortion, such an encoder is at most 0.254 bits worse than any (possibly noncausal) encoder.

## 8 Concluding Remarks

In this chapter, we studied optimal causal coding for a rate minimization problem subject to a distortion constraint. We provided an existence result for an optimal solution. We then derived for the finite-horizon case the structures of the optimal encoders for Markov sources of arbitrary finite order, including memoryless sources. We provided an existence result for the infinite-horizon problem. We showed that optimal causal quantizers can be randomized, with randomization between at most two deterministic policies. For the infinite horizon problem, this randomization performance can be arbitrarily closely attained via time-sharing and recurrence policies. We also investigated the performance of innovation coding of linear and non-linear sources.
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## A Weak Topology

In finite dimensional spaces, compactness of a set is equivalent to closedness and boundedness. However, this ceases to be true in infinite dimensional
spaces. Due to the strict definition of strong convergence, in optimization problems, it usually suffices to work with a weaker notion, that of weak* convergence: A sequence of functions, $f_{n}$, converges in weak* topology to $f$, if and only if

$$
\int g(x) f_{n}(x) d x \rightarrow \int g(x) f(x) d x
$$

for all $g \in C_{b}(X)$, where $X$ is the space under consideration, which is Polish, that is, a topological space whose topology is metrizable by some metric such that $X$ is complete and separable (contains a countably dense set) and $C_{b}(X)$ denotes the set of continuous and bounded functions on $X$. With this definition of convergence, one can introduce the notion of weak* compactness: a set of functions is weak* compact if every sequence in the set has a subsequence which converges in the weak* topology.

When applying these notions to probability distributions, there exists a simpler way of checking compactness, which is given by the Prohorov theorem, which states that tightness and relative weak* compactness are identical when $X$ is Polish (such as $\mathcal{R}^{n}$ for finite $n$ ). A set of probability distribution functions $\mathcal{P}$ is tight if for every arbitrarily small $\epsilon>0$, there exists a compact set $C$, such that

$$
p(x \in C) \geq 1-\epsilon
$$

for all $p \in \mathcal{P}$.
A relevant result is the Arzela-Ascoli theorem, which states that, a set of continuous functions mapping a compact space to another one is compact if and only if each of the functions is uniformly equicontinuous [15]. Some further details on weak topology and relevant results can be found in [3].

## B Markov Decision Processes

Given a metric space S , the $\sigma$-algebra generated by $\mathcal{S}$ is called the Borel $\sigma$-algebra of set $\mathcal{S}$, and is denoted by $\mathcal{B}(\mathcal{S})$. A Borel set is any measurable subset of $\mathcal{S}$. Thus, a Borel set is an element of $\mathcal{B}(\mathcal{S})$.

Given two Borel spaces $\mathcal{S}$ and $\mathcal{T}$, a stochastic kernel on $\mathcal{S}$ given $\mathcal{T}$ is a function $f: \mathcal{T} \times \mathcal{B}(\mathcal{S}) \rightarrow \mathcal{R}$ such that $f(., B)$ is a measurable function and $f(x,$.$) is a probability measure, for each (x, B) \in \mathcal{T} \times \mathcal{B}(\mathcal{S})$.

A constrained Markov decision model is a sequence $(\mathcal{X}, \mathcal{A}, \mathcal{A}, \mathcal{Q}, c, d)$, where

1) $\mathcal{X}$ is the state space, which is a Borel space.
2) $\mathcal{A}$ is the action space, which is Borel.
3) $A: \mathcal{X} \rightarrow \mathcal{B}(\mathcal{A})$ is the action function.
4) $Q$ is a stochastic kernel on $\mathcal{X}$ given $\mathcal{X} \times \mathcal{A}$. This kernel is the dynamics of the system.
5) $c$ is a cost function.
6) $d$ is a constraint function.

A policy, $\left\{\pi_{n}\right\}$ is a sequence of stochastic kernels in $\mathcal{A}$ given the history, such that

$$
\pi_{n}\left(A\left(x_{n}\right) \mid h_{n}\right)=1
$$

where the history process is

$$
h_{n}=\left(x_{1}, a_{1}, x_{2}, a_{2}, \ldots, x_{n-1}, a_{n-1}, x_{n}\right),
$$

for integer valued $n \geq 1$.
A policy is randomized stationary if there exists a stochastic kernel $\phi$ such that $\pi_{n}\left(. \mid h_{n}\right)=\phi\left(x_{n}\right)$ for each history $h_{n}$. A policy is called deterministic stationary is there exists a function $h$ such that $\pi_{n}\left(. \mid h_{n}\right)$ is the Dirac measure at $h\left(x_{n}\right)$ for all $h_{n}$. For details, see for instance [12] and [1].
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Summary. During the last decade, pseudospectral (PS) optimal control methods have emerged as demonstrable efficient methods for computational nonlinear optimal control. Some fundamental problems on the feasibility and convergence of the Legendre PS method are addressed. In the first part of this paper, we summarize the main results published separately in a series of papers on these topics. Then, a new result on the feasibility and convergence is proved. Different from existing results in the literature, in this new theorem neither the invertibility of necessary conditions nor the existence of limit points is assumed.

## 1 Introduction

Optimal feedback control is a fundamental problem in control theory and control system engineering. For a very limited set of problems, optimal feedback solutions can be obtained explicitly either through the Hamilton-Jacobi-Bellman equation or the Minimum Principle. For general problems with state- and control constraints, and nonlinear dynamics, achieving explicit solutions is quite impossible. An alternative approach is to develop efficient numerical methods and generate feedback by way of real-time computation, and idea that goes back to Pontryagin et al. [18]. For many years, the computational approach had been widely considered as being too slow for real-time applications of highly nonlinear problems. In recent years, a new class of methods known as pseudospectral (PS) methods have emerged as demonstrable candidates for real-time computation $[1,11,22,24,25,26,29]$. As a matter fact, feedback control via real-time computation has been demonstrated not merely in simulation but also in

[^3]practice such as the ground test of the PS attitude control system of NPSAT1 [26, 29], an experimental spacecraft scheduled for launch in 2007. The advent of practical real-time computation requires a new theoretical framework for optimal control theory. In this paper, we focus on convergence theorems related to discrete approximations arising from an application of PS methods.

Currently, there are two approaches to analyze the convergence of discrete approximations. One is based on the theory of consistent approximations [17] and the other based on Robinson's implicit function theorem [20, 21]. In the theory of consistent approximations, sufficient conditions are constructed to prove that the limit point of a sequence of discrete optimal solutions must be the optimal solution of the original optimal control problem, provided that a limit point exists. Such an approach has been used since the 1960s and modern results for Runge-Kutta approximations are described in [28]. The other approach is based on the invertibility of the discrete necessary conditions (i.e. the Karush-Kuhn-Tucker conditions) [13]. Following this line, one can prove both convergence and convergence rate at a price of stronger assumptions. For state-constrained problems, it is necessary to impose significant conditions for a proof of convergence even when the discrete approximations are based on Eulerian approximations [5]. In this paper, we develop convergence theorems for PS approximations for a special family of control systems, namely feedback linearizable systems. In this work, we rely on exploring the approximation theory from spectral analysis in conjunction with the structure of feedback linearizable systems. This allows us to state stronger results in which certain fundamental consistency type of assumptions previously required on this topic are removed. The results in this paper represent a first success beyond some of the consistency cornerstones on the convergence theory of PS methods. In particular, the proof presented in this paper is independent of the discrete-time or continuous-time necessary conditions, which is a fundamental difference from most existing proofs on the convergence of discrete approximations.

Pseudospectral methods were largely developed in the 1970s for solving partial differential equations arising in fluid dynamics and meteorology [3]. During the 1990s, PS methods were introduced for solving optimal control problems $[7,6,9,8]$; and since then, have gained considerable attention $[10,14,16,19,30,31]$. One of the main reasons for the popularity of PS methods is that they demonstrably offer an exponential convergence rate for the approximation of analytic functions while providing Eulerian-like simplicity. Although PS methods are easy to apply, proofs of existence and convergence of approximations is a difficult problem and currently an active area of research for general nonlinear systems. Significant progress has been made during the last few years for the family of feedback linearizable systems with either continuous or discontinuous optimal control. In the next few sections, we will first summarize the main results published separately in a series of papers on the existence and convergence
of discrete approximations using PS optimal control methods. These results are formulated in a unified framework so that one can easily analyze the differences and similarities. Then, a new result is proved in which neither invertibility of necessary conditions nor the existence of limit points is assumed.

## 2 Problem Definition

In this paper, we address the following Bolza problem of control systems in the feedback linearizable normal form.

Problem B: Determine the state-control function pair $(x(t), u(t)), x \in \mathbb{R}^{r}$ and $u \in \mathbb{R}$, that minimizes the cost function

$$
\begin{equation*}
J(x(\cdot), u(\cdot))=\int_{-1}^{1} F(x(t), u(t)) d t+E(x(-1), x(1)) \tag{1}
\end{equation*}
$$

subject to

$$
\begin{align*}
\dot{x}_{1}=x_{2}, \cdots, \dot{x}_{r-1}=x_{r}, & \dot{x}_{r}=f(x)+g(x) u  \tag{2}\\
e(x(-1), x(1))=0 & \text { (state equations) }  \tag{3}\\
& h(x(t), u(t)) \leq 0 \tag{4}
\end{align*}
$$

where $x \in \mathbb{R}^{\mathrm{r}}, u \in \mathbb{R}$, and $F: \mathbb{R}^{\mathrm{r}} \times \mathbb{R} \rightarrow \mathbb{R}, E: \mathbb{R}^{\mathrm{r}} \times \mathbb{R}^{\mathrm{r}} \rightarrow \mathbb{R}, f: \mathbb{R}^{\mathrm{r}} \rightarrow \mathbb{R}$, $g: \mathbb{R}^{\mathrm{r}} \rightarrow \mathbb{R} e: \mathbb{R}^{\mathrm{r}} \times \mathbb{R}^{\mathrm{r}} \rightarrow \mathbb{R}^{\mathrm{N}_{\mathrm{e}}}$ and $h: \mathbb{R}^{\mathrm{r}} \times \mathbb{R}^{\mathrm{r}} \rightarrow \mathbb{R}^{\mathrm{s}}$ are all Lipschitz continuous functions with respect to their arguments. In addition, we assume $g(x) \neq 0$ for all $x$. Throughout the paper we make extensive use of Sobolev spaces, $W^{m, p}$, that consists of functions, $\xi:[-1,1] \rightarrow \mathbb{R}$ whose $j$-th weak derivative, $\xi^{(j)}$, lies in $L^{p}$ for all $0 \leq j \leq m$ with the norm,

$$
\|\xi\|_{W^{m, p}}=\sum_{j=0}^{m}\left\|\xi^{(j)}\right\|_{L^{p}}
$$

We limit our discussions to those optimal control problems that have at least one optimal solution $\left(x^{*}(t), u^{*}(t)\right)$. The problem of convergence is addressed in three different situations. In the first case, we assume $x_{r}^{*}(t)$ has bounded $m$-th order weak derivative with $m \geq 2$, i.e. $x_{r}^{*}(t)$ is in $W^{2, \infty}$. This condition implies that the optimal control $u^{*}(t)$ is continuous. In this case, uniform convergence is guaranteed under consistent type of assumptions. In the second case, the optimal control is allowed to be discontinuous; however, due to the fundamental limitation in global polynomial approximations, convergence is proved in a week sense rather than uniform convergence. We hasten to note that PS methods are not limited to global polynomial approximations, and that numerical experiments with PS knotting methods [23] based on nonglobal polynomials suggest that uniform convergence is possible; however,
a theoretical framework for a proof of this result is an open area of research. In the third case, we assume $x_{r}^{*}(t)$ is in $W^{m, \infty}$ with $m \geq 3$. Under this assumption of additional regularity of the optimal trajectory, we are able to remove the strong consistent type of assumptions made in the other two cases.

In this paper, we focus on the Legendre PS method for optimal control. The ideas are applicable to other PS methods as well but we limit our discussions to the Legendre method for the purpose of clarity in presentation. In Legendre PS optimal control method, the state, $x(t)$, is approximated by $N$-th order Lagrange polynomials based on the interpolation at the Legendre-Gauss-Lobatto (LGL) quadrature nodes. The LGL nodes, $t_{0}=-1<t_{1}<\cdots<t_{N}=1$, are defined by

$$
\begin{aligned}
& t_{0}=-1, t_{N}=1, \text { and } \\
& \text { for } k=1,2, \ldots, N-1, t_{k} \text { are the roots of } \dot{L}_{N}(t)
\end{aligned}
$$

where $\dot{L}_{N}(t)$ is the derivative of the $N$-th order Legendre polynomial $L_{N}(t)$. It has been proven in computational mathematics that the interpolation at the LGL nodes is an extremely efficient method in the approximation of smooth functions. In the discretization, $x\left(t_{k}\right)$ is approximated by the vector $\bar{x}^{N k} \in \mathbb{R}^{\mathrm{r}}$,

$$
\bar{x}^{N k}=\left[\bar{x}_{1}^{N k} \bar{x}_{2}^{N k} \cdots \bar{x}_{r}^{N k}\right]^{T}
$$

Similarly, $\bar{u}^{N k}$ is the approximation of $u\left(t_{k}\right)$. Thus, a discrete approximation of the function $x_{i}(t)$ is the row vector

$$
\bar{x}_{i}^{N}=\left[\bar{x}_{i}^{N 1} \bar{x}_{i}^{N 2} \cdots \bar{x}_{i}^{N N}\right]
$$

A continuous-time approximation of the state $x_{i}(t)$ is defined by its polynomial approximation denoted as $x_{i}^{N}(t)$, i.e.,

$$
\begin{equation*}
x_{i}(t) \approx x_{i}^{N}(t)=\sum_{k=0}^{N} \bar{x}_{i}^{N k} \phi_{k}(t) \tag{5}
\end{equation*}
$$

where $\phi_{k}(t)$ is the Lagrange interpolating polynomial. Instead of polynomial interpolation, the control input is approximated by the following nonpolynomial interpolation

$$
\begin{equation*}
u^{N}(t)=\frac{\dot{x}_{r}^{N}(t)-f\left(x^{N}(t)\right)}{g\left(x^{N}(t)\right)} \tag{6}
\end{equation*}
$$

The notation used in this paper is summarized as follows. The discretetime variables are denoted by letters with an upper bar, such as $\bar{x}_{i}^{N k}$ and $\bar{u}^{N k}$, where $N$ represents the number of LGL nodes and $k$ represents the $k$ th node. If $k$ in the superscript and/or $i$ in the subscript are missing, it represents the corresponding vector or matrix inwhich the indices run from their minimum
to the maximum. The index $k$ generates row vectors, and $i$ generates column vectors. For example,

$$
\begin{aligned}
& \bar{x}_{i}^{N}=\left[\begin{array}{cccc}
\bar{x}_{i}^{N 0} & \bar{x}_{i}^{N 1} & \cdots & \bar{x}_{i}^{N N}
\end{array}\right], \bar{x}^{N k}=\left[\bar{x}_{1}^{N k} \bar{x}_{2}^{N k} \cdots \bar{x}_{r}^{N k}\right]^{T} \\
& \bar{x}^{N}=\left[\begin{array}{cccc}
\bar{x}_{1}^{N 0} & \bar{x}_{1}^{N 1} & \cdots & \bar{x}_{1}^{N N} \\
\vdots & \vdots & \vdots & \vdots \\
\bar{x}_{r}^{N 0} & \bar{x}_{r}^{N 1} & \cdots & \bar{x}_{r}^{N N}
\end{array}\right] .
\end{aligned}
$$

Given a discrete approximation of a continuous function, its interpolation polynomial is denoted by the same notation without the upper bar. For example, $x_{i}^{N}(t)$ in (5), $u^{N}(t)$ in (6). The derivative of $x_{i}^{N}(t)$ at the LGL node $t_{k}$ can be easily computed by a matrix multiplication

$$
\begin{equation*}
\left[\dot{x}_{i}^{N}\left(t_{0}\right) \dot{x}_{i}^{N}\left(t_{1}\right) \cdots \dot{x}_{i}^{N}\left(t_{N}\right)\right]^{T}=D\left(\bar{x}_{i}^{N}\right)^{T} \tag{7}
\end{equation*}
$$

where $D$ is the $(N+1) \times(N+1)$ differentiation matrix. An explicit formula for its computation is given in [3]. The cost functional $J[x(\cdot), u(\cdot)]$ is approximated by the Gauss-Lobatto integration rule (8), in which $w_{k}$ are the LGL weights [3]. Now, we can define Problem $\mathrm{B}^{\mathrm{N}}$, a PS discretization of Problem B as follows.

Problem $\mathbf{B}^{\mathbf{N}}$ : Find $\bar{x}^{N k} \in \mathbb{R}^{\mathrm{r}}$ and $\bar{u}^{N k} \in \mathbb{R}, k=0,1, \ldots, N$, that minimize

$$
\begin{equation*}
\bar{J}^{N}\left(\bar{x}^{N}, \bar{u}^{N}\right)=\sum_{k=0}^{N} F\left(\bar{x}^{N k}, \bar{u}^{N k}\right) w_{k}+E\left(\bar{x}^{N 0}, \bar{x}^{N N}\right) \tag{8}
\end{equation*}
$$

subject to

$$
\begin{align*}
D\left(\bar{x}_{1}^{N}\right)^{T} & =\left(\bar{x}_{2}^{N}\right)^{T}, D\left(\bar{x}_{2}^{N}\right)^{T}=\left(\bar{x}_{3}^{N}\right)^{T}, \cdots, D\left(\bar{x}_{r-1}^{N}\right)^{T}=\left(\bar{x}_{r}^{N}\right)^{T} \\
D\left(\bar{x}_{r}^{N}\right)^{T} & =\left[\begin{array}{c}
f\left(\bar{x}^{N 0}\right)+g\left(\bar{x}^{N 0}\right) \bar{u}^{N 0} \\
\vdots \\
f\left(\bar{x}^{N N}\right)+g\left(\bar{x}^{N N}\right) \bar{u}^{N N}
\end{array}\right]  \tag{9}\\
\left\|e\left(\bar{x}^{N 0}, \bar{x}^{N N}\right)\right\|_{\infty} & \leq(N-r-1)^{-m+\delta}  \tag{10}\\
h\left(\bar{x}^{N k}, \bar{u}^{N k}\right) & \leq(N-r)^{-m+\delta} \cdot \mathbf{1}, \quad \text { for all } 0 \leq k \leq N  \tag{11}\\
\underline{b} & \leq\left[\begin{array}{l}
\bar{x}^{N k} \\
\bar{u}^{N k}
\end{array}\right] \leq \overline{\boldsymbol{b}}, \quad \text { for all } 0 \leq k \leq N \tag{12}
\end{align*}
$$

where $\delta$ is a positive number to be determined later.
Comparing Problem $B^{N}$ to Problem B, constraints (10) and (11) are relaxed by a small margin that approaches zero as $N$ is increased. This is critical because, without the relaxation, a counter example in [12] shows that Problem $\mathrm{B}^{\mathrm{N}}$ may have no feasible trajectory. From a practical view point, the relaxation makes sense because of the finite precision in computer hardware and
tolerances in optimization solvers. Problem $B^{N}$ has an additional constraint (12) which is not in Problem B. We assume $\underline{\boldsymbol{b}}$ and $\overline{\boldsymbol{b}}$ are large enough so that the optimal solution of Problem B is contained in this region. Without this additional constraint, it is possible for Problem $\mathrm{B}^{\mathrm{N}}$ to have feasible trajectories but no optimal trajectories. It will be proved later that this additional constraint do not change the final optimal solution because it becomes inactive for large $N$. Furthermore, (12) reduces the search region for the optimal solution and helps speeding up computation. In the PS optimal control, we use the optimal solution $\left(\bar{x}^{* N}, \bar{u}^{* N}\right)$ of Problem $\mathrm{B}^{\mathrm{N}}$ and its interpolation to approximate the optimal solution of Problem B. However, the seemingly straightforward approach belies the danger of infeasible discrete constraints and divergence of the optimal solutions. Examples have been found [12] in which a PS discretization does not have any feasible trajectory even though the original optimal control problem has infinitely many feasible continuoustime trajectories. In another example, the discretization of Problem B has feasible trajectories but no optimal trajectories. Such complications on the existence and convergence of approximations are not limited to PS methods, rather they are intrinsic to optimal control [13, 4]. Nonetheless, as noted earlier, theories developed for the convergence of discrete approximations for one method are not quite portable to an analysis of convergence of approximations of another method. Given that PS methods are quite different in the constructions of discrete approximations, it is evident that we need a firstprinciples approach to analyze the convergence of its approximations. In this spirit, we focus on the following fundamental problems of PS optimal control methods.

Question 1. Does there exist a feasible trajectory $\left(\bar{x}^{N}, \bar{u}^{N}\right)$ to Problem $\mathrm{B}^{N}$ ?
Question 2. Under what condition does a sequence of optimal solutions of Problem $\mathrm{B}^{\mathrm{N}}$ converge to an optimal solution of Problem B as $N$ increases?

## 3 Problems with Continuous Optimal Control

In [12], Questions 1 and 2 were answered for the case of continuous optimal control. In this case, Problem $\mathrm{B}^{\mathrm{N}}$ is defined for $\delta=\frac{3}{2}$. Convergence is proved on the basis of the following assumption.

Assumption 1. There is a subsequence $\left\{N_{j}\right\}_{j=1}^{\infty}$ of the sequence $\{N\}_{N=1}^{\infty}$ such that $\left\{\bar{x}^{N_{j} 0}\right\}_{j=1}^{\infty}$ converges as $N_{j} \rightarrow \infty$. Additionally, there exists a continuous function $q(t)$ such that $\dot{x}_{r}^{N_{j}}(t)$ converges to $q(t)$ uniformly in $[-1,1]$.

The following theorem summarizes the key results in [12] on the existence and convergence of the PS optimal control.

Theorem 1. Suppose Problem $B$ has a feasible trajectory $(x(t), u(t))$ satisfying $x_{r}(t) \in W^{m, \infty}, m \geq 2$.
(i) There exists a positive integer $N_{1}$ such that, for any $N>N_{1}$, Problem $\mathrm{B}^{\mathrm{N}}$ has a feasible trajectory, $\left(\bar{x}^{N}, \bar{u}^{N}\right)$. Furthermore, it satisfies

$$
\begin{aligned}
\left\|x\left(t_{k}\right)-\bar{x}^{N k}\right\|_{\infty} & \leq L(N-r)^{1-m} \\
\left|u\left(t_{k}\right)-\bar{u}^{N k}\right| & \leq L(N-r)^{1-m}
\end{aligned}
$$

for all $k=0, \ldots, N$, where $L$ is a positive constant independent of $N$.
(ii) Suppose $\left\{\left(\bar{x}^{N}, \bar{u}^{N}\right)\right\}_{N=N_{1}}^{\infty}$ be a sequence of feasible trajectories of Problem $\mathrm{B}^{\mathrm{N}}$ and suppose the sequence satisfies Assumption 1. Then, there exists $\left(x^{\infty}(t), u^{\infty}(t)\right)$ satisfying (2)-(4) such that the following limit converges uniformly on $[-1,1]$.

$$
\begin{align*}
& \lim _{N_{j} \rightarrow \infty}\left(x^{N_{j}}(t)-x^{\infty}(t)\right)=0  \tag{13}\\
& \lim _{N_{j} \rightarrow \infty}\left(u^{N_{j}}(t)-u^{\infty}(t)\right)=0  \tag{14}\\
& \lim _{N_{j} \rightarrow \infty} \bar{J}^{N_{j}}\left(\bar{x}^{N_{j}}, \bar{u}^{N_{j}}\right)=J(x(\cdot), u(\cdot))  \tag{15}\\
& \lim _{N_{j} \rightarrow \infty} J\left(x^{N_{j}}(\cdot), u^{N_{j}}(\cdot)\right)=J(x(\cdot), u(\cdot)) \tag{16}
\end{align*}
$$

(iii) If $\left\{\left(\bar{x}^{N}, \bar{u}^{N}\right)\right\}_{N=N_{1}}^{\infty}$ in (ii) is a sequence of optimal solutions to Problem $\mathrm{B}^{\mathrm{N}}$, then $\left(x^{\infty}(t), u^{\infty}(t)\right)$ in (ii) must be an optimal solution to Problem B.

This theorem answers Questions 1 and 2 raised in Section 2. It is a slightly generalized version of the key results in [12]. The proof is omitted but interested readers are referred to [12].

## 4 Problems with Discontinuous Optimal Control

A critical assumption in Theorem 1 is $x_{r}(t) \in W^{m, \infty}$ for some $m \geq 2$. This implies that $\dot{x}_{r}(t)$ and $u(t)$ are continuous. However, in many optimal control problems, $u(t)$ is discontinuous as in the case of a bang-bang controller. In this section, we extend the results of Theorem 1 to problems with piecewise $C^{1}$ optimal control. Therefore, in Problem $\mathrm{B}^{\mathrm{N}}$ we assume $m=1$ and $\delta=\frac{3}{4}$.

Definition 1. A function $\psi(t):[-1,1] \rightarrow \mathbb{R}^{\mathrm{k}}$ is called piecewise $C^{1}$ if there exist finitely many points $\tau_{0}=-1<\tau_{1}<\cdots<\tau_{s+1}=1$ such that, on every subinterval $\left(\tau_{i}, \tau_{i+1}\right), i=0, \ldots, s, \psi(t)$ is continuously differentiable and both $\psi(t)$ and its derivative, $\dot{\psi}(t)$, are bounded.

In the following, we need an assumption that is similar to Assumption 1.
Assumption 2. Given a sequence of discrete feasible trajectories, namely $\left\{\bar{x}^{N}, \bar{u}^{N}\right\}_{N=N_{1}}^{\infty}$, there exists a subsequence $\left\{N_{j}\right\}_{j=1}^{\infty}$ of $\{N\}_{N=1}^{\infty}$ such that (a) for all $1 \leq i \leq r,\left\{\bar{x}_{i}^{N_{j} 0}\right\}_{N_{j}=N_{1}}^{\infty}$ converges as $N_{j} \rightarrow \infty ;(b) \dot{x}_{r}^{N_{j}}(t)$ is uniformly
bounded for $N_{j} \geq N_{1}$ and $t \in[-1,1]$; and, (c) there exists a piecewise $C^{1}$ function $q(t)$ such that, for any fixed $\epsilon>0, \dot{x}_{r}^{N_{j}}(t)$ converges to $q(t)$ uniformly on the interval $I_{\epsilon}$, where

$$
\begin{equation*}
I_{\epsilon}=[-1,1] \backslash \bigcup_{j=1}^{s}\left(\tau_{j}-\epsilon, \tau_{j}+\epsilon\right) \tag{17}
\end{equation*}
$$

and $-1<\tau_{1}<\cdots<\tau_{s}<1$ represent the discontinuous points of $q(t)$.
Theorem 2. Assume that the optimal state $x_{r}^{*}(t)$ is continuous and piecewise $C^{1}$; the optimal control $u^{*}(t)$ is piecewise $C^{1}$; and the set $\{(x, u) \mid h(x, u) \leq 0\}$ is convex. Let $(x(t), u(t))$ be any feasible trajectory of Problem B. Then we have the following properties.
(i) There exists a positive integer $N_{1}$ such that, for any $N>N_{1}$, Problem $\mathrm{B}^{\mathrm{N}}$ has a feasible trajectory, $\left(\bar{x}^{N}, \bar{u}^{N}\right)$. Furthermore, the feasible trajectory satisfies

$$
\begin{align*}
\left\|x\left(t_{k}\right)-\bar{x}^{N k}\right\|_{\infty} \leq(N-r)^{-\frac{1}{4}}, & 0 \leq k \leq N  \tag{18}\\
\left|u\left(t_{k}\right)-\bar{u}_{k}^{N}\right| \leq(N-r)^{-\frac{1}{4}}, & \forall t_{k} \in I_{\rho} \tag{19}
\end{align*}
$$

where $I_{\rho}$ is defined by (17) with $\rho=(N-r)^{-\frac{1}{2}}$.
(ii)Suppose $\left\{\left(\bar{x}^{N}, \bar{u}^{N}\right)\right\}_{N=N_{1}}^{\infty}$ be a sequence of feasible trajectories of Problem $\mathrm{B}^{\mathrm{N}}$ and suppose the sequence satisfies Assumption 2. Then, there exists $\left(x^{\infty}(t), u^{\infty}(t)\right)$ satisfying (2)-(4) such that

$$
\begin{aligned}
\lim _{N_{j} \rightarrow \infty}\left(x^{N_{j}}(t)-x^{\infty}(t)\right) & =0 \quad \text { uniformly on }[-1,1] \\
\lim _{N_{j} \rightarrow \infty}\left(u^{N_{j}}(t)-u^{\infty}(t)\right) & =0 \quad \text { uniformly on any closed set } I_{\epsilon}, \epsilon>0 \\
\lim _{N_{j} \rightarrow \infty} \bar{J}^{N_{j}}\left(\bar{x}^{N_{j}}, \bar{u}^{N_{j}}\right) & =J\left(x^{\infty}(\cdot), u^{\infty}(\cdot)\right) \\
\lim _{N_{j} \rightarrow \infty} J\left(x^{N_{j}}(\cdot), u^{N_{j}}(\cdot)\right) & =J(x(\cdot), u(\cdot))
\end{aligned}
$$

(iii)If $\left\{\left(\bar{x}^{N}, \bar{u}^{N}\right)\right\}_{N=N_{1}}^{\infty}$ in (ii) is a sequence of optimal solutions of Problem $\mathrm{B}^{\mathrm{N}}$, then $\left(x^{\infty}(t), u^{\infty}(t)\right)$ in (ii) is an optimal solution of Problem B.

Due to the discontinuity in the optimal control, the proof of this theorem calls for highly involved algebraic manipulations and inequality estimations. The reader is referred to [15] for its proof. The importance of Theorem 2 is self-evident. The theorem guarantees that Problem $\mathrm{B}^{\mathrm{N}}$ is well-posed with a nonempty set of feasible discrete-time trajectories around any trajectory of Problem B, even if the input is discontinuous. Furthermore, (18) and (19) imply that the feasible discrete-time trajectories can be arbitrarily close to the continuous-time trajectories.

Compared to Theorem 1, Theorem 2 is significantly different in two key aspects that are beyond a generalization of allowing for a discontinuous control input for Problem B. First, the concept of convergence in this section is different from that of the last section. In fact, due to the fundamental limitation of global polynomial approximations to discontinuous functions, it is impossible to prove the uniform convergence of the discrete solutions like in Theorem 1. If the optimal control is discontinuous, the convergence is proved for an interval $I_{\rho}$ in which an open neighborhood around the discontinuities must be removed. The second major difference lies in the assumption that the state-control constraint must be convex, which is not required in Theorem 1.

## 5 A Convergence Theorem without Assumptions 1 and 2

The goal of this section is to prove a similar convergence result without Assumptions 1 and 2. To remove these assumptions, we found it necessary to add more constraints to Problem $\mathrm{B}^{\mathrm{N}}$; however, we note that these additional constraints are not necessarily required in practical problem solving. As a matter of fact, in all of our numerical experimentations, these additional constraints were not required. With this perspective in mind, we let $D$ be the differentiation matrix at the LGL nodes [3]. For any integer $m_{1}>0$, let $\left\{a_{0}^{m_{1} N}, a_{1}^{m_{1} N}, \cdots, a_{N-r-m_{1}+1}^{m_{1} N}\right\}$ denotes the sequence of spectral coefficients for the interpolation polynomial of the vector $\bar{x}_{r}^{N}\left(D^{T}\right)^{m_{1}}$. There are only $N-r-m_{1}+2$ coefficients because the order of $x_{r}^{N}(t)$ is at most $N-r+1$ (see Lemma 1). These coefficients depend linearly on $\bar{x}_{r}^{N}$ [2],

$$
\begin{align*}
& {\left[\begin{array}{c}
a_{0}^{m_{1} N} \\
\vdots \\
a_{N-r-m_{1}+1}^{m_{1} N}
\end{array}\right]=\left[\begin{array}{ccc}
\frac{1}{2} & & \\
& \ddots & \\
& & N-r-m_{1}+1+\frac{1}{2}
\end{array}\right] \times}  \tag{20}\\
& {\left[\begin{array}{cccc}
L_{0}\left(t_{0}\right) & \cdots & L_{0}\left(t_{N}\right) \\
L_{N-r-m_{1}+1}\left(t_{0}\right) & \cdots & L_{N-r-m_{1}+1}\left(t_{N}\right)
\end{array}\right]\left[\begin{array}{ccc}
w_{0} & \\
& \ddots & \\
& & w_{N}
\end{array}\right] D^{m_{1}}\left[\begin{array}{c}
\bar{x}_{r}^{N 0} \\
\vdots \\
\bar{x}_{r}^{N N}
\end{array}\right] .}
\end{align*}
$$

We now modify Problem $\mathrm{B}^{\mathrm{N}}$ by adding a set of linear inequality constraints as follows.

Problem $\mathbf{B}^{\mathrm{N}+}$ : Problem $\mathrm{B}^{\mathrm{N}+}$ is defined to be Problem $\mathrm{B}^{\mathrm{N}}$ plus the following additional constraints

$$
\begin{align*}
& \underline{\boldsymbol{b}}_{j} \leq\left[\begin{array}{llll}
1 & 0 & \cdots & 0
\end{array}\right] D^{j}\left(\bar{x}_{r}^{N}\right)^{T} \leq \overline{\boldsymbol{b}}_{j}, \quad 1 \leq j \leq m_{1}-1  \tag{21}\\
& \sum_{n=0}^{N-r-m_{1}+1}\left|a_{n}^{m_{1} N}\right| \leq d \tag{22}
\end{align*}
$$

where $m_{1}$ is a positive integer, $2 \leq m_{1} \leq m-1$, and $d$ is a number sufficiently large.

For Problem $\mathbf{B}^{\mathbf{N}+}$, the selection of $m_{1}$ does not change the convergence result proved in this section; however, it is proved in a separate paper that the selection of $m_{1}$ determines the rate of convergence. The discrete optimal solution converges faster if $m_{1}$ is selected around $\frac{m-1}{2}$. In Problem $\mathrm{B}^{\mathrm{N}}$, we assume $m \geq 3$ and $\frac{3}{2}<\delta<m$. Let $\underline{\boldsymbol{b}}_{j}$ and $\overline{\boldsymbol{b}}_{j}$ be the lower and upper bounds so that the $j$ th order derivative of $x_{r}^{*}(t)$ of the optimal trajectory is contained in the interior of the region; and, $d$ is an upper bound larger than

$$
\begin{equation*}
\frac{6}{\sqrt{\pi}}\left(U\left(x_{r}^{*\left(m_{1}+1\right)}\right)+V\left(x_{r}^{*\left(m_{1}+1\right)}\right)\right) \zeta(3 / 2) \tag{23}
\end{equation*}
$$

where $\zeta(s)$ is the $\zeta$ function, $x_{r}^{*}(t)$ is the $r$ th component of the optimal trajectory, $U\left(x_{r}^{*(3)}\right)$ is the upper bound of the third order derivative of $x_{r}^{*}(t)$ and $V\left(x_{r}^{*(3)}\right)$ is the total variation of $x_{r}^{*(3)}(t)$. In practice, the quantities, $\underline{\boldsymbol{b}}$, $\overline{\boldsymbol{b}}, \underline{\boldsymbol{b}}_{j}, \overline{\boldsymbol{b}}_{j}$, and $d$ are unknown and must be estimated based upon experience or other information about the system; however, as noted earlier, numerical experiments reveal that the sequence of optimal solutions converge in most tested examples without implementing the constraints (21) and (22). Consequently, they must be viewed as practical safeguards against pathological cases rather than as a burden on problem solving.

Theorem 3. Suppose Problem B has an optimal solution $\left(x^{*}(t), u^{*}(t)\right)$ in which $\left(x_{r}^{*}(t)\right)^{(m)}$ has a bounded variation for some $m \geq 3$. In Problem $\mathrm{B}^{\mathrm{N}}$ we assume $\delta=m_{1}+\delta_{1}$, where $2 \leq m_{1} \leq m-1$ and $\frac{1}{2}<\delta_{1}<m-m_{1}$. Then the following hold.
(i) There exists an $N_{1}>0$ such that Problem $\mathrm{B}^{\mathrm{N}+}$ has feasible trajectories for all $N \geq N_{1}$, i.e. there always exist at least one pair $\left(\bar{x}^{N}, \bar{u}^{N}\right)$ for each $N \geq N_{1}$ that satisfies all the constraints in Problem $\mathrm{B}^{\mathrm{N}+}$.
(ii) Let $\left\{\left(\bar{x}^{* N}, \bar{u}^{* N}\right)\right\}_{N=N_{1}}^{\infty}$ be a sequence of optimal solutions to Problem $\mathrm{B}^{\mathrm{N}+}$. Then, there exists a subsequence, $\left\{\left(\bar{x}^{* N_{j}}, \bar{u}^{* N_{j}}\right)\right\}_{j \geq 1}^{\infty}$ and an optimal solution, $\left(x^{*}(t), u^{*}(t)\right)$, of Problem B so that the following limits converge uniformly:

$$
\begin{align*}
\lim _{N_{j} \rightarrow \infty}\left(x^{* N_{j}}(t)-x^{*}(t)\right) & =0 \\
\lim _{N_{j} \rightarrow \infty}\left(u^{* N_{j}}(t)-u^{*}(t)\right) & =0 \\
\lim _{N_{j} \rightarrow \infty} \bar{J}^{N_{j}}\left(\bar{x}^{* N_{j}}, \bar{u}^{* N_{j}}\right) & =J\left(x^{*}(\cdot), u^{*}(\cdot)\right)  \tag{24}\\
\lim _{N_{j} \rightarrow \infty} J\left(x^{* N_{j}}(\cdot), u^{* N_{j}}(\cdot)\right) & =J\left(x^{*}(\cdot), u^{*}(\cdot)\right)
\end{align*}
$$

where $\left(x^{* N_{j}}(t), u^{* N_{j}}(t)\right)$ is an interpolant of $\left(\bar{x}^{* N}, \bar{u}^{* N}\right)$.
To prove this theorem we need several lemmas. The first lemma is on a one-to-one mapping between the trajectory sets of (9) and (2).

Lemma 1. (i) For any trajectory, $\left(\bar{x}^{N}, \bar{u}^{N}\right)$, of the dynamics (9), the pair $\left(x^{N}(t), u^{N}(t)\right)$ defined by (5) and (6) satisfies the differential equations defined in (2). Furthermore,

$$
\begin{equation*}
\bar{x}^{N k}=x^{N}\left(t_{k}\right), \bar{u}^{N k}=u^{N}\left(t_{k}\right), \text { for } k=0,1, \cdots, N . \tag{25}
\end{equation*}
$$

(ii) For any pair $\left(x^{N}(t), u^{N}(t)\right)$ in which $x^{N}(t)$ consists of polynomials of degree less than or equal to $N$ and $u^{N}(t)$ is a function. If $\left(x^{N}(t), u^{N}(t)\right)$ satisfies the differential equations in (2), then $\left(\bar{x}^{N}, \bar{u}^{N}\right)$ defined by (25) satisfies the discrete equations in (9).
(iii) If $\left(\bar{x}^{N}, \bar{u}^{N}\right)$ satisfies (9), then the degree of $x_{i}^{N}(t)$ is less than or equal to $N-i+1$.

The proof of this lemma follows (6), (7), (9), and some basic ideas from spectral analysis. For the purposes of brevity, the details are omitted.

Lemma 2. Suppose $\left\{\left(\bar{x}^{N}, \bar{u}^{N}\right)\right\}_{N=N_{1}}^{\infty}$ is a sequence satisfying (9), (21) and (22). Then,

$$
\begin{equation*}
\left\{\left\|\left(x^{N}(t)\right)^{(l)}\right\|_{\infty} \mid N \geq N_{1}, l=1, \cdots, m_{1}\right\} \tag{26}
\end{equation*}
$$

is bounded. If $f(x)$ and $g(x)$ are $C^{m_{1}-1}$, then

$$
\begin{equation*}
\left\{\left\|\left(u^{N}(t)\right)^{(l)}\right\|_{\infty} \mid N \geq N_{1}, l=1, \cdots, m_{1}-1\right\} \tag{27}
\end{equation*}
$$

is bounded.
Proof. Consider $\left(x_{r}^{N}(t)\right)^{\left(m_{1}\right)}$. From Lemma 1, it is a polynomial of degree less than or equal to $N-r-m_{1}+1$. Therefore,

$$
\left(x_{r}^{N}(t)\right)^{\left(m_{1}\right)}=\sum_{n=0}^{N-r-m_{1}+1} a_{n}^{m_{1} N} L_{n}(t)
$$

where $L_{n}(t)$ is the Legendre polynomial of degree $n$. It is known that $\left|L_{n}(t)\right| \leq 1$. Therefore, (22) implies that $\left\|\left(x_{r}^{N}(t)\right)^{\left(m_{1}\right)}\right\|_{\infty}$ is bounded by $d$ for all $N \geq N_{1}$. Then, the integrations of $\left(x_{r}^{N}(t)\right)^{\left(m_{1}\right)}$ over $[-1,1]$ are bounded, which implies the boundedness of (26). Then, using (6), we can prove the boundedness of (27).

Lemma 3. Let $\left\{\left(\bar{x}^{N}, \bar{u}^{N}\right)\right\}_{N=N_{1}}^{\infty}$ be a sequence satisfying (9)-(12). Assume the set

$$
\begin{equation*}
\left\{\left\|\ddot{x}_{r}^{N}(t)\right\|_{\infty} \mid N \geq N_{1}\right\} \tag{28}
\end{equation*}
$$

is bounded. Then, there exists $\left(x^{\infty}(t), u^{\infty}(t)\right)$ satisfying (2)-(4) and a subsequence $\left\{\left(\bar{x}^{N_{j}}, \bar{u}^{N_{j}}\right)\right\}_{N_{j} \geq N_{1}}^{\infty}$ such that (13), (14), and (15) hold. Furthermore, if $\left\{\left(\bar{x}^{N}, \bar{u}^{N}\right)\right\}_{N=N_{1}}^{\infty}$ is a sequence of optimal solutions to Problem $\mathrm{B}^{\mathrm{N}}$, then $\left(x^{\infty}(t), u^{\infty}(t)\right)$ must be an optimal solution to Problem B.

Proof. Let $x_{r}^{N}(t)$ be the interpolating polynomial of $\bar{x}_{r}^{N}$. Because (28) is a bounded set, we know that the sequence of functions $\left\{\dot{x}_{r}^{N}(t) \mid N \geq N_{1}\right\}$ is uniformly equicontinuous. Then, Lemma 3 is a corollary of the Arzelà-Ascoli Theorem and Theorem 1.

Given any function $h(t)$ defined on $[-1,1]$. In the following, $U(h)$ represents an upper bound of $h(t)$ and $V(h)$ represents the total variation. In the following, $K(N)=N-r-m_{1}+1$.

Lemma 4. Let $(x(t), u(t))$ be a solution of the differential equation (2). Suppose $x_{r}^{(m)}(t)$ has bounded variation for some $m \geq 3$. Let $m_{1}$ be an integer satisfying $2 \leq m_{1} \leq m-1$. Then, there exist constants $M>0$ and $N_{1}>0$ so that for each integer $N \geq N_{1}$ the differential equation (2) has a solution $\left(x^{N}(t), u^{N}(t)\right)$ in which $x^{N}(t)$ consists of polynomials of degree less than or equal to $N$. Furthermore, the pair $\left(x^{N}(t), u^{N}(t)\right)$ satisfies

$$
\begin{align*}
&\left\|x_{i}^{N}(t)-x_{i}(t)\right\|_{\infty} \leq \frac{M V\left(x_{r}^{(m)}(t)\right)}{K(N)^{\left(m-m_{1}\right)-1 / 2}}, \quad i=1,2, \cdots, r  \tag{29}\\
&\left\|\left(x_{r}^{N}(t)\right)^{(l)}-\left(x_{r}(t)\right)^{(l)}\right\|_{\infty} \leq \frac{M V\left(x_{r}^{(m)}(t)\right)}{K(N)^{\left(m-m_{1}\right)-1 / 2}}, \quad l=1,2, \cdots, m_{1} \tag{30}
\end{align*}
$$

Furthermore, the spectral coefficients of $\left(x_{r}^{N}\right)^{\left(m_{1}\right)}(t)$, denoted by $a_{n}^{m_{1} N}$, satisfy

$$
\begin{equation*}
\left|a_{n}^{m_{1} N}\right| \leq \frac{6\left(U\left(x_{r}^{\left(m_{1}+1\right)}\right)+V\left(x_{r}^{\left(m_{1}+1\right)}\right)\right)}{\sqrt{\pi} n^{3 / 2}}, \quad n=1,2, \cdots, N-r-1 \tag{31}
\end{equation*}
$$

If $f(x)$ and $g(x)$ have Lipschitz continuous Lth order partial derivatives for some $L \leq m_{1}-1$, then

$$
\begin{equation*}
\left\|\left(u^{N}(t)\right)^{(l)}-(u(t))^{(l)}\right\|_{\infty} \leq \frac{M V\left(x_{r}^{(m)}(t)\right)}{K(N)^{\left(m-m_{1}\right)-1 / 2}}, \quad l=0,1, \cdots, L \tag{32}
\end{equation*}
$$

Proof. Consider the Legendre series

$$
\left(x_{r}\right)^{\left(m_{1}\right)}(t) \sim \sum_{n=0}^{N-r-m_{1}+1} a_{n}^{m_{1} N} L_{n}(t)
$$

A sequence of polynomials $x_{1}^{N}(t), \cdots, x_{r+m_{1}}^{N}(t)$ is defined as follows,

$$
\begin{aligned}
& x_{r+m_{1}}^{N}(t)=\sum_{n=0}^{K(N)} a_{n}^{m_{1} N} L_{n}(t), x_{r+m_{1}-1}^{N}(t)=\left(x_{r}\right)^{\left(m_{1}-1\right)}(-1)+\int_{-1}^{t} x_{r+m_{1}}^{N}(s) d s \\
& \cdots, x_{r+1}^{N}(t)=\dot{x}_{r}(-1)+\int_{-1}^{t} x_{r+2}^{N}(s) d s, x_{r}^{N}(t)=x_{r}(-1)+\int_{-1}^{t} x_{r+1}^{N}(s) d s, \cdots
\end{aligned}
$$

Define $x^{N}(t)=\left[x_{1}^{N}(t) \cdots x_{r}^{N}(t)\right]^{T}$ and define $u^{N}(t)$ by (6). It is obvious that $x_{i}^{N}(t)$ is a polynomial of degree less than or equal to $N$. And $\left(x^{N}(t), u^{N}(t)\right)$
satisfies the differential equation (2). Because we assume $V\left(x_{r}^{(m)}\right)<\infty$, it is known [3] that

$$
\begin{aligned}
\left\|x_{r}^{\left(m_{1}\right)}(t)-x_{r+m_{1}}^{N}(t)\right\|_{\infty} & =\left\|x_{r}^{\left(m_{1}\right)}(t)-\sum_{n=0}^{N-r-m_{1}+1} a_{n}^{m_{1} N} L_{n}(t)\right\|_{\infty} \\
& \leq C_{1} V\left(x_{r}^{(m)}\right)\left(N-r-m_{1}+1\right)^{-\left(m-m_{1}\right)+1 / 2}
\end{aligned}
$$

for some constant $C_{1}>0$. Therefore,

$$
\begin{aligned}
\left|x_{r+m_{1}-1}^{N}(t)-\left(x_{r}\right)^{\left(m_{1}-1\right)}(t)\right| & \leq \int_{-1}^{t}\left|x_{r+m_{1}}^{N}(s)-\left(x_{r}\right)^{\left(m_{1}\right)}(s)\right| d s \\
& \leq 2 C_{1} V\left(x_{r}^{(m)}\right)\left(N-r-m_{1}+1\right)^{-\left(m-m_{1}\right)+1 / 2}
\end{aligned}
$$

Similarly, we can prove (29) and (30).
To prove (31), note that the spectral coefficient $a_{n}^{m_{1} N}$ of $\left(x_{r}^{N}\right)^{\left(m_{1}\right)}(t)$ is the same as the spectral coefficients of $\left(x_{r}\right)^{\left(m_{1}\right)}(t)$. From Jackson's Theorem [27],

$$
\left|a_{n}^{m_{1} N}\right|<\frac{6}{\sqrt{\pi}}\left(U\left(x_{r}^{\left(m_{1}+1\right)}\right)+V\left(x_{r}^{\left(m_{1}+1\right)}\right)\right) \frac{1}{n^{3 / 2}} .
$$

Because $f$ and $g$ are Lipschitz continuous. In a bounded set around $x(t)$, $g(x)>\alpha>0$ for some $\alpha>0$. Therefore, the function $\frac{s-f(x)}{g(x)}$ is Lipschitz in a neighborhood of $(x, s)$, i.e.

$$
\begin{align*}
& \left|u^{N}(t)-u(t)\right|=\left|\frac{x_{r+1}^{N}(t)-f\left(x^{N}(t)\right)}{g\left(x^{N}(t)\right)}-\frac{\dot{x}_{r}(t)-f(x(t))}{g(x(t))}\right| \\
& \leq C_{2}\left(\left|x_{r+1}^{N}(t)-\dot{x}_{r}(t)\right|+\left|x_{1}^{N}(t)-x_{1}(t)\right|+\cdots+\left|x_{r}^{N}(t)-x_{r}(t)\right|\right) \tag{33}
\end{align*}
$$

for some $C_{2}$ independent of $N$. Hence, (32) follows (29), (30) and (33) when $l=0$. Similarly, we can prove (32) for $l \leq L$.

Proof of Theorem 3. (i) Because we assume Problem B has an optimal solution, there must exist a feasible solution $(x(t), u(t))$ satisfying (2)-(4). Let $\left(x^{N}(t), u^{N}(t)\right)$ be the pair in Lemma 4 that satisfies (2). Define

$$
\begin{equation*}
\bar{x}^{N k}=x^{N}\left(t_{k}\right), \bar{u}^{N k}=u^{N}\left(t_{k}\right) \tag{34}
\end{equation*}
$$

for $0 \leq k \leq N$. From Lemma 1 , we know that $\left\{\left(\bar{x}^{N}, \bar{u}^{N}\right)\right\}$ satisfies (9).
Next we prove that the mixed state-control constraint (11) is satisfied. Because $h$ is Lipschitz continuous and because of (29) and (32), there exists a constant $C$ independent of $N$ so that

$$
\begin{aligned}
& \left\|h(x(t), u(t))-h\left(x^{N}(t), u^{N}(t)\right)\right\| \leq C\left(\sum_{j=1}^{r}\left|x_{j}(t)-x_{j}^{N}(t)\right|+\left|u(t)-u^{N}(t)\right|\right) \\
& \leq C M V\left(x_{r}^{(m)}(t)\right)(r+1)\left(N-r-m_{1}+1\right)^{-\left(m-m_{1}\right)+1 / 2}
\end{aligned}
$$

Hence

$$
h\left(x^{N}(t), u^{N}(t)\right) \leq C M V\left(x_{r}^{(m)}(t)\right)(r+1)\left(N-r-m_{1}+1\right)^{-\left(m-m_{1}\right)+1 / 2}
$$

Since $m-m_{1} \geq 1$ and $\delta>\frac{1}{2}$, there exists a positive integer $N_{1}$ such that, $C M V\left(x_{r}^{(m)}(t)\right)(r+1)\left(N-r-m_{1}+1\right)^{-\left(m-m_{1}\right)+1 / 2} \leq(N-r-1)^{-\left(m-m_{1}\right)+\delta}$ for all $N>N_{1}$. Therefore $x_{1}^{N}\left(t_{k}\right), \ldots, x_{r}^{N}\left(t_{k}\right), u^{N}\left(t_{k}\right), k=0,1, \ldots, N$, satisfy the mixed state and control constraint (11) for all $N>N_{1}$.

By a similar procedure, we can prove that the endpoint condition (10) is satisfied. Because $x_{r}^{N}(t)$ is a polynomial of degree less than or equal to $N$, and because of (7) and (34), we know $\left(x_{r}^{N}(t)\right)^{(j)}$ equals the interpolation polynomial of $\bar{x}_{r}^{N}\left(D^{T}\right)^{j}$. So, $\left[\begin{array}{lll}1 & 0 & \cdots\end{array}\right] D^{j}\left(\bar{x}_{r}^{N}\right)^{T}$ equals $\left.\left(x_{r}^{N}(t)\right)^{(j)}\right|_{t=-1}$. Therefore, (30) implies (21) if the interval between $\underline{\boldsymbol{b}}_{j}$ and $\boldsymbol{b}_{j}$ is large enough. In addition, the spectral coefficients of $\bar{x}_{r}^{N}\left(D^{T}\right)^{m_{1}}$ is the same as the spectral coefficients of $\left(x_{r}^{N}(t)\right)^{\left(m_{1}\right)}$. From (31), we have

$$
\sum_{n=0}^{N-r-m_{1}+1}\left|a_{n}^{m_{1} N}\right| \leq d
$$

if $d$ is large enough. So, $\left\{\left(\bar{x}^{N}, \bar{u}^{N}\right)\right\}$ satisfies (22). Because we select $\underline{\boldsymbol{b}}$ and $\bar{b}$ large enough so that the optimal trajectory of the original continuoustime problem is contained in the interior of the region, we can assume that $(x(t), u(t))$ is also bounded by $\underline{\boldsymbol{b}}$ and $\overline{\boldsymbol{b}}$. Then, (29) and (32) imply (12) for $N$ large enough. Thus, $\left(\bar{x}_{k}^{N}, \bar{u}_{k}^{N}\right)$ is a discrete feasible solution satisfying all the constraints in Problem B ${ }^{\mathrm{N}+}$.
(ii) To prove the second part of the theorem, consider $\left\{\left(\bar{x}^{* N}, \bar{u}^{* N}\right)\right\}_{N=N_{1}}^{\infty}$, a sequence of optimal solutions of Problem $\mathrm{B}^{\mathrm{N}+}$. From Lemma 2, the set (28) is bounded. By applying Lemma 3, it follows that there exists a subsequence of $\left\{\left(x^{* N}(t), u^{* N}(t)\right)\right\}_{N=N_{1}}^{\infty}$ and an optimal solution of Problem B so that the limits in (24) converge uniformly.

## 6 Conclusion

By focusing on optimal control problems subject to feedback linearizable systems, and an appropriate differentiability assumption, it is proved that the PS discretization, Problem $\mathrm{B}^{\mathrm{N}+}$, is always feasible and that its solutions converge to the optimal solution of Problem B as $N \rightarrow \infty$. For Problem B with a discontinuous optimal control, convergence is proved under Assumption 2.
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#### Abstract

Summary. In spite of the success of traditional sampled-data theory in computer control it has some disadvantages particularly for distributed, asynchronous, and multi-rate system. Event based sampling is an alternative which is explored in this paper. A simple example illustrates the differences between periodic and event based sampling. The architecture of a general structure for event based control is presented. The key elements are an event detector, an observer, and a control signal generator, which can be regarded as a generalized data-hold. Relations to nonlinear systems are discussed. Design of an event based controller is illustrated for a simple model of a micro-mechanical accelerometer.


## 1 Introduction

Computer controlled systems are traditionally based on periodic sampling of the sensors and a zero order hold of the actuators, see [31], [48], and [52]. When controlling linear time invariant systems the approach leads to closed loop systems that are linear but periodic. The periodic nature can be avoided by considering only the behavior at times that are synchronized with the sampling resulting in the stroboscopic model. The system can then be described by difference equations with constant coefficients. Traditional sampled data theory based on the stroboscopic model is simple, and has been used extensive in practical applications of computer controlled systems. Periodic sampling also matches the time-triggered model of real time software which is simple and easy to implement safely, see [10], [37].

Since standard sampled-data theory only considers the behavior of the system at the sampling instants, it is necessary to ensure that the inter-sample behavior is satisfactory. A simple way to do this is to also sample not only the system but also the continuous time loss function, see [1], [2] and [6]. This approach, which is called loss function sampling, is equivalent to minimising the continuous time behavior subject to the constraint that the control signal is piece-wise constant, see [1]. Analysis and design reduces to calculations
for a time-invariant discrete system. Another approach, called lifting, is to describe the behavior of the the state over a whole sampling interval, see [12], [56]. Lifting also gives a description of the system which is time-invariant but there are technical difficulties because the state space is infinite dimensional.

Even if traditional sampled data control is the standard tool for implementing computer control, there are severe difficulties when dealing with systems having multiple sampling rates or systems with distributed computing. With multi-rate sampling the complexity of the system depends critically on the ratio of the sampling rates. For distributed systems the theory requires that the clocks are synchronized. In networked distributed systems it has recently been a significant interest in the effects of sampling jitter, lost samples and delays on computer controlled systems, see [11].

Event based sampling is an alternative to periodic sampling. Signals are then sampled only when significant events occurs, for example, when a measured signal exceeds a limit or when an encoder signal changes. Event based control has many conceptual advantages. Control is not executed unless it is required, control by exception, see [36]. For a camera based sensor it could be natural to read off the signal when sufficient exposure is obtained. Event based control is also useful in situations when control actions are expensive, for example when controlling manufacturing complexes, and when when it is expensive to acquire information like in computer networks. Event based control is also the standard form of control in biological systems, see [55]. A severe drawback with event based systems is that very little theory is available.

All sampled systems, periodic as well as event based share a common property that the feedback is intermittent and that control is open loop between the samples. After an event the control signal is generated in an open loop manner and applied to the process. In traditional sampled-data theory the control signal is simply kept constant between the sampling instants, a scheme that is commonly called a zero order hold (ZOH). In event based systems the generation of the open loop signal is an important issue and the properties of the closed loop system depends critically on how the signal is generated.

There has not been much development of theory for systems with event based control. There are early results on discontinuous systems, [20], [53], [54], and impulse control, see [8] and [7]. Event based systems can also be regarded as special cases of hybrid control, where the system runs open loop between the regions, [15].

This paper gives an overview of systems with event based control. Section 2 presents a number of examples of were event based control is beneficial. Section 3 which is based on [4] and [5] gives a detailed discussion of a simple example that illustrates several issues about event based control. The example shows the benefits of event based control compared with conventional periodic sampling with impulse holds and zero order holds. Section 4 presents new ideas on analysis of design of event based control. A general system structure is
given, and the different subsystems are discussed. Particular emphasis is given to the design of the control signal generator which can be viewed as a generalized hold circuit. It is shown that control signal generator can be chosen so that the event based system is equivalent to a nonlinear control system. This implies that techniques for nonlinear control can be applied, [28]. The design procedure is illustrated by a simple version of a MEMS accelerometer in Section 5.

## 2 Examples

Event based control occurs naturally in many situations from simple servo system to large factory complexes and computer networks. It is also the dominating control principle in biological systems. Encoders are primarily event based sensors. Relay systems with on-off control and satellite thrusters are event based [20], [16]. Systems with pulse-width of pulse-frequency modulation are other examples [50], [43], [22], [21], [49]. In this case the control signal is restricted to be a positive or negative pulse of given size. The controller decides when the pulses should be applied, what sign they should have, and the pulse lengths.

Event based control is easy to implement and was therefore used in many early feedback systems. Accelerometer and gyros with pulse feedback were used in systems for inertial navigation, see [41], [17]. A typical accelerometer consists of a pendulum which is displaced by acceleration. The displacement is compensated by force sensors and a feedback which keeps the pendulum in its neutral position. The restoring force was generated by pulses that moved the pendulum towards the center position as soon as a deviation was detected. Since all correcting impulses have the same form, the velocity can be obtained simply by adding pulses. Much work on systems of this type was done in the period 1960-1990.

Systems with relay feedback [20], [53] are other examples of event based control. Here feedback occurs when certain signals exceed given limits. The sigma-delta modulator or the one-bit AD converter, [42] [9], which is commonly used in audio and mobile telephone system, is another example. It is interesting to note that in spite of their wide spread use there does not exist a comprehensive theory for design of sigma-delta modulators. Design is currently done based on extensive simulations and experiments.

When controlling automotive engines it is natural to base sampling on crank angle position rather than on time, see [24], [23] and [13]. In ship control it is natural to base control on distance travelled rather than time. It is also much more natural for the ships captain to deal with quantities like turning radius instead of turning rate. Similarly in control of rolling mills it is natural to sample based on length rather than time. Other examples of event based process control are given in [38].

A typical plant in the process industry has many production units separated by buffer tanks for smoothing production variations. It is highly desirable not too change production rates too frequently because each change will cause upsets. There are always disturbances in the production. It may also be necessary to change production when the levels in the storage tanks are close to upper and lower limits. Controlling a large production facility can be approached via event based control. Nothing is done unless there are severe upsets or when storage tanks are approaching the limits. An early attempt with event based control of a paper mill is given in [46], a more recent project is described in [47].

Control of networks are other examples of event based control. In the Internet there are a large number of routers that just forward messages. The end-to-end transmission is controlled by the transmission control protocol (TCP) that ensures that the full message is received. To achieve this some information must be added to the message as well as mechanism for resending the message and for controlling the transmission rate. The TCP protocol is thus an example of event based control, see [29] and [34].

In biological systems the neurons interact by sending pulses. Electrical stimuli changes ion concentrations in the neuron and a pulse is emitted when the potential reaches a certain level, see [33], [27]. Several efforts have been made to mimic these systems. Implementations of silicon neurons are found in [40] and the paper [14] shows how they can be used to implement simple control systems. An interesting feature is the ease of interfacing and the possibility of constructing very reliable systems by duplicating the neurons and simply adding pulses.

## 3 Comparison of Periodic and Event Based Control

To provide insight into the differences between periodic and event based control we will first consider a simple regulation problem where all calculations can be performed analytically. The results are based on [4] and [5], where many additional details are given. Consider a system to be controlled described by the equation

$$
\begin{equation*}
d x=u d t+d v \tag{1}
\end{equation*}
$$

where the disturbance $v(t)$ is a Wiener process with unit incremental variance and $u$ the control signal. It is assumed that the state $x$ is measured without error. The object is to control the system so that the state is as close to the origin as possible. To be specific we will minimize the mean square variations

$$
\begin{equation*}
V=\frac{1}{T} E \int_{0}^{T} x^{2}(t) d t \tag{2}
\end{equation*}
$$

Conventional periodic sampling with different holds will be compared with event based control where control actions are taken only when the output is
outside the interval $-a<x<a$. The effects of different data holds will also be explored. We will compare the distribution of $x(t)$ and the variances of the outputs for both control schemes.

## Periodic Sampling with Impulse Hold

We will first consider the case of impulse hold. The control signal is then an impulse applied when an event occurs. Since the process dynamics is an integrator it is possible to reset the state to zero instantaneously at each event. Let $t_{k}$ be the time when the event occurs, the control law then becomes

$$
\begin{equation*}
u(t)=-x\left(t_{k}\right) \delta\left(t-t_{k}\right) \tag{3}
\end{equation*}
$$

where $\delta$ is the delta function. The control law (3) implies that an impulse which resets the control to zero is applied at each sampling interval. After the impulse the closed loop system is governed by $d x=d v$ and the variance then grows linearly until the next sampling interval occurs. Since the incremental variance is 1 the average variance over a sampling interval is $h / 2$ and the minimal loss function (2) for periodic sampling and impulse hold becomes

$$
\begin{equation*}
V_{P I H}=\frac{1}{2} h . \tag{4}
\end{equation*}
$$

## Periodic Sampling with Zero Order Hold

To illustrate that the data hold influences the results we will consider the standard situation with periodic sampling and a first order hold. Let $h$ the sampling period, the sampled system is then

$$
\begin{equation*}
x(t+h)=x(t)+h u(t)+e(t) \tag{5}
\end{equation*}
$$

which a special case of a standard discrete system with $\Phi=1$ and $\Gamma=h[6]$. The mean square variance over one sampling period is

$$
\begin{align*}
V= & \frac{1}{h} \int_{0}^{h} E x^{2}(t) d t=\frac{1}{h} J_{e}(h) \\
& +\frac{1}{h}\left(E x^{T} Q_{1}(h) x+2 x^{T} Q_{12}(h) u+u^{T} Q_{2}(h) u\right) \\
= & \frac{1}{h}\left(R_{1}(h) S(h)+J_{e}(h)\right) \tag{6}
\end{align*}
$$

where $Q_{1}(h)=h, Q_{12}(h)=h^{2} / 2, Q_{2}(h)=h^{3} / 3, R_{1}(h)=h$ and

$$
\begin{equation*}
J_{e}(h)=\int_{0}^{h} Q_{1 c} \int_{0}^{t} R_{1 c} d \tau d t=h^{2} / 2 \tag{7}
\end{equation*}
$$

see [2]. The function $S(h)$ is the positive solution of the Riccati equation

$$
S=\Phi^{T} S \Phi+Q_{1}-L^{T} R L, \quad L=R^{-1}\left(\Gamma^{T} S \Phi+Q_{12}^{T}\right), \quad R=Q_{2}+\Gamma^{T} S \Gamma
$$

where the argument $h$ has been dropped to get cleaner equations. The Riccati equation has the solution $S(h)=h \sqrt{3} / 6$, and the controller which minimizes the loss function (2) is

$$
u=-L x=\frac{1}{h} \frac{3+\sqrt{3}}{2+\sqrt{3}} x
$$

The minimum variance with periodic sampling and a zero order hold is thus

$$
\begin{equation*}
V_{P Z O H}=\frac{3+\sqrt{3}}{6} h . \tag{8}
\end{equation*}
$$

Notice that the impulse hold gives the variance $V_{P I H}=h / 2$, while a zero order hold gives the variance $V_{P Z O H}=h(3+\sqrt{3}) / 6$. The impulse hold is thus more effective than the zero order hold.

## Event Based Control

For event based control we specify a region $-a<x<a$. No control action will be taken if the state is inside this region. Control actions are only taken at events $t_{k}$ when $\left|x\left(t_{k}\right)\right|=a$. A simple strategy is to apply an impulse that drives the state to the origin, i.e. $x\left(t_{k}+0\right)=0$. With this control law the closed loop system becomes a Markovian diffusion process of the type investigated in [18]. Let $T_{ \pm d}$ denote the exit time i.e. the first time the process reaches the boundary $\left|x\left(t_{k}\right)\right|=a$ when it starts from the origin. The mean exit time can be computed from the fact that $t-x_{t}^{2}$ is a martingale between two impulses and thus

$$
h_{E}:=E\left(T_{ \pm d}\right)=E\left(x_{T_{ \pm d}}^{2}\right)=a^{2} .
$$

The average sampling period thus equals $h_{E}=a^{2}$.
The probability distribution of $x$ is given by the Kolmogorov forward equation for the Markov process

$$
\frac{\partial f}{\partial t}=\frac{1}{2} \frac{\partial^{2} f}{\partial x^{2}}(x)-\frac{1}{2} \frac{\partial f}{\partial x}(d) \delta_{x}+\frac{1}{2} \frac{\partial f}{\partial x}(-d) \delta_{x}
$$

with $f(-a)=f(a)=0$, see [18]. This partial differential equation has the stationary solution

$$
\begin{equation*}
f(x)=(a-|x|) / a^{2} \tag{9}
\end{equation*}
$$

which can be verified by direct substitution. Notice that the distribution is not Gaussian but symmetric and triangular with the support $-a \leq x \leq a$. The steady state variance is

$$
\begin{equation*}
V_{E I H}=\frac{a^{2}}{6}=\frac{h_{E}}{6} . \tag{10}
\end{equation*}
$$

## Comparison

Summarizing the results we find that the loss functions are given by the Equations (4), (8) and (10) that

$$
\begin{equation*}
V_{P Z O H}=\frac{3+\sqrt{3}}{6} h, \quad V_{P I H}=\frac{h}{2}, \quad V_{E I H}=\frac{a^{2}}{6}=\frac{h_{E}}{6} . \tag{11}
\end{equation*}
$$

The variances are thus related as $4.7 h: 3 h: a^{2}$. It follows that for periodic sampling a zero order hold increases the variance by $50 \%$ compared with impulse hold. To compare periodic sampling with event based sampling we will choose the parameter $a$ so that the average sampling rates are the same. For event based sampling the average sampling period was $h_{E}=a^{2}$. Equating this with $h$ gives $a^{2}=h$. An event based controller thus gives a variance that is 3 times smaller than a controller with periodic sampling.

The reason for the differences is that the event based controller acts as soon as an error is detected. The reason why impulse holds give smaller variances than a zero order hold is because it is advantageous to act decisively as soon as a deviation is detected. In the particular case two thirds of the improvement is thus due to sampling and one third due to the impulse hold.

The behavior of the closed loop systems obtained with the different control strategies are illustrated by the simulation results shown in Figure 1. Simulation is performed by approximating continuous behavior by fast sampling. The same noise sequence is used in all simulations. The states are shown in


Fig. 1. Simulation of an integrator with periodic sampling and first order hold (left) periodic sampling and impulse hold (center) and event based control with impulse hold (right). The top plots shows the state and the control signals are shown in the lower plots. The number of samples are the same in all cases
the upper plots and the corresponding control signals in the lower plots. The left plots show results for periodic sampling with a zero order hold ( ZOH ), the center plots correspond to periodic sampling with impulse hold (IH) and the plots to the right show event based control with impulse hold EIH. The improved performance with event based control is clearly visible in the figure. Notice that the process state stays within the bounds all the time. In the plot of the process state for periodic sampling with impulse hold we have also marked the state at the sampling times with circles. With impulse sampling the state is reset instantaneously as is clearly seen in the figure. The advantage of the impulse hold is apparent by comparing the behavior of zero order hold and impulse sampling at time $t=5$ where the state has a large positive value.

## 4 A General Structure

A block diagram of a system with event based control is shown in Figure 2. The system consists of the process, an event detector, an observer, and a control signal generator. The event detector generates a signal when an event occurs, typically when a signal passes a level, different events may be generated for upand down-crossings. The observer updates the estimates when an event occurs and passes information to the control signal generator which generates the input signal to the process. The observer and the control signal generator run open loop between the events, the absence of an event is however information that can be used by the observer [26]. A simple special case is when the full state of the process is transmitted when an event occurs.

The control strategy is a combination of feedback and feedforward. Feedback actions occur only at the events. The actuator is driven by the control signal generator in open loop between the events. A consequence is that the behavior of the system is governed by the control signal generator. Design of the control signal generator is therefore a central issue.

It is interesting to compare with a conventional sampled data system where the events are generated by a clock and the behavior of the system is primarily determined by the control law. Such a system can also be represented by


Fig. 2. Block diagram of a system with event based control. Solid lines with filled arrows denotes continuous signal transmission and the dashed lines with open arrows denotes event based signal transmission

Figure 2 but there is a block representing the control law inserted between the sampler and the control signal generator. For a conventional sampled system the behavior of the closed loop system is essentially determined by the control algorithm, but in an event based controller the behavior is instead determined by the control signal generator. Therefore it makes sense to use another name, even if the control signal generator can be regarded as a generalized hold. The different elements of the system in Figure 2 will now be discussed.

## The Control Signal Generator

The design of hold circuits was discussed in the early literature on sampleddata systems, see [48] and [31]. When computer control became widely used the zero order hold became the standard solution. Linear holds were sometimes used when a smooth control signal was desired, [6]. There was a renewed interest of generalised data hold circuits around 1990 when it was discovered that the properties of a system can be changed significantly, [32]. The solutions proposed often led to irregular control signals which excited high frequency modes and gave poor robustness [19]. A properly designed control signal generator can however give improved performance as is shown in [45].

There has recently been a renewed interest in generalized hold in order to obtain systems that are insensitive to sampling jitter [44]. This is a central issue for event based systems where sampling can be very irregular. The difference between the different holds can be illustrated by a simple example. Consider the following first order system

$$
\frac{d x}{d t}=x-u
$$

An unstable system is chosen because the differences will be more pronounced. Assume that an event based controller is designed based on an average sampling time $t_{0}$. We will compare an ordinary zero order hold and a hold with exponential decay. Consider the situation when $x(0)=1$. A straightforward calculation shows that the control signals and the state behavior are given by

$$
\begin{array}{cc}
u_{P Z O H}=\frac{1}{1-e^{-t_{0}}} x(0) & x_{P Z O H}=\frac{1-e^{t-t_{0}}}{1-e^{-t_{0}}} x(0) \\
u_{E H}=\frac{(a+1) e^{-t}}{1-e^{-(a+1) t_{0}}} x(0) & x_{E H}=\frac{e^{-a t}-e^{t-(a+1) t_{0}}}{1-e^{-(a+1) t_{0}}} x(0) .
\end{array}
$$

Figure 3 shows the state and the control signal for the different holds. The zero order hold gives a constant control signal but the exponential hold generates a control signal that is large initially and then decays. The behavior of the state is also of interest, all holds give the desired state $x=0$ at the nominal time $t=t_{0}=2$ but the rate of change of the state at $t_{0}$ is quite different. The zero order hold gives the largest rate and the exponential hold with the fastest decay gives the smallest rate.


Fig. 3. Behavior of state and control variables after an event for systems with zero order hold (dashed) and exponential holds with $a=1$ (dash-dotted) and $a=2$ (solid). The signal is sampled at time $t=0$ and the control signal is then applied in an open-loop manner. Notice that the states for both systems is the same at the nominal sampling time $t_{0}=2$, but that the rate of change of the state is much smaller with exponential hold.

The simple example shows that the hold circuit has important consequences. Data holds where the control signal decays after the event have the advantage that the behavior of the system is robust to changes in the times events occur. We can thus conclude that for event based control it is desirable to have holds that give control signals which are large initially and decay fast. The impulse hold where the control signal is an impulse is an extreme case. Holds with large control signals may however be undesirable for systems with poorly damped resonant modes. In the system discussed in Section 3 impulse sampling gave better performance than a zero order hold.

Since the hold circuit is important it is natural that it should be matched to the process and we will therefore briefly discuss methods for designing control signal generators circuits. There are many ways to do this, in fact many methods for control system design can be used. Consider for example
the system described by

$$
\begin{equation*}
\frac{d x}{d t}=A x+B u \tag{12}
\end{equation*}
$$

with $x \in \mathbb{R}^{n}, u \in \mathbb{R}^{p}$. Design of the control signal generator is essentially the problem of finding an open loop control signal that drives the system from its state at the time of the event to a desired state. In regulation problems the desired state is typically a given constant for example $x=0$. This can always be done in finite time if the system is reachable. There are many ways to generate the signal, we can for example use a dead-beat controller which drives the state to zero in finite time. Optimal control and model predictive control are other alternatives that are particularly useful when there are restriction on the control signal.

In this paper we will determine a state feedback $u=-L x_{c}$ for the system (12) which drives the state to zero. Such a control signal can be generated from the dynamical system

$$
\begin{equation*}
\frac{d x_{c}}{d t}=(A-B L) x_{c}, \quad u=-L x_{c} \tag{13}
\end{equation*}
$$

which is initialized with the process state at the event or the estimated process state. Notice that $x_{c}$ is the controller state and that the control is applied in an open-loop manner like a feedforward signal.

## Relations to Nonlinear Control

There is an advantage to generating the control signal from Equation 13. Assuming that there are no model errors and no disturbances, the controller state $x_{c}$ is then equal to the process state $x$ and the open loop control is identical to a closed loop control of the process with the control law $u=-L x$. Since the control signal generator is a dynamical system the system can be analysed using nonlinear control theory which is highly attractive, see [28], [30]. An example where this idea is elaborated will be given in Section 5.

## The Observer

When the state of the process is not measured directly it is suitable to reconstruct it using an observer. The observer problem for event based control is not a standard problem. Consider for example a system described by

$$
\begin{equation*}
d x=A x d t+B u d t+d v, \quad d y=C x d t+d e \tag{14}
\end{equation*}
$$

where $x \in \mathbb{R}^{n}, u \in \mathbb{R}^{p}$ and $y \in \mathbb{R}$ and $v$ and $e$ are Wiener processes of appropriate dimensions with incremental covariances $R_{1} d t$ and $R_{2} d t$. Assume that an event is generated when the magnitude of the output $y$ exceeds a. If no event is obtained we clearly have information that the meas-
ured signal is in the interval $-a<y<a$, when an event occurs we obtain a precise measurement of $y$. This is clearly a non-standard information pattern.

An ad hoc solution is to use the following approximate Kalman filter

$$
\begin{aligned}
\frac{d \hat{x}}{d t} & =A \hat{x}+B u+K(t)(0-C \hat{x}) \\
K(t) & =P(t) C R_{2}^{-1} \\
\frac{d P}{d t} & =A P+P A^{T}-P C^{T} R_{2}^{-1} C P+R_{1}
\end{aligned}
$$

when no event occurs. A reasonable assumption for the measurement noise is $R_{2}=a^{2} /\left(12 t_{s}\right)$, where $t_{s}$ is the average sampling rate, or the time elapsed since the last event. Recall that $a^{2} / 12$ is the variance of a uniform distribution over the interval $(-a, a)$. When an event occurs the state is estimated by

$$
\begin{aligned}
\hat{x}^{+} & =\hat{x}+P C\left(\bar{R}_{2}+C P C^{T}\right)^{-1}\left(y_{e}-C \hat{x}\right) \\
P^{+} & =P-P C\left(\bar{R}_{2}+C P C^{T}\right)^{-1} C^{T} P,
\end{aligned}
$$

where $y_{e}=a$ or $-a$ depending on which boundary is crossed, and $\bar{R}_{2}$ is the variance of the detection error. The superscript + denotes the values immediately after the detection. A simple assumption is $\bar{R}_{2}=0$.

The filtering problem can be solved exactly by computing the conditional distribution of the state $x$ of (14) given that $-a<y<a$. This problem is discussed in [26], where it is shown that at least for the accelerometer example in Section 5 the approximate Kalman filter discussed in Section 4 gives similar results. In [25] and [26] it is also shown that the exact solution to the filtering problem has interesting properties. For example it is shown that the conditional distribution is log-concave under quite general conditions.

## 5 An Example

As an illustration we will consider a simple model for a MEMS accelerometer, which consists of a mass supported a weak spring with a detector which detects small deviations of the mass from the reference position and a capacitive force actuator. In extreme cases the sensing is done by measuring tunnelling current via a very narrow tip, see [39], [35].

Neglecting the spring coefficient the system becomes a double integrator. Using normalized parameters the system can be described by the model

$$
\begin{align*}
\frac{d x}{d t} & =\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) x+\binom{0}{1} u  \tag{15}\\
y & =\left(\begin{array}{ll}
1 & 0
\end{array}\right) x \tag{16}
\end{align*}
$$

It is assumed that the largest control signal is 1 and that an event is detected when $|y(t)|=a$. We also assume that the direction of the crossing is detected. In reality only position information is available, for simplicity we will here assume that the full state is available when an event occurs.

The state feedback approach is used to generate the control signal. Assuming a linear feedback $u=-L x$ the closed loop system becomes

$$
\begin{align*}
\frac{d x}{d t} & =\left(\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right) x+\binom{0}{1} u=\left(\begin{array}{cc}
0 & 1 \\
-l_{1} & -l_{2}
\end{array}\right) x  \tag{17}\\
u & =-\left(\begin{array}{ll}
\left.l_{1} l_{2}\right) x
\end{array}\right.
\end{align*}
$$

The characteristic polynomial for the closed loop system is

$$
s^{2}+l_{2} s+l_{1}
$$

Since the largest control signal is one it is natural to choose $l_{1}=a^{-1}$. This means that full control action is used if the mass has zero velocity, and the output is at the boundary $\left|x_{1}\right|=a$ of the detection zone. Choosing $l_{2}=2 / \sqrt{a}$ gives critical damping. The settling time after a disturbance is then of the order of $5 \sqrt{a}$. With $a=1$ we then get $l_{1}=1$ and $l_{2}=2$ and a settling time of 5 .

When an event occurs the system (17) is initialized with the state equal to the state of the process and the control signal is then generated by running (17) in open loop. In this case the control signal generator is thus matched to the dynamics of the system. Since the actuator has limitations it is useful to limit the control signal, see [51]. The control signal then becomes

$$
u=-\operatorname{sat}\left(l_{1} \hat{x}_{1}+l_{2} \hat{x}_{2}\right)
$$

If the directions of the crossings are known it is possible to add a refinement by applying the full control power when the output leaves the band $-a<y<a$ and to apply the signal from the hold circuit when the signal enters the band again. This gives a relay action which ensures that the system quickly enters the detection zone. The complete nonlinear control law then becomes

$$
u= \begin{cases}1 & \text { if } \quad x_{1} \leq-1  \tag{18}\\ -\operatorname{sat}\left(l_{1} \hat{x}_{1}+l_{2} \hat{x}_{2}\right) & \text { if } \quad-a<x_{1}<-a \\ -1 & \text { if } \quad x_{1} \geq a\end{cases}
$$

The control signal generator is thus implemented by applying this nonlinear feedback law to the system (15) and running it in open loop. Another way to generate the hold signal is to observe that the pulse shape is given by

$$
u= \begin{cases}1 & \text { if } x_{1} \leq-1 \\ -\operatorname{sat}\left( \pm p_{1}(t)+p_{2}(t) v^{*}\right) & \text { if }-a<x_{1}<-a \\ -1 & \text { if } x_{1} \geq a\end{cases}
$$

where $p_{1}(t)$ and $p_{2}(t)$ are given functions of time which can be computed off line, $v^{*}$ the velocity when $x_{1}$ enters the region $-a<x_{1}<1$, and the sign of the $p_{1}$-term depends on which side it enters from. A table look-up procedure can thus also be used to generate the control signal.

## Equivalent Nonlinear System

If there are no disturbances and no modeling errors and if the control signal is generated by (13), the system with event based control behaves like the system (15) with the nonlinear feedback (18). Since this system is of second order it is straightforward to analyze its behavior. A phase plane of the system is shown in Figure 4 for $a=1$. The phase plane is symmetric so it suffices to discuss half the region. It follows from (18) that $u=-1$ in the shaded region. The equations can then be integrated analytically in that region, and we find that the trajectories are given by the parabolic curves

$$
x_{1}=x_{1}(0)+\frac{1}{2} x_{2}^{2}(0)-\frac{1}{2} x_{2} .
$$



Fig. 4. Phase plane for the system when there are no modeling errors and no disturbances. The control signal is $u=-1$ in the shaded zone

A solution starting at $x_{1}(0)=-1$ with $x_{2}(0) \geq \sqrt{(2)}$ intersects the line $x_{1}=1$ at $x_{2}= \pm \sqrt{x_{2}^{2}(0)-2}$. The velocity $x_{2}$ decreases for each passage of the region $-1<x_{1}<1$. Trajectories starting at $x_{1}(0)=-1$ with $1 \leq x_{2}(0) \leq \sqrt{2}$ enter the linear region, and trajectories starting at $x_{1}(0)=-1$ with $x_{2}(0)<1$ remain in the rhomboid region. The origin is globally asymptotically stable and all trajectories entering the rhomboid region around the origin will remain in that region.

## Response to Random Accelerations

The control law (18) implies that the system works like a system with relay feedback when the output is outside the detection region. This feedback attempts to force the output into the detection region. The action of the signal generator is to generate a signal that drives the state to the nominal zero position. This means that the signal generator provides a damping action.

The consequences of event based control is clearly seen in the response to a random acceleration. A simulation of such a case is shown in Figure 5. Notice


Fig. 5. Simulation of a MEMS accelerometer with event based feedback and random acceleration
that the deviation is kept between the limits even if the events are quite sparse. Also notice the shape of the pulses. They maintain the maximum values as long as the deviation is outside the detector limit, they jump at the events when the output enters the detection region and then they decay gracefully to zero. In this case it is essential to apply full restoring force when the output is outside the detection band. If this is not done the system may diverge after a large disturbance.

## Response to a Constant Acceleration

The previous analysis is useful in order to understand the basic behavior of the system. It is, however, more relevant to explore the real purpose of the system by investigating how it responds to a constant acceleration Figure 6 shows another simulation when there is a constant acceleration. The top curve in the figure shows the position of the mass $y=x_{1}$, the center curve is the control signal $u$ and the bottom curve is the integral of the acceleration error


Fig. 6. Response to a constant acceleration $w=0.05$. The upper plot shows position of the mass, the middle plot shows the control signal $u$ and the lower plot shows the integral of the control error. The events are also indicated in the lower plot
$e_{a}$. The integral is reset to zero at the events formed by the up-crossings. The events are also marked in the figure.

Let the acceleration be $w$, and let the control signal be $u$. Assume that $t_{k}$ and $t_{k-1}$ are consecutive events where the same boundary is crossed. It then follows that
$x\left(t_{k+1}\right)=x\left(t_{k}\right)+\int_{t_{k}}^{t_{k+1}} \int_{t_{k}}^{t}(w(\tau)+u(\tau)) d \tau=x\left(t_{k}\right)+\int_{t_{k}}^{t_{k+1}}\left(t_{k+1}-t\right)(w(t)+u(t)) d t$.
Since $x\left(t_{k}\right)=x\left(t_{k-1}\right)$ it follows that

$$
\int_{t_{k}}^{t_{k+1}} \int_{t_{k}}^{t} u(t) d t=\int_{t_{k}}^{t_{k+1}}\left(t_{k+1}-t\right) u(t) d t=-\int_{t_{k}}^{t_{k+1}}\left(t_{k+1}-t\right) w(t) d t
$$

The double integral of the control signal between two consecutive events is thus a weighted average of the acceleration in the interval between the events.

A similar analysis shows that if the events represents crossings of different boundaries a correction term $4 a /\left(t_{k+1}-t_{k}\right)^{2}$ should be added. The time resolution is given by the width of the detection interval. If there is a periodic solution we have $v\left(t_{k+1}\right)=v\left(t_{k}\right)$ and in this case we find that the integral of the control signal over an interval between two events is the average of the acceleration during that interval. This is illustrated in the lower plot in Figure 6 which shows the integral of the acceleration error. The integral is reset to zero at the events formed by the up-crossings. The events are also marked in the figure.

A phase plane is shown in Figure 7. The figure shows that the limit cycle is established quickly. Also notice the parabolic shape of the trajectories for


Fig. 7. Phase plane for the simulation in Figure 6
$x_{1}>1$. Exact conditions for limit cycles and their local stability can be computed using the method in [3].

## 6 Conclusions

Even if periodic sampling will remain the standard method to design computer controlled systems there are many problems where event based control is natural. Several examples of event based control were given in Section 2. In Section 3 we investigated a simple example where the event based and periodic control could be compared analytically. The example showed that the performance with event based control was superior to periodic sampling, and it also shown that that the control signal generation is important. A general architecture of an event based controller was discussed in Section 4. Key elements of the system are the event detector, the observer, and the control signal generator. Several ways to design the control signal generator was discussed. One method has the advantage that the event based system is equivalent to a nonlinear system. The results were illustrated with design of a controller for a simplified version of a MEMS accelerator. Even if event based systems have been used for a long time, the field is still at its infancy and there are many challenging theoretical problems that are not solved.
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Summary. Among Alberto Isidori's many seminal contributions, his solution of the nonlinear tracking problem and the underlying concept of zero dynamics have had the widest and strongest impact. Here we use these results to investigate and quantify the limit to tracking performance posed by unstable zero dynamics. While some aspects of this limit are nonlinear analogs of Bode's T-integral formula, the dependence on the exosystem dynamics is an added complexity of nonlinear tracking.

## 1 Introduction

The concept of nonlinear zero dynamics is now firmly placed at the foundation of control theory. Its ability to reveal input-output properties and feedback limitations continues to stimulate many researchers to gain deeper insights and develop new design methods.

The foundational and pioneering role of Alberto Isidori in this area is well known. Some quarter of a century ago he captured the attention of most of active researchers in the field by the astonishing novelty of his ideas and brilliant clarity with which he presented them. Any one of his papers and talks was enough to convert his listeners to his way of thinking and motivate them to ask for his preprints and notes, which he most generously shared with his colleagues.

We use this opportunity to express our gratitude to Alberto Isidori and illustrate how his concepts of non-minimum phase nonlinear systems influenced our research. Isidori and coworkers introduced this concept in the 1980's, within the broader framework of input-output linearization theory $[16,11,12,15,17,13]$.

[^4]Difficulties with non-minimum phase linear systems have been known in classical feedback theory for many decades, especially in tracking and disturbance rejection problems. For linear transfer functions Bode has characterized the limitations of feedback connections via his seminal results on integral invariants in frequency domain. Bode showed that integrals of logarithmic sensitivities are constrained by unstable poles and zeros. Over the last several decades Bode-like results have been obtained for wider classes of linear time-invariant systems (see [21, 9, 22, 23, 4] and references therein).

The frequency domain form of Bode integrals makes it unclear whether such constraints apply to nonlinear systems. Occasionally one would even hear conjectures that, by introducing nonlinearities in the controller, Bode's constraints may be avoided.

A few years ago we approached the nonlinear feedback limitations problem using Isidori's work on nonlinear zero dynamics and normal forms. For this we first had to give a state space interpretation of Bode's integrals. We focused on the T-integral and followed a path which started with the 1972 "cheap control" result of Kwakernaak and Sivan [21]. This led us through the singular perturbation analysis $[18,26]$ to the explicit formulas of Qiu and Davison [23]. For a special case a nonlinear analog of the Bode T-integral was obtained by Seron et al. [24] while our general result is presented in [3]. The purpose of this text is to present a brief review on this line of research.

## 2 Bode T-Integral and Cheap Control

For single input-single output linear time invariant systems, the best attainable tracking performance is constrained by Bode's T-integral

$$
\frac{1}{\pi} \int_{0}^{\infty} \log |T(j \omega)| \frac{d \omega}{\omega^{2}}+\frac{1}{2 K_{v}}=\sum_{i=1}^{p} \frac{1}{\alpha_{i}}
$$

with $T=G K(1+G K)^{-1}$ where $G$ is the plant, $K$ is a minimum phase controller, $K_{v}$ is the velocity constant and $\alpha_{1}, \ldots, \alpha_{p}$ are the unstable zeros. Clearly, perfect tracking of a reference input that would result from $T(j \omega)=1$ for all $\omega$, is impossible in the presence of unstable zeros of plant $G$.

With a singular perturbation time scale decomposition of the cheap control tracking problem into the slow minimum energy stabilization of the zero dynamics and a rapid output regulation, Seron et al. [24] showed that the Bode T-invariant is, in fact, the minimum amount of output energy needed to stabilize the zero dynamics. This insight is gained from the linear normal form in which the output is the input into the zero dynamics subsystem and must be used for its stabilization. The amount of energy the output needs to stabilize the unstable zeros is therefore not available for tracking and appears
as the energy of the tracking error which remains nonzero even when the gain is allowed to tend to infinity. In other words

$$
\frac{1}{\pi} \int_{0}^{\infty} \log |T(j \omega)| \frac{d \omega}{\omega^{2}}+\frac{1}{2 K_{v}}=\lim _{\epsilon \rightarrow 0} \frac{1}{2} \int_{0}^{\infty} e^{2}(t) d t
$$

Seron et al. have shown that this interpretation of Bode T-constraint applies to nonlinear systems having a normal form in which the system output is the sole input into the zero dynamics subsystem and plays the role of the stabilizing control in the corresponding nonlinear minimum energy problem.

The results and expressions summarized in the above discussion are for the tracking of a step input. To prepare for more general nonlinear results discussed in the next section, we briefly review the tracking problem for linear systems

$$
\dot{x}=A x+B u, \quad y=C x+D u
$$

$x \in \mathbb{R}^{n}, u \in \mathbb{R}^{m}, y \in \mathbb{R}^{q}$, and reference signals $r(t) \in \mathbb{R}^{q}$ generated by a known exosystem

$$
\dot{w}=S w, \quad r=Q w .
$$

Davison [7] and Francis [8] have shown that it is possible to design a feedback controller such that the closed-loop system is asymptotically stable and the output $y(t)$ converges to $r(t)$, if and only if $(A, B)$ is stabilizable, $(C, A)$ is detectable, the number of inputs is at least as large as the number of outputs $(m \geq q)$, and the zeros of $(A, B, C, D)$ do not coincide with the eigenvalues of $S$. The internal model approach, [10, 8], designs the tracking controller

$$
u(t)=K x(t)+(\Gamma-K \Pi) w(t)
$$

where $A+B K$ is Hurwitz, and $\Pi$ and $\Gamma$ satisfy

$$
\begin{aligned}
\Pi S & =A \Pi+B \Gamma \\
0 & =C \Pi+D \Gamma-Q
\end{aligned}
$$

Then, the tracking error $e(t):=y(t)-r(t)$ converges to zero, and the transients

$$
\tilde{x}:=x-\Pi w, \quad \tilde{u}:=u-\Gamma w
$$

are governed by $\dot{\tilde{x}}=(A+B K) \tilde{x}, \tilde{u}=K \tilde{x}$.
Kwakernaak and Sivan [21] were the first to consider the cheap control problem

$$
J_{\epsilon}:=\min _{\tilde{u}} \int_{0}^{\infty}\left[\|y(t)-r(t)\|^{2}+\epsilon^{2}\|\tilde{u}(t)\|^{2}\right] d t
$$

and to demonstrate that in the presence of non-minimum phase zeros dynamics the limit $J_{\epsilon} \rightarrow J$ as $\epsilon \rightarrow 0$ is strictly positive.

Qiu and Davison [23] showed that for $r(t)=\eta_{1} \sin \omega t+\eta_{2} \cos \omega t, \eta=$ $\operatorname{col}\left(\eta_{1}, \eta_{2}\right)$, the non-minimum phase zeros $z_{1}, z_{2}, \ldots, z_{p}$ determine the limit $J$ as follows:

$$
J=\eta^{\prime} M \eta, \quad \operatorname{trace} M=\sum_{i=1}^{p}\left(\frac{1}{z_{i}-j \omega}+\frac{1}{z_{i}+j \omega}\right) .
$$

For more general reference signals, Su, Qiu, and Chen [25] give explicit formulas which show the dependence of $J$ on the non-minimum phase zeros and their frequency-dependent directional information.

## 3 Performance Limits in Nonlinear Feedback Systems

The analogous nonlinear tracking problem

$$
\begin{align*}
\dot{x} & =f(x, u), & & y=h(x, u),  \tag{1}\\
\dot{w} & =s(w), & & r=q(w), \tag{2}
\end{align*}
$$

where $f(0,0)=0, s(0)=0, h(0,0)=0$, has been analyzed by Isidori and Byrnes [14]. They proved that this problem is solvable if and only if there exist smooth maps $\Pi(w)$ and $c(w)$, satisfying

$$
\begin{align*}
\frac{\partial \Pi}{\partial w} s(w)=f(\Pi(w), c(w)), & \Pi(0) & =0  \tag{3a}\\
h(\Pi(w), c(w))-q(w)=0, & c(0) & =0 \tag{3b}
\end{align*}
$$

In [3] we consider the class of nonlinear systems which are locally diffeomorphic to systems in strict-feedback form (see for example [20, Appendix G]) ${ }^{3}$ :

$$
\begin{align*}
\dot{z} & =f_{0}(z)+g_{0}(z) \xi_{1}  \tag{4a}\\
\dot{\xi}_{1} & =f_{1}\left(z, \xi_{1}\right)+g_{1}\left(z, \xi_{1}\right) \xi_{2} \\
& \vdots \\
\dot{\xi}_{r_{d}} & =f_{r_{d}}\left(z, \xi_{1}, \ldots, \xi_{r_{d}}\right)+g_{r_{d}}\left(z, \xi_{1}, \ldots, \xi_{r_{d}}\right) u,  \tag{4b}\\
y & =\xi_{1} \tag{4c}
\end{align*}
$$

where $z \in \mathbb{R}^{n_{z}}, \xi:=\operatorname{col}\left(\xi_{1}, \ldots, \xi_{r_{d}}\right), \xi_{i} \in \mathbb{R}^{m}, \forall i \in\left\{1, \ldots, r_{d}\right\}, u \in \mathbb{R}^{m}$, and $y \in \mathbb{R}^{m} . f_{i}(\cdot)$ and $g_{i}(\cdot)$ are $\mathcal{C}^{k}$ functions of their arguments (for some large $k), f_{i}(0, \ldots, 0)=0$, and the matrices $g_{i}(\cdot), \forall i \in\left\{1, \ldots, r_{d}\right\}$ are always nonsingular. We assume that initially the system is at rest, $(z, \xi)=(0,0)$.

[^5]When the tracking problem is solvable, that is, when it is possible to design a continuous feedback law that drives the tracking error to zero, there exist maps $\Pi=\operatorname{col}\left(\Pi_{0}, \ldots, \Pi_{r_{d}}\right), \Pi_{0}: \mathbb{R}^{p} \rightarrow \mathbb{R}^{n_{z}}, \Pi_{i}: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}, \forall i \in$ $\left\{1, \ldots, r_{d}\right\}$, and $c: \mathbb{R}^{p} \rightarrow \mathbb{R}^{m}$ that satisfy (3). The locally diffeomorphic change of coordinates

$$
\begin{align*}
& \tilde{z}=z-\Pi_{0}(w)  \tag{5a}\\
& \tilde{\xi}:=\operatorname{col}\left(\tilde{\xi}_{1}, \ldots, \tilde{\xi}_{r_{d}}\right)  \tag{5b}\\
& \tilde{\xi}_{i}=\xi_{i}-\Pi_{i}(w), \quad i=1, \ldots, r_{d}  \tag{5c}\\
& \tilde{u}=u-c(w) \tag{5d}
\end{align*}
$$

transforms the system (4) into the error system

$$
\begin{align*}
\dot{\tilde{z}} & =\tilde{f}_{0}(\tilde{z}, w)+\tilde{g}_{0}(\tilde{z}, w) e \\
\dot{\tilde{\xi}}_{1} & =\tilde{f}_{1}\left(\tilde{z}, \tilde{\xi}_{1}, w\right)+\tilde{g}_{1}\left(\tilde{z}, \tilde{\xi}_{1}, w\right) \tilde{\xi}_{2} \\
& \vdots \\
\dot{\tilde{\xi}}_{r_{d}} & =\tilde{f}_{r_{d}}\left(\tilde{z}, \tilde{\xi}_{1}, \ldots, \tilde{\xi}_{r_{d}}, w\right)+\tilde{g}_{r_{d}}\left(\tilde{z}, \tilde{\xi}_{1}, \ldots, \tilde{\xi}_{r_{d}}, w\right) \tilde{u} \\
e & =\tilde{\xi}_{1} \tag{6}
\end{align*}
$$

where

$$
\begin{aligned}
& \tilde{f}_{0}:=f_{0}\left(\tilde{z}+\Pi_{0}(w)\right)-f_{0}\left(\Pi_{0}(w)\right)+\left[g_{0}\left(\tilde{z}+\Pi_{0}(w)\right)-g_{0}\left(\Pi_{0}(w)\right)\right] q(w) \\
& \tilde{g}_{0}:=g_{0}\left(\tilde{z}+\Pi_{0}(w)\right)
\end{aligned}
$$

$\tilde{f}_{0}(0, w)=0, \tilde{g}_{0}(\tilde{z}, 0)=g_{0}(\tilde{z})$, and $\tilde{f}_{i}(\cdot), \tilde{g}_{i}(\cdot), \forall i \in\left\{1, \ldots, r_{d}\right\}$ are appropriately defined functions that satisfy $\tilde{f}_{i}(0, \ldots, 0, w)=0$ and $\tilde{g}_{i}\left(\tilde{z}, \ldots, \tilde{\xi}_{i}, 0\right)=$ $g_{i}\left(\tilde{z}, \ldots, \tilde{\xi}_{i}\right)$.

As in the work of Seron et al. [24], the singular perturbation separation of time scales gives rise to the following two optimal control problems.
Cheap control problem: For the system consisting of the error system (6) and the exosystem (2) with initial condition $(\tilde{z}(0), \tilde{\xi}(0), w(0))=\left(\tilde{z}_{0}, \tilde{\xi}_{0}, w_{0}\right)$, find the optimal feedback law $\tilde{u}=\alpha_{\delta, \epsilon}^{c c}(\tilde{z}, \tilde{\xi}, w)$ that minimizes the cost functional

$$
\frac{1}{2} \int_{0}^{\infty}\left(\|e(t)\|^{2}+\delta\|\tilde{z}(t)\|^{2}+\epsilon^{2 r_{d}}\|\tilde{u}(t)\|^{2}\right) d t
$$

for $\delta>0, \epsilon>0$. We denote by $J_{\delta, \epsilon}^{c c}\left(\tilde{z}_{0}, \tilde{\xi}_{0}, w_{0}\right)$ the corresponding optimal value. The best-attainable cheap control performance for tracking is then

$$
J:=\lim _{(\delta, \epsilon) \rightarrow 0} J_{\delta, \epsilon}^{c c}\left(\tilde{z}_{0}, \tilde{\xi}_{0}, w_{0}\right)
$$

As shown by Krener [19], in some neighborhood of $(0,0,0)$ and for every $\delta>0$, $\epsilon>0$, the value $J_{\delta, \epsilon}^{c c}(\cdot, \cdot, \cdot)$ is $\mathcal{C}^{k-2}$ under the following assumption.

Assumption 1. The linearization around $(z, \xi)=(0,0)$ of system (4) is stabilizable and detectable, and the linearization around $w=0$ of the exosystem (2) is stable.

The fast part of the cheap control problem describes the rapid transient of $e(t)$ to its slow part represented by the minimum energy problem for the stabilization of zero dynamics.
Minimum-energy problem: For the system

$$
\begin{align*}
\dot{\tilde{z}} & =\tilde{f}_{0}(\tilde{z}, w)+\tilde{g}_{0}(\tilde{z}, w) e, & \tilde{z}(0) & =z_{0}  \tag{7a}\\
\dot{w} & =s(w), & w(0) & =w_{0} \tag{7b}
\end{align*}
$$

with $e$ viewed as the input, find the optimal feedback law $e=\alpha_{\delta}^{m e}(\tilde{z}, w)$ that minimizes the cost

$$
\frac{1}{2} \int_{0}^{\infty}\left(\delta\|\tilde{z}(t)\|^{2}+\|e(t)\|^{2}\right) d t
$$

for $\delta>0$. We denote by $J_{\delta}^{m e}\left(\tilde{z}_{0}, w_{0}\right)$ the corresponding optimal value. Under Assumption $1, J_{\delta}^{m e}(\cdot, \cdot)$ is $\mathcal{C}^{k-2}$ in some neighborhood of $(0,0)$.

Our analysis reveals that the best-attainable cheap control performance $J$ is equal to the least control effort (as $\delta \rightarrow 0$ ) needed to stabilize the corresponding zero dynamics system (7) driven by the tracking error $e$.

Theorem 1. Suppose that Assumption 1 holds and that (3) has a solution in some neighborhood of $w=0$. Then, for any $(\tilde{z}(0), \tilde{\xi}(0), w(0))=\left(\tilde{z}_{0}, \tilde{\xi}_{0}, w_{0}\right)$ in some neighborhood of $(0,0,0)$ there exists a solution to the cheap control problem and the limit to tracking performance is

$$
J=\lim _{\delta \rightarrow 0} J_{\delta}^{m e}
$$

A more detailed analysis leading to this theorem and its proof are soon to appear in [3].
For linear systems we obtain the following:
Corollary 1. For linear systems with unstable zero-dynamics subsystem described by

$$
\dot{z}=F_{0} z+G_{0} y
$$

the limit to tracking performance is

$$
\begin{equation*}
J=\lim _{\delta \rightarrow 0} \frac{1}{2} \omega_{0}^{\prime} \Pi_{0}^{\prime} P_{0}(\delta) \Pi_{0} \omega_{0} \tag{8}
\end{equation*}
$$

where $\omega_{0}=\omega(0)$, and $\Pi_{0}$ and $P_{0}>0$ satisfy

$$
\begin{align*}
\Pi_{0} S & =F_{0} \Pi_{0}+G_{0} Q,  \tag{9a}\\
F_{0}^{\prime} P_{0}+P_{0} F_{0}+\delta I & =P_{0} G_{0} G_{0}^{\prime} P_{0} \tag{9b}
\end{align*}
$$

Formula (8) follows from the fact that the equations for the minimum-energy problem are

$$
\begin{aligned}
\dot{\tilde{z}} & =F_{0} \tilde{z}+G_{0} e, \\
\dot{w} & =S w
\end{aligned}
$$

where $\tilde{z}=z-\Pi_{0} \omega$, and $\Pi_{0}$ is the solution of (9a). In this case the optimal feedback law for the minimum energy problem is $e=-G_{0}^{\prime} P_{0} \tilde{z}$ where $P_{0}>0$ is the solution of $(9 \mathrm{~b})$, and $\frac{1}{2} \tilde{z}_{0}^{\prime} P_{0}(\delta) \tilde{z}_{0}$ the corresponding optimal value. Note that $\tilde{z}_{0}=z(0)-\Pi_{0} \omega(0)=-\Pi_{0} \omega_{0}$.

## 4 Illustrative Example

To illustrate the above results and show how the limits of tracking performance for nonlinear systems depend on the exosystem dynamics, we consider the following system

$$
\begin{align*}
\dot{z} & =-z+z^{2}+\xi_{1},  \tag{10a}\\
\dot{\xi}_{1} & =\xi_{2},  \tag{10b}\\
\dot{\xi}_{2} & =u,  \tag{10c}\\
y & =\xi_{1},
\end{align*}
$$

which is already in normal form. The zero-dynamics subsystem given by (10a) with $\xi_{1} \equiv 0$ has an asymptotically stable equilibrium at $z=0$. Suppose that the tracking task is to asymptotically track any reference $r(t)$ generated by the exosystem

$$
\begin{align*}
\dot{\omega}_{1} & =a \omega_{2},  \tag{11a}\\
\dot{\omega}_{2} & =-a \omega_{1},  \tag{11b}\\
r(t) & =q\left(\omega_{1}, \omega_{2}\right), \tag{11c}
\end{align*}
$$

where $a>0$ and $q\left(\omega_{1}, \omega_{2}\right)$ is to be chosen later. When the maps $\Pi(w)$ and $c(w)$ satisfying (3) exist, we apply (5) and obtain the error system

$$
\begin{align*}
\dot{\tilde{z}} & =\left(2 \Pi_{0}(\omega)-1\right) \tilde{z}+\tilde{z}^{2}+e,  \tag{12a}\\
\dot{\tilde{\xi}}_{1} & =\tilde{\xi}_{2}  \tag{12b}\\
\dot{\tilde{\xi}}_{2} & =\tilde{u}  \tag{12c}\\
e & =\tilde{\xi}_{1}
\end{align*}
$$

The zero-dynamics of the error system are governed by (12a) with $e \equiv$ 0 and (11a)-(11b). Clearly, the stability of the zero dynamics and hence

(a)



(b)

Fig. 1. State $z$, tracking error $e$, and $\int_{0}^{t}\|e(\tau)\|^{2} d \tau$ for (a) $\omega(0)=(0.1,0)^{\prime}$ and (b) $\omega(0)=(1,0)^{\prime}$ (Note the $10^{-5}$ scale factor!)
the limits of tracking performance depend on the exosystem. In particular, the zero-dynamics are unstable for $2 \Pi_{0}(\omega)>1$. To illustrate this we let

$$
\Pi_{0}\left(\omega_{1}, \omega_{2}\right)=\omega_{1}^{2}+\omega_{2}^{2}
$$

and then evaluate the corresponding $q\left(\omega_{1}, \omega_{2}\right)$ from

$$
\frac{\partial \Pi_{0}}{\partial \omega_{1}} a \omega_{2}-\frac{\partial \Pi_{0}}{\partial \omega_{2}} a \omega_{1}=-\Pi_{0}\left(\omega_{1}, \omega_{2}\right)+\Pi_{0}\left(\omega_{1}, \omega_{2}\right)^{2}+q\left(\omega_{1}, \omega_{2}\right)
$$

as dictated by (3). We use this $q\left(\omega_{1}, \omega_{2}\right)$ in (11c) and perform a series of simulations. To compare the transient errors with different initial conditions $\omega(0)=\omega_{0}$, we define the normalized transient error $\bar{J}:=\frac{J}{\left\|\omega_{0}\right\|^{2}}$.

Figure 1(a) displays the simulation results obtained with $a=1 \mathrm{rad} / \mathrm{s}$ and using a feedback law of the form $u=c(\omega)+k_{0}\left(z-\Pi_{0}(\omega)\right)+k_{1}\left(\xi_{1}-\Pi_{1}(\omega)\right)+$ $k_{2}\left(\xi_{2}-\Pi_{2}(\omega)\right)$. The initial conditions are $\left(z, \xi_{1}, \xi_{2}\right)=0, \omega(0)=(0.1,0)^{\prime}$. In this case $\Pi_{0}\left(\omega_{1}, \omega_{2}\right)=0.01$, so that the subsystem (12a) is locally input-tostate stable and the convergence to the desired reference signal is achieved with a negligibly small transient error $J \simeq 7.2 \times 10^{-5}$ and $\bar{J} \simeq 7.2 \times 10^{-3}$.

In contrast, Figure 1(b) shows the simulation results obtained with the same controller but with initial condition $\omega(0)=(1,0)^{\prime}$ which implies that $\Pi_{0}\left(\omega_{1}, \omega_{2}\right)=1$ and, hence, the error zero-dynamics are not input-to-state stable. As it can be seen, the transient error and its normalized version have increased by several orders of magnitude to $J=\bar{J} \simeq 1.1$.

## 5 Concluding Remarks

We have shown that, analogous to the tracking problem for linear timeinvariant non-minimum phase systems, the tracking performance for nonlinear non-minimum phase systems cannot be improved beyond a limit determined by the least amount of energy required to stabilize the zero dynamics of the tracking error system. In the nonlinear problem, these zero dynamics depend on the dynamics of the exosystem, which may destabilize them for some reference signals, as illustrated on an example.

Since non-minimum phase phenomena create a fundamental limit to the tracking performance that can not be removed by any controller redesign, a direction of practical interest would be to search for reformulations of the tracking problem that would be free of limitations, but still meaningful for applications. One such reformulation, pursued in our work $[1,6,2,5]$ is to replace the tracking problem by a less demanding path following problem, in which the speed along the prescribed geometric path is used as a free design parameter. As shown in [3], for a class of path following problems the limitations of the tracking problems can be avoided.
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# A Nonlinear Model for Combustion Instability: Analysis and Quenching of the Oscillations 
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Summary. It is a great pleasure for us to contribute to this book dedicated to Alberto Isidori on the occasion of his sixty-fifth birthday. It is also, for the first author, the occasion to acknowledge a very long period of useful and pleasant exchange which started in 1973 (bilinear systems) and has continued through the years on various specific subjects.

The important contributions of Alberto Isidori to the control of nonlinear systems have had a tremendous impact in the control community. Feedback linearization was one of the important subjects developed by Alberto. While the oscillatory nonlinear system considered in this contribution requires specific techniques for its analysis, still a feedback linearization is used for quenching the oscillations.

## 1 Introduction

Combustion instability phenomena in gas-fueled turbomachinery are the focus of several investigations starting from more than 200 years ago [20]. Recent important research programs oriented toward this topic are currently conducted in some countries with industrial collaboration (inter alia USA, France and UK). The papers $[16,17,8,1]$ give an overview of this activity. These phenomena are extremely complex and hard to predict, but in most cases can be explained by an unsteady flame generating pressure waves which are reflected by physical boundaries back into the combustion process. In terms of system interpretation, this corresponds to a positive feedback coupling between the heat-release process and the acoustics of the combustion chamber, see Figure 1. The positive feedback coupling leads to the creation of nonlinear limit cycles. Generally, these phenomena occur only in confined environments. The Rijke tube [7] which consists of a flame placed inside an open-ended cylinder (Figure 2), is one simple demonstration that shows that interactions leading to instabilities can occur in even simple con-


Fig. 1. Positive feedback coupling between the heat-release process and acoustics


Fig. 2. Rijke tube
fined environments, where the combustion process and the acoustics interact.

The heart of the issue is that combustion at low equivalence ratio (fuel-to-air ratio) is desirable for reducing pollution. This occurs because low-equivalence-ratio combustion occurs at a low temperature, which in turn causes low levels of creation of Nitrogen-Oxygen compounds, $\mathrm{NO}_{x}$. Unfortunately, as the equivalence ratio decreases the instability appears and manifests itself through strong self-sustained oscillations, which can be sometimes characterized by the coexistence of oscillations at several distinct non-harmonic frequencies. With the appearance of these oscillations, the flame front becomes spatially unstable and the combustion is alternatively hot and then cold; the pollution benefits disappear entirely.

From a practical perspective, the modulation of a fuel flow fraction into the combustor is possible as a control input to ameliorate the instability. This control action is of a multiplicative type. Such modulation has been widely tested in experiments as a candidate for active control for suppressing the combustion instability [19, 2]. In the literature, several active control methods have been proposed; an excellent overview of existing methods is given in [1]. Systematic design and implementation of active control requires a realistic low order model which exhibits the dominant dy-
namical effects. The parsimonious modelling of such nonlinear systems is an extremely difficult task, given that high-order, physics-based computational fluid dynamics codes can be unreliable in capturing the phenomenon well. One particular feature which any model should capture is the simultaneous coexistence of two non-harmonic oscillating modes in the uncontrolled signals $[18,9]$.

Establishing a low order model requires good knowledge of the physical phenomenon at the same time as the availability of mathematical tools allowing the analysis of nonlinear oscillating systems. The models presented in the literature are established according to various approaches. Some models are developed by a purely theoretical and phenomenological approach starting from physical equations of the combustion process, while others proceed by a purely experimental approach. However, there exist models which are established on a compromise between the theoretical approach and the experimental approach, so-called gray-box models. Among these models, that of Dunstan and Bitmead [10] provides a good base for understanding the instability mechanism. Unfortunately, in the absence of analytical tools this model loses much of its utility. For such a system, the first requirement of model validation can be seen as the association between this existing and appropriate powerful analysis methods. The Krylov-Bogoliubov (K-B) method (detailed in [3, 11, 13, 14, 15]) is such an analytical method capable of accommodating nonlinear oscillating systems. From our knowledge, this work is the first application of the K-B method to the analysis of combustion instabilities models. The effectiveness of this method combined with a relevant model may be considered as a major step forward in combustion instability modelling, since an approximate but physically reasonable model is attached to a cognate analysis approach.

The model presented in this chapter, inspired from [10], is an analytically tractable model for combustion instabilities. This model will be analyzed using K-B method and employed for studying the possibility of quenching of the oscillations in combustion instabilities by multiplicative control.

The chapter is organized as follows. In Section 2, a very brief summary of the first K-B approximation method for autonomous multi-resonator systems is presented. To illustrate the efficacy of the K-B approximation and of multiplicative control, a generalized van der Pol equation is developed as an oversimplified but candidate model for combustion instabilities in Section3. In Section 4, a multiple-resonator model with delay in the feedback path is presented and analyzed using the K-B method. This model is employed in Section 5 for studying the possibility of quenching the oscillations in combustion instabilities by multiplicative feedback control. Conclusions, remarks and directions for further work are given in Section 6.

## 2 First K-B Approximation for Autonomous Multi-Resonator Systems

Consider a system with $n$ resonators described by differential equations of the form,

$$
\begin{equation*}
\frac{d^{2} x_{j}}{d t^{2}}+\omega_{j}^{2} x_{j}=\epsilon f_{j}\left(x, \frac{d x}{d t}\right),(j=1,2, \ldots, n) \tag{1}
\end{equation*}
$$

where $x=\left\{x_{1}, \ldots, x_{n}\right\}, \frac{d x}{d t}=\left\{\frac{d x_{1}}{d t}, \ldots, \frac{d x_{n}}{d t}\right\}$ and $\epsilon$ is a small parameter. For the $j$ th resonator, the first K-B approximation (for more details see Chapter 2 of [14]) proposes the solution

$$
\begin{equation*}
x_{j}=a_{j} \cos \left(\psi_{j}\right), \tag{2}
\end{equation*}
$$

where $\psi_{j}=\omega_{j} t+\theta_{j}, a_{j}$ and $\theta_{j}$ are slowly time-varying functions obeying the equations

$$
\left\{\begin{array}{l}
\frac{d a_{j}}{d t}=-\frac{\epsilon}{2 \omega_{j}} H_{j j}\left(a_{1}, \ldots, a_{n}, \theta_{1}, \ldots, \theta_{n}\right)  \tag{3}\\
\frac{d \theta_{j}}{d t}=-\frac{\epsilon}{2 \omega_{j} a_{j}} G_{j j}\left(a_{1}, \ldots, a_{n}, \theta_{1}, \ldots, \theta_{n}\right)
\end{array}\right.
$$

with $H_{j j}$ and $G_{j j}$ obtained from the function $f_{j}\left(x, \frac{d x}{d t}\right)$ by substituting

$$
\left\{\begin{array}{l}
x_{k}=a_{k} \cos \left(\omega_{k} t+\theta_{k}\right),  \tag{4}\\
\frac{d x_{k}}{d t}=-a_{k} \omega_{k} \sin \left(\omega_{k} t+\theta_{k}\right),
\end{array}(k=1,2, \ldots, n)\right.
$$

and by setting it in the form

$$
\begin{align*}
& f_{j}\left(a_{1} \cos \left(\omega_{1} t+\theta_{1}\right), \ldots, a_{n} \cos \left(\omega_{n} t+\theta_{n}\right),\right. \\
&\left.-a_{1} \omega_{1} \sin \left(\omega_{1} t+\theta_{1}\right), \ldots,-a_{n} \omega_{n} \sin \left(\omega_{n} t+\theta_{n}\right)\right) \\
&= H_{j j} \sin \left(\omega_{j} t+\theta_{j}\right)+G_{j j} \cos \left(\omega_{j} t+\theta_{j}\right) \\
& \quad+\sum_{\omega_{j} \not \approx \omega_{\ell}}^{r}\left(H_{\ell j} \sin \left(\omega_{\ell} t+\theta_{\ell}\right)+G_{\ell j} \cos \left(\omega_{\ell} t+\theta_{\ell}\right)\right), \tag{5}
\end{align*}
$$

where $\omega_{\ell}$ and $\theta_{\ell}$ are integer linear combinations of $\omega_{1}, \ldots, \omega_{n}$ and $\theta_{1}, \ldots, \theta_{n}$, respectively, and $r$ is the number of possible integer linear combinations of $\omega_{1}, \ldots, \omega_{n}$ different from $\omega_{j}$. For $x_{j}$ the coefficients of the fundamental term in (5) are used and the all other terms are eliminated.

## 3 Simple Case Study: Generalized Van der Pol Equation

In this section a reduced-order model for combustion instabilities with one single resonator (corresponding to a generalized van der Pol equation) will be considered to illustrate the potential effectiveness of the K-B method for analysis and of closed-loop multiplicative control for quenching the oscillations.

### 3.1 Model Analysis

Consider the van der Pol equation in generalized form (Figure 3).

$$
\begin{equation*}
\ddot{x}+\omega^{2} x=\frac{d}{d t}\left\{\varphi_{v 0}+\varphi_{v 1} x-\frac{\varphi_{v 3}}{3} x^{3}\right\}, \tag{6}
\end{equation*}
$$

where $\omega$ is the natural frequency, $\varphi_{v 1}$ and $\varphi_{v 3}$ are arbitrary positive constants, $\varphi_{v 0}$ is an arbitrary constant, $p=x$ is the downstream pressure perturbation at the burning plane, and $q=\varphi_{v 0}+\varphi_{v 1} x-\frac{\varphi_{v 3}}{3} x^{3}$ is the flame heat release rate.

Lemma 1. For the van der Pol equation (6), the application of $K-B$ approximation gives

$$
\begin{equation*}
x=a \cos (\omega t+\theta) \tag{7}
\end{equation*}
$$

with

$$
\left\{\begin{array}{l}
\dot{a}=\frac{\varphi_{v 1}}{2} a\left(1-\frac{\varphi_{v 3}}{4 \varphi_{v 1}} a^{2}\right)  \tag{8}\\
\dot{\theta}=0
\end{array}\right.
$$

Proof. Consider (6) and (1), in this case with $\epsilon=1$,

$$
\begin{equation*}
f\left(x, \frac{d x}{d t}\right)=\varphi_{v 1}\left(1-\frac{\varphi_{v 3}}{\varphi_{v 1}} x^{2}\right) \frac{d x}{d t} . \tag{9}
\end{equation*}
$$

Introducing $x=a \cos (\omega t+\theta)$ and $\dot{x}=-a \omega \sin (\omega t+\theta), i=1,2$, in (9), yields

$$
\begin{equation*}
f(., .)=-\omega \varphi_{v 1} a\left(1-\frac{\varphi_{v 3}}{4 \varphi_{v 1}} a^{2}\right) \sin (\omega t+\theta)-\frac{\omega \varphi_{v 3} a^{3}}{4} \sin (3(\omega t+\theta)) . \tag{10}
\end{equation*}
$$



Fig. 3. A simplified (van der Pol) combustion instability model

Consequently, one can consider that (10) is in the form (5). Thus for $x$ one obtains

$$
\left\{\begin{array}{l}
H_{1}=-\omega \varphi_{v 1} a\left(1-\frac{\varphi_{v 3}}{4 \varphi_{v 1}} a^{2}\right)  \tag{11}\\
G_{1}=0
\end{array}\right.
$$

By the application of rule (3) to (11), one deduces the result of Lemma 1.
The system of equations (8) has two steady-state solutions. One steadystate solution corresponds to $a=0$, and is unstable. The other steady-state solution corresponds to $a=2 \sqrt{\frac{\varphi_{v 1}}{\varphi_{v 3}}}$, and is locally stable. Therefore, we conclude for the uncontrolled generalized van der Pol equation, that the solution $x$ is a self-sustained oscillation with steady frequency close to $\omega$ and with steady state amplitude close to $2 \sqrt{\frac{\varphi_{v 1}}{\varphi_{v 3}}}$.

### 3.2 Quenching the Oscillations

Output-feedback control is introduced into the model by multiplying a function of the output $x$ to capture the effect of fuel flow modulation on the heat release rate. The control strategy is characterized by the following differential equation.

$$
\begin{equation*}
\ddot{x}+\omega^{2} x=\frac{d}{d t}\left\{(1+\Phi(x))\left(\varphi_{v 0}+\varphi_{v 1} x-\frac{\varphi_{v 3}}{3} x^{3}\right)\right\} \tag{12}
\end{equation*}
$$

where $\varphi_{v 0}$ is different from zero and the feedback law $\Phi(x)$ is a polynomial function of $x$. In order to quench self-sustained oscillation, the control law must force the system (12) to be asymptotically stable at the origin. Hence, one considers the following lemma.

Lemma 2. For the following control low

$$
\begin{equation*}
\Phi(x)=-K x-\frac{1}{\varphi_{v 0}}\left(\varphi_{v 1} x-\frac{\varphi_{v 3}}{3} x^{3}\right) \tag{13}
\end{equation*}
$$

where $K$ is a constant of the same sign as $\varphi_{v 0}$, the system (12) is locally asymptotically stable at the origin.

Proof. Introducing (13) into (12), yields
$\ddot{x}+\omega^{2} x=-K \varphi_{v 0} \dot{x}-2 \varphi_{v 1}\left(K+\frac{\varphi_{v 1}}{\varphi_{v 0}}\right) x \dot{x}+\frac{4 \varphi_{v 3}}{3}\left(K+\frac{2 \varphi_{v 1}}{\varphi_{v 0}}\right) x^{3} \dot{x}-2 \frac{\varphi_{v 3}^{2}}{3 \varphi_{v 0}} x^{5} \dot{x}$.
Expressing this equation in state equation form with $z_{1}=x$ and $z_{2}=\dot{x}$, one obtains


Fig. 4. Simulation test of multiplicative feedback quenching of oscillations in a model described by a generalized van der Pol equation, where $K=1, \varphi_{v 0}=0.45$, $\varphi_{v 1}=\varphi_{v 1}=0.1$ and $\omega=1$

$$
\left\{\begin{aligned}
\dot{z}_{1}= & z_{2} \\
\dot{z}_{2}= & -\omega^{2} z_{1}-K \varphi_{v 0} z_{2}-2 \varphi_{v 1}\left(K+\frac{\varphi_{v 1}}{\varphi_{v 0}}\right) z_{1} z_{2} \\
& +\frac{4 \varphi_{v 3}}{3}\left(K+\frac{2 \varphi_{v 1}}{\varphi_{v 0}}\right) z_{1}^{3} z_{2}-2 \frac{\varphi_{v 3}^{2}}{3 \varphi_{v 0}} z_{1}^{5} z_{2}
\end{aligned}\right.
$$

Computation of the linearized system matrix around the origin gives

$$
A_{z}=\left[\begin{array}{lr}
0 & 1 \\
-\omega^{2}-K \varphi_{v 0}
\end{array}\right] .
$$

Since by assumption $K$ and $\varphi_{v 0}$ have the same sign, the eigenvalues of ma$\operatorname{trix} A_{z}$ will have negative real part. By using Lyapunov's indirect method, one can deduce that the system is locally asymptotically stable at the origin.

The local asymptotic stability at the origin implies that quenching of the oscillation is possible and can occur around the origin in a local domain which can be estimated [12]. This quenching is illustrated by the simulation test presented in Figure 4.

## 4 Combustion Instability Model

The relationship between coupled van der Pol equations and the combustion instability model of Dunstan and Bitmead [10] has been discussed in [5].

A system of two coupled van der Pol equations has been considered as a basic model for combustion instabilities

$$
\left\{\begin{array}{l}
\frac{d^{2} x_{1}}{d t^{2}}+\omega_{1}^{2} x_{1}=\epsilon \frac{d}{d t}\left(\left(x_{1}+x_{2}\right)-\frac{1}{3}\left(x_{1}+x_{2}\right)^{3}\right)  \tag{14}\\
\frac{d^{2} x_{2}}{d t^{2}}+\omega_{2}^{2} x_{2}=\epsilon \frac{d}{d t}\left(\left(x_{1}+x_{2}\right)-\frac{1}{3}\left(x_{1}+x_{2}\right)^{3}\right)
\end{array}\right.
$$

where $\omega_{1}$ and $\omega_{2}$ are the natural radian frequencies of the first and second resonators respectively and which can have arbitrary values with some modest provisions to be developed, and $\varepsilon$ is a small positive quantity. The model has been successfully analyzed using the Krylov-Bogoliubov approach in [5]. However, this model does not include the cascade differentiator-plus-delay and the low pass filter (existing in Dunstan and Bitmead model [10]). While interesting results have been obtained concerning the existence or quenching of the oscillations in the system, the van der Pol model was not able to explain the simultaneous presence of two oscillating non-harmonic modes observed experimentally.

In order to make modelling more realistic in [6], the model based on two coupled van der Pol equations was further generalized by incorporating delay and filtering. The modifications lead to the model presented in Figure 5 and described by the following equations

$$
\left\{\begin{array}{l}
\ddot{x}_{1}+\omega_{1}^{2} x_{1}=\frac{d}{d t} L P F\left\{\varphi_{v 0}+\varphi_{v 1} \dot{p}_{\tau}-\frac{\varphi_{v 3}}{3} \dot{p}_{\tau}^{3}\right\}  \tag{15}\\
\ddot{x}_{2}+\omega_{2}^{2} x_{2}=\frac{d}{d t} L P F\left\{\varphi_{v 0}+\varphi_{v 1} \dot{p}_{\tau}-\frac{\varphi_{v 3}}{3} \dot{p}_{\tau}^{3}\right\},
\end{array}\right.
$$

where $\varphi_{v 0}$ is an arbitrary constant, $\varphi_{v 1}$ and $\varphi_{v 3}$ are arbitrary negative constants, $\tau$ is a transport time delay from nozzle to flame surface, $L P F$ is the transfer operator of the low pass filter, $p=x_{1}+x_{2}$ is the downstream pressure perturbation at the burning plane, $\dot{p}_{\tau}$ is the output of the delay-plusdifferentiator block and $q$ is the flame heat release rate.


Fig. 5. Proposed combustion instability model

### 4.1 Model Analysis

## Equation Development and Analysis

The first step of the analysis is to develop the left term of (15) in order to apply K-B approximation. The presence of delay and low pass filtering presents some difficulties in computing approximations, which will be treated by introducing some realistic assumptions which are effective in a stationary regime. Consider the system (15) and the form (1) (with $\epsilon=1$ ), in this case

$$
\begin{equation*}
f_{1}=f_{2}=f=\frac{d}{d t} L P F\left\{\varphi_{v 0}+\varphi_{v 1} \dot{p}_{\tau}-\frac{\varphi_{v 3}}{3} \dot{p}_{\tau}^{3}\right\} \tag{16}
\end{equation*}
$$

Replacing

$$
\dot{x}_{i}=-a_{i} \omega_{i} \sin \left(\omega_{i} t+\theta_{i}\right),(i=1,2)
$$

in $\dot{p}$, one obtains

$$
\begin{aligned}
& \dot{p}=\dot{x_{1}}+\dot{x_{2}} \\
& \begin{aligned}
& \Rightarrow \dot{p}=-\omega_{1} a_{1} \sin \left(\omega_{1} t+\theta_{1}\right)-\omega_{2} a_{2} \sin \left(\omega_{2} t+\theta_{2}\right) \\
& \quad=\omega_{1} a_{1} \cos \left(\omega_{1} t+\theta_{1}+\frac{\pi}{2}\right)+\omega_{2} a_{2} \cos \left(\omega_{2} t+\theta_{2}+\frac{\pi}{2}\right)
\end{aligned}
\end{aligned}
$$

which after adding the delay, takes the form

$$
\begin{equation*}
\dot{p}_{\tau}=\omega_{1} a_{1 \tau} \cos \left(\omega_{1} t+\theta_{1 \tau}+\frac{\pi}{2}-\omega_{1} \tau\right)+\omega_{2} a_{2 \tau} \cos \left(\omega_{2} t+\theta_{2 \tau}+\frac{\pi}{2}-\omega_{2} \tau\right) \tag{17}
\end{equation*}
$$

where $a_{1 \tau}, a_{2 \tau}, \theta_{1 \tau}$ and $\theta_{2 \tau}$ are amplitudes and phases after the delay block, respectively. Since, for K-B approximation the amplitudes $a_{i}$ and the phases $\theta_{i}(i=1,2)$ are slowly time-varying functions, and in order to approximate the time delay block, we propose the following assumption.

Assumption 1. For small time delay $\tau$, the quantities $\left|a_{i}-a_{i \tau}\right|$ and $\left|\theta_{i}-\theta_{i \tau}\right|(i=1,2)$ can be neglected.

Assumption 1 allows the following approximations

$$
\left\{\begin{array}{l}
a_{i \tau}=a_{i}-\left(a_{i}-a_{i \tau}\right) \approx a_{i}  \tag{18}\\
\theta_{i \tau}=\theta_{i}-\left(\theta_{i}-\theta_{i \tau}\right) \approx \theta_{i}
\end{array}\right.
$$

To get an expression in the form of (5), the low pass filter block must also be approximated. Therefore, we consider a second assumption.

Assumption 2. The low pass filter is linear and its dynamics are much faster than the evolution of amplitudes and phases in the $K-B$ approximation.

The utility of Assumption 2 is that, for an input given as the sum of sinusoidal terms (such as (5)), the output will be equal to the sum of the outputs of each term, and for sinusoidal inputs with slowly time-varying amplitudes and phases the rise time will be neglected, and the amplitudes and phases will be considered as constant parameters. Therefore, Assumption 2 leads to the following approximation

$$
\begin{equation*}
L P F(a \cos (\omega t+\theta)) \approx G(\omega) a \cos (\omega t+\theta-\phi(\omega)) \tag{19}
\end{equation*}
$$

where $a, \omega$ and $\theta$ are the amplitude, the frequency and the phase of the input, respectively, $G(\omega)$ and $\phi(\omega)$ are the gain and the phase of the filter at frequency $\omega$. We use the following notation in the remaining of paper.

$$
\begin{align*}
& \psi_{k_{1} k_{2}}=\left(k_{1} \omega_{1}+k_{2} \omega_{2}\right) t+\left(k_{1} \theta_{1}+k_{2} \theta_{2}\right),  \tag{20}\\
& A_{k_{1} k_{2}}=\omega_{1}^{\left|k_{1}\right|} \omega_{2}^{\left|k_{2}\right|} G\left(k_{1} \omega_{1}+k_{2} \omega_{2}\right),  \tag{21}\\
& \chi_{k_{1} k_{2}}=\frac{\left(k_{1}+k_{2}\right) \pi}{2}-\left(k_{1} \omega_{1}+k_{2} \omega_{2}\right) \tau-\phi\left(k_{1} \omega_{1}+k_{2} \omega_{2}\right) . \tag{22}
\end{align*}
$$

The analysis to come will show that this notation has some significance. Expression (20) corresponds to the linear combinations of frequencies $\omega_{1}$ and $\omega_{2}$ present in the development of $f$, and the expressions (21) and (22) are the corresponding gains and phases introduced by the delay plus differentiator block and by filtering.

Lemma 3. Consider the expression (17) and Assumptions 1 and 2. Then one obtains the following development

$$
\begin{align*}
f \approx & -\varphi_{v 1}\left\{\omega_{1} A_{10} a_{1}\left(1-\frac{\varphi_{v 3}}{\varphi_{v 1}}\left(\frac{\left(\omega_{1} a_{1}\right)^{2}}{4}+\frac{\left(\omega_{2} a_{2}\right)^{2}}{2}\right)\right) \sin \left(\psi_{10}+\chi_{10}\right)\right. \\
& \left.+\omega_{2} A_{01} a_{2}\left(1-\frac{\varphi_{v 3}}{\varphi_{v 1}}\left(\frac{\left(\omega_{2} a_{2}\right)^{2}}{4}+\frac{\left(\omega_{1} a_{1}\right)^{2}}{2}\right)\right) \sin \left(\psi_{01}+\chi_{01}\right)\right\} \\
& +\varphi_{v 3}\left\{\frac{\omega_{1} A_{30} a_{1}^{3}}{4} \sin \left(\psi_{30}+\chi_{30}\right)+\frac{\left(2 \omega_{1}-\omega_{2}\right) A_{2-1} a_{1}^{2} a_{2}}{4} \sin \left(\psi_{2-1}+\chi_{2-1}\right)\right. \\
& +\frac{\left(2 \omega_{1}+\omega_{2}\right) A_{21} a_{1}^{2} a_{2}}{4} \sin \left(\psi_{21}+\chi_{21}\right)+\frac{\left(\omega_{1}+2 \omega_{2}\right) A_{12} a_{1} a_{2}^{2}}{4} \sin \left(\psi_{12}+\chi_{12}\right) \\
& \left.+\frac{\omega_{2} A_{03} a_{2}^{3}}{4} \sin \left(\psi_{03}+\chi_{03}\right)+\frac{\left(2 \omega_{2}-\omega_{1}\right) A_{-12} a_{2}^{2} a_{1}}{4} \sin \left(\psi_{-12}+\chi_{-12}\right)\right\} . \tag{23}
\end{align*}
$$

Proof. Substituting approximations (18) into (17), yields

$$
\begin{equation*}
\dot{p}_{\tau} \approx \omega_{1} a_{1} \cos \left(\omega_{1} t+\theta_{1}+\frac{\pi}{2}-\omega_{1} \tau\right)+\omega_{2} a_{2} \cos \left(\omega_{2} t+\theta_{2}+\frac{\pi}{2}-\omega_{2} \tau\right) \tag{24}
\end{equation*}
$$

Whence, using (24), (20) and trigonometrical simplifications,

$$
\begin{align*}
\varphi_{v 0} & +\varphi_{v 1} \dot{p}_{-\tau}-\frac{\varphi_{v 3}}{3} \dot{p}_{-\tau}^{3} \\
\approx & \varphi_{v 0}+\varphi_{v 1} \omega_{1} a_{1}\left(1-\frac{\varphi_{v 3}}{\varphi_{v 1}}\left(\frac{\left(\omega_{1} a_{1}\right)^{2}}{4}+\frac{\left(\omega_{2} a_{2}\right)^{2}}{2}\right)\right) \cos \left(\psi_{10}+\frac{\pi}{2}-\omega_{1} \tau\right) \\
& +\varphi_{v 1} \omega_{2} a_{2}\left(1-\frac{\varphi_{v 3}}{\varphi_{v 1}}\left(\frac{\left(\omega_{2} a_{2}\right)^{2}}{4}+\frac{\left(\omega_{1} a_{1}\right)^{2}}{2}\right)\right) \cos \left(\psi_{01}+\frac{\pi}{2}-\omega_{2} \tau\right) \\
& -\varphi_{v 3}\left\{\frac{\left(\omega_{1} a_{1}\right)^{3}}{12} \cos \left(\psi_{30}+\frac{3 \pi}{2}-3 \omega_{1} \tau\right)+\right. \\
& +\frac{\omega_{1}^{2} \omega_{2} a_{1}^{2} a_{2}}{4} \cos \left(\psi_{2-1}+\frac{\pi}{2}-\left(2 \omega_{1}-\omega_{2}\right) \tau\right) \\
& +\frac{\omega_{1}^{2} \omega_{2} a_{1}^{2} a_{2}}{4} \cos \left(\psi_{21}+\frac{3 \pi}{2}-\left(2 \omega_{1}+\omega_{2}\right) \tau\right) \\
& +\frac{\omega_{1} \omega_{2}^{2} a_{1} a_{2}^{2}}{4} \cos \left(\psi_{12}+\frac{3 \pi}{2}-\left(2 \omega_{2}+\omega_{1}\right) \tau\right) \\
& +\frac{\left(\omega_{2} a_{2}\right)^{3}}{12} \cos \left(\psi_{03}+\frac{3 \pi}{2}-3 \omega_{2} \tau\right) \\
& \left.+\frac{\omega_{1} \omega_{2}^{2} a_{2}^{2} a_{1}}{4} \cos \left(\psi_{-12}+\frac{\pi}{2}-\left(2 \omega_{2}-\omega_{1}\right) \tau\right)\right\} \tag{25}
\end{align*}
$$

Using (25), (19) and (21), one arrives at (23).
Result (23) yields the frequency set

$$
\begin{equation*}
W=\left\{\omega_{1}, \omega_{2}, 3 \omega_{1}, 3 \omega_{2}, 2 \omega_{1}+\omega_{2}, \omega_{1}+2 \omega_{2}, 2 \omega_{1}-\omega_{2}, 2 \omega_{2}-\omega_{1}\right\} \tag{26}
\end{equation*}
$$

which will be very important for identifying the different situations depending on the proximity of frequencies in $W$. Consequently, one has the following three situations:

1) $\omega_{1} \not \approx\left\{\omega_{2}, 3 \omega_{2}, \frac{\omega_{2}}{3}\right\}$,
2) $\omega_{1} \approx \omega_{2}$ : mutual synchronization with close frequencies
3) $\omega_{1} \approx 3 \omega_{2}$ (respectively $\omega_{2} \approx 3 \omega_{1}$ ): Mutual synchronization with multiple frequencies
Cases 2 and 3 were considered in [5]. However, experimental results [10] reveal that Case 1 occurs in practice and that both modes can oscillate freely without synchronization. Hence, we limit our study here to Case 1. This is both new and more practically significant than the results in [5].

## K-B Approximation of the Model

The second analytical task is to find an expression for the model output using the result (23) and to analyze the evolution of this output in different situations.

Lemma 4. Consider the condition $\omega_{1} \not \approx\left\{\omega_{2}, 3 \omega_{2}, \frac{\omega_{2}}{3}\right\}$ and the result (23). The application of $K-B$ approximation gives

$$
\begin{equation*}
x_{i}=a_{i} \cos \left(\omega_{i} t+\theta_{i}\right), \quad(i=1,2) \tag{27}
\end{equation*}
$$

with

$$
\left\{\begin{array}{l}
\dot{a}_{1}=\frac{\varphi_{v 1} A_{10} \cos \left(\chi_{10}\right)}{2} a_{1}\left(1-\frac{\varphi_{v 3}}{\varphi_{v 1}}\left(\frac{\left(\omega_{1} a_{1}\right)^{2}}{4}+\frac{\left(\omega_{2} a_{2}\right)^{2}}{2}\right)\right),  \tag{28}\\
\dot{a}_{2}=\frac{\varphi_{v 1} A_{01} \cos \left(\chi_{01}\right)}{2} a_{2}\left(1-\frac{\varphi_{v 3}}{\varphi_{v 1}}\left(\frac{\left(\omega_{2} a_{2}\right)^{2}}{4}+\frac{\left(\omega_{1} a_{1}\right)^{2}}{2}\right)\right), \\
\dot{\theta}_{1}=\frac{\varphi_{v 1} A_{10} \sin \left(\chi_{10}\right)}{2}\left(1-\frac{\varphi_{v 3}}{\varphi_{v 1}}\left(\frac{\left(\omega_{1} a_{1}\right)^{2}}{4}+\frac{\left(\omega_{2} a_{2}\right)^{2}}{2}\right)\right), \\
\dot{\theta}_{2}=\frac{\varphi_{v 1} A_{01} \sin \left(\chi_{01}\right)}{2}\left(1-\frac{\varphi_{v 3}}{\varphi_{v 1}}\left(\frac{\left(\omega_{2} a_{2}\right)^{2}}{4}+\frac{\left(\omega_{1} a_{1}\right)^{2}}{2}\right)\right),
\end{array}\right.
$$

Proof. By application of rules (2) and (3) to the expression (23), one finds the result.

From (28), one can see that the coupled parameters are $a_{1}$ and $a_{2}$. Therefore, the system dynamics depend essentially on the evolution of amplitudes $a_{1}$ and $a_{2}$. The analytical determination of equilibrium points gives

$$
\begin{align*}
& a_{1}=0 \text { and } a_{2}=0,  \tag{29}\\
& a_{1}=\frac{2}{\omega_{1}} \sqrt{\frac{\varphi_{v 1}}{\varphi_{v 3}}} \text { and } a_{2}=0,  \tag{30}\\
& a_{1}=0 \text { and } a_{2}=\frac{2}{\omega_{2}} \sqrt{\frac{\varphi_{v 1}}{\varphi_{v 3}}},  \tag{31}\\
& a_{1}=\frac{2}{\omega_{1}} \sqrt{\frac{\varphi_{v 1}}{3 \varphi_{v 3}}} \text { and } a_{2}=\frac{2}{\omega_{2}} \sqrt{\frac{\varphi_{v 1}}{3 \varphi_{v 3}}} . \tag{32}
\end{align*}
$$

The stability of each equilibrium point leads to a particular regime. Consequently, one distinguishes four operation regimes, which will be elaborated and explained shortly.

1) Asymptotically stable system.
2) Two generators with competitive quenching.
3) Simultaneous self-sustained oscillations.
4) Total instability.

For the stability study one can apply Lyapunov's indirect method, which uses the stability properties of the linearized system around the equilibrium point. The computation of the characteristic polynomial leads to the following result.

$$
\begin{aligned}
P(\lambda)= & \lambda^{2}-\frac{\varphi_{v 1}}{2}\left\{A_{10} \cos \left(\chi_{10}\right)\left(1-\frac{\varphi_{v 3}}{\varphi_{v 1}}\left(\frac{3\left(\omega_{1} a_{1}\right)^{2}}{4}+\frac{\left(\omega_{2} a_{2}\right)^{2}}{2}\right)\right)\right. \\
& \left.+A_{01} \cos \left(\chi_{01}\right)\left(1-\frac{\varphi_{v 3}}{\varphi_{v 1}}\left(\frac{3\left(\omega_{2} a_{2}\right)^{2}}{4}+\frac{\left(\omega_{1} a_{1}\right)^{2}}{2}\right)\right)\right\} \lambda
\end{aligned}
$$

$$
\begin{align*}
& +\frac{A_{10} A_{01} \cos \left(\chi_{10}\right) \cos \left(\chi_{01}\right)}{4}\left\{\varphi _ { v 1 } ^ { 2 } \left(1-\frac{\varphi_{v 3}}{\varphi_{v 1}}\left(\frac{3\left(\omega_{1} a_{1}\right)^{2}}{4}+\right.\right.\right. \\
& \left.\left.\left.+\frac{\left(\omega_{2} a_{2}\right)^{2}}{2}\right)\right)\left(1-\frac{\varphi_{v 3}}{\varphi_{v 1}}\left(\frac{3\left(\omega_{2} a_{2}\right)^{2}}{4}+\frac{\left(\omega_{1} a_{1}\right)^{2}}{2}\right)\right)-\varphi_{v 3}^{2}\left(\omega_{1} \omega_{2} a_{1} a_{2}\right)^{2}\right\} . \tag{33}
\end{align*}
$$

The characteristic polynomial obtained is second order. Therefore, the stability can be verified by testing the signs of polynomial coefficients.

## Asymptotically stable system

The system is asymptotically stable around the origin, if and only if the equilibrium point (29) is asymptotically stable. Introducing (29) in the general characteristic polynomial (33), one obtains the following.

$$
\begin{aligned}
P(\lambda)=\lambda^{2} & -\frac{\varphi_{v 1}}{2}\left\{A_{10} \cos \left(\chi_{10}\right)+A_{01} \cos \left(\chi_{01}\right)\right\} \lambda \\
& +\frac{A_{10} A_{01} \cos \left(\chi_{10}\right) \cos \left(\chi_{01}\right) \varphi_{v 1}^{2}}{4}
\end{aligned}
$$

which has two stable zeros if the following conditions are respected

$$
\left\{\begin{array} { l } 
{ - \varphi _ { v 1 } \{ A _ { 1 0 } \operatorname { c o s } ( \chi _ { 1 0 } ) + A _ { 0 1 } \operatorname { c o s } ( \chi _ { 0 1 } ) \} > 0 }  \tag{34}\\
{ A _ { 1 0 } A _ { 0 1 } \operatorname { c o s } ( \chi _ { 1 0 } ) \operatorname { c o s } ( \chi _ { 0 1 } ) \varphi _ { v 1 } ^ { 2 } > 0 }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
\varphi_{v 1} \cos \left(\chi_{10}\right)<0 \\
\varphi_{v 1} \cos \left(\chi_{01}\right)<0
\end{array}\right.\right.
$$

Provided (34) is satisfied and the initial states are close to the origin, the amplitudes of both oscillations converge to the equilibrium point (29). Figure 6 shows an example of a simulation test, where the conditions (34) are satisfied under realistic parameters values.

## Two generators with competitive quenching

The two generators with competitive quenching regime occurs when both equilibrium points (30) and (31) are locally stable. Substituting (30) into (33), one gets

$$
\begin{aligned}
P(\lambda)=\lambda^{2} & +\varphi_{v 1}\left\{A_{10} \cos \left(\chi_{10}\right)+\frac{1}{2} A_{01} \cos \left(\chi_{01}\right)\right\} \lambda \\
& +\frac{A_{10} A_{01} \cos \left(\chi_{10}\right) \cos \left(\chi_{01}\right) \varphi_{v 1}^{2}}{2}
\end{aligned}
$$

The local stability of (30) is satisfied if and only if

$$
\left\{\begin{array} { l } 
{ \varphi _ { v 1 } \{ A _ { 1 0 } \operatorname { c o s } ( \chi _ { 1 0 } ) + \frac { 1 } { 2 } A _ { 0 1 } \operatorname { c o s } ( \chi _ { 0 1 } ) \} > 0 }  \tag{35}\\
{ A _ { 1 0 } A _ { 0 1 } \operatorname { c o s } ( \chi _ { 1 0 } ) \operatorname { c o s } ( \chi _ { 0 1 } ) \varphi _ { v 1 } ^ { 2 } > 0 }
\end{array} \Longleftrightarrow \left\{\begin{array}{l}
\varphi_{v 1} \cos \left(\chi_{10}\right)>0 \\
\varphi_{v 1} \cos \left(\chi_{01}\right)>0
\end{array}\right.\right.
$$

By symmetry, for the equilibrium point (31) one finds the same conditions.
Provided that the conditions (35) are satisfied, the amplitudes of $x_{1}$ and $x_{2}$ converge to one of both possible equilibrium points (30) and (31). Depending on the initial states, one of the generators is excited, while the oscillations of the other generator are entirely quenched. Figure 7 shows an example of a simulation test in this competitive quenching regime.


Fig. 6. Simulation test for $\omega_{1}=2 \pi \times 210, \omega_{2}=2 \pi \times 740, \varphi_{v 0}=0.45, \varphi_{v 1}=-0.135$, $\varphi_{v 3}=-5.4 \times 10^{-3}, L P F=\frac{2 \pi \times 500}{s+2 \pi \times 500}$ and $\tau=5.5 \times 10^{-3}$


Fig. 7. Simulation test for $\omega_{1}=2 \pi \times 210, \omega_{2}=2 \pi \times 740, \varphi_{v 0}=0.45, \varphi_{v 1}=-0.135$, $\varphi_{v 3}=-5.4 \times 10^{-3}, L P F=\frac{2 \pi \times 500}{s+2 \pi \times 500}$ and $\tau=3.5 \times 10^{-3}$

## Simultaneous self-sustained oscillations

Simultaneous and persistent oscillation of both resonators occurs when the equilibrium point (32) is stable. Introducing (32) in (33), one obtains
$P(\lambda)=\lambda^{2}+\frac{\varphi_{v 1}}{3}\left\{A_{10} \cos \left(\chi_{10}\right)+A_{01} \cos \left(\chi_{01}\right)\right\} \lambda-\frac{A_{10} A_{01} \cos \left(\chi_{10}\right) \cos \left(\chi_{01}\right) \varphi_{v 1}^{2}}{3}$.
The equilibrium point (32) is locally stable if and only if

$$
\begin{align*}
& \left\{\begin{array}{l}
\varphi_{v 1}\left\{A_{10} \cos \left(\chi_{10}\right)+A_{01} \cos \left(\chi_{01}\right)\right\}>0 \\
-A_{10} A_{01} \cos \left(\chi_{10}\right) \cos \left(\chi_{01}\right) \varphi_{v 1}^{2}>0
\end{array}\right. \\
\Longleftrightarrow & \left\{\begin{array}{l}
\varphi_{v 1}\left(A_{10} \cos \left(\chi_{10}\right)+A_{01} \cos \left(\chi_{01}\right)\right)>0 \\
\cos \left(\chi_{10}\right) \cos \left(\chi_{01}\right)<0
\end{array}\right. \tag{36}
\end{align*}
$$

By satisfying (36), it is possible to have simultaneous self-sustained oscillations, the amplitudes of $x_{1}$ and $x_{2}$ converge to the equilibrium point (32). By self-sustained oscillations it is meant that both oscillators are excited without synchronization. Figure 8 shows the stationary part of a simulation test example in the simultaneous self-sustained oscillations regime.

## Total instability

When the conditions (34), (35) and (36) are not satisfied, there does not exist a stable equilibrium point. Therefore, there is no stable limit cycle and the


Fig. 8. Simulation test for $\omega_{1}=2 \pi \times 210, \omega_{2}=2 \pi \times 740, \varphi_{v 0}=0.45, \varphi_{v 1}=-0.135$, $\varphi_{v 3}=-5.4 \times 10^{-3}, L P F=\frac{2 \pi \times 500}{s+2 \pi \times 500}$ and $\tau=4.8 \times 10^{-3}$
amplitudes of both oscillations diverge. By total instability it is meant that for any non-equilibrium initial state, the state of the system diverges.

## Analysis of Results

The results demonstrate the existence of four operation regimes when the ratio of natural frequencies is different from 1,3 and $\frac{1}{3}$. The occurrence of each operation regime depends on the satisfaction of certain conditions. The simulations confirm the quality of estimated amplitudes using the K-B approximation. The conditions for each regime contain essentially the phases $\chi_{01}$ and $\chi_{10}$ introduced by the delay and low pass filtering respectively. The phase domain conditions (34), (35) and (36) are independent. So with fixed delay and low-pass filter it is not possible to have operation in more than one regime. The results suggest that it is perhaps possible in certain cases to estimate the delay from the measurement of the oscillations (number, frequency, amplitude). To illustrate the importance of delay, Figure 9 depicts the operation regimes for several values of $\tau$ and for other parameters fixed near to the practical values. One observes the occurrence of various regimes as a function of the delay.

From a practical point of view, the interesting situation is the simultaneous self-sustained oscillatory regime which is represented in Figure 9. The fact that, the amplitudes of harmonics $\omega_{1}$ and $\omega_{2}$ take values $\frac{2}{\omega_{1}} \sqrt{\frac{\varphi_{v 1}}{3 \varphi_{v 3}}}$ and $\frac{2}{\omega_{2}} \sqrt{\frac{\varphi_{v 1}}{3 \varphi_{v 3}}}$ respectively, shows clearly that they depend inversely on the values of frequencies (a phenomenon which has been observed in practice). The results of Figure 9 have a very important practical implication: the design of the combustion system influences the type of combustion instability which may occur.

## 5 Quenching the Oscillations

For the development of an effective control method for quenching both oscillation modes present in combustion instabilities, the model (14) is taken


Fig. 9. The operation regimes as a function of $\tau, \omega_{1}=2 \pi \times 210, \omega_{2}=2 \pi \times 740$, $\varphi_{v 0}=0.45, \varphi_{v 1}=-0.135, \varphi_{v 3}=-5.4 \times 10^{-3}$ and $L P F=\frac{2 \pi \times 500}{s+2 \pi \times 500}$
with the addition of a multiplicative control action (modulation of the fuel flow). The multiplicative effect of the control action must be included in the representation to capture the modulation of a fraction of the fuel flow $u$ into the combustion chamber and its consequent effect on the heat release rate [10, 9]. This leads to the following differential equations

$$
\left\{\begin{array}{l}
\ddot{x}_{1}+\omega_{1}^{2} x_{1}=\frac{d}{d t} L P F\left\{(1+u)\left(\varphi_{v 0}+\varphi_{v 1} \dot{p}_{\tau}-\frac{\varphi_{v 3}}{3} \dot{p}_{\tau}^{3}\right)\right\}  \tag{37}\\
\ddot{x}_{2}+\omega_{2}^{2} x_{2}=\frac{d}{d t} L P F\left\{(1+u)\left(\varphi_{v 0}+\varphi_{v 1} \dot{p}_{\tau}-\frac{\varphi_{v 3}}{3} \dot{p}_{\tau}^{3}\right)\right\} .
\end{array}\right.
$$

To deal with combustion instabilities, different control approaches have been considered in practice [1]. One can use a feedback control which is based on the pressure measurement alone. Two types of control law can be considered, one linear the other nonlinear. The linear law requires the availability of $x_{1}$ and $x_{2}$ which can be obtained by using appropriate band pass filters [4]. Here we are interested in nonlinear feedback which uses the pressure measurement ( $p=x_{1}+x_{2}$ ), since it gives effective results and is subject to fewer constraints. To study the effects of such control we continue to use the K-B method. The following assumption is proposed concerning the validity of the K-B approximation.

Assumption 3. Let $a_{1}$ and $a_{2}$ be the amplitudes of the oscillations $x_{1}$ and $x_{2}$ obtained from the $K-B$ approximation. If $a_{1}$ and $a_{2}$ are asymptotically locally (globally) stable at the origin, then the original system is asymptotically locally stable at the origin.

For nonlinear feedback, the pressure measurement $p$ is differentiated and delayed with a delay $\tau$ to obtain $\dot{p}_{\tau}$, which is introduced into a nonlinear function $\Phi$, to obtain a control law $u=\Phi\left(p, \dot{p}_{\tau}\right)$. This control strategy is explained in the block diagram shown in Figure 10. This control law will be used to add damping and to compensate the physical feedback caused by the coupling between the thermal heat-release process and the acoustics of the combustion chamber. If such a control is designed, the system will be asymptotically stable at the origin and the quenching of oscillations will occur. This can be interpreted also as a feedback linearization which in addition stabilizes the system. The results are summarized in the following lemma

Lemma 5. For the control law

$$
\begin{equation*}
\Phi\left(p, \dot{p}_{\tau}\right)=-K p-\frac{1}{\varphi_{v 0}}\left(\varphi_{v 1} \dot{p}_{\tau}-\frac{\varphi_{v 3}}{3} \dot{p}_{\tau}^{3}\right), \tag{38}
\end{equation*}
$$

where $K$ is a constant satisfying the conditions

$$
\begin{cases}K \varphi_{v 0} \cos \left(\phi\left(\omega_{1}\right)\right) & >0  \tag{39}\\ K \varphi_{v 0} \cos \left(\phi\left(\omega_{2}\right)\right) & >0\end{cases}
$$

the system is locally asymptotically stable at the origin.


Fig. 10. Block diagram of nonlinear feedback

Proof: Replacing the function (38) in (37) yields,

$$
\left\{\begin{array}{c}
\ddot{x}_{1}+\omega_{1}^{2} x_{1}=\frac{d}{d t} L P F\left\{\varphi_{v 0}-K \varphi_{v 0} p-K \varphi_{v 1} p \dot{p}_{\tau}+K \frac{\varphi_{v 3}}{3} p \dot{p}_{\tau}^{3}\right. \\
\left.\quad-\frac{\varphi_{v 1}^{2}}{\varphi_{v 0}} \dot{p}_{\tau}^{2}+\frac{2 \varphi_{v 1} \varphi_{v 3}}{3 \varphi_{v 0}} \dot{p}_{\tau}^{4}-\frac{\varphi_{v 3}^{2}}{9 \varphi_{v 0}} \dot{p}_{\tau}^{6}\right\} \\
\ddot{x}_{2}+\omega_{2}^{2} x_{2}=\frac{d}{d t} L P F\left\{\varphi_{v 0}-K \varphi_{v 0} p-K \varphi_{v 1} p \dot{p}_{\tau}+K \frac{\varphi_{v 3}}{3} p \dot{p}_{\tau}^{3}\right. \\
\left.\quad-\frac{\varphi_{v 1}^{2}}{\varphi_{v 0}} \dot{p}_{\tau}^{2}+\frac{2 \varphi_{v 1} \varphi_{v 3}}{3 \varphi_{v 0}} \dot{p}_{\tau}^{4}-\frac{\varphi_{v 3}^{2}}{9 \varphi_{v 0}} \dot{p}_{\tau}^{6}\right\} .
\end{array}\right.
$$

Therefore, for the K-B approximation (1) with $\epsilon=1$ one may consider the following choice

$$
\begin{gather*}
f_{1}=f_{2}=f=\frac{d}{d t} L P F\left\{\varphi_{v 0}-K \varphi_{v 0} p-K \varphi_{v 1} p \dot{p}_{\tau}+K \frac{\varphi_{v 3}}{3} p \dot{p}_{\tau}^{3}\right. \\
\left.-\frac{\varphi_{v 1}^{2}}{\varphi_{v 0}} \dot{p}_{\tau}^{2}+\frac{2 \varphi_{v 1} \varphi_{v 3}}{3 \varphi_{v 0}} \dot{p}_{\tau}^{4}-\frac{\varphi_{v 3}^{2}}{9 \varphi_{v 0}} \dot{p}_{\tau}^{6}\right\} . \tag{40}
\end{gather*}
$$

Introducing $x_{i}=a_{i} \cos \left(\omega_{i} t+\theta_{i}\right)$ and $\dot{x}_{i}=-a_{i} \omega_{i} \sin \left(\omega_{i} t+\theta_{i}\right), i=1,2$, in (40), using the approximation (24) and after trigonometric simplifications and using Assumption 2, one obtains the expression

$$
\begin{aligned}
f \approx & K \varphi_{v 0} \omega_{1} G\left(\omega_{1}\right) a_{1}\left[\cos \left(\phi\left(\omega_{1}\right)\right) \sin \left(\omega_{1} t+\theta_{1}\right)-\sin \left(\phi\left(\omega_{1}\right)\right) \cos \left(\omega_{1} t+\theta_{1}\right)\right] \\
& +K \varphi_{v 0} \omega_{2} G\left(\omega_{2}\right) a_{2}\left[\cos \left(\phi\left(\omega_{2}\right)\right) \sin \left(\omega_{2} t+\theta_{2}\right)-\sin \left(\phi\left(\omega_{2}\right)\right) \cos \left(\omega_{2} t+\theta_{2}\right)\right] \\
& +\sum_{\omega_{\ell} \not \approx \omega_{1} \wedge \omega_{2}}^{r}\left(H_{\ell}\left(a_{1}, a_{2}, \theta_{1}, \theta_{2}\right) \sin \left(\omega_{\ell} t+\theta_{\ell}\right)+G_{\ell}\left(a_{1}, a_{2}, \theta_{1}, \theta_{2}\right) \cos \left(\omega_{\ell} t+\theta_{\ell}\right)\right) .
\end{aligned}
$$

Applying the rule (3) for the amplitudes leads to the following approximations

$$
\left\{\begin{array}{l}
\frac{d a_{1}}{d t}=-\frac{1}{2} G\left(\omega_{1}\right) K \varphi_{v 0} \cos \left(\phi\left(\omega_{1}\right)\right) a_{1}  \tag{41}\\
\frac{d a_{2}}{d t}=-\frac{1}{2} G\left(\omega_{2}\right) K \varphi_{v 0} \cos \left(\phi\left(\omega_{2}\right)\right) a_{2}
\end{array}\right.
$$

These are linear differential equations for the uncoupled amplitudes $a_{1}$ and $a_{2}$. The amplitudes are globally asymptotically stable at the origin if the


Fig. 11. Linear feedback control applied at the first appearance of oscillations


Fig. 12. Nonlinear feedback control applied after the oscillation has reached steadystate
conditions (39) are satisfied. Appealing to Assumption 3, one deduces the result.

This control has been tested in simulation, with the same model parameters used in simultaneous self-sustained oscillations and with gain $K=100$ for the two possible scenarios. In the first scenario, the control is applied at the appearance of oscillations in $x_{1}$ or $x_{2}$. This is presented in Figure 11. In
the second scenario, the control is applied after the oscillations in $x_{1}$ and $x_{2}$ have already reached steady-state operation. This is presented in Figure 12.

The control law yields asymptotic local stability at the origin. The domain of amplitudes $a_{1}$ and $a_{2}$ where quenching oscillations is guaranteed, is delimited by the boundary of validity the K-B method applied to (37). It is important to note however, that such a control strategy requires good knowledge of the parameters values in the combustion instability model, particularly of the value of the delay $\tau$.

## 6 Conclusion

This paper presents a model for combustion instabilities which is analytically tractable. Its analysis is carried out using the Krylov-Bogoliubov (K-B) method. The analysis has shown that the model can explain the coexistence of several distinct non-harmonic frequencies observed in practice. The chapter has also shown and quantified the effect of the delay for the occurrence of the various phenomena observed.

Once this method of analysis has been made available and taking advantage of the mutiplicative control which can be implemented by amplitude modulation of the fuel flow, a feedback control methodology for quenching oscillations in combustion instabilities has been developed. The possibility of quenching oscillations has been analyzed also by the K-B method.

Further work will focus on robustness of these quenching approaches with respect to model parameters uncertainties as well as a quantitative evaluation of the stability domains.
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#### Abstract

Summary. Using concepts from switched adaptive control theory plus a special parameterization of the class of $2 \times 2$ nonsingular matrices, a tractable and provably correct solution is given to the three landmark station keeping problem in the plane in which range measurements are the only sensed signals upon which station keeping is to be based. The performance of the overall system degrades gracefully in the face of increasing measurement and miss-alignment errors, provided the measurement errors are not too large.


## 1 Introduction

"Station keeping" is a term from orbital mechanics which refers to the "practice of maintaining the orbital position of satellites in geostationary orbit" \{Wikipedia\}. In this paper as in [3], we take station keeping to mean the practice of keeping a mobile autonomous agent in a position in the plane which is determined by prescribed distances from two or more landmarks. We refer to these landmarks as neighboring agents because we envision solutions to the station keeping problem as potential solutions to multi-agent formation maintenance problems. We are particularly interested in solutions to the station keeping problem in which the only signals available to the agent whose position is to be maintained, are noisy range measurements from its neighbors ${ }^{1}$. Our approach to station keeping builds on the work initiated in [3] where we treated station keeping as a problem in switched adaptive control. We continue with the same approach in this paper but now deal directly with an important computational issue which was not addressed in [3]. In particular, the control system considered in [3] requires an algorithm capable

[^6]of minimizing with respect to the four entries in a $2 \times 2$ nonsingular matrix $P$, a cost function of the form $M(X, P)=\operatorname{trace}\left\{[I P] X[I P]^{\prime}\right\}$ where $X$ is a $4 \times 4$ positive semi-definite matrix. What makes the problem difficult is the constraint that $P$ must be non-singular, since this leads to an non-convex optimization problem. The main contribution of this paper is to explain how to avoid this difficulty by utilizing the fact that any $2 \times 2$ non-singular matrix $B$ can be written as $B=U(I+L) S$ where $U$ is a specially structured matrix from a finite set, $L$ is strictly lower triangular and $S$ is symmetric and positive definite [12]. This fact enables us to modify the optimization problem just described, so that instead of having a non-convex problem to solve, one has a finite set of convex problems instead. Not only does the modification lead to convex programming problems, but also programming problems which can each be solved efficiently using semi-definite programming methods [22].

Work on the range-only station keeping problem already exists $[9,20,2]$ and related work on range-only source localization can be found in [5, 4]. The station keeping problem is closely related to the Simultaneous Localization and Mapping $\{\operatorname{SLAM}\}$ problem [11, 16, 6, 23], which is also called the Concurrent Mapping and Localization problem [7, 21]. SLAM is the process of building a map of an unknown environment by using mobile robots' sensed information and simultaneously estimating those robots' locations by using this map. The station keeping problem with one autonomous agent and multiple landmarks can be cast as a SLAM problem in which the map describes the positions of the landmarks and the autonomous agent is the robot to be localized. There are several approaches to the SLAM problem, such as those based on Kalman filters [19, 1] and those using sequential Monte Carlo techniques [8, 24]. Kalman filtering based methods apply to linearized observation models and assume that the measurement errors are Gaussian. Since most of the sensory data from the range-only measurements are nonlinear and with non-Gaussian errors, the limitation of the Kalman filter method in this context is obvious. Sequential Monte Carlo based methods use nonlinear observation models and do not require suitable probabilistic models for measurement noises, but do require large numbers of samples; typically such methods are computationally difficult to implement. There are also several interesting and new set-based techniques addressed to the rangeonly SLAM problem [9, 20], but these have not been validated mathematically.

Several features of the station keeping method proposed here distinguish it from SLAM-based methods. First, SLAM algorithms seek to localize and map whereas the approach here focuses sharply and exclusively on the ultimate goal of moving an agent to its assigned position; no attempt is made to localize the assigned position and because of this, the approach taken here is fundamentally different than the more indirect SLAM approach. Second, the present method uses a provably correct switched adaptive control algorithm, whereas the SLAM-based methods do not.

In Section 2 we formulate the station keeping problem of interest. Error models appropriate to the solution to the problem are developed in Section 3. Some of the error equations developed have appeared previously in [9, 20, 18] and elsewhere. In Section 4 we present a switched adaptive control system which solves the three neighbor station keeping problem for a point modelled agent. The control system consists of a "multi-estimator" $\mathbb{E}$, a "multicontroller" $\mathbb{C}$, a "monitor" $\mathbb{M}$ and a "dwell-time switching logic" $\mathbb{S}$. These terms and definitions have been discussed before in $[14,15]$ and elsewhere. In Section 4.3, the output of the monitor is defined to be a parameter-dependent, scalar-valued signal of the form $M(W, P)=\operatorname{trace}\left\{\left[\begin{array}{ll}I & P\end{array}\right] W\left[\begin{array}{ll}I & P\end{array}\right]^{\prime}\right\}$ where $W$ is a $4 \times 4$ positive semi-definite signal generated by the monitor and $P$ is a $2 \times 2$ non-singular matrix of parameters taking values in a compact but non-convex parameter space $\mathcal{P}$. Although this particular definition is intuitive and natural for the adaptive solution to the station keeping problem, as we've already noted, the definition leads to non-convex optimization problem. To avoid this, use is made of the previously mentioned fact that any $2 \times 2$ non-singular matrix $B$ can be written as $B=U(I+L) S$ where $U$ is a specially structured matrix from a finite set, $L$ is strictly lower triangular and $S$ is symmetric and positive definite [12]. In Section $4.3 M(\cdot)$ is redefined as $M(W, U, L, S)=\operatorname{trace}\left\{\left[(I-L) U^{\prime} S\right] X\left[(I-L) U^{\prime} S\right]^{\prime}\right\}$ where $L$ and $S$ take values in compact convex sets $\mathcal{L}$ and $\mathcal{S}$ respectively. More detailed descriptions of these sets are derived in Section 6. In Section 7 it is then explained how to re-formulate the resulting problem of minimizing $M(W, U, L, S)$ over $\mathcal{L} \times \mathcal{S}$ for fixed $W$ and $U$, as a semi-definite programming problem.

Because of the re-parameterization just outlined, the resulting switched adaptive control is completely tractable and easy to implement. In addition, it has especially desirable properties. For example, in the absence of errors the control causes agent positioning to occur exponentially fast; moreover it guarantees that performance will degrade gracefully in the face of increasing measurement and miss-alignment errors, provided the measurement errors are not too large. In Section 5 we sketch the ideas upon which these claims are based.

## 2 Formulation

Let $n>1$ be an integer. The system of interest consists of $n+1$ points in the plane labelled $0,1,2, \ldots, n$ which will be referred to as agents. Let $x_{0}, x_{1}, \ldots, x_{n}$ denote the coordinate vector of current positions of agents $0,1,2, \ldots n$ respectively with respect to a common frame of reference. Assume that the formation is suppose to come to rest and moreover that agents $1,2, \ldots, n$ are already at their proper positions in the formation and are at rest. Thus

$$
\begin{equation*}
\dot{x}_{i}=0, \quad i \in\{1,2,3, \ldots, n\} \tag{1}
\end{equation*}
$$

We further assume that the nominal model for how agent 0 moves is a kinematic point model of the form

$$
\begin{equation*}
\dot{x}_{0}=u \tag{2}
\end{equation*}
$$

where $u$ is an open loop control taking values in $\mathbb{R}^{2}$.
Suppose that agent 0 can sense its distances $y_{1}, y_{2}, \ldots, y_{n}$ from neighboring agents $1,2, \ldots, n$ with uniformly bounded, additive errors $\epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{n}$ respectively. Thus

$$
\begin{equation*}
y_{i}=\left\|x_{i}-x_{0}\right\|+\epsilon_{i}, \quad i \in\{1,2, \ldots, n\} \tag{3}
\end{equation*}
$$

where $\|\cdot\|$ denotes the Euclidean 2-norm. Suppose in addition that agent 0 is given a set of non-negative numbers $d_{1}, d_{2}, \ldots, d_{n}$, where $d_{i}$ represents a desired distance from agent 0 to agent $i$. The problem is to devise a control law depending on the $d_{i}$ and the $y_{i}$ which, were the $\epsilon_{i}$ all zero, would cause agent 0 to move to a position in the formation which, for $i \in\{1,2, \ldots, n\}$, is $d_{i}$ units from agent $i$. We call this the $n$ neighbor station keeping problem. We shall also require the controllers we devise to guarantee that errors between the $y_{i}$ and their desired values eventually become small if the measurement errors are all small.

Let $x^{*}$ denote the target position to which agent 0 would have to move were the station keeping problem solvable. Then $x^{*}$ would have to satisfy

$$
\begin{equation*}
d_{i}=\left\|x_{i}-x^{*}\right\|, \quad i \in\{1,2, \ldots, n\} \tag{4}
\end{equation*}
$$

There are two cases to consider.

1) If $n=2$, there will be two solutions $x^{*}$ to (4) if $\left|d_{1}-d_{2}\right|<\| x_{1}-x_{2}| |<$ $d_{1}+d_{2}$ and no solutions if either $\left|d_{1}-d_{2}\right|>| | x_{1}-x_{2} \|$ or $\left\|x_{1}-x_{2}\right\|>d_{1}+d_{2}$. We will assume that two solutions exist and that the target position is the one closest to the initial position of agent zero.
2) If $n \geq 3$, there will exist a solution $x^{*}$ to (4) only if agents 1 through $n$ are aligned in such a way so that the circles centered at the $x_{i}$ of radii $d_{i}$ all intersect at least one point. If the $x_{i}$ are so aligned and at least three $x_{i}$ are not co-linear, then $x^{*}$ is even unique. Such alignments are of course exceptional. To account for the more realistic situation when points are out of alignment, we will assume instead of (4), that there is a value of $x^{*}$ for which

$$
\begin{equation*}
d_{i}=\left\|x^{*}-x_{i}\right\|+\bar{\epsilon}_{i}, \quad i \in\{1,2, \ldots, n\} \tag{5}
\end{equation*}
$$

where each $\bar{\epsilon}_{i}$ is a small miss-alignment error.
Our specific control objective can now be stated. Devise a feedback control for agent 0 , using the $d_{i}$ and measurements $y_{i}$, which bounds the induced $\mathcal{L}^{2}$ gains from each $\epsilon_{i}$ and each $\bar{\epsilon}_{i}$ to each of the errors

$$
\begin{equation*}
e_{i}=y_{i}^{2}-d_{i}^{2}, \quad i \in\{1,2,3, \ldots, n\} \tag{6}
\end{equation*}
$$

We will address this problem using well known concepts and constructions from adaptive control.

## 3 Error Models

The controllers which we propose to study will all be based on suitably defined error models. We now proceed to develop these models.

### 3.1 Error Equations

To begin, we want to derive a useful expression for each $e_{i}$. In view of (3)

$$
y_{i}^{2}=\left\|x_{i}-x_{0}\right\|^{2}+2 \epsilon_{i}\left\|x_{i}-x_{0}\right\|+\epsilon_{i}^{2} .
$$

But

$$
\left\|x_{i}-x_{0}\right\|^{2}=\left\|x_{i}-x^{*}\right\|^{2}+2\left(x^{*}-x_{i}\right)^{\prime} \bar{x}_{0}+\left\|\bar{x}_{0}\right\|^{2}
$$

where

$$
\begin{equation*}
\bar{x}_{0}=x_{0}-x^{*} . \tag{7}
\end{equation*}
$$

Moreover from (5)

$$
d_{i}^{2}=\left\|x_{i}-x^{*}\right\|^{2}+2 \bar{\epsilon}_{i}\left\|x_{i}-x^{*}\right\|+\bar{\epsilon}_{i}^{2} .
$$

From these expressions and the definition of $e_{i}$ in (6) it follows that

$$
\begin{equation*}
e_{i}=2\left(x^{*}-x_{i}\right)^{\prime} \bar{x}_{0}+\left\|\bar{x}_{0}\right\|^{2}+2 \epsilon_{i}\left\|\bar{x}_{0}\right\|+\eta_{i} \tag{8}
\end{equation*}
$$

where

$$
\eta_{i}=2 \epsilon_{i}\left\|x_{i}-x_{0}\right\|+\epsilon_{i}^{2}-2 \bar{\epsilon}_{i}\left\|x_{i}-x^{*}\right\|-\bar{\epsilon}_{i}^{2}-2 \epsilon_{i}\left\|\bar{x}_{0}\right\| .
$$

Note that $\mid\left\|x_{i}-x_{0}\right\|-\left\|\bar{x}_{0}\right\|\|\leq\| x_{i}-x^{*} \|$ because of the triangle inequality and the definition of $\bar{x}_{0}$ in (7). From this and (5) it is easy to see that

$$
\begin{equation*}
\left|\eta_{i}\right| \leq\left(\left|\epsilon_{i}\right|+\left|\bar{\epsilon}_{i}\right|\right) \gamma_{i} \tag{9}
\end{equation*}
$$

where $\gamma_{i}=2 d_{i}+\left|\epsilon_{i}-\bar{\epsilon}_{i}\right|$.

### 3.2 Station Keeping with $n=3$ Neighbors

In this section we consider the case when $n=3$. We shall assume that $x_{1}, x_{2}$, and $x_{3}$ are not co-linear. Note first that we can write

$$
\begin{equation*}
\dot{\bar{x}}_{0}=u \tag{10}
\end{equation*}
$$

because of (2) and the fact that $\bar{x}_{0}=x_{0}-x^{*}$. Let

$$
e=\left[\begin{array}{l}
e_{1}-e_{3} \\
e_{2}-e_{3}
\end{array}\right]
$$

and define $q=B \bar{x}_{0}$, where

$$
\begin{equation*}
B=2\left[x_{3}-x_{1} x_{3}-x_{2}\right]^{\prime} \tag{11}
\end{equation*}
$$

The error model for this case is then

$$
\begin{align*}
& e=q+\epsilon\left\|B^{-1} q\right\|+\eta  \tag{12}\\
& \dot{q}=B u \tag{13}
\end{align*}
$$

where

$$
\epsilon=2\left[\begin{array}{l}
\epsilon_{1}-\epsilon_{3} \\
\epsilon_{2}-\epsilon_{3}
\end{array}\right] \quad \eta=\left[\begin{array}{l}
\eta_{1}-\eta_{3} \\
\eta_{2}-\eta_{3}
\end{array}\right] .
$$

Our assumption that the $x_{i}$ are not co-linear implies that $B$ is non-singular. Note that since $B$ is nonsingular, $x_{0}=x^{*}$ whenever $q=0$. This in turn will be the case when $e=0$ provided $\epsilon=0$ and $\eta=0$. The term $\left\|B^{-1} q\right\| \epsilon$ can be regarded as a perturbation and can be dealt with using standard small gain arguments. Essentially linear error models like (12), (13) can also be derived for any $n>3$.

### 3.3 Station Keeping with $n=2$ Neighbors

In the two-neighbor case we've assumed that $\left|d_{1}-d_{2}\right|<\left\|x_{1}-x_{2}\right\|<d_{1}+d_{2}$ and thus that two solutions $x^{*}$ to (4) exist. We will assume that $\bar{x}_{0}$ has been defined so that $\left\|\bar{x}_{0}(0)\right\|$ is the smaller of the two possibilities. As before, and for the same reason, (10) holds. For this version of the problem we define

$$
e=\left[\begin{array}{l}
e_{1} \\
e_{2}
\end{array}\right]
$$

Let $q=B \bar{x}_{0}$, where now

$$
\begin{equation*}
B=2\left[x^{*}-x_{1} x^{*}-x_{2}\right]^{\prime} \tag{14}
\end{equation*}
$$

The error model for this case is then

$$
\begin{align*}
& e=q+\epsilon\left\|B^{-1} q\right\|+\left\|B^{-1} q\right\|^{2} \mathbf{1}+\eta  \tag{15}\\
& \dot{q}=B u \tag{16}
\end{align*}
$$

where

$$
\mathbf{1}=\left[\begin{array}{l}
1 \\
1
\end{array}\right] \quad \epsilon=2\left[\begin{array}{l}
\epsilon_{1} \\
\epsilon_{2}
\end{array}\right] \quad \quad \eta=\left[\begin{array}{c}
\eta_{1} \\
\eta_{2}
\end{array}\right]
$$

Note that our assumption that $\left|d_{1}-d_{2}\right|<\left\|x_{1}-x_{2}\right\|<d_{1}+d_{2}$ implies that $x_{1}, x_{2}, x^{*}$ are not co-linear. This in turn implies that $B$ is non-singular. The essential difference between this error model and the error model for the three neighbor case is that the two-neighbor agent model has a quadratic function of state in its readout equation whereas the three-neighbor error model does not.

## 4 Station Keeping Supervisory Controller

In this section we will develop a set of controller equations aimed at solving the station keeping problem with three neighbors. Because of its properties, the controller we propose can also be used for the two neighbor version of the problem; however in this case meaningful results can only be claimed if agent 0 starts out at a position which is sufficiently close to its target $x^{*}$. For ease of reference, we repeat the error equations of interest.

$$
\begin{align*}
& e=q+\epsilon\left\|B^{-1} q\right\|+\eta  \tag{17}\\
& \dot{q}=B u . \tag{18}
\end{align*}
$$

In the sequel we will assume that $\|\epsilon\| \leq \epsilon^{*}, \quad t \geq 0$ where $\epsilon^{*}$ is a positive constant which satisfies the constraint

$$
\begin{equation*}
\epsilon^{*}<\frac{1}{\left\|B^{-1}\right\|} \tag{19}
\end{equation*}
$$

Note that this constraint says that the allowable measurement error bound will decrease as agents 1,2 , and 3 are positioned closer and closer to colinear and/or further and further away from agent 0 . While we are unable to fully justify this assumption at this time, we suspect that it is intrinsic and is not specific to the particular approach to station keeping which we are following. Our suspicion is prompted in part by the observation that the $\operatorname{map} q \longmapsto q+\epsilon\left\|B^{-1} q\right\|$ will be invertible for all $\|\epsilon\| \leq \epsilon^{*}$ if and only if (19) holds.

The type of control system we intend to develop assumes that $B$ is unknown, but requires one to define at the outset a closed bounded subset of $2 \times 2$ non-singular matrices $\mathcal{P} \subset \mathbb{R}^{2 \times 2}$ which is big enough so that it can be assumed that $B \in \mathcal{P}$. It is clear that because of the non-singularity requirement, just about any reasonably defined parameter space $\mathcal{P}$ which satisfies these conditions would not be convex, or even the union of a finite number of convex sets. This has important practical implications which we will elaborate on later.

The supervisory control system to be considered consists of a "multiestimator" $\mathbb{E}$, a "multi-controller" $\mathbb{C}$, a "monitor" $\mathbb{M}$ and a "dwell-time switching logic" $\mathbb{S}$. These terms and definitions have been discussed before in $[14,15]$ and elsewhere. They are fairly general concepts, have specific meanings, and apply to a broad range of problems. Although there is considerable flexibility in how one might define these component subsystems, in this paper we shall be quite specific. The numbered equations which follow, are the equations which define the supervisory controller we will consider.

### 4.1 Multi-Estimator $\mathbb{E}$

For the problem of interest, the multi-estimator $\mathbb{E}$ is defined by the two equations

$$
\begin{align*}
& \dot{z}_{1}=-\lambda z_{1}+\lambda e  \tag{20}\\
& \dot{z}_{2}=-\lambda z_{2}+u \tag{21}
\end{align*}
$$

where $\lambda$ is a design constant which must be positive but is otherwise unconstrained.

Note that the signal $\rho=z_{1}+B z_{2}-q$ satisfies

$$
\dot{\rho}=-\lambda \rho+\lambda\left(\epsilon\left\|B^{-1} q\right\|+\eta\right) .
$$

For $P \in \mathcal{P}$, let $\bar{e}_{P}$ denote the $P$ th output estimation error

$$
\bar{e}_{P}=z_{1}+P z_{2}-e
$$

The relevant relationships between these signals when $P=B$ can be conveniently described by the block diagram in Figure 1. The diagram describes


Fig. 1. Subsystem
a nonlinear dynamical system with inputs $\eta$ and $z_{1}+B z_{2}$ and outputs $\bar{e}_{B}$. It is easy to verify that this system is globally exponentially stable with stability margin no smaller than $\lambda\left(1-\epsilon^{*}\left\|B^{-1}\right\|\right)$ because of the measurement constraint (19) discussed earlier. The diagram clearly implies that if $\epsilon$ and $\eta$ were $0, \bar{e}_{B}$ would tend to 0 ; in this case $z_{1}+B z_{2}$ would therefore be an asymptotically correct estimate of $e=q$. We exploit these observations below.

### 4.2 Multi-Controller $\mathbb{C}$

The multi-controller $\mathbb{C}$ we propose to study is simply

$$
\begin{equation*}
u=-\lambda \widehat{B}^{-1} e \tag{22}
\end{equation*}
$$

where $\widehat{B}$ is a suitably defined piecewise constant switching signal taking values in $\mathcal{P}$. The definition of $u$ has been crafted so that the "closed-loop parameterized system" matrix $-\lambda P P^{-1}$ is stable with "stability margin" $\lambda$ for all $P \in \mathcal{P}$. Other controllers which accomplish this could also be used \{e.g., $\left.u=-\lambda \widehat{B}^{-1}\left(z_{1}+\widehat{B} z_{2}\right)\right\}$. The consequence of this definition of $u$ is predicted by the certainty equivalence stabilization theorem [10] and is as follows. Let $\bar{e}_{\widehat{B}}=z_{1}+\widehat{B} z_{2}-e$ and define the so-called injected sub-system to be the system with input $\bar{e}_{\widehat{B}}$ and output $z_{1}+B z_{2}$ which results when $z_{1}+B z_{2}-\bar{e}_{\widehat{B}}$ is substituted for $e$ in the closed loop system determined by (20), (21) and (22). Thus

$$
\begin{aligned}
& \dot{z}_{1}=\lambda \widehat{B} z_{2}-\lambda \bar{e}_{\widehat{B}} \\
& \dot{z}_{2}=-\lambda \widehat{B}^{-1} z_{1}-2 \lambda z_{2}+\lambda \widehat{B}^{-1} \bar{e}_{\widehat{B}}
\end{aligned}
$$

Certainty equivalence implies that this system, viewed as a dynamical system with input $\bar{e}_{\widehat{B}}$, is also stable with stability margin $\lambda$ for each fixed $\widehat{B} \in \mathcal{P}$. In this special case one can deduce this directly using the state transformation $\left\{z_{1}, z_{2}\right\} \longmapsto\left\{z_{1}, z_{1}+\widehat{B} z_{2}\right\}$. For this system to have stability margin $\lambda$ means that for any positive number $\lambda_{0}<\lambda$ the matrix $\lambda_{0} I+A(\widehat{B})$ is exponentially stable for all constant $\widehat{B} \in \mathcal{P}$. Here

$$
A(\widehat{B})=\left[\begin{array}{cc}
0 & \lambda \widehat{B} \\
-\lambda \widehat{B}^{-1} & -2 \lambda I
\end{array}\right]
$$

which is the state coefficient matrix of the injected system.
In the sequel, we fix $\lambda_{0}$ at any positive value such that $\lambda_{0}<\lambda(1-$ $\left.\epsilon^{*}\right)\|B\|^{-1}$. This number turns out to be a lower bound on the convergence rate for the entire closed-loop control system.

We need to pick one more positive design parameter, called a dwell time $\tau_{D}$. This number has to be chosen large enough so that the injected linear system defined above is exponentially stable with stability margin $\lambda$ for every "admissible" piecewise constant switching signal $\widehat{B}:[0, \infty) \rightarrow \mathcal{P}$, where by admissible we mean a piecewise constant signal whose switching instants are separated by at least $\tau_{D}$ time units. This is easily accomplished because each $\lambda_{0} I+A(P), \quad P \in \mathcal{P}$ is a stability matrix. All that's required then is to pick $\tau_{D}$ large enough so that the induced norm \{any matrix norm\} of each matrix $e^{\left\{\lambda_{0} I+A(P)\right\} t}, P \in \mathcal{P}$, is less than 1.

It is useful for analysis to add to Figure 1, two copies of the injected system just defined, one $\left\{\Sigma_{1}\right\}$ with output $e=z_{1}+B z_{2}-\bar{e}_{\widehat{B}}$ and the other $\left\{\Sigma_{2}\right\}$ with output $z_{1}+B z_{2}$. The multiple copies are valid because the injected system is an exponentially stable linear system. The resulting system is shown in Figure 2.
Note that if there were a gain between $\bar{e}_{B}$ and $\bar{e}_{\widehat{B}}$, and if $\epsilon$ were small enough, the overall system shown in Figure 2 would be exponentially stable


Fig. 2. Subsystem for analysis
and bounded $\eta$ would produce bounded $e$. We return to this observation later.

### 4.3 Monitor $\mathbb{M}$

The state dynamic of monitor $\mathbb{M}$ is defined by the equation

$$
\dot{W}=-2 \lambda_{0} W+\left[\begin{array}{c}
z_{1}-e  \tag{23}\\
z_{2}
\end{array}\right]\left[\begin{array}{c}
z_{1}-e \\
z_{2}
\end{array}\right]^{\prime}
$$

where $W$ is a "weighting matrix" which takes values in the linear space $\mathcal{X}$ of $4 \times 4$ symmetric matrices; although not crucial, for simplicity we will require $\mathbb{M}$ to be initialized at zero; thus $W(0)=0$. This clearly implies that $W(t)$ is positive semi-definite for all $t \geq 0$. Note that it takes only 10 differential equations rather than 16 to generate $W$ because of symmetry.

## The output of $\mathbb{M}$ - First Pass

The output of $\mathbb{M}$ is a parameter dependent "monitoring signal" which for the moment we define to be $\mu_{P}=M(W, P)$ where $M: \mathcal{X} \times \mathcal{P} \rightarrow \mathbb{R}$ is the scalar-valued function

$$
M(X, P)=\operatorname{trace}\left\{\left[\begin{array}{ll}
I & P
\end{array}\right] X\left[\begin{array}{ll}
I & P
\end{array}\right]^{\prime}\right\}
$$

The $\mu_{P}$ are helpful in motivating the definition of $\mathbb{M}$ and the switching logic $\mathbb{S}$ which follows; however, they are actually not used anywhere in the implemented system. It is obvious that they could not be because there are infinitely many of them.

Note that for any $P \in \mathcal{P}$,

$$
\dot{\mu}_{P}=-2 \lambda_{0} \mu_{P}+\operatorname{trace}\left(\left\{z_{1}-e+P z_{2}\right\}\left\{z_{1}-e+P z_{2}\right\}^{\prime}\right)
$$

so

$$
\dot{\mu}_{P}=-2 \lambda_{0} \mu_{P}+\left\|z_{1}-e+P z_{2}\right\|^{2} .
$$

But $\bar{e}_{P}=z_{1}-e+P z_{2}$. Therefore

$$
\dot{\mu}_{P}=-2 \lambda_{0} \mu_{P}+\left\|\bar{e}_{P}\right\|^{2}
$$

and

$$
M(W, P)=\int_{0}^{t} e^{-2 \lambda_{0}(t-s)}\left\|\bar{e}_{P}\right\|^{2} d s
$$

Thus if we introduce the exponentially weighted 2 -norm

$$
\|\omega\|_{t}=\sqrt{\int_{0}^{t}\left\{e^{\lambda_{0} s}\|\omega(s)\|\right\}^{2} d s}
$$

where $\omega$ is a piecewise continuous signal, then

$$
M(W(t), P)=e^{-2 \lambda_{0} t}\left\|\bar{e}_{P}\right\|_{t}^{2}, \quad t \geq 0
$$

Minimizing $M(W(t), P)$ with respect to $P$ and setting $\widehat{B}(t)$ to the resulting minimizing value, would then yield an inequality of the form

$$
\left\|\bar{e}_{\widehat{B}}\right\|_{t} \leq\left\|e_{B}\right\|_{t}
$$

Were it possible to accomplish this at every instant of time and were $\widehat{B}$ changing slowly enough so that all of the time-varying subsystems in Figure 2 were exponentially stable, then one could conclude that for $\epsilon^{*}$ sufficiently small, the resulting overall system with input $\eta$ and output $e$ would be stable with respect to the exponentially weighted norm we've been discussing. It is of course not possible to carry out these steps instantly and even if it were, $\widehat{B}$ would likely be changing too fast for the time-varying subsystems in Figure 2 to be exponentially stable. Were we to continue with this definition of $\mu_{P}$, we would nonetheless, want to minimize $M(W(t), P)$ from time to time and in doing so would end up with an input-output stable system. In fact the implementation of dwell time switching proposed in [3] requires such minimizations to be carried out. But were we to proceed with this approach, we'd run head on into an important practical problem which we want to address.

## A Non-Convex Parameter Space

Note that even though $M(X, P)$ is a quadratic positive semi-definite function of the elements of $P$, the problem of minimizing $M(X, P)$ over $\mathcal{P}$ is still very complex because $\mathcal{P}$ is not typically convex or even a finite union of convex sets. Thus if we were to use such a parameter space and proceed as we've just outlined, we'd be faced with an intractable non-convex optimization problem. The root of the problem stems from the requirement that the algebraic curve

$$
\mathcal{C}=\left\{P: p_{11} p_{22}-p_{12} p_{21}=0\right\}
$$

in $\mathbb{R}^{2 \times 2}$ on which $P$ is singular cannot intersect $\mathcal{P}$. One way to deal with this difficulty relies on an idea called "cyclic switching" which was specifically devised to deal with this type of problem [17, 13]. Cyclic switching is roughly as follows. First $\mathcal{P}$ is allowed to contain singular matrices, in which case it is reasonable to assume that it is a finite union of compact convex sets. Minimization over $\mathcal{P}$ thus becomes a finite number of standard convex programming problems. For minimizing values of $\widehat{B}$ which turn out to be close to or on $\mathcal{C}$, one uses a specially structured switching controller in place of $(22)$ - one which does not require $\widehat{B}$ to be nonsingular. This controller is used for a specific length of time over which a "switching cycle" takes place. At the end of the cycle, minimization of $M(W, \widehat{B})$ is again carried out; if $\widehat{B}$ is again close to $\mathcal{C}$, another switching cycle is executed. On the other hand, if $\widehat{B}$ is not close to $\mathcal{C}$, the standard certainty equivalence control (22) is used. Cyclic switching is completely systematic and can be shown to solve the singularity problem of interest here. The main disadvantage of cyclic switching is that it introduces additional complexity.

There is another possible way to deal with the singularity problem. What we'd really like is to construct a parameter space $\mathcal{P}$ which is a finite union of convex sets, defined so that every matrix in $\mathcal{P}$ is nonsingular and, in addition, the matrices in $\mathcal{P}$ correspond to a "large" class of possible positions of agents $1,2,3$. Keep in mind that the convex subsets whose union defines such a $\mathcal{P}$, can overlap. This suggests the following problem.

Problem 1 (Convex Covering Problem). Suppose that we are given a compact subset $\mathcal{P}_{0}$ of a finite dimensional space which is disjoint from a second closed subset $\mathcal{C}$ \{typically an algebraic curve\}. Define a convex cover of $\mathcal{P}_{0}$ to mean a finite set of possibly overlapping convex subsets $\mathcal{E}_{i}$ such that the union of the $\mathcal{E}_{i}$ contains $\mathcal{P}_{0}$ but is disjoint from $\mathcal{C}$. One could then define $\mathcal{P}$ to be the union of the $\mathcal{E}_{i}$.

The existence of such a convex cover can be established as follows ${ }^{2}$. Let $d$ denote the shortest distance between $\mathcal{P}_{0}$ and $\mathcal{C}$; thus $d=\min \{\|p-s\|: p \in$ $\left.\mathcal{P}_{0}, s \in \mathcal{C}\right\}$. Since $\mathcal{P}_{0}$ and $\mathcal{C}$ are disjoint, $d>0$. Let $r$ be any positive number less than $d$ and for each $p \in \mathcal{P}_{0}$ let $\mathcal{B}(p)=\left\{q:\|q-p\|<r, q \in \mathcal{P}_{0}\right\}$. Then for each $p \in \mathcal{P}_{0}$, the closure of $\mathcal{B}(p)$ and $\mathcal{C}$ are disjoint. Moreover the set of all $\mathcal{B}(p)$ is an open cover of $\mathcal{P}_{0}$. Thus by the Heine-Borel Theorem, there is a finite subset of the $\mathcal{B}(p)$, say $\mathcal{B}_{1}, \mathcal{B}_{2}, \ldots, \mathcal{B}_{m}$ which covers $\mathcal{P}_{0}$. Setting $\mathcal{E}_{i}$ equal to the closure of $\mathcal{B}_{i}, i \in\{1,2, \ldots, m\}$ thus provides a convex cover of $\mathcal{P}_{0}$ whose union is disjoint from $\mathcal{C}$. Of course this construction would typically produce a cover containing many more convex subsets than might be needed. The question then is how might one going about constructing a convex cover consisting of the smallest number of subsets possible? This unfortunately appears to be a very difficult problem. Nonetheless, its solution could provide an attractive

[^7]alternative to the approach to station keeping which we've outlined in this paper.

There is a third way to avoid the tractability problem which is the approach which we will take here. The key idea is to use a different parameterization which we describe next.

## Re-parameterization

Let $\mathcal{U}$ denote the set of all $2 \times 2$ matrices $U$, where each $U$ is a matrix of 0 's, 1 's and -1 's having exactly one nonzero entry in each row and column; there are exactly eight such matrices. It is known [12] that any $2 \times 2$ nonsingular matrix $M$ can be written as $M=U(I+L) S$ for some $U \in \mathcal{U}$, some strictly lower triangular matrix $L$ and some symmetric positive definite matrix $S$. This suggests that we consider a parameter space

$$
\mathcal{P}=\{U(I+L) S:\{U, L, S\} \in \mathcal{U} \times \mathcal{L} \times \mathcal{S}\}
$$

where $\mathcal{L}$ is a compact, convex subset of the linear space of strictly lower triangular $2 \times 2$ matrices and $\mathcal{S}$ a compact, convex subset of the convex set of all $2 \times 2$ positive definite matrices. Notice that this definition of $\mathcal{P}$ satisfies both the compactness requirement and the requirement that its elements are all non-singular matrices. Of course one needs to also make sure that $\mathcal{L}$ and $\mathcal{S}$ are large enough so that $B \in \mathcal{P}$. We will say more about how to do this later. For the present we will assume that $B \in \mathcal{P}$ and thus that there are matrices $U_{B} \in \mathcal{U}, L_{B} \in \mathcal{L}$ and $S_{B} \in \mathcal{S}$ such that

$$
B=U_{B}\left(I+L_{B}\right) S_{B}
$$

In the sequel we will show that it is possible to meaningfully redefine the type of optimization referred to above as the problem of minimizing a function $J(U, L, S)$ over the set $\mathcal{U} \times \mathcal{L} \times \mathcal{S}$. While this set is not convex, $\mathcal{L} \times \mathcal{S}$ is. Moreover, as we shall see, for each fixed $U \in \mathcal{U}, J(U, L, S)$ is a convex, quadratic function of the entries in $L$ and $S$. Because of this, the minimization of $J(U, L, S)$ over $\mathcal{U} \times \mathcal{L} \times \mathcal{S}$ boils down to solving eight convex programming problems, one for each $U \in \mathcal{U}$.

## The Output of $\mathbb{M}$ - Second Pass

In the light of the preceding discussion we now re-define $\mathbb{M}$ 's output to be $\mu_{\{U, L, S\}}=M(W, U, L, S)$ where now $M: \mathcal{X} \times \mathcal{U} \times \mathcal{L} \times \mathcal{S} \rightarrow \mathbb{R}$ is

$$
\begin{equation*}
M(X, U, L, S)=\operatorname{trace}\left\{\left[(I-L) U^{\prime} S\right] X\left[(I-L) U^{\prime} S\right]^{\prime}\right\} \tag{24}
\end{equation*}
$$

In this case it is easy to see that

$$
M(W(t), U, L, S)=e^{-2 \lambda_{0} t}\left\|(I-L) U^{\prime} \bar{e}_{P}\right\|_{t}^{2}, \quad t \geq 0
$$

where $P=U(I+L) S$. In deriving this expression for $M$ we've made use of the easily verified formulas $U^{\prime}=U^{-1}, U \in \mathcal{U}$ and $(I+L)^{-1}=I-L, L \in \mathcal{L}$.

The matrix $\widehat{B}$ used in the definition of $u$ in (22) is now defined by the formula

$$
\begin{equation*}
\widehat{B}=\widehat{U}(I+\widehat{L}) \widehat{S} \tag{25}
\end{equation*}
$$

where $\{\widehat{U}, \widehat{L}, \widehat{S}\}$ is a piecewise constant switching signal taking values in $\mathcal{U} \times$ $\mathcal{L} \times \mathcal{S}$. This signal will be generated by a "dwell-time switching logic" which will be described next.

### 4.4 Dwell-Time Switching Logic $\mathbb{S}$

For our purposes a dwell-time switching logic $\mathbb{S}$, is a hybrid dynamical system whose input and output are $W$ and $\widehat{B}$ respectively, and whose state is the ordered triple $\{X, \tau,\{\widehat{U}, \widehat{L}, \widehat{S}\}\}$. Here $X$ is a discrete-time matrix which takes on sampled values of $W$, and $\tau$ is a continuous-time variable called a timing


Fig. 3. Dwell-time switching logic $\mathbb{S}$
signal. $\tau$ takes values in the closed interval $\left[0, \tau_{D}\right]$. Also assumed pre-specified is a computation time $\tau_{C} \leq \tau_{D}$ which bounds from above for any $X \in \mathcal{W}$, the time it would take to compute a value $\{U, L, S\} \in \mathcal{U} \times \mathcal{L} \times \mathcal{S}$ which minimizes $M(X, U, L, S)$. Between "event times," $\tau$ is generated by a reset integrator according to the rule $\dot{\tau}=1$. Event times occur when the value of $\tau$ reaches either $\tau_{D}-\tau_{C}$ or $\tau_{D}$; at such times $\tau$ is reset to either 0 or $\tau_{D}-\tau_{C}$ depending on the value of $\mathbb{S}$ 's state. $\mathbb{S}$ 's internal logic is defined by the flow diagram shown in Figure 3 where $\left\{U_{X}, L_{X}, S_{X}\right\}$ denotes a value of $\{U, L, S\} \in \mathcal{U} \times \mathcal{L} \times \mathcal{S}$ which minimizes $M(X, U, L, S)$.

The definition of $\mathbb{S}$ clearly implies that its output $\widehat{B}$ is an admissible switching signal. This means that switching cannot occur infinitely fast and thus that existence and uniqueness of solutions to the differential equations involved is not an issue.

Note that implementation of the switching logic just described requires an algorithm capable of minimizing trace $\{M(X, U, L, S)\}$ over $\mathcal{U} \times \mathcal{L} \times \mathcal{S}$ for various values of $X \in \mathcal{X}$. As we've already explained, for each fixed $U \in$ $\mathcal{U}$, and $X \in \mathcal{X}$, minimization of trace $\{M(X, U, L, S)\}$ reduces to a convex programming problem. Thus for each $X \in \mathcal{X}$, it is enough to solve eight convex programming problems, one for each value of $U \in \mathcal{U}$; the results of these eight computations can then be compared to find the values of $U, L$ and $S$ which attain a global minimum of trace $\{M(X, U, L, S)\}$ over $\mathcal{U} \times \mathcal{L} \times \mathcal{S}$. In other words, by making use of the parameterization we've been discussing, we've been able to reformulate the overall adaptive algorithm in such a way that at each event time all that is necessary is to solve eight, independent quadratic programming problems, one for each $U \in \mathcal{U}$. Of course each of these eight problems may still be challenging. In Section 7 we will explain how each can be reformulated as a semi-definite programming problem.

## 5 Results

The results which follow rely heavily on the following proposition which characterizes the effect of the monitor-dwell time switching logic subsystem.

Proposition 1. Suppose that $W(0)=0$, that $\widehat{B}=\widehat{U}(I+\widehat{L}) \widehat{S}$ is the response of the monitor-switching logic subsystem $\{\mathbb{M}, \mathbb{S}\}$ to any continuous input signals $e, z_{1}$, and $z_{2}$ taking values in $\mathbb{R}^{2}$, and that for $\{U, L, S\} \in \mathcal{U} \times \mathcal{L} \times \mathcal{S}$, $\bar{e}_{P}=\left(z_{1}-e\right)+P z_{2}$ where $P=U(I+L) S$. For each real number $\gamma>0$ and each fixed time $T>0$, there exists piecewise-constant signals $H:[0, \infty) \rightarrow \mathbb{R}^{2 \times 4}$ and $\psi:[0, \infty) \rightarrow\{0,1\}$ such that

$$
\begin{gather*}
|H(t)| \leq \gamma, \quad t \geq 0  \tag{26}\\
\int_{0}^{\infty} \psi(t) d t \leq 4\left(\tau_{D}+\tau_{C}\right) \tag{27}
\end{gather*}
$$

and

$$
\begin{equation*}
\left\|(1-\psi)\left(\bar{e}_{\widehat{B}}-H z\right)+\psi \bar{e}_{B}\right\|_{T} \leq \delta\left\|\bar{e}_{B}\right\|_{T} \tag{28}
\end{equation*}
$$

where $z=\left[\begin{array}{ll}z_{1}^{\prime} & z_{2}^{\prime}\end{array}\right]^{\prime}$,

$$
\delta=1+8 \alpha^{2}\left(\frac{1+\operatorname{diameter}\{\mathcal{P}\}}{\gamma}\right)^{4}
$$

and

$$
\alpha=\max _{L \in \mathcal{L}}\|I+L\| .
$$

This proposition is a minor modification of a similar proposition proved in [14, 15]. The proposition summarizes the key consequences of dwell time switching which are needed to analyze the system under consideration. While the inequality in (28) is more involved than the inequality $\left\|\bar{e}_{\widehat{B}}\right\|_{t} \leq\left\|\bar{e}_{B}\right\|_{t}$ mentioned earlier, the former is provably correct whereas the latter is not. Despite its complexity, (28) can be used to establish input-output stability with respect to the exponentially weighted norm $\|\cdot\|_{t}$. The idea is roughly as follows. Fix $T>0$ and pick $\gamma$ small enough so that $\lambda_{0} I+A(\widehat{B})+$ $(1-\psi) D(\widehat{B}) H$ is exponentially stable where $A(\widehat{B})$ is the state evolution matrix of the injected system defined at the beginning of Section 4.2 and $D(\widehat{B})=\left[-\lambda I^{\prime} \lambda\left(\widehat{B}^{-1}\right)^{\prime}\right]^{\prime}$. The fact that $\psi$ has a finite $\mathcal{L}^{1}$ norm $\{$ cf. (27) $\}$, implies that $\lambda_{0} I+A(\widehat{B})+(1-\psi) D(\widehat{B}) H+\psi[0 \widehat{B}-B]$ is exponentially stable as well. Next define

$$
\bar{e}=(1-\psi)\left(\bar{e}_{\widehat{B}}-H z\right)+\psi \bar{e}_{B} .
$$

Then

$$
\begin{equation*}
\|\bar{e}\|_{T} \leq \delta\left\|\bar{e}_{B}\right\|_{T} \tag{29}
\end{equation*}
$$

because of (28). The definition of $\bar{e}$ implies that

$$
\bar{e}_{\widehat{B}}=\bar{e}+(1-\psi) H z+\psi[0 \widehat{B}-B] z
$$

Substitution into the injected system defined earlier yields the exponentially stable system

$$
\dot{z}=\{A(\widehat{B})+(1-\psi) D(\widehat{B}) H+\psi[0 \widehat{B}-B]\} z+D(\widehat{B}) \bar{e}
$$

with input $\bar{e}$. Now add to Figure 1, two copies of the system just defined, one $\left\{\bar{\Sigma}_{1}\right\}$ with output $e=[I \widehat{B}] z-\{\bar{e}+(1-\psi) H z+\psi[0 \widehat{B}-B] z\}$ and the other $\left\{\bar{\Sigma}_{2}\right\}$ with output $z_{1}+B z_{2}=[I B] z$. Like before, the multiple copies are valid because the matrix $A(\widehat{B})+(1-\psi) D(\widehat{B}) H+$ $\psi[0 \widehat{B}-B]$ is exponentially stable. The resulting overall system is shown in Figure 4.


Fig. 4. Snapshot at time $T$ of the overall subsystem for analysis

In the light of (29) it is easy to see that if the bound $\epsilon^{*}$ on $\epsilon$ is sufficiently small, the induced gain of this system from $\eta$ to $e$ with respect to $\|\cdot\|_{T}$ is bounded by a finite constant $g_{T}$. It can be shown that $g_{T}$ in turn, is bounded above by a constant $g$ not depending on $T$ [15]. Since this is true for all $T$, it must be true that $g$ bounds the induced gain from $\eta$ to $e$ with respect to $\|\cdot\|_{\infty}$.

The following results are fairly straightforward consequences of these ideas. Detailed proofs, specific to the problem at hand, can be found in the full-length version of this paper. The results are as follows:

1) If all measurement errors $\epsilon_{i}$ and all miss-alignment errors $\bar{e}_{i}$ are zero, then, no matter what its initial value, $x_{0}(t)$ tends to the unique solution $x^{*}$ to (4) as fast as $e^{-\lambda_{0} t}$.
2) If the measurement errors $\epsilon_{i}$ and the miss-alignment errors $\bar{e}_{i}$ are not all zero, and the $\epsilon_{i}$ sufficiently small, then no matter what its initial value, $x_{0}(t)$ tends to a value for which the norm of the error $e$ is bounded by a constant times the sum of the norms of the $\epsilon_{i}$ and the $\bar{\epsilon}_{i}$.

Before leaving this section, it should be mentioned that success with the new parameterization we've proposed, of course comes with a price. Note that the gain $\delta$ which appears in the statement of Proposition 1 is an increasing function of $\alpha$, and moreover $\alpha>1$. Thus the effect of re-parameterization is, in essence, to increase the "gain" around the loop containing $\bar{\Sigma}_{2}$ in Figure 4. This in turn, reduces the stability margin associated with $\epsilon$ and also increases overall induced gain from $\eta$ to $e$.

## 6 Definitions for $\mathcal{L}$ and $\mathcal{S}$

So far we have assumed that $\mathcal{L}$ is a compact, convex subset of the linear space of strictly lower triangular $2 \times 2$ matrices and that $\mathcal{S}$ is a compact, convex subset of the set of positive definite $2 \times 2$ matrices. The assumptions are sufficient to ensure that any matrix in

$$
\mathcal{P}=\{U(I+L) S:(U, L, S) \in \mathcal{U} \times \mathcal{L} \times \mathcal{S}\}
$$

is invertible and also that the minimization of

$$
M(X, U, L, S)=\operatorname{trace}\left\{\left[(I-L) U^{\prime} S\right] X\left[(I-L) U^{\prime} S\right]^{\prime}\right\}
$$

over $\mathcal{L} \times \mathcal{S}$ for any fixed $U \in \mathcal{U}$ and any fixed positive semi-definite $2 \times 2$ matrix $X$, is a convex programming problem. But we've not yet explained how to explicitly define $\mathcal{L}$ and $\mathcal{S}$. To do this, it makes sense to first define bounds for $B$ which are meaningful for the problem at hand. Towards this end, suppose that agent 0 has a limited sensing radius $\rho$. Since we've assumed that agent 0 can sense the distances to agents 1,2 , and 3 , it must be true that $\left\|x_{3}-x_{1}\right\| \leq 2 \rho$ and $\left\|x_{3}-x_{1}\right\| \leq 2 \rho$. But $B=2\left[x_{3}-x_{1} x_{3}-x_{2}\right]^{\prime}$. Prompted by this we will assume that $\sqrt{B^{\prime} B} \leq \beta_{2} I$ where $\beta_{2}=4 \rho$.

We've also assumed that agents 1,2 and 3 are not positioned along a line; this is equivalent to $B$ being nonsingular. One measure of $B$ 's non-singularity, is its smallest singular value. Prompted by this, we will assume that there is a positive number $\beta_{1}$ such that $\sqrt{B^{\prime} B} \geq \beta_{1} I ; \beta_{1}$ might be chosen empirically to reflect the degree to which the three leader agents are non co-linear in a given formation. We shall assume that such a number has been chosen and moreover that $\beta_{1}<\beta_{2}$. In summary we suppose that bounds $\beta_{1}$ and $\beta_{2}$ have been derived such that

$$
\begin{equation*}
\beta_{1} I \leq \sqrt{B^{\prime} B} \leq \beta_{2} I \tag{30}
\end{equation*}
$$

where $\beta_{1}$ and $\beta_{2}$ are distinct positive numbers. It is obvious that the set of matrices $B$ satisfying these inequalities is not convex.

Our next objective is to define $\mathcal{L}$ and $\mathcal{S}$ so that any matrix $B$ satisfying (30) is in $\mathcal{P}$. Let $\mathcal{L}$ be the set of all strictly lower triangular $2 \times 2$ matrices $L=\left[l_{i j}\right]$ for which

$$
\begin{equation*}
\left|l_{21}\right| \leq 1+\sqrt{2} \frac{\beta_{2}}{\beta_{1}} \tag{31}
\end{equation*}
$$

In addition, let $\mathcal{S}$ be the set of all $2 \times 2$, symmetric matrices satisfying

$$
\begin{equation*}
\sigma_{1} I \leq S \leq \sigma_{2} I \tag{32}
\end{equation*}
$$

where

$$
\begin{align*}
\sigma_{1} & =\frac{1}{\left(2 \sqrt{1+\left(\frac{\beta_{2}}{\beta_{1}}\right)^{2}}\right)} \beta_{1} \\
\sigma_{2} & =\left(2 \sqrt{1+\left(\frac{\beta_{2}}{\beta_{1}}\right)^{2}}\right) \beta_{2} \tag{33}
\end{align*}
$$

It is now shown that any matrix $B$ satisfying (30) is in $\mathcal{P}$.
As a first step, let us note that $b_{11}$ and $b_{21}$ cannot both be zero because $B$ is nonsingular. If $\left|b_{11}\right| \geq\left|b_{21}\right|$, let

$$
\begin{align*}
U & =\left[\begin{array}{cc}
\operatorname{sign}\left\{b_{11}\right\} & 0 \\
0 & \operatorname{sign}\left\{b_{11} d\right\}
\end{array}\right] \\
L & =\left[\begin{array}{cc}
0 & 0 \\
\frac{u_{22} b_{21}-u_{11} b_{12}}{\left|b_{11}\right|} & 0
\end{array}\right] \\
S & =\left[\begin{array}{cc}
\left|b_{11}\right| & u_{11} b_{12} \\
u_{11} b_{12} & \frac{b_{12}^{2}+|d|}{\left|b_{11}\right|}
\end{array}\right] . \tag{34}
\end{align*}
$$

On the other hand, if $\left|b_{21}\right|>\left|b_{12}\right|$, let

$$
\begin{align*}
& U=\left[\begin{array}{cc}
0 & -\operatorname{sign}\left\{b_{21} d\right\} \\
\operatorname{sign}\left\{b_{21}\right\} & 0
\end{array}\right] \\
& L=\left[\begin{array}{cc}
0 & 0 \\
\frac{u_{12} b_{11}-u_{21} b_{22}}{\left|b_{21}\right|} & 0
\end{array}\right] \\
& S=\left[\begin{array}{cc}
\left|b_{21}\right| & u_{21} b_{22} \\
u_{21} b_{22} & \frac{b_{22}^{2}+|d|}{\left|b_{21}\right|}
\end{array}\right] . \tag{35}
\end{align*}
$$

In either case it is easy to verify that $B=U(I+L) S$. It is also clear that in either case $U \in \mathcal{U}$, that $L$ is strictly lower triangular and that $S$ is symmetric. Thus to prove that $B \in \mathcal{P}$, it is sufficient to show that in either of the two cases, $L$ and $S$ satisfy (31) and (32) respectively. We will do this only for the case $\left|b_{11}\right| \geq\left|b_{21}\right|$ as similar reasoning applies to the case $\left|b_{21}\right|<\left|b_{11}\right|$.

Let us note from (34) that $\left|l_{21}\right| \leq\left|\frac{b_{21}}{b_{11}}\right|+\left|\frac{b_{12}}{b_{11}}\right|$. By assumption $\left|b_{11}\right| \geq\left|b_{21}\right|$; this implies that $\left|\frac{b_{21}}{b_{11}}\right| \leq 1$ so $\left|l_{21}\right| \leq 1+\left|\frac{b_{12}}{b_{11}}\right|$. Now from (30), $\beta_{1} \leq \sqrt{b_{11}^{2}+b_{21}^{2}}$, so $\beta_{1} \leq \sqrt{2 b_{11}^{2}}=\sqrt{2}\left|b_{11}\right| ;$ also from (30), $\left|b_{12}\right| \leq \beta_{2}$. Therefore $\left|\frac{b_{12}}{b_{11}}\right| \leq \sqrt{2} \frac{\beta_{2}}{\beta_{1}}$. It follows that $l_{21}$ satisfies (31).

Next observe that $B^{\prime} B=S(I+L)^{\prime} U^{\prime} U(I+L) S=S(I+L)^{\prime}(I+L) S$. Now $(I+L)^{\prime}(I+L) \leq\left(2+\left|l_{12}\right|^{2}\right) I$. Therefore $B^{\prime} B \leq\left(2+\left|l_{12}\right|^{2}\right) S^{2}$. From this and (30), it follows that $S^{2} \geq \frac{\beta_{1}^{2}}{2+\left|l_{12}\right|^{2}} I$. From (31),

$$
\begin{equation*}
l_{21}^{2} \leq 2\left(1+2 \frac{\beta_{2}^{2}}{\beta_{1}^{2}}\right) \tag{36}
\end{equation*}
$$

Therefore $S^{2} \geq \frac{\beta_{1}^{4}}{4\left(\beta_{1}^{2}+\beta_{2}^{2}\right)} I=\sigma_{1}^{2} I$.
Finally observe that $S=(I-L) U^{\prime} B$ and thus that $S^{2}=B^{\prime} U(I-L)^{\prime}(I-$ $L) U^{\prime} B$. But $(I-L)^{\prime}(I-L) \leq\left(2+\left|l_{12}\right|^{2}\right) I$. Therefore $S^{2} \leq\left(2+\left|l_{12}\right|^{2}\right) B^{\prime} U U^{\prime} B=$
$\left(2+\left|l_{12}\right|^{2}\right) B^{\prime} B$. From this (30), and (36) it follows that $S^{2} \leq 4\left(1+\frac{\beta_{2}^{2}}{\beta_{1}^{2}}\right) \beta_{2}^{2} I$. Therefore $S$ satisfies both inequalities in (32). This means that $B \in \mathcal{P}$.

## 7 Semi-Definite Programming Formulation

Fix $U \in \mathcal{U}$, and let $X \in \mathcal{X}$ be a given positive semi-definite matrix. To implement the dwell time switching logic defined in Section 4.4, it is necessary to make use of an algorithm capable of minimizing over $\mathcal{L} \times \mathcal{S}$, a cost function of the form

$$
\begin{equation*}
N(L, S)=\operatorname{trace}\left\{\left[(I-L) U^{\prime} S\right] X\left[(I-L) U^{\prime} S\right]^{\prime}\right\} \tag{37}
\end{equation*}
$$

Our aim is to explain how to reformulate this convex optimization problem as a convex semi-definite programming problem over the space $\mathcal{Y} \times \mathcal{L} \times \mathcal{Y}$ where $\mathcal{Y}$ is the linear space of $2 \times 2$ symmetric matrices ${ }^{3}$. As a first step towards this end, we exploit two easily proved facts. First, if ( $L_{1}, S_{1}$ ) minimizes $N(L, S)$ over $\mathcal{L} \times \mathcal{S}$, then $\left(\left\{\left[\left(I-L_{1}\right) U_{1}^{\prime} S_{1}\right] X\left[\left(I-L_{1}\right) U_{1}^{\prime} S_{1}\right]^{\prime}\right\}, L_{1}, S_{1}\right)$ minimizes

$$
\bar{N}(Y, L, S)=\operatorname{trace}\{Y\}
$$

over $\mathcal{Y} \times \mathcal{L} \times \mathcal{S}$ subject to the constraint that $Y-\left[\left(I-L_{1}\right) U_{1}^{\prime} S_{1}\right] X[(I-$ $\left.\left.L_{1}\right) U_{1}^{\prime} S_{1}\right]^{\prime}$ is positive semi-definite. Second, if $\left(Y_{2}, L_{2}, S_{2}\right)$ minimizes $\bar{N}(Y, L, S)$ over $\mathcal{Y} \times \mathcal{L} \times \mathcal{S}$ subject to the constraint that $Y-\left[\left(I-L_{1}\right) U_{1}^{\prime} S_{1}\right] X[(I-$ $\left.\left.L_{1}\right) U_{1}^{\prime} S_{1}\right]^{\prime}$ is positive semi-definite, then $\left(L_{2}, S_{2}\right)$ minimizes $N(L, S)$ over $\mathcal{L} \times \mathcal{S}$. In other words, the optimization problem of interest is equivalent to minimizing the cost $\bar{N}(Y, L, S)$ over $\mathcal{Y} \times \mathcal{L} \times \mathcal{S}$ subject to the constraint

$$
\begin{equation*}
Y-\left[(I-L) U^{\prime} S\right] X\left[(I-L) U^{\prime} S\right]^{\prime} \geq 0 \tag{38}
\end{equation*}
$$

To proceed, let us next observe that the matrix to the left in the above inequality, is the Schur complement of the matrix

$$
Q=\left[\begin{array}{cc}
I & R^{\prime}\left[(I-L) U^{\prime} S\right]^{\prime} \\
{\left[(I-L) U^{\prime} S\right] R} & Y
\end{array}\right]
$$

where $R$ is any matrix such that $X=R R^{\prime}$. Thus the matrix inequality in (38) is equivalent to the matrix inequality

$$
\begin{equation*}
Q \geq 0 . \tag{39}
\end{equation*}
$$

Moreover the constraint that $S \in \mathcal{S}$ is equivalent to $S \in \mathcal{Y}$ and the pair of linear matrix inequality constraints $\sigma_{2} I-S \geq 0$ and $S-\sigma_{1} I \geq 0$. These constraints can be combined with (39) to give finally the constraint

[^8]\[

\left[$$
\begin{array}{ccc}
Q & 0 & 0  \tag{40}\\
0 & \sigma_{2} I-S & 0 \\
0 & 0 & S-\sigma_{1} I
\end{array}
$$\right] \geq 0
\]

Thus we've reduced the optimization problem of interest to minimizing $\bar{N}(Y, L, S)$ over $\mathcal{Y} \times \mathcal{L} \times \mathcal{Y}$ subject to (40). Since (31) is equivalent to two linear inequality constraints, the problem to which we've been led is a conventional convex, semi-definite programming problem [22]. Of course to carry out this optimization, one needs also an standard algorithm to factor a positive semi-definite matrix $X$ as $X=R R^{\prime}$.

## 8 Concluding Remarks

In this paper we have devised a tractable solution to the three neighbor station keeping problem in which range measurements are the only sensed signals upon which station keeping is to be based. The solution is the same as that in [3] except that here a special parameterization is used to avoid the nonconvex optimization problem which must be solved in order to implement the algorithm in [3]. The solution in this paper is provably correct and the performance of the resulting system degrades gracefully in the face of increasing measurement and miss-alignment errors, provided the measurement errors are not too large. We have used standard constructions from adaptive control to accomplish this. Because of the exponential stability of the overall system, the same control algorithm will solve the two agent station keeping problem provided the agent is initially not too far from its target position.
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# Control of Hydraulic Devices, an Internal Model Approach 
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#### Abstract

Summary. Hydraulic devices are used, where high forces must be generated by small devices. A disadvantage of these devices is the nonlinear behavior, especially of big devices, which are used e.g. in steel industries. Since one cannot measure the whole state in these applications, an output feedback controller is presented, which is based on a reduced observer. In addition disturbance forces, which can be described by exosystems, are taken into account. Their effect is eliminated in the steady state by the internal model approach. The presented design is applied to the hydraulic gap control of mill stands in rolling mills, such that unknown slowly varying disturbance forces and forces caused by eccentricities of the rolls are rejected.


## 1 Introduction

Hydraulic devices are often used, where very high forces must be generated by small devices provided there is enough space for the supply tanks. If one takes the elasticity of the oil into account, which is necessary for fast or big devices, then the intrinsic non linear behavior of these devices cannot be neglected any more. Often these hydraulic devices drive non linear mechanisms with one degree of freedom (1-DOF) such that the position of a point of the mechanism or the generated force at a point is controlled. Such a configuration is input to state linearizable, see e.g. [5], therefore, the controller design problem looks quite simple. But one cannot measure the velocity of the mechanism and its value is not derivable from the position signal because of the noise. Therefore, two approaches are possible; the first one avoids the use of the velocity signal in the control law, see e.g. [7], the second applies observers, see e.g. [4]. In addition several disturbance forces act on such a system. Typical representatives are slowly varying forces and sinusoidal forces caused by imperfections of the mechanism like eccentricities. The design goal is to eliminate the effect of the disturbances at least in the steady state. This demand brings the internal model approach into the play, see e.g. [1], [6], which is applied to the hydraulic gap control problem of stands in steel rolling mills.

According to the program presented above this contribution is organized as follows. In Section 2 the mathematical models of the mechanical and hydraulic part are derived. The design goals and the methods to achieve them are presented in Section 3, where the force and position control problem are formulated. In Section 4 the previous developed control loop design is applied to hydraulic gap control of four high mill stands equipped with a single acting hydraulic piston. Simulations show both, the applicability of the methods to industrial problems, as well as high achievable performance. Finally, this contribution finishes with some conclusions.

## 2 The Mechanics and Hydraulics

The plants under consideration are simple mechanical systems with one degree of freedom, which are driven by hydraulic pistons. E.g. Figure 1 shows a looper, where a hydraulic piston moves an arm with a roll. Such devices are used to control the tension of steel strips, to balance different rolling velocities, etc. We assume, that the mechanical part is described by the equations

$$
\begin{align*}
& \dot{x}=\partial_{p} H \\
& \dot{p}=-\partial_{x} H-d\left(\frac{p}{m}\right) \tag{1}
\end{align*}
$$

with Hamiltonian

$$
\begin{equation*}
H\left(x, p, F_{h}, F_{1}, \ldots, F_{s}\right)=\frac{1}{2 m(x)} p^{2}+V_{p}(x)-x F_{h}+\sum_{l=1}^{s} h_{i} F_{i} . \tag{2}
\end{equation*}
$$

Here and in the following $x, p$ denote the position and the momentum of the piston, $m(x)$ the mass, $V_{p}(x)$ the potential energy, $d$ the coefficient of viscous


Fig. 1. A Looper, a hydromechanic device
friction. The hydraulic force $F_{h}$ is the control input of the mechanical part, whereas the forces $F_{i}$ describe disturbances, discussed later. The $C^{1}$ functions $h_{i}(x)$ are related to the points of attack $x_{i}$ of the forces $F_{i}$.

We restrict the description of the hydraulic part to the quasi static case. Therefore, any solution must pull back the closed form

$$
\mathrm{d} U-T \mathrm{~d} S+P d V
$$

with the internal energy $U$, the temperature $T$, the entropy $S$, the pressure $P$, the volume $V$ to zero. This relation is valid for a thermodynamically closed system. Introducing specific quantities $U=u M, S=s M, \rho V=M$ with the mass $M$ and the density $\rho$ of the hydraulic fluid, we get

$$
\begin{aligned}
& \mathrm{d}(M u)-T \mathrm{~d}(M s)+P \mathrm{~d} \frac{M}{\rho} \\
& =M \underbrace{\left(\mathrm{~d} u-T \mathrm{~d} s+P \mathrm{~d}\left(\frac{1}{\rho}\right)\right)}_{=0}+\left(u-T s+\frac{P}{\rho}\right) \mathrm{d} M
\end{aligned}
$$

In a thermodynamically open system the underbraced term vanishes. Since the process under consideration is isoentropic, this means $\mathrm{d} s=0$, we end up with

$$
\begin{equation*}
\mathrm{d} \underbrace{(M u)}_{U}+P \mathrm{~d} V-\underbrace{\left(u+\frac{P}{\rho}\right)}_{=h} \mathrm{~d} M \tag{3}
\end{equation*}
$$

where $h$ denotes the specific enthalpy. To complete the description, a constitutive relation is required. The choice

$$
\partial_{\rho} P=\frac{E}{\rho}
$$

with the bulk modulus $E \in \mathbb{R}^{+}$leads to

$$
\begin{align*}
P-P_{0} & =E \int_{\rho_{0}}^{\rho} \frac{\mathrm{d} \tau}{\tau}=E \ln \left(\frac{\rho}{\rho_{0}}\right) \\
& =E \ln \left(\frac{M}{M_{0}} \frac{V_{0}}{V}\right) \tag{4}
\end{align*}
$$

where the index zero refers to a fixed thermodynamic reference state. The energy $U$ stored in the liquid in the volume of the piston follows from (3), (4) as

$$
\begin{aligned}
U-U_{0}= & -\int_{V_{0}}^{V}\left(E \ln \left(\frac{M}{M_{0}} \frac{V_{0}}{\tau}\right)+P_{0}\right) \mathrm{d} \tau+\int_{M_{0}}^{M} h \mathrm{~d} M \\
= & \left(E \ln \left(\frac{M}{M_{0}}\right)+P_{0}+E\right) V_{0}-\left(E \ln \left(\frac{M}{M_{0}} \frac{V_{0}}{V}\right)+P_{0}+E\right) V \\
& +\int_{t_{0}}^{t} \dot{M} \mathrm{~d} M
\end{aligned}
$$

with the mass flow $\dot{M}$ into the piston. Obviously, the function $H_{P}$,

$$
\begin{equation*}
H_{P}=A E V \ln \left(\frac{M}{M_{0}} \frac{V_{0}}{V}\right)+A\left(P_{0}+E\right)\left(V-V_{0}\right) \tag{5}
\end{equation*}
$$

with the effective cross section $A$ of the piston is a potential of the hydraulic force $F_{h}=A P$.

To finalize the derivation of the equations of motion, we assume that $x_{0}$, $p_{0}=0, \rho_{0}, M_{0}, F_{i}=0$ is an equilibrium of the system. Let $P$ denote the pressure of chamber one and let the pressure $P_{C}=P_{0}$ of the second chamber with the same effective cross section $A$ like chamber one be constant. Introducing displacement coordinates $\Delta x=x-x_{0}, \Delta M=M-M_{0}$, we rewrite (1) as

$$
\begin{align*}
\Delta \dot{x} & =\partial_{p} \Delta H \\
\dot{p} & =-\partial_{\Delta x} \Delta H-d\left(\frac{p}{m}\right) \tag{6}
\end{align*}
$$

with Hamiltonian

$$
\begin{align*}
& \Delta H\left(\Delta x, p, \Delta M, F_{1}, \ldots, F_{s}\right) \\
& =H\left(x_{0}+\Delta x, p, 0, F_{1}, \ldots, F_{s}\right)-H\left(x_{0}, 0,0,0, \ldots, 0\right)  \tag{7}\\
& \quad+H_{P}\left(M_{0}+\Delta M, V\right)-A P_{0}
\end{align*}
$$

see (5). The dynamics of the hydraulic part takes the simple form

$$
\begin{equation*}
\Delta \dot{M}=\frac{M}{V} Q_{c} \tag{8}
\end{equation*}
$$

where the control input $Q_{c}$ is the volumetric flow into chamber one of the piston. Here, leakages are neglected.

In industrial applications the measured quantities are the piston position $x$ and the piston pressure $P$. Therefore, we choose the output $y$,

$$
\begin{align*}
& y_{1}=\Delta x \\
& y_{2}=\Delta P=E \ln \left(1+\frac{\Delta M}{M_{0}}\right)-E \ln \left(1+\frac{\Delta V}{V_{0}}\right) \tag{9}
\end{align*}
$$

where $V(x)=V\left(x_{0}\right)+A \Delta x$ is the volume of the piston filled with hydraulic fluid. It is also worth mentioning that the function $\Delta H$, see (7) is a Liapunov function of the coupled system (6), (8), (9) for the case $Q_{c}=0$. Roughly speaking the piston behaves like a non linear spring in this case with potential $\Delta H_{P}$ of (5).

Often the input $Q_{c}$ is generated by a servo valve, here a critically centered three land four way spool valve with input $x_{v}$ is used, see Figure 2. We neglect its dynamics and use the static relations

$$
Q_{c}= \begin{cases}g\left(x_{v}\right) \sqrt{P_{S}-P}, & x_{v} \geq 0  \tag{10}\\ -g\left(x_{v}\right) \sqrt{P-P_{T}}, & x_{v} \leq 0\end{cases}
$$

where $P_{S}, P_{T}$ are the supply and tank pressures. The function $g$ is monotonously increasing and meets $g(0)=0$. Since (10) is invertible, one can take $Q_{c}$ as control input. Often one says, that the spool valve is compensated.


Fig. 2. A spool valve

Sometimes it is advantageous to use the coordinates $(x, v, P), p=v m$. With the Lagrangian $\Delta L$,

$$
\Delta L\left(\Delta x, v, \Delta M, F_{1}, \ldots, F_{s}\right)=(p v-\Delta H)_{p=v m}
$$

one derives the relation

$$
\begin{align*}
\Delta \dot{x} & =v \\
m \dot{v}+\frac{v^{2}}{2} \partial_{\Delta x} m & =\partial_{\Delta x} V_{p}-d v+A \Delta P-\sum_{l=1}^{s} \partial_{\Delta x} h_{i} F_{i} \tag{11}
\end{align*}
$$

for the mechanical part, see (1), (2), and gets

$$
\begin{equation*}
V \Delta \dot{P}=E\left(-A v+Q_{c}\right) \tag{12}
\end{equation*}
$$

for the hydraulic part, see (8), (9).

## 3 Design Goals and Methods

A hydraulic actuator is the heart of many industrial applications, because it can produce very high forces in some milliseconds. The main disadvantage is the non linear behavior, especially for applications with high dynamics. Here we discuss two problems. The first one is to keep a point $x_{p}$ of the mechanism as close as possible to a desired position. The second problem, the force control problem, is to keep a generated force $F_{p}$ at a point $x_{p}$ as close as possible to its desired value. In the two cases disturbances $F_{i}$ are acting on the mechanical part. We distinguish two disturbances, internal and external ones. Here, the external disturbance is a constant force $F_{1}=F_{d}$ modeled by the exosystem

$$
\begin{equation*}
\dot{F}_{d}=0 \tag{13}
\end{equation*}
$$

The internal disturbance is a force caused by imperfections of the mechanical part. A typical representative is a force caused by the eccentricity of rotating
bodies. Since the angular velocity $\omega \in \mathbb{R}^{+}$of a rotating body is often known or can easily be measured, an appropriate model for the eccentricity force $F_{2}$ is given by

$$
\begin{align*}
& \dot{F}_{e}=\underbrace{\left[\begin{array}{cc}
0 & -\omega \\
\omega & 0
\end{array}\right]}_{\Omega} F_{e}  \tag{14}\\
& F_{2}=\underbrace{\left[\begin{array}{c}
c_{1} \\
c_{2}
\end{array}\right]}_{c} F_{e}
\end{align*}
$$

with $c_{1}^{2}+c_{2}^{2}=1$. Therefore, the models of Section 2 must be completed by the models (13), (14) to take these disturbances into account.

One of the design goals could be that neither $F_{1}$ nor $F_{2}$ have an effect on the position $x_{p}$. Since $x_{p}$ is not measured one has to reach this goal indirectly. Often the effect of $F_{1}, F_{2}$ on $x_{p}$ is known in the static case. Then one can compensate this effect by a suitable choice of the piston position $x$ at least for the static behavior. This is industrial standard for the case $F_{2}=0$, where known elastic deformations are eliminated. In the case of force control it also often desirable that the effect of $F_{1}, F_{2}$ on the piston pressure is eliminated.

A simple check shows, that the models (6), (8) or (11), (12) are input to state linearizable. The main problem is that the piston velocity $v$ is not measurable in most of the industrial applications. Also high gain methods will fail because the measurements are noisy. Therefore, two approaches are possible in principle. The first one avoids the use of $v$ for feedback. Several successful applications of this strategy exist, see e.g. [7], [8], [9], [10]. The second approach is based on the design of observers for the velocity $v$ and for the disturbances, see e.g. [4]. Here we follow the second strategy.

The models developed in the previous section show the dependency of $m$ on $x$. Since we deal with 1-DOF models, we can get rid of this disadvantage by the transformation

$$
\begin{aligned}
\Delta \bar{x} & =\varphi(\Delta x)=\int_{x_{0}}^{x_{0}+\Delta x} \sqrt{\frac{m(\tau)}{m_{0}}} \mathrm{~d} \tau \\
\bar{v} & =\sqrt{\frac{m}{m_{0}}} v \\
\bar{p} & =\sqrt{\frac{m_{0}}{m}} p
\end{aligned}
$$

The equations (11), (12) take the form

$$
\begin{align*}
\Delta \dot{\bar{x}} & =\bar{v} \\
m_{0} \dot{\bar{v}} & =\bar{V}_{p}^{\prime}-d \sqrt{\frac{m_{0}}{m}} \bar{v}+A \Delta P-\bar{h}_{1}^{\prime} F_{1}-\bar{h}_{2}^{\prime} F_{2}  \tag{15}\\
\frac{\Delta \dot{P}}{E} & =-\frac{A}{\bar{V}} \sqrt{\frac{m_{0}}{m}} \bar{v}+\frac{1}{\bar{V}} Q_{c}
\end{align*}
$$

in the new coordinates with the measured quantities $\Delta x, \Delta P$ with $\bar{V}=V \circ$ $\varphi^{-1}, \bar{V}_{p}=V_{p} \circ \varphi^{-1}$. Here and in the following we use the shortcut ${ }^{\prime}$ for $\partial_{\Delta \bar{x}}$.

### 3.1 The Reduced Observer

It is a matter of fact, that a model of the exosystems must be included into the controller to reach the design goals, see [1], [2], [6]. Our choice is the design of a reduced observer for the linear and time variant subsystem

$$
\left[\begin{array}{c}
\dot{\bar{v}}  \tag{16}\\
\dot{F}_{d} \\
\dot{F}_{e, 1} \\
\dot{F}_{e, 2}
\end{array}\right]=\left[\begin{array}{cccc}
\frac{-d}{\sqrt{m_{0} m}} & -\frac{\bar{h}_{1}^{\prime}}{m_{0}} & -\frac{\bar{h}_{2}^{\prime} c_{1}}{m_{0}} & -\frac{\bar{h}_{2}^{\prime} c_{2}}{m_{0}} \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & -\omega \\
0 & 0 & \omega & 0
\end{array}\right]\left[\begin{array}{c}
\bar{v} \\
F_{d} \\
F_{e, 1} \\
F_{e, 2}
\end{array}\right]+\left[\begin{array}{c}
\frac{\bar{V}_{p}^{\prime}+A P}{m_{0}} \\
0 \\
0 \\
0
\end{array}\right]
$$

based on the measurement of $\bar{x}, P$. Since equation (15) shows that both $\Delta \dot{P}$ and $\Delta \dot{\bar{x}}$ depend on $\bar{v}$, we use $\Delta \bar{x}$ to stabilize the observer. With the transformation

$$
\begin{align*}
w_{1} & =\bar{v}+k_{1} \Delta \bar{x}+d \chi \\
w_{2} & =F_{d}+k_{2} \Delta \bar{x} \\
w_{3} & =F_{e, 1}+k_{3} \Delta \bar{x}  \tag{17}\\
w_{4} & =F_{e, 2}+k_{4} \Delta \bar{x} \\
\chi & =\int_{m_{0}}^{m} \frac{1}{\sqrt{m_{0} \tau}} \frac{\mathrm{~d} \tau}{\tau^{\prime}}
\end{align*}
$$

and $\tau(x)=m(x)$ one gets the system

$$
\begin{equation*}
\dot{w}=A w+r \tag{18}
\end{equation*}
$$

with driving term $r$ and

$$
\begin{aligned}
w^{T} & =\left[\begin{array}{llll}
w_{1} & w_{2} & w_{3} & w_{4}
\end{array}\right] \\
r^{T} & =\left[\begin{array}{llll}
r_{1} & r_{2} & r_{3} & r_{4}
\end{array}\right] \\
A & =\left[\begin{array}{cccc}
k_{1}-\frac{\bar{h}_{1}^{\prime}}{m_{0}} & -\frac{\bar{h}_{2}^{\prime} c_{1}}{m_{0}} & -\frac{\bar{h}_{2}^{\prime} c_{2}}{m_{0}} \\
k_{2} & 0 & 0 & 0 \\
k_{3} & 0 & 0 & -\omega \\
k_{4} & 0 & \omega & 0
\end{array}\right] \\
r_{1} & =-k_{1}\left(k_{1} \Delta \bar{x}+\chi\right)+\frac{\bar{h}_{1}^{\prime}}{m_{0}} k_{2}+\frac{\bar{h}_{2}^{\prime} c_{1}}{m_{0}} k_{3}+\frac{\bar{h}_{2}^{\prime} c_{2}}{m_{0}} k_{4} \\
r_{2} & =-k_{2}\left(k_{1} \Delta \bar{x}+\chi\right) \\
r_{3} & =-k_{3}\left(k_{1} \Delta \bar{x}+\chi\right)+\omega k_{4} \\
r_{4} & =-k_{4}\left(k_{1} \Delta \bar{x}+\chi\right)-\omega k_{3} .
\end{aligned}
$$

Because of constructional reasons the relations

$$
\begin{aligned}
& \bar{h}_{1}^{\prime}(\Delta \underline{x})=\bar{h}_{1,0}^{\prime}+\Delta \bar{h}_{1}^{\prime}(\Delta \bar{x}), \quad\left|\bar{h}_{1,0}^{\prime}\right|>\left|\Delta \bar{h}_{1}^{\prime}\right| \\
& \bar{h}_{2}^{\prime}(\Delta \bar{x})=\bar{h}_{2,0}^{\prime}+\Delta \bar{h}_{2}^{\prime}(\Delta \bar{x}), \quad\left|\bar{h}_{2,0}^{\prime}\right|>\left|\Delta \bar{h}_{2}^{\prime}\right|
\end{aligned}
$$

with $\bar{h}_{1,0}^{\prime}, \bar{h}_{2,0}^{\prime} \in \mathbb{R}$ are met in the operating range. In this special case one can always find numbers $k_{i}, i=1, \ldots, 4$ such that

$$
A_{0}=\left[\begin{array}{cccc}
k_{1}-\frac{\bar{h}_{1,0}^{\prime}}{m_{0}} & -\frac{c_{1} \bar{h}_{2,0}^{\prime}}{m_{0}} & -\frac{c_{2} \bar{h}_{2,0}^{\prime}}{m_{0}} \\
k_{2} & 0 & 0 & 0 \\
k_{3} & 0 & 0 & -\omega \\
k_{4} & 0 & \omega & 0
\end{array}\right]
$$

is a Hurwitz matrix and such that the function $V$

$$
\begin{aligned}
V & =\frac{1}{2} w^{T} P w \\
0 & =A_{0}^{T} P+P A_{0}+Q
\end{aligned}
$$

with $Q>0$ is a time invariant Liapunov function of the time variant system (18) for $r=0$. Following the standard approach, one chooses a trivial observer

$$
\dot{\hat{w}}=A \hat{w}+r
$$

for (18), where ${ }^{\text {a }}$ indicates the estimated value, and derives for the error $e^{T}=\left[\begin{array}{llll}e_{1} & e_{2} & e_{3} & e_{4}\end{array}\right]$,

$$
\begin{array}{ll}
e_{1}=\widehat{\bar{v}}-\hat{v} & =-\hat{w}_{1}+k_{1} \Delta \bar{x}+\chi \\
e_{2} & =F_{d}-\hat{F}_{d} \\
e_{3} & =-\hat{w}_{e, 1}-\hat{F}_{e, 1}+k_{2} \Delta \bar{x}  \tag{19}\\
e_{4} & =-\hat{w}_{3}+k_{3} \Delta \bar{x} \\
F_{e, 2}-\hat{F}_{e, 2} & =-\hat{w}_{4}+k_{4} \Delta \bar{x}
\end{array}
$$

the asymptotic stable dynamics

$$
\begin{equation*}
\dot{e}=A e \tag{20}
\end{equation*}
$$

### 3.2 Force Control

In the case of pure force control, one tries to keep a force $F_{p}$ at a point $x_{p}$ on the mechanics, as close as possible to its desired value $F_{p, \text { des }}$. We assume, there exists a function $F_{p}-F_{p, \text { des }}=f\left(\Delta \bar{x}, A \Delta P, F_{1}, F_{2}\right), 0=f(0,0,0,0)$, which connects $F_{p}$ with the other forces in the steady state. The control problem is to keep the controlled output $y_{c}$,

$$
\begin{equation*}
y_{c}=f\left(\Delta \bar{x}, A \Delta P, F_{1}, F_{2}\right) \tag{21}
\end{equation*}
$$

as close as possible to zero. The choice of the ideal dynamics

$$
\begin{equation*}
\dot{y}_{c}=-\alpha y_{c}, \quad \alpha \in \mathbb{R}^{+}, \tag{22}
\end{equation*}
$$

leads to a control law of the type

$$
\begin{equation*}
Q_{c}=Q_{c}\left(\Delta \bar{x}, \bar{v}, \Delta P, F_{1}, F_{2}\right) \tag{23}
\end{equation*}
$$

because $\dot{y}_{c}$ depends already on $Q_{c}$, see (15). Obviously, one has to replace $\bar{v}, F_{1}, F_{2}$ by their estimates $\hat{\bar{v}}, \hat{F}_{1}, \hat{F}_{2}$ for the implementation. The arising stability problem will be discussed only shortly for the application.

### 3.3 Position Control

The goal of position control is to keep the position $\bar{x}_{p}$ of a point of the mechanism as close as possible to its desired value $\bar{x}_{p \text {, des }}$. Since $x_{p}$ is not measurable, we assume there exists a static compensation $\Delta \bar{x}_{\text {des }}=\bar{x}_{\text {des }}-x_{0}=$ $f\left(\Delta x_{p}, \Delta \bar{x}, F_{1}, F_{2}\right), 0=f(0,0,0,0), \Delta x_{p}=x_{p}-x_{p, \text { des }}$ with the corrected piston position $\bar{x}_{\text {des }}$ in the transformed coordinates. Therefore, the controller must keep the controlled output $y_{c}$,

$$
\begin{equation*}
y_{c}=\Delta \bar{x}-f\left(0, \Delta \bar{x}, F_{1}, F_{2}\right) \tag{24}
\end{equation*}
$$

as close as possible to zero. The choice of the ideal dynamics

$$
\begin{align*}
& \dddot{y}+\alpha_{2} \ddot{y}+\alpha_{1} \dot{y}+\alpha_{0} y=0 \\
& s^{3}+\alpha_{2} s^{2}+\alpha_{1} s+\alpha_{0}=\left(s^{2}+2 \zeta s \omega_{0}+\omega_{0}^{2}\right)\left(s+\omega_{1}\right) \tag{25}
\end{align*}
$$

with $\zeta, \omega_{0}, \omega_{1} \in \mathbb{R}^{+}$leads again to a control law of the type

$$
\begin{equation*}
Q_{c}=Q_{c}\left(\Delta \bar{x}, \bar{v}, \Delta P, F_{1}, F_{2}\right) \tag{26}
\end{equation*}
$$

because $\Delta \dddot{\bar{x}}$ depends on $Q_{c}$, see (15). Again, one has to replace $\bar{v}, F_{1}, F_{2}$ by their estimates $\hat{\bar{v}}, \hat{F}_{1}, \hat{F}_{2}$ for the implementation of (26). Like above the stability problem will be discussed for the application, only.

## 4 Gap Control of a Four High Stand

The approach presented in the previous sections is now applied to the hydraulic gap control problem in steel rolling mills. Figure 3 presents a sketch of a four high mill stand, consisting of a hydraulic actuator acting on the upper backup and work roll system. The steel strip is located between the upper and the lower work roll. There are two problems in hydraulic gap control. The first one is to control the thickness of the strip. Since the gauge meter for the thickness measurement is mounted after the stand, one controls the position of the upper work roll. But the applied forces cause elastic deformations of the stand, as well as of the rolls. These deformations must be compensated at least statically. The second problem is to control the roll force, which acts on the strip.


Fig. 3. Sketch of a four high mill stand

Again the roll force is not measurable. Therefore, one controls the pressure of the piston. Depending on the construction also elastic deformations have to be taken into account. In the following we consider a simplified model of the setup, and neglect the dynamics of the mill housing and, moreover, consider the piston to be rigidly connected to work and backup roll system. There exist more complex models, which also describe the plastic deformation of the strip, see e.g. [3]. Even for this simple one dimensional model one has to deal with implicit nonlinear equations for the deformation. For the following we approximate this model by a simple spring, mass, damper system with mass $m$, constant $c$ of the linear spring, constant $d$ of the viscose damper and an unknown, but slowly varying disturbance force $F_{d}$. Figure 4 depicts this simplified one mass model, which is a standard one in steel industries, because it reflects the reality quite well. Further we assume that one chamber of the single acting piston is connected to the spool valve, which again is connected to the supply tanks, and that the other one with a tank with constant pressure $P_{C}$. We assume that the spool valve is compensated, see (10), and choose the volumetric flow $Q_{c}$ as the plant input. After some operation time the rolls are deformed and must be exchanged, which is quite costly. Usually the deformation can be approximated by a sinusoidal eccentricity. Here we take only the eccentricity of the work rolls into account, because they get more damaged than the backup rolls. But it is no problem to extend the approach by the eccentricity of the later ones. In addition the roll force model used online to determine the required roll force, see e.g. [3], is only an approximative one. Its deviation from the reality is described by a slowly varying force. Therefore, we complete our model with the forces $F_{1}, F_{2}$ caused by imperfections of the roll


Fig. 4. 1-DOF model of a four high mill stand with hydraulic actuator
force model and by the eccentricity of the work rolls and derive the equations

$$
\begin{align*}
\Delta \dot{x} & =v \\
m \dot{v} & =-c \Delta x-d v+A \Delta P-F_{1}+F_{2},  \tag{27}\\
\left(V_{0}+A \Delta x\right) \Delta \dot{P} & =E\left(Q_{c}-A v\right)
\end{align*}
$$

with the hydraulic force $\Delta F_{h}=A \Delta P$, see also (15). The effect of gravity is taken into account by the steady state conditions. The equations (13), (14) with $c_{1}=1, c_{2}=0$ are used to model $F_{1}, F_{2}$. Thus we end up with a model of the form (11), (12) with $m=m_{0}$. It is worth mentioning that the angular velocity $\omega$, see (14), of the work rolls must be controlled precisely. Therefore, measurements of $\omega$ are always available.

### 4.1 Reduced Observer

The observer for the non measurable quantities $v, F_{1}, F_{2}$ is designed according to Section 3.1. Since the mass $m=m_{0}$ is constant and the functions $h_{1}, h_{2}$ meet $h_{1}=h_{2}=x$, the dynamic matrices of (16), (18) and therefore, the error dynamics (20) of the reduced observer are time invariant. Here $A$ and $w$, see (17), (19) take the values

$$
A=\left[\begin{array}{cccc}
k_{1}-\frac{1}{m_{p}} & \frac{1}{m_{p}} & 0  \tag{28}\\
k_{2} & 0 & 0 & 0 \\
k_{3} & 0 & 0 & -\omega \\
k_{4} & 0 & \omega & 0
\end{array}\right], \quad w=\left[\begin{array}{c}
v_{p}+k_{1} x_{p} \\
F_{d}+k_{2} x_{p} \\
F_{e, 1}+k_{3} x_{p} \\
F_{e, 2}+k_{4} x_{p}
\end{array}\right] .
$$

It is easy to see that one can render the observer asymptotically stable by a suitable choice of the parameters $k_{i}, i=1, \ldots, 4$.

### 4.2 Force Control

The force controller is designed according to Subsection 3.2, and we try to keep the roll force $F_{p}$, which acts at the position $x_{p}$, see Figure 4, as close as possible to its desired value. The static relation

$$
F_{p}=\Delta F_{h}-F_{1}
$$

implies the choice of the controlled output $y_{c}=F_{p}-F_{p, \text { des }}$, see (21). The control law (23) can easily be calculated from (22). It is worth mentioning that it is independent of the internal force $F_{2}$. Nevertheless $F_{e}$ must be estimated, since it enters the observer, see (28). Another approach for this eccentricity problem is worth to be mentioned. If one eliminates the effect of $F_{d}$ on the piston pressure $\Delta P$, then one eliminates its effect on $F_{p}$, see [8], [9].

It remains to show stability of the whole configuration. It is easy to see that the operating point, the equilibrium $F_{1}=F_{2}=0$, is locally asymptotically stable by Liapunov's indirect method, which allows us to find a Liapunov function. Because of the special structure of the models (13), (14) one can construct an ISS-Liapunov function, see [6], locally for at least sufficient small values of $\left|F_{d}\right|,\left\|F_{e}\right\|$.

### 4.3 Position Control

The position control problem is to keep the position of the point $x_{p}$, where the roll is in contact with the strip, see Figure 4, as close as possible to its desired value. Since we cannot measure $x_{p}$, we control the piston position $x$ such that elastic deformations are eliminated at least in the static case, see Subsection 3.3. Therefore, we move the piston in such a manner that the eccentricity gets eliminated. Following this idea we derive the controlled output $y_{c}$, see (24),

$$
\begin{equation*}
y_{c}=\Delta x+\frac{F_{2}}{c} \tag{29}
\end{equation*}
$$

which is also a measure of the strip exit thickness. The control law (26) follows from (25) in a straightforward manner. We have to estimate the non measurable signals $v, F_{d}, F_{e}$, and use the reduced observer presented in the Subsection 4.1. Since the stability investigations for the whole system are totally analogous to the force control problem of Subsection 4.2, they are omitted here.

### 4.4 Simulation Results

The simulations are based on the relations (27) with disturbances generated by the exosystems (13) and (14) with $\omega=15 \frac{\mathrm{rad}}{\mathrm{s}}$. The model parameters are presented in Table 1. The results for the force controller of Subsections 3.2, 4.2 with $\alpha=-10$, see (22) are presented in Figure 5. The choice for the

Table 1. Simulation parameters for the 1-DOF model

| Variable | Value | Unit |
| :---: | :---: | :---: |
| $m$ | 50000 | $[\mathrm{k} g]$ |
| $d$ | $10^{7}$ | $\left[\frac{\mathrm{~N} s}{\mathrm{~m}}\right]$ |
| $c$ | $2 \times 10^{9}$ | $\left[\frac{\mathrm{~N}}{\mathrm{~m}}\right]$ |
| $V_{0}$ | 0.0715 | $\left[\mathrm{~m}^{3}\right]$ |
| $A$ | 0.6779 | $\left[\mathrm{~m}^{2}\right]$ |



Fig. 5. Simulation results: force control
eigenvalues $\lambda_{i}, i=1, \ldots, 4$ of the observer, see (28), is $\lambda_{i}=-120$. Here and later small leakages and noise of industrial sensors are taken into account. The setup values are $F_{d}=5 \mathrm{MN}$, and $P_{0}=146 \cdot 10^{5} \mathrm{P} a, P_{C}=80 \cdot 10^{4} \mathrm{P} a$, which imply $F_{p}=A \Delta P-F_{d}=0$. We choose $\hat{v}=\hat{F}_{d}=\hat{F}_{e}=0$ for the observer. At $t=1 \mathrm{~s}$ the reference value for $F_{p, \text { ref }}$ is changed to 8 MN . The closed loop shows excellent tracking and disturbance rejection. E.g. the effect of the eccentricity force $F_{e}$ on the controlled output vanishes almost.
Figure 6 shows the estimated values of disturbance forces $F_{d}, F_{e}$.
The controller derived in Subsection 4.3 is applied to the position control problem. Figure 7 presents the simulation results for two scenarios. In the first scenario, dashed lines, no eccentricity compensation has been carried


Fig. 6. Observer signals: force control


Fig. 7. Simulation results: position control
out, i.e., the estimated values for $F_{e}$ are unused. The second one, lines are continuous, shows the eccentricity compensation according to Subsection 4.3. The values of the parameter (25) of the control law (26) are $\omega_{0}=70, \zeta=1$, $\omega_{1}=70$ in both cases. In addition the desired controlled output (29) makes a step of height 0.1 mm at $t=1$. The simulations show that the influence of the eccentricity can be almost eliminated. Here, the observer is initialized correctly such that no initial error is visible.

Finally it is worth mentioning that for both the force and position control problem the design parameters of the controllers are chosen quite conservatively to make the result better comparable with the ones published in litera-
ture. Therefore, there exists a significant potential for the further improvement of such hydraulic devices.

## 5 Conclusions

This contribution shows, how nonlinear output feedback with internal models can significantly improve the performance of industrial control systems, with the help of hydraulic devices. Such devices are of interest, where high forces are supposed to be generated by small devices. One of the limiting factors is the non linear behavior of such devices, since high dynamical behavior is not reachable by classical engineering methods, but can be achieved by the presented approach. Here, the authors want to thank Professor Alberto Isidori for his excellent course about "Robust Autonomous Control: an Internal Model Approach", that he gave at the Johannes Kepler University, Linz, Austria in the year 2005. This course gave the initial ideas for the application of output feedback with internal models to problems in steel industries.
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# Hybrid Zero Dynamics of Planar Bipedal Walking 
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Summary. Models of bipedal robots in motion are fundamentally hybrid due to the presence of continuous phases, discrete transitions, and unilateral constraints arising from the contact forces between the robot and the ground. A major challenge in the control of bipedal robots has been to create a feedback theory that provides systematic synthesis methods, provable correctness and computational tools for designing asymptotically stable, periodic walking motions, especially walking motions that are dynamic unlike the quasi-static, flat-footed gaits that are prevalent in today's machines. This chapter highlights the fundamental role of zero dynamics in obtaining truly dynamic walking gaits that include underactuated phases. The theoretical analysis is verified with experimental work.

## 1 Introduction

Feedback control is an integral part of any biped, whether biological or mechanical. With the exception of "passive" robots that exhibit a very limited range of stable walking on an inclined plane, without any sensing and control [5], bipeds are dynamically unstable. Said another way, without a properly functioning control system, a biped stumbles and falls.

Models of bipedal robots are quite complex. They are hybrid, nonlinear, and typically, high dimensional. In addition, as will be explained later, the continuous portion of the dynamics is effectively underactuated. A further complication is that a steady walking cycle is a non-trivial periodic motion. This means that standard stability tools for static equilibria do not apply. Instead, one must use tools appropriate for the study of periodic orbits, such as Poincaré return maps. It is of course well known how to use numerical methods to compute a Poincaré return map and to find fixed points of it [12]. The drawback in such a direct approach is that it does not yield sufficient insight for feedback design and synthesis. An extension of the notion of the zero dynamics to the hybrid models arising in bipedal locomotion leads to
a feedback design process in which Poincaré stability analysis can be directly and insightfully incorporated into feedback synthesis.

Early definitions of the zero dynamics of a time-invariant nonlinear control system were proposed by Krener and Isidori in 1980 (using controlledinvariant distributions), by Byrnes and Isidori in 1984, and Marino in 1985 (using inverse systems) as a tool for feedback design and stability analysis. An important refinement of the concept was achieved by Isidori and Moog in 1988 [10], where three equivalent state-space characterizations of the zero dynamics of a linear time-invariant system were evaluated and compared for nonlinear systems, including the now-well-known definition of the zero dynamics as the restriction dynamics to the largest controlled-invariant manifold contained in the zero set of the output. Which of the definitions to adopt in nonlinear control was not settled until the hugely-influential 1991 paper [3] by Byrnes and Isidori that treated stabilization of equilibrium points on the basis of the zero dynamics. The notion of a hybrid zero dynamics builds on this fundamental work.

For the hybrid closed-loop system consisting of a biped robot, its environment, and a given feedback controller, the objective during the analysis phase is to be able to determine if periodic orbits exist and, if they exist, whether they are asymptotically stable. In the ensuing feedback synthesis phase, the objective is to optimize over a class of stabilizing feedback controllers in order to achieve performance objectives, such as minimal peak actuator torques and walking with a given average speed.

## 2 Why Study Underactuation?

An important source of complexity in a bipedal robot is the degree of actuation of the model, or more precisely, the degree of underactuation. It is assumed here that the robot's legs are terminated in points, and consequently, no actuation is possible at the end of the stance leg. It follows that the mechanical model is underactuated during single support, as opposed to fully actuated (a control at each joint and at the contact point with the ground). One could be concerned that "real robots have feet", and thus, while the analysis of pointfeet models may be of interest mathematically, it is "misguided for practical robotics". Focusing on underactuation is important for at least two reasons.

On the one hand, it is interesting to prove, both theoretically and experimentally, that elegant walking and running motions are possible with a mechanically simple robot (no feet). On the other hand, if human walking is taken as the defacto standard against which mechanical bipedal walking is to be compared, then the flat-footed walking achieved by current robots needs to be improved. In particular, toe roll toward the end of the single support phase needs to be allowed as part of the gait design. Currently, this is not allowed
specifically because it leads to underactuation ${ }^{3}$, which cannot be treated with a control design philosophy based on trajectory tracking and the quasi-static stability criterion, known as the Zero Moment Point (ZMP) [14], as is currently practiced widely in the bipedal robotics community.

## 3 Hybrid Model of a Bipedal Walker

This section introduces a hybrid dynamic model for walking motions of a planar bipedal robot with point feet. The robot is assumed to consist of $N \geq 2$ rigid links with mass connected via rigid, frictionless revolute joints to form a single open kinematic chain lying in a plane. It is further assumed that there are two identical sub-chains called the legs, connected at a common point called the hip, and, optionally, additional sub-chains that may be identified as a torso, arms, a tail, etc. Since each leg end is terminated in a point, either the robot does not have feet, or it is walking tip-toe. A typical allowed robot is depicted in Fig. 1, which is intentionally suggestive of a human form. All motions will be assumed to take place in the sagittal plane and consist of successive phases of single support (stance leg on the ground and swing leg in the air) and double support (both legs on the ground). Conditions that guarantee the leg ends alternate in ground contact - while other links such as the torso or arms remain free - will be imposed during control design. A rigid impact is used to model the contact of the swing leg with the ground. Further details on the model are given in [17, Sec. II], along with assumptions on the walking gait (symmetric, motion from left to right, instantaneous double support phase, no slipping or rebound at impact).

The distinct phases of walking naturally lead to mathematical models that are comprised of two parts: the differential equations describing the dynamics during the swing phase and a model that describes the dynamics when a leg end impacts the ground. For the models developed here, the ground - also called a walking surface - is assumed to be smooth and perpendicular to the gravitational field, that is, the ground is assumed to be flat as opposed to sloped or terraced.

### 3.1 Lagrangian Swing Phase Model

The swing phase model corresponds to a pinned open kinematic chain. It is assumed that only symmetric gaits are of interest, and hence it does not matter which leg end is pinned. The swapping of the roles of the legs will be accounted for in the impact model.

Let $\mathcal{Q}$ be the $N$-dimensional configuration manifold of the robot when the stance leg end is acting as a pivot and let $q:=\left(q_{1} ; \cdots ; q_{N}\right) \in \mathcal{Q}$ be
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Fig. 1. (a) A typical planar robot model analyzed here. For later use, Cartesian coordinates are indicated at the swing leg end. (b) Hybrid model of walking with point feet. Key elements are the continuous dynamics of the single support phase, written in state space form as $\dot{x}=g(x)+g(x) u$, the switching or impact condition, $p_{2}^{\mathrm{v}}(q)=0$ and $p_{2}^{\mathrm{h}}(q)>0$, which detects when the height of the swing leg above the walking surface is zero and the swing leg is in front of the stance leg, and the re-initialization rule coming from the impact map, $\Delta$
a set of generalized coordinates and denote the potential and kinetic energies by $V(q)$ and $K(q, \dot{q})=\frac{1}{2} \dot{q}^{\prime} D(q) \dot{q}$, respectively, where the inertial matrix $D$ is positive definite on $\mathcal{Q}$. The dynamic model is easily obtained with the method of Lagrange, yielding the mechanical model

$$
\begin{equation*}
D(q) \ddot{q}+C(q, \dot{q}) \dot{q}+G(q)=B(q) u \tag{1}
\end{equation*}
$$

where $u=\left(u_{1} ; \cdots ; u_{N-1}\right) \in \mathbb{R}^{(N-1)}$, where $u_{i}$ is the torque applied between the two links connected by joint- $i$, and there is no torque applied between the stance leg and ground. The model is written in state space form by defining

$$
\begin{align*}
\dot{x} & =\left[\begin{array}{c}
\dot{q} \\
D^{-1}(q)[-C(q, \dot{q}) \dot{q}-G(q)+B(q) u]
\end{array}\right]  \tag{2}\\
& =: f(x)+g(x) u \tag{3}
\end{align*}
$$

where $x:=(q ; \dot{q})$. The state space of the model is $\mathcal{X}=T \mathcal{Q}$. For each $x \in \mathcal{X}$, $g(x)$ is a $2 N \times(N-1)$ matrix; its $i$-th column is denoted by $g_{i}$. In natural coordinates $(q ; \dot{q})$ for $T \mathcal{Q}, g$ is independent of $\dot{q}$.

### 3.2 Impact Model

The impact of the swing leg with the ground at the end of a step is represented with the rigid (i.e., perfectly inelastic) contact model of [6, 13]. This model
effectively collapses the impact phase to an instant in time. The impact forces are consequently represented by impulses, and a discontinuity or jump is allowed in the velocity component of the robot's state, with the configuration variables remaining continuous or constant during the impact. Since we are assuming a symmetric walking gait, we can avoid having to use two swing phase models - one for each leg playing the role of the stance leg - by relabeling the robot's coordinates at impact. The coordinates must be relabeled because the roles of the legs must be swapped. Immediately after swapping, the former swing leg is in contact with the ground and is poised to take on the role of the stance leg.

The relabeling of the generalized coordinates is given by a matrix, $R$, acting on $q$ with the property that $R R=I$, i.e., $R$ is a circular matrix. The result of the impact and the relabeling of the states provides an expression

$$
\begin{equation*}
x^{+}=\Delta\left(x^{-}\right) \tag{4}
\end{equation*}
$$

where $x^{+}:=\left(q^{+} ; \dot{q}^{+}\right)\left(\right.$resp. $\left.x^{-}:=\left(q^{-} ; \dot{q}^{-}\right)\right)$is the state value just after (resp. just before) impact and

$$
\Delta\left(x^{-}\right):=\left[\begin{array}{c}
\Delta_{q} q^{-}  \tag{5}\\
\Delta_{\dot{q}}\left(q^{-}\right) \dot{q}^{-}
\end{array}\right]
$$

The impact map is linear in the generalized velocities. Further details are given in $[7,17]$.

### 3.3 Overall Hybrid Model

A hybrid model of walking is obtained by combining the swing phase model and the impact model to form a system with impulse effects. Assume that the trajectories of the swing phase model possess finite left and right limits, and denote them by $x^{-}(t):=\lim _{\tau / t} x(\tau)$ and $x^{+}(t):=\lim _{\tau \backslash t} x(\tau)$, respectively. The model is then

$$
\Sigma:\left\{\begin{align*}
\dot{x} & =f(x)+g(x) u, & & x^{-} \notin \mathcal{S}  \tag{6}\\
x^{+} & =\Delta\left(x^{-}\right), & & x^{-} \in \mathcal{S}
\end{align*}\right.
$$

where the switching set is chosen to be

$$
\begin{equation*}
\mathcal{S}:=\left\{(q, \dot{q}) \in T \mathcal{Q} \mid p_{2}^{\mathrm{v}}(q)=0, p_{2}^{\mathrm{h}}(q)>0\right\} \tag{7}
\end{equation*}
$$

In words, a trajectory of the hybrid model is specified by the swing phase model until an impact occurs. An impact occurs when the state "attains" the set $\mathcal{S}$, which represents the walking surface. At this point, the impact of the swing leg with the walking surface results in a very rapid change in the velocity components of the state vector. The impulse model of the impact
compresses the impact event into an instantaneous moment in time, resulting in a discontinuity in the velocities. The ultimate result of the impact model is a new initial condition from which the swing phase model evolves until the next impact. In order for the state not to be obliged to take on two values at the "impact time", the impact event is, roughly speaking, described in terms of the values of the state "just prior to impact" at time " $t$ " and "just after impact" at time " $t^{+}$". These values are represented by the left and right limits, $x^{-}$and $x^{+}$, respectively. Solutions are taken to be right continuous and must have finite left and right limits at each impact event. Figure 1 gives a graphical representation of this discrete-event system.

A step of the robot is a solution of (6) that starts with the robot in double support, ends in double support with the configurations of the legs swapped, and contains only one impact event. Walking is a sequence of steps.

## 4 Feedback Design via Posture Control

Any attempt to describe walking, even something as simple as the difference between human-like walking (knees bent forward) and bird-like walking (knees bent backward), inevitably leads to a description of the posture or shape of the robot throughout a step. In other words, a description of walking involves at least a partial specification of the path followed in the configuration space of the biped; see Fig. 2. The following is one possible way to express this mathematically: let $q_{\mathrm{b}}=\left(q_{1} ; \cdots ; q_{N-1}\right)$ be a set of body coordinates for the robot and let $\theta$ be the angle of some point of the robot with respect to an inertial frame, and assume moreover that $\theta$ has been chosen so that it is strictly monotonic throughout the step. Then the path of the robot in the configuration space can be expressed as

$$
\begin{equation*}
0=q_{\mathrm{b}}-h_{d}(\theta) \tag{8}
\end{equation*}
$$

A natural objective is therefore: determine a feedback controller that drives asymptotically to zero the output function

$$
\begin{equation*}
y=h(q):=q_{\mathrm{b}}-h_{d}(\theta) \tag{9}
\end{equation*}
$$

This leads to two questions.

1) An analysis question: when will a given choice of $h_{d}(\theta)$ lead to an asymptotically stable periodic orbit (i.e., a stable walking motion)?
2) A synthesis question: how to make a choice of $h_{d}(\theta)$ that will yield an asymptotically stable periodic orbit meeting physically motivated requirements such as: energy efficiency; the robot walks at a desired speed; and the reaction forces at the leg end are such that the contact between the stance and the ground behaves as a pivot?


Fig. 2. Joint angles for a four-link walker over a complete gait cycle, that is, two steps. The gait cycle consists of two phases each of double support (DS) and single support (SS). Depicted are the relative hip angle and the knee angle of the leg drawn in white. The first single support phase can be thought of as a graph of (8) for the relative angles of the hip and knee during the swing phase, and the second single support phase is a graph of (8) for the relative angles of the hip and knee during the stance phase. The angle $\theta$ in (8) can be taken as the angle of the hip with respect to the ground contact point of the stance leg

Addressing the first question leads to the notion of the hybrid zero dynamics, the focus of this chapter. A finite parametrization of possible paths $h_{d}(\theta, \alpha)$ via Bézier polynomials and the use of parameter optimization have been employed to address the second question.

## 5 The Zero Dynamics of Walking

The zero dynamics of the hybrid model (6) with output (9) are developed in a two-step process. First, the zero dynamics of the (non-hybrid) nonlinear model consisting of the swing phase dynamics (3) and the output (9) are characterized, and then, second, an impact invariance condition is imposed on the swing-phase zero dynamics manifold in order to obtain the hybrid zero dynamics. For general hybrid systems and output functions, this approach to forming a hybrid zero dynamics is less general than directly applying the output zeroing definition of Isidori et al. [3, 9, 10]. From results in [17, 18], however, it can be deduced that for an $N$-degree of freedom biped model with one degree of underactuation and an $N-1$ dimensional output vector of the
form (9), if there exists at least one periodic solution of the hybrid model (6) that zeros the output and is transversal to $\mathcal{S}$, then the approach followed here and the definition used in [9] are equivalent.

### 5.1 The Swing Phase Zero Dynamics

The objective is to characterize the zero dynamics manifold and associated restriction dynamics for the swing-phase model (3) and output (9). The zero dynamics, by definition, is independent of the choice of coordinates and the application of regular state variable feedback [9, pp. 228]. Express the mechanical model (1) in the generalized coordinates $q=\left(q_{\mathrm{b}} ; \theta\right)$. It is proven in [8, pp. 562] that the model (3) is globally feedback equivalent to

$$
\begin{align*}
\ddot{q}_{\mathrm{b}} & =v  \tag{10a}\\
\dot{\theta} & =\frac{\bar{\sigma}_{N}}{d_{N, N}\left(q_{\mathrm{b}}\right)}-J^{\mathrm{norm}}\left(q_{\mathrm{b}}\right) \dot{q}_{\mathrm{b}}  \tag{10b}\\
\dot{\bar{\sigma}}_{N} & =-\frac{\partial V}{\partial \theta}\left(q_{\mathrm{b}}, \theta\right) \tag{10c}
\end{align*}
$$

where

$$
\begin{equation*}
J^{\mathrm{norm}}\left(q_{\mathrm{b}}\right)=\frac{1}{d_{N, N}\left(q_{\mathrm{b}}\right)}\left[d_{N, 1}\left(q_{\mathrm{b}}\right), \cdots, d_{N, N-1}\left(q_{\mathrm{b}}\right)\right] \tag{11}
\end{equation*}
$$

$d_{j, k}$ is the $j$ - $k$-element of $D, \bar{\sigma}_{N}$ is the generalized momentum conjugate to $q_{N}=\theta$, and $v$ is the new input coming from the feedback transformation. Taking $\tilde{x}:=\left(q_{\mathrm{b}} ; \theta ; \dot{q}_{\mathrm{b}} ; \bar{\sigma}_{N}\right)$, the swing-phase model after feedback is expressed in state variable form as

$$
\dot{\tilde{x}}=\left[\begin{array}{c}
\dot{q}_{\mathrm{b}}  \tag{12}\\
\frac{\bar{\sigma}_{N}}{d_{N, N}\left(q_{\mathrm{b}}\right)}-J^{\mathrm{norm}}\left(q_{\mathrm{b}}\right) \dot{q}_{\mathrm{b}} \\
v \\
-\frac{\partial V}{\partial \theta}\left(q_{\mathrm{b}}, \theta\right)
\end{array}\right]=\tilde{f}(\tilde{x})+\tilde{g}(\tilde{x}) v
$$

## Decoupling Matrix

Differentiating (9) twice along the dynamics (12) gives

$$
\begin{equation*}
\ddot{y}=L_{\tilde{f}}^{2} h(\tilde{x})+L_{\tilde{g}} L_{\tilde{f}} h(q) v . \tag{13}
\end{equation*}
$$

A simple calculation gives that the decoupling matrix is

$$
\begin{equation*}
L_{\tilde{g}} L_{\tilde{f}} h(\tilde{q})=\mathrm{I}_{(N-1) \times(N-1)}+\underbrace{\frac{\partial h_{d}(\theta)}{\partial \theta}}_{(N-1) \times 1} \underbrace{J^{\mathrm{norm}}\left(q_{\mathrm{b}}\right)}_{1 \times(N-1)} . \tag{14}
\end{equation*}
$$

It follows that [18]

$$
\begin{equation*}
\operatorname{det}\left(L_{\tilde{g}} L_{\tilde{f}} h\right)(q)=1+J^{\text {norm }}\left(q_{\mathrm{b}}\right) \frac{\partial h_{d}(\theta)}{\partial \theta} \tag{15}
\end{equation*}
$$

and is nonzero if, and only if,

$$
\begin{equation*}
d_{N, N}\left(q_{\mathrm{b}}\right)+\left[d_{N, 1}\left(q_{\mathrm{b}}\right), \cdots, d_{N,(N-1)}\left(q_{\mathrm{b}}\right)\right] \frac{\partial h_{d}(\theta)}{\partial \theta} \neq 0 . \tag{16}
\end{equation*}
$$

Moreover, on the open set $T \tilde{\mathcal{Q}} \subset T \mathcal{Q}$ where the determinant of the decoupling matrix is nonzero, the inverse of the decoupling matrix is

$$
\begin{equation*}
\left[L_{\tilde{g}} L_{\tilde{f}} h(q)\right]^{-1}=\mathrm{I}_{(N-1) \times(N-1)}+\frac{1}{\operatorname{det}\left(L_{\tilde{g}} L_{\tilde{f}} h\right)(q)} \frac{\partial h_{d}(\theta)}{\partial \theta} J^{\text {norm }}\left(q_{\mathrm{b}}\right) \tag{17}
\end{equation*}
$$

The swing phase zero dynamics manifold is then ${ }^{4}$

$$
\begin{equation*}
\mathcal{Z}:=\left\{x \in T \tilde{\mathcal{Q}} \mid h(x)=0, L_{f} h(x)=0\right\} ; \tag{18}
\end{equation*}
$$

it is a smooth two-dimensional embedded submanifold of $T \mathcal{Q}$. The feedback control

$$
\begin{equation*}
\tilde{u}^{*}(\tilde{x})=-\left[L_{\tilde{g}} L_{\tilde{f}} h(q)\right]^{-1} L_{\tilde{f}}^{2} h(\tilde{x}) \tag{19}
\end{equation*}
$$

renders $\mathcal{Z}$ invariant under the closed-loop vector field $\tilde{f}+\tilde{g} \tilde{u}^{*}$. The zero dynamics vector field is the restriction

$$
\begin{equation*}
f_{\text {zero }}:=\tilde{f}+\left.\tilde{g} \tilde{u}^{*}\right|_{\mathcal{Z}} \tag{20}
\end{equation*}
$$

The zero dynamics is given by

$$
\begin{equation*}
\dot{z}=f_{\text {zero }}(z) \tag{21}
\end{equation*}
$$

for $z \in \mathcal{Z}$.

## Computing Terms in the Zero Dynamics

In the coordinates $\left(q_{\mathrm{b}} ; \theta ; \dot{q}_{\mathrm{b}} ; \dot{\theta}\right)$, the zero dynamics manifold can be written as

$$
\begin{equation*}
\mathcal{Z}=\left\{\left(q_{\mathrm{b}} ; \theta ; \dot{q}_{\mathrm{b}} ; \dot{\theta}\right) \mid q_{\mathrm{b}}=h_{d}(\theta), \dot{q}_{\mathrm{b}}=\frac{\partial h_{d}(\theta)}{\partial \theta} \dot{\theta}\right\} . \tag{22}
\end{equation*}
$$

On $\mathcal{Z}$, the generalized momentum conjugate to $\theta$ becomes

$$
\begin{equation*}
\bar{\sigma}_{N}=I(\theta) \dot{\theta} \tag{23}
\end{equation*}
$$

[^10]where the virtual inertia $I(\theta)$ is given by
\[

$$
\begin{equation*}
I(\theta):=\left.\left[d_{N, N}\left(q_{\mathrm{b}}\right)+\left[d_{N, 1}\left(q_{\mathrm{b}}\right), \cdots, d_{N,(N-1)}\left(q_{\mathrm{b}}\right)\right] \frac{\partial h_{d}(\theta)}{\partial \theta}\right]\right|_{q_{\mathrm{b}}=h_{d}(\theta)} \tag{24}
\end{equation*}
$$

\]

On $\mathcal{Z}$, the invertibility of the decoupling matrix establishes a bijective relationship between $\bar{\sigma}_{N}$ and $\dot{\theta}$,

$$
\begin{equation*}
\dot{\theta}=\frac{\bar{\sigma}_{N}}{I(\theta)} . \tag{25}
\end{equation*}
$$

Restricting (10c) to $\mathcal{Z}$,

$$
\begin{equation*}
\dot{\bar{\sigma}}_{N}=-\left.\frac{\partial V}{\partial \theta}\left(q_{\mathrm{b}}, \theta\right)\right|_{q_{\mathrm{b}}=h_{d}(\theta)} \tag{26}
\end{equation*}
$$

Defining $\xi_{1}:=\theta$ and $\xi_{2}:=\bar{\sigma}_{N}$, it follows that the swing phase zero dynamics is

$$
\begin{align*}
\dot{\xi}_{1} & =\kappa_{1}\left(\xi_{1}\right) \xi_{2}  \tag{27a}\\
\dot{\xi}_{2} & =\kappa_{2}\left(\xi_{1}\right), \tag{27b}
\end{align*}
$$

where

$$
\begin{align*}
\kappa_{1}\left(\xi_{1}\right) & =\frac{1}{I\left(\xi_{1}\right)}  \tag{28a}\\
\kappa_{2}\left(\xi_{1}\right) & =-\left.\frac{\partial V}{\partial \theta}\right|_{q_{\mathrm{b}}=h_{d}(\theta), \theta=\xi_{1}} \tag{28b}
\end{align*}
$$

It is emphasized that these terms can be determined directly from the Lagrangian of the swing-phase model and the term $h_{d}$ of the output (9). In particular, there is no need to invert the inertia matrix, as would be required if the zero dynamics were computed directly from (3).

### 5.2 The Hybrid Zero Dynamics

To obtain the hybrid zero dynamics, the zero dynamics manifold must be invariant under the impact map, that is

$$
\begin{equation*}
\Delta(\mathcal{S} \cap \mathcal{Z}) \subset \mathcal{Z} \tag{29}
\end{equation*}
$$

If $\mathcal{S} \cap \mathcal{Z}$ is nonempty, then, due to the form of the output (9), $\mathcal{S} \cap \mathcal{Z}$ is a smooth one-dimensional embedded submanifold of $T \tilde{\mathcal{Q}}$ if, and only, if $p_{2}^{\mathrm{v}}\left(h_{d}(\theta), \theta\right)$ has constant rank on its zero set. Furthermore, when the decoupling matrix is invertible, the following statements are equivalent [17]:
(a) (29) holds;
(b) $\left.h \circ \Delta\right|_{(\mathcal{S} \cap \mathcal{Z})}=0$ and $\left.L_{f} h \circ \Delta\right|_{(\mathcal{S} \cap \mathcal{Z})}=0$; and
(c) there exists at least one point $\left(q_{0}^{-} ; \dot{q}_{0}^{-}\right) \in \mathcal{S} \cap \mathcal{Z}$ such that $\bar{\sigma}_{N} \neq 0, h \circ$ $\Delta_{q}\left(q_{0}^{-}\right)=0$, and $L_{f} h \circ \Delta\left(q_{0}^{-}, \dot{q}_{0}^{-}\right)=0$.

Definition 1 (Hybrid zero dynamics [17]). Consider the hybrid model (6) and output (9). Suppose that the decoupling matrix (14) is invertible and let $\mathcal{Z}$ and $\dot{z}=f_{\text {zero }}(z)$ be the associated zero dynamics manifold and zero dynamics of the swing phase model. Suppose that $\mathcal{S} \cap \mathcal{Z}$ is a smooth, one-dimensional, embedded submanifold of $T \mathcal{Q}$. Suppose further that $\Delta(\mathcal{S} \cap \mathcal{Z}) \subset \mathcal{Z}$. Then the nonlinear system with impulse effects,

$$
\Sigma_{\text {zero }}:\left\{\begin{align*}
\dot{z} & =f_{\text {zero }}(z), & & z^{-} \notin \mathcal{S} \cap \mathcal{Z}  \tag{30}\\
z^{+} & =\Delta\left(z^{-}\right), & & z^{-} \in \mathcal{S} \cap \mathcal{Z}
\end{align*}\right.
$$

with state manifold $\mathcal{Z}$, is the hybrid zero dynamics.
In the local coordinates $\left(\xi_{1} ; \xi_{2}\right), \mathcal{S} \cap \mathcal{Z}$ and $\Delta:\left(\xi_{1}^{-} ; \xi_{2}^{-}\right) \rightarrow\left(\xi_{1}^{+} ; \xi_{2}^{+}\right)$simplify to

$$
\begin{align*}
\mathcal{S} \cap \mathcal{Z} & =\left\{\left(\xi_{1}^{-} ; \xi_{2}^{-}\right) \mid \xi_{1}^{-}=\theta^{-}, \xi_{2}^{-} \in \mathbb{R}\right\}  \tag{31a}\\
\xi_{1}^{+} & =\theta^{+}  \tag{31b}\\
\xi_{2}^{+} & =\delta_{\text {zero }} \xi_{2}^{-} \tag{31c}
\end{align*}
$$

where $\delta_{\text {zero }}$ is a constant that may be readily computed using (4) and (9) and where $\theta^{-}$and $\theta^{+}$satisfy

$$
\begin{array}{ll}
\left.p_{2}^{\mathrm{v}}\left(h_{d}\left(\theta^{-}\right), \theta^{-}\right)\right)=0, & p_{2}^{\mathrm{h}}\left(h_{d}\left(\theta^{-}\right), \theta^{-}\right)>0, \\
\left.p_{2}^{\mathrm{v}}\left(h_{d}\left(\theta^{+}\right), \theta^{+}\right)\right)=0, & p_{2}^{\mathrm{h}}\left(h_{d}\left(\theta^{+}\right), \theta^{+}\right)<0 . \tag{32b}
\end{array}
$$

The hybrid zero dynamics is thus given by (27) during the swing phase, and at impact with $\mathcal{S} \cap \mathcal{Z}$, the re-initialization rules (31b) and (31c) are applied.

For $\theta^{+} \leq \xi_{1} \leq \theta^{-}$, define

$$
\begin{equation*}
V_{\mathrm{zero}}\left(\xi_{1}\right):=-\int_{\theta^{+}}^{\xi_{1}} \frac{\kappa_{2}(\xi)}{\kappa_{1}(\xi)} d \xi \tag{33}
\end{equation*}
$$

A straightforward computation shows that $\mathcal{L}_{\text {zero }}:=K_{\text {zero }}-V_{\text {zero }}[17]$, where

$$
\begin{equation*}
K_{\mathrm{zero}}=\frac{1}{2}\left(\frac{\dot{\xi}_{1}}{\kappa_{1}\left(\xi_{1}\right)}\right)^{2} \tag{34}
\end{equation*}
$$

is a Lagrangian of the swing-phase zero dynamics (27). This implies, in particular, that the total energy $\mathcal{H}_{\text {zero }}:=K_{\text {zero }}+V_{\text {zero }}$ is constant along solutions of the swing-phase zero dynamics.

### 5.3 Existence and Stability of Periodic Orbits

The analysis of periodic orbits of the hybrid zero dynamics forms the basis for proposing feedback laws that induce exponentially stable walking motions in the full-dimensional hybrid model. Take the Poincaré section to be $\mathcal{S} \cap \mathcal{Z}$ and let

$$
\begin{equation*}
\rho: \mathcal{S} \cap \mathcal{Z} \rightarrow \mathcal{S} \cap \mathcal{Z} \tag{35}
\end{equation*}
$$

denote the Poincare (first return) map ${ }^{5}$ of the hybrid zero dynamics. Using the fact that the total energy $\mathcal{H}_{\text {zero }}$ is constant along solutions of the continuous portion of the dynamics, the Poincaré map may be shown to be

$$
\begin{equation*}
\rho\left(\zeta_{2}^{-}\right)=\delta_{\text {zero }}^{2} \zeta_{2}^{-}-V_{\text {zero }}\left(\theta^{-}\right), \tag{36}
\end{equation*}
$$

where $\zeta_{2}^{-}:=\frac{1}{2}\left(\xi_{2}^{-}\right)^{2}$, and its domain of definition is

$$
\begin{equation*}
\mathcal{D}_{\text {zero }}=\left\{\zeta_{2}^{-}>0 \mid \delta_{\text {zero }}^{2} \zeta_{2}^{-}-V_{\text {zero }}^{\max }>0\right\} \tag{37}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{\text {zero }}^{\max }:=\max _{\theta^{+} \leq \xi_{1} \leq \theta^{-}} V_{\text {zero }}\left(\xi_{1}\right) \tag{38}
\end{equation*}
$$

The domain $\mathcal{D}_{\text {zero }}$ is non-empty if, and only if, $\delta_{\text {zero }}^{2}>0$. Whenever $\delta_{\text {zero }}^{2}<1$, the fixed point of (36),

$$
\begin{equation*}
\zeta_{2}^{*}:=-\frac{V_{\text {zero }}\left(\theta^{-}\right)}{1-\delta_{\text {zero }}^{2}} \tag{39}
\end{equation*}
$$

will be exponentially stable as long as it belongs to $\mathcal{D}_{\text {zero }}$. The conditions for there to exist an exponentially stable periodic orbit of (30) are thus

$$
\begin{gather*}
\frac{\delta_{\text {zero }}^{2}}{1-\delta_{\text {zero }}^{2}} V_{\text {zero }}\left(\theta^{-}\right)+V_{\text {zero }}^{\max }<0  \tag{40a}\\
0<\delta_{\text {zero }}^{2}<1 \tag{40b}
\end{gather*}
$$

Periodic orbits of the hybrid zero dynamics are periodic orbits of the fulldimensional model. Two different feedback controllers are provided in [11, 17] for exponentially stabilizing these orbits in the full-dimensional model, (3).

## 6 Experimental Data

The hybrid zero dynamics has played an integral role in the design of walking gaits for a prototype bipedal robot called RABBIT [4]; see Fig. 3. The analytical results of Section 5.2 are rendered useful in feedback synthesis by introducing a finite parametrization of the output (9). In particular, the function $h_{d}$ is constructed from Bézier polynomials [1], which in turn introduces free parameters $\alpha$ into the hybrid zero dynamics (30),

[^11]
(a)

Fig. 3. In (a) geometry of the closed-loop system. In (b), the prototype RABBIT, which was developed as a French National Project by the CNRS [4]; the robot is housed in LAG, the Automatic Control Laboratory of Grenoble

$$
\Sigma_{\text {zero }, \alpha}:\left\{\begin{align*}
\dot{z} & =f_{\text {zero }, \alpha}(z), & & z^{-} \notin \mathcal{S} \cap \mathcal{Z}_{\alpha}  \tag{41}\\
z^{+} & =\Delta\left(z^{-}\right), & & z^{-} \in \mathcal{S} \cap \mathcal{Z}_{\alpha}
\end{align*}\right.
$$

through

$$
\begin{equation*}
h_{\alpha}(q):=q_{\mathrm{b}}-h_{d}(q, \alpha) \tag{42}
\end{equation*}
$$

Moreover, the hybrid invariance condition (29) can be imposed analytically; see [17, Thm. 4].

A minimum-energy cost criterion

$$
\begin{equation*}
J(\alpha)=\frac{1}{\text { step length }} \int_{0}^{\text {step time }}\left\|u_{\alpha}^{*}(t)\right\|_{2}^{2} d t \tag{43}
\end{equation*}
$$

is posed, where

$$
\begin{equation*}
u_{\alpha}^{*}:=-\left.\left[L_{g} L_{f} h_{\alpha}\right]^{-1} L_{f}^{2} h_{\alpha}\right|_{\mathcal{Z}} \tag{44}
\end{equation*}
$$

is the (unique) input to the model (3) realizing the periodic orbit of the hybrid zero dynamics. Constraints based on (40) are easily imposed to guarantee that periodic orbits exist and are exponentially stable. Additional constraints are used to prescribe walking at a desired average speed, with the (unilateral) forces on the support leg lying in the allowed friction cone. Parameter optimization is then used to minimize the cost $J(\alpha)$. Whenever a solution exists, the result is a provably stable, closed-loop system with satisfied design constraints. Typical solutions times for computing the optimal parameter value are thirty seconds to one minute in MATLAB. For further details on the procedure, see [17].


Fig. 4. Limit cycles of the closed-loop hybrid systems corresponding to asymptotically stable walking

Feedback control designs based on the hybrid zero dynamics have been extensively evaluated on RABBIT. As reported in [16], natural walking motions were obtained with remarkably little trial and error. Figure 4 compares a limit cycle obtained on the robot with a limit cycle obtained with the same controller on a simulation model. For videos of RABBIT walking and running, see $[2,15]$.

## 7 Conclusions

The notion of zero dynamics has become ubiquitous in nonlinear control theory and practice. This chapter has reviewed an extension of the zero dynamics to a class of hybrid models relevant for the analysis of walking gaits in bipedal robots. The hybrid zero dynamics provides an effective tool for the analysis and synthesis of feedback controllers that induce exponentially stable, periodic walking motions in bipedal robots. Its utility has been confirmed experimentally.
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Part IV

Regulation

# Hybrid Systems: Limit Sets and Zero Dynamics with a View Toward Output Regulation 

Chaohong Cai ${ }^{1}$, Rafal Goebel ${ }^{2}$, Ricardo G. Sanfelice ${ }^{1}$, and Andrew R. Teel ${ }^{1}$<br>${ }^{1}$ Center for Control, Dynamical Systems, and Computation; Department of Electrical and Computer Engineering; University of California, Santa Barbara, CA 93106-9560, USA.<br>${ }^{2}$ Address: 3518 NE 42 St., Seattle, WA 98105, USA.

Summary. We present results on omega-limit sets and minimum phase zero dynamics for hybrid dynamical systems. Moreover, we give pointers to how these results may be useful in the future for solving the output regulation problem for hybrid systems. We highlight the main attributes of omega-limit sets and we show, under mild conditions, that they are asymptotically stable. We define a minimum phase notion in terms of omega-limit sets and establish an equivalent Lyapunov characterization. Then we study the feedback stabilization problem for a class of minimum phase, relative degree one hybrid systems. Finally, we discuss output regulation for this class of hybrid systems. We illustrate the concepts with examples throughout the paper.

## 1 Introduction

This paper is written as a tribute to Professor Alberto Isidori for all of the important concepts and results he has introduced in the nonlinear control systems area over his illustrious career. Following the adage that imitation is the highest form of flattery, we have chosen for this tribute to emulate some of Professor Isidori's recent results on limit sets, zero dynamics, and output regulation $[4,7,5,3,6]$.The novelty of our results comes from the setting that we consider: hybrid dynamical systems. These systems contain state variables that are capable of evolving continuously (flowing) and/or evolving discontinuously (jumping). In particular, systems with logical modes that interact with continuous states can be modeled in this framework. Hybrid systems have been studied in the literature for multiple decades (early notable references include [31, 28]), with the majority of progress having occurred since the early 1990s as codified, for example, in the books [30, 23, 19]. Recently, we have established mild sufficient conditions for robustness in hybrid dynamical systems $[13,14]$. Along the way, these conditions have led to a generalization of results on $\omega$-limit sets of trajectories and of LaSalle's invariance principle [26], and to general results on the existence of smooth Lyapunov functions
(converse theorems) for hybrid systems [9, 10]. These results come together in the present paper, where we take inspiration from Isidori and Byrnes to establish results on $\Omega$-limit sets (limit sets of sets of initial conditions) for hybrid systems, to show under mild conditions that these sets are asymptotically stable, to show how this notion can lead to a non-equilibrium characterization of asymptotically stable zero dynamics for hybrid systems, including converse Lyapunov theorems for a "minimum phase" property, and to give a stabilization result, related to nonlinear output regulation, for a class of minimum phase, relative degree one hybrid systems. Perhaps eventually, following the trail blazed by Professor Isidori, these results will be used for a more general theory of output regulation for hybrid systems and/or output regulation using hybrid controllers. We conclude this short introduction by noting that hybrid controllers have already appeared in the context of output regulation; see, for example, [27].

## 2 Hybrid Dynamical Systems

For the purposes of this paper, a hybrid system $\mathcal{H}$ is specified by the data $(F, G, C, D)$ and a state space $O \subset \mathbb{R}^{n}$ where $F$ is a set-valued mapping from $O$ to $\mathbb{R}^{n}$ called the "flow map", $G$ is a set-valued mapping from $O$ to $\mathbb{R}^{n}$ called the "jump map", $C \subset O$ is called the "flow set" and indicates where in the state space flows may occur, $D \subset O$ is called the "jump set" and indicates from where in the state space jumps may occur.

We denote by $x$ the state of the hybrid system $\mathcal{H}$ which can include both the so-called "continuous variables" and the so-called "discrete variables", or modes. A hybrid system $\mathcal{H}$ can be expressed as

$$
\mathcal{H} \begin{cases}\dot{x} \in F(x) & x \in C \\ x^{+} \in G(x) & x \in D\end{cases}
$$

which is suggestive of the meaning of solution to $\mathcal{H}$. Following [13, 14] and also [11] (cf. [1], and [21]), a solution to a hybrid system is a function defined on a hybrid time domain satisfying certain conditions. Let $\mathbb{R}_{\geq 0}:=[0,+\infty)$ and $\mathbb{N}:=\{0,1,2, \ldots\}$. A set $S \subset \mathbb{R}_{\geq 0} \times \mathbb{N}$ is a compact hybrid time domain if

$$
S=\bigcup_{j=0}^{J-1}\left(\left[t_{j}, t_{j+1}\right], j\right)
$$

for some finite sequence of times $0=t_{0} \leq t_{1} \leq t_{2} \ldots \leq t_{J}$. The set $S$ is a hybrid time domain if for all $(T, J) \in S$,

$$
S \cap([0, T] \times\{0,1, \ldots J\})
$$

is a compact hybrid domain. By a hybrid arc we understand a pair consisting of a hybrid time domain dom $\phi$ and a function $\phi: \operatorname{dom} \phi \rightarrow \mathbb{R}^{n}$ such that
$t \mapsto \phi(t, j)$ is locally absolutely continuous for fixed $j$ and $(t, j) \in \operatorname{dom} \phi$. We will not mention dom $\phi$ explicitly, but always assume that given a hybrid arc $\phi$, the set dom $\phi$ is exactly the set on which $\phi$ is defined.

A hybrid $\operatorname{arc} \phi: \operatorname{dom} \phi \rightarrow O$ is a solution to $\mathcal{H}$ if $\phi(0,0) \in C \cup D$ and:
(S1) for all $j \in \mathbb{N}$ and almost all $t$ such that $(t, j) \in \operatorname{dom} \phi$,

$$
\phi(t, j) \in C, \quad \dot{\phi}(t, j) \in F(\phi(t, j))
$$

(S2) for all $(t, j) \in \operatorname{dom} \phi$ such that $(t, j+1) \in \operatorname{dom} \phi$,

$$
\phi(t, j) \in D, \quad \phi(t, j+1) \in G(\phi(t, j))
$$

A solution is called nontrivial if dom $\phi$ contains at least one point different from $(0,0)$, complete if dom $\phi$ is unbounded, Zeno if it is complete but the projection of dom $\phi$ onto $\mathbb{R}_{\geq 0}$ is bounded, and maximal if it is not a truncation of another solution $\phi^{\prime}$ to some proper subset of dom $\phi^{\prime}$. The notation $\mathcal{S}_{\mathcal{H}}(\mathcal{X})$ indicates the set of maximal solutions to $\mathcal{H}$ from the set of initial conditions $\mathcal{X}$. Note that when $x^{0} \notin C \cup D, \mathcal{S}_{\mathcal{H}}\left(x^{0}\right)=\emptyset$.

Standing Assumption 1 (Hybrid Basic Conditions) State space $O \subset$ $\mathbb{R}^{n}$ is open; sets $C$ and $D$ are closed relative ${ }^{3}$ to $O$; mappings $F$ and $G$ are outer semicontinuous and locally bounded ${ }^{4}$ on $O ; F(x)$ is nonempty and convex for all $x \in C ; G(x)$ is nonempty and contained in $O$ for all $x \in D$.

These (mild) assumptions on the data of $\mathcal{H}$ are needed to guarantee that, among other properties, the sets of solutions to $\mathcal{H}$ have good sequential compactness properties.

Theorem 1. (sequential compactness, [14, Theorem 4.4]) Let $\phi_{i}: \operatorname{dom} \phi_{i} \rightarrow$ $\mathbb{R}^{n}, i=1,2, \ldots$, be a locally eventually bounded with respect to $O$ sequence of solutions ${ }^{5}$ to $\mathcal{H}$. Then there exists a subsequence of $\phi_{i}$ 's graphically converging to a solution of $\mathcal{H}$. Such a limiting solution is complete if each $\phi_{i}$ is complete, or more generally, if no subsequence of $\phi_{i}$ 's has uniformly bounded domains (i.e. for any $m>0$, there exists $i_{m} \in \mathbb{N}$ such that for all $i>i_{m}$, there exists $(t, j) \in \operatorname{dom} \phi_{i}$ with $\left.t+j>m\right)$.

We refer the reader to [14] (see also [13]) for more details on and consequences of Standing Assumption 1.

[^12]A more general approach to the study of hybrid systems is to consider abstract hybrid systems given by a collection of hybrid arcs satisfying certain properties but not associated to any particular data. These abstract hybrid systems have been introduced in [26] and are called sets of hybrid trajectories. Sets of hybrid trajectories parallel the concept of generalized semiflows, but with elements, given by hybrid arcs (or equivalently, following [26], given by hybrid trajectories), that can flow and/or jump. When they satisfy the sequential compactness property stated in Theorem 1, convergence results for sets of hybrid trajectories have been presented in [26]. For the sake of simplicity, in this paper we present results for hybrid systems $\mathcal{H}$ with data $(F, G, C, D)$ and state space $O$, but extensions to sets of hybrid trajectories are possible.

Regarding existence of solutions to $\mathcal{H}$, conditions were given in [14] (see also [1]) for the existence of nontrivial solutions from $C \cup D$ that are either complete or "blow up". In words, these conditions are that at every point in $C \backslash D$ flowing should be possible and at every point in $D$, the map $G$ maps to $C \cup D$. These conditions are automatically satisfied when $C \cup D=O$.

In what follows, we do not necessarily assume that solutions are either complete or blow up. Moreover, given a hybrid system $\mathcal{H}$ and a set $\mathcal{Y} \subset O$ that is closed relative to $O$, we denote the restriction of $\mathcal{H}$ to $\mathcal{Y}$ by the hybrid system $\mathcal{H}_{\left.\right|_{\mathcal{Y}}}$ which has data $(F, G, C \cap \mathcal{Y}, D \cap \mathcal{Y})$ and state space $O$. Note that $\mathcal{H}_{\mid \nu}$ still satisfies the hybrid basic conditions.

## $3 \Omega$-Limit Sets

The results in this section pertain to $\Omega$-limit sets of sets of initial conditions for hybrid dynamical systems satisfying Standing Assumption 1. They extend to these systems some of the results in [16] as specialized to finite-dimensional systems. Since the solutions to hybrid systems are often not unique, the results here resemble those for generalized semiflows in [2] and [22], where nonuniqueness of solutions to continuous-time systems is permitted.

Consider a hybrid system $\mathcal{H}$ with state space $O$ and data ( $F, G, C, D$ ) satisfying Standing Assumption 1. For a given set $\mathcal{X} \subset O$, we define the $\Omega$-limit set of $\mathcal{X}$ for $\mathcal{H}$ as:

$$
\begin{aligned}
\Omega_{\mathcal{H}}(\mathcal{X}):=\{y & \in \mathbb{R}^{n}: \\
y & \left.=\lim _{i \rightarrow \infty} \phi_{i}\left(t_{i}, j_{i}\right), \phi_{i} \in \mathcal{S}_{\mathcal{H}}(\mathcal{X}),\left(t_{i}, j_{i}\right) \in \operatorname{dom} \phi_{i}, t_{i}+j_{i} \rightarrow \infty\right\} .
\end{aligned}
$$

Clearly, there are connections between $\Omega$-limit sets of sets of initial conditions for hybrid systems and $\omega$-limit sets of solutions to hybrid systems, as pursued together with various hybrid invariance principles in [26]. We do not pursue such connections here other than to observe that, letting $\omega(\phi)$ denote the
$\omega$-limit set of the solution $\phi$ to the hybrid system $\mathcal{H}$, we have

$$
\bigcup_{x \in \mathcal{X}, \phi \in \mathcal{S}_{\mathcal{H}}(x)} \omega(\phi) \subset \Omega_{\mathcal{H}}(\mathcal{X})
$$

but that the opposite set containment does not necessarily hold.
We also define, for each $i \in \mathbb{N}$,

$$
\mathcal{R}_{\mathcal{H}}^{i}(\mathcal{X}):=\left\{y \in O: y=\phi(t, j), \phi \in \mathcal{S}_{\mathcal{H}}(\mathcal{X}),(t, j) \in \operatorname{dom} \phi, t+j \geq i\right\} .
$$

We note that if $i^{\prime}>i$ then $\mathcal{R}_{\mathcal{H}}^{i^{\prime}}(\mathcal{X}) \subset \mathcal{R}_{\mathcal{H}}^{i}(\mathcal{X})$. Because of this, we say that the sequence of sets $\mathcal{R}_{\mathcal{H}}^{i}(\mathcal{X})$ is nested. Below, $\mathbb{B}$ denotes the open unit ball in $\mathbb{R}^{n}$.

Lemma 1. Let $\mathcal{X} \subset O$. Then ${ }^{6}$

$$
\begin{equation*}
\Omega_{\mathcal{H}}(\mathcal{X})=\lim _{i \rightarrow \infty} \mathcal{R}_{\mathcal{H}}^{i}(\mathcal{X})=\bigcap_{i} \overline{\mathcal{R}_{\mathcal{H}}^{i}(\mathcal{X})} \tag{1}
\end{equation*}
$$

Equivalently, for each $\varepsilon>0$ and $\rho>0$ there exists $i^{*}$ such that for all $i \geq i^{*}$
(a) $\Omega_{\mathcal{H}}(\mathcal{X}) \cap \rho \overline{\mathbb{B}} \subset \mathcal{R}_{\mathcal{H}}^{i}(\mathcal{X})+\varepsilon \overline{\mathbb{B}}$
(b) $\mathcal{R}_{\mathcal{H}}^{i}(\mathcal{X}) \cap \rho \overline{\mathbb{B}} \subset \Omega_{\mathcal{H}}(\mathcal{X})+\varepsilon \overline{\mathbb{B}}$.

In what follows, we aim to clarify various attributes of the set $\Omega_{\mathcal{H}}(\mathcal{X})$. All of the subsequent attributes will be established under the assumption that the sets $\mathcal{R}_{\mathcal{H}}^{i}(\mathcal{X})$ are uniformly bounded with respect to $O$ for large $i$ :
Assumption 1. The set $\mathcal{X} \subset O$ is such that the hybrid system $\mathcal{H}$ is eventually uniformly bounded from $\mathcal{X}$, i.e., there exist a compact set $K \subset O$ and a nonnegative integer $i^{*}$ such that $\mathcal{R}_{\mathcal{H}}^{i}(\mathcal{X}) \subset K$ for all $i \geq i^{*}$.
Remark 1. The notion of eventual uniform boundedness agrees with the property defined in $[16$, p. 8 ] of a compact set (contained in $O$ ) attracting $\mathcal{X}$ under the solutions of the system $\mathcal{H}$. The papers $[4,5,3]$ use the term "uniformly attracts".

Remark 2. Assumption 1 does not necessarily imply that $\mathcal{R}_{\mathcal{H}}^{i}(\mathcal{X})$ is nonempty for all $i$. Under Assumption 1, $\Omega_{\mathcal{H}}(\mathcal{X})$ is nonempty if and only if $\mathcal{R}_{\mathcal{H}}^{i}(\mathcal{X})$ is nonempty for all $i$.

Since the sequence of sets $\mathcal{R}_{\mathcal{H}}^{i}(\mathcal{X})$ is nested, it is enough to verify that $\mathcal{R}_{\mathcal{H}}^{i^{*}}(\mathcal{X}) \subset K$ for some nonnegative integer $i^{*}$ in order to establish Assumption 1. In particular, if $\mathcal{R}_{\mathcal{H}}^{0}(\mathcal{X})$, i.e., the reachable set from $\mathcal{X}$, is contained in a compact subset of $O$ then $\mathcal{H}$ is eventually uniformly bounded from $\mathcal{X}$. The following examples show that it is possible for Assumption 1 to hold without $\mathcal{R}_{\mathcal{H}}^{0}(\mathcal{X})$ being bounded.

[^13]Example 1. Consider the (hybrid) system with data $F(x)=-x^{3}$ and $\mathcal{X}=$ $C:=\mathbb{R}$ (and $D:=\emptyset$ ). The solutions from $\mathcal{X}$ are unique, with $|x(t)|=$ $\frac{|x(0)|}{\sqrt{1+2 x(0)^{2} t}}$. Thus, $\mathcal{R}_{\mathcal{H}}^{1}(\mathcal{X}) \subset\left[-\frac{1}{\sqrt{2}}, \frac{1}{\sqrt{2}}\right]$. It follows that $\mathcal{H}$ is eventually uniformly bounded from $\mathcal{X}$.

Example 2. In the preceding example, the set $\mathcal{X}$ was not bounded whereas in this example it is. In [29] an example was given of a scalar, time-varying, locally Lipschitz, differential equation $\dot{x}=f(t, x)$, with $|f(t, x)| \leq c|x|^{3}$ for some real number $c>0$, where the origin is uniformly globally attractive (meaning that for each $R>0$ and $\varepsilon>0$ there exists $T>0$ such that $\left|x\left(t_{\circ}\right)\right| \leq R$ and $t \geq t_{\circ}+T$ implies $\left.|x(t)| \leq \varepsilon\right)$ but not uniformly globally stable. In particular, the overshoots from the set $\left|x\left(t_{0}\right)\right|=1$ grow to infinity with $t_{0}$. Define the set-valued map $F: \mathbb{R}^{2} \rightrightarrows \mathbb{R}^{2}$ by

$$
F(\xi):=\left[\begin{array}{c}
-\xi_{1}^{2} \\
f\left(\xi_{1}^{-1}, \xi_{2}\right)
\end{array}\right] \quad \forall \xi_{1} \neq 0, \quad F\left(0, \xi_{2}\right):=\left[\begin{array}{c}
0 \\
{[-c, c] \xi_{2}^{3}}
\end{array}\right]
$$

and set $C=\mathbb{R}^{2}, D=\emptyset$, so that the hybrid basic conditions are satisfied. Let $\mathcal{X}=(0,1] \times[-1,1]$. Note that $\frac{d}{d t}\left(\xi_{1}^{-1}(t)\right)=1$ and thus the behavior of $\xi_{2}$ matches that of the system $\dot{x}=f(t, x)$ with $t_{\circ}=\xi_{1}(0)^{-1}$. Due to the results in [29], $\mathcal{R}_{\mathcal{H}}^{0}(\mathcal{X})$ is not contained in a compact subset of $\mathbb{R}^{2}$. Now, since $\xi_{1}(0) \in(0,1]$ and $\dot{\xi}_{1}(t)=-\xi_{1}^{2}$, we have $\xi_{1}(t) \in(0,1]$ for all $t \geq 0$. Using uniform global attractivity, there exists an integer $i^{*}$ such that $\left|\xi_{2}(t)\right| \leq 1$ for all $t \geq i^{*}$ and all $\xi(0) \in \mathcal{X}$. Thus, $\mathcal{R}_{\mathcal{H}}^{i^{*}}(\mathcal{X}) \subset \mathcal{X}$, the latter being contained in the compact set $[0,1] \times[-1,1]$. It follows that $\mathcal{H}$ is eventually uniformly bounded from $\mathcal{X}$.

Example 3. In the preceding example, the set $\mathcal{X}$ was not compact and the system did not exhibit finite escape times from $\mathcal{X}$. Consider the hybrid system $F(x)=x^{3}, C=\{0\} \cup[1 / 2, \infty), G(1 / 8)=\{0,1\}, G(x)=0$ otherwise, $D=$ $(-\infty, 1 / 2]$ and take $\mathcal{X}=[-1 / 4,1 / 4]$. The solutions first jump either to zero or, if initialized at $1 / 8$, possibly to one. From $x=0$, the solution remains at zero for all hybrid time, either flowing or jumping. From $x=1$, the solutions escape to infinity in one unit of time. It follows that $\mathcal{R}_{\mathcal{H}}^{2}(\mathcal{X})=\{0\}$ and thus $\mathcal{H}$ is eventually uniformly bounded from $\mathcal{X}$.

The following proposition gives a realistic scenario in which Assumption 1 is equivalent to the assumption that $\mathcal{R}_{\mathcal{H}}^{0}(\mathcal{X})$ is contained in a compact subset of $O$.

Proposition 1. Under Assumption 1, if $\overline{\mathcal{X}}$ is a compact subset of $O$ and every maximal solution starting in $\overline{\mathcal{X}}$ either has an unbounded hybrid time domain or is bounded with respect to $O$ then $\mathcal{R}_{\mathcal{H}}^{0}(\mathcal{X})$ is contained in a compact subset of $O$.

We will now focus on invariance properties for $\Omega_{\mathcal{H}}(\mathcal{X})$. We say that a set $O_{1} \subset$ $O$ is weakly backward invariant if for each $q \in O_{1}, N>0$, there exist $x^{0} \in O_{1}$
and at least one $\phi \in \mathcal{S}_{\mathcal{H}}\left(x^{0}\right)$ such that for some $\left(t^{*}, j^{*}\right) \in \operatorname{dom} \phi, t^{*}+j^{*} \geq N$, we have $\phi\left(t^{*}, j^{*}\right)=q$ and $\phi(t, j) \in O_{1}$ for all $(t, j) \preceq\left(t^{*}, j^{*}\right),(t, j) \in \operatorname{dom} \phi$. This definition was used to characterize invariance properties for the $\omega$-limit set of a hybrid trajectory in [26]. A similar property, but for continuous-time systems, is called "negative semi-invariance" in [22, Definition 5].

We say that a set $O_{1} \subset O$ is strongly pre-forward invariant if, for each $x^{0} \in O_{1}$ and each $\phi \in \mathcal{S}_{\mathcal{H}}\left(x^{0}\right)$, we have $\phi(t, j) \in O_{1}$ for all $(t, j) \in \operatorname{dom} \phi$. The prefix "pre" is used here since we do not assume that maximal solutions starting in $O_{1}$ have an unbounded hybrid time domain.

The next theorem asserts that, under Assumption 1, the properties of weak backward invariance and uniform attractivity from $\mathcal{X}$ are generic for $\Omega_{\mathcal{H}}(\mathcal{X})$. These results parallel some of the results in [22, Theorem 1] for continuoustime, generalized semiflows. The result below also gives a condition for strong pre-forward invariance, which parallels a part of [2, Lemma 3.4] for continuoustime, generalized semiflows.

Theorem 2. Under Assumption 1, the set $\Omega_{\mathcal{H}}(\mathcal{X})$ is contained in $O$, compact, weakly backward invariant, and for each $\varepsilon>0$ there exists $i^{*}$ such that, for all $i \geq i^{*}, \Omega_{\mathcal{H}}(\mathcal{X}) \subset \mathcal{R}_{\mathcal{H}}^{i}(\mathcal{X})+\varepsilon \overline{\mathbb{B}}$ and $\mathcal{R}_{\mathcal{H}}^{i}(\mathcal{X}) \subset \Omega_{\mathcal{H}}(\mathcal{X})+\varepsilon \overline{\mathbb{B}}$. If, in addition, $\Omega_{\mathcal{H}}(\overline{\mathcal{X}}) \subset \mathcal{R}_{\mathcal{H}}^{0}(\mathcal{X}) \cup \mathcal{X}$ then $\Omega_{\mathcal{H}}(\mathcal{X})$ is strongly pre-forward invariant.

Remark 3. If $\mathcal{X} \subset C \cup D$ then $\mathcal{X} \subset \mathcal{R}_{\mathcal{H}}^{0}(\mathcal{X})$. Otherwise, neither the containment $\mathcal{R}_{\mathcal{H}}^{0}(\mathcal{X}) \subset \mathcal{X}$ nor the containment $\mathcal{X} \subset \mathcal{R}_{\mathcal{H}}^{0}(\mathcal{X})$ necessarily holds.

The next examples show that if the extra condition for strong pre-forward invariance, $\Omega_{\mathcal{H}}(\mathcal{X}) \subset \mathcal{R}_{\mathcal{H}}^{0}(\mathcal{X}) \cup \mathcal{X}$, is removed, then strong pre-forward invariance may fail.

Example 4. Consider the hybrid system with data $F(x)=-x, C=\mathbb{R}, G(x)=$ $1, D=\{0\}$ and take $\mathcal{X}=\{-1\}$. It is not difficult to verify that $\Omega_{\mathcal{H}}(\mathcal{X})=\{0\}$. However, there is a solution starting at the origin that jumps to the value one, thus leaving $\Omega_{\mathcal{H}}(\mathcal{X})$, before flowing back toward the origin. Thus, $\Omega_{\mathcal{H}}(\mathcal{X})$ is not strongly (pre-)forward invariant.

Example 5. This example is a purely continuous-time system. Consider the (hybrid) system with data $F(x)=-x$ for $x<0$ and $F(x)=x^{1 / 3}$ for $x \geq 0$, $C=\mathbb{R}$ and $D=\emptyset$. With $\mathcal{X}=\{-1\}$, we again have $\Omega_{\mathcal{H}}(\mathcal{X})=\{0\}$. However, there is a solution starting at the origin satisfying $\phi(t, 0)=(2 t / 3)^{3 / 2}$ for all $t \geq 0$. Thus, $\Omega_{\mathcal{H}}(\mathcal{X})$ is not strongly (pre-)forward invariant.

The preceding examples motivate considering a weaker notion of forward invariance, as an alternative to strong (pre-)forward invariance. It would make sense to define weak pre-forward invariance, i.e., to require the existence of a solution remaining in the set that is nontrivial but not necessarily complete, at least at points where nontrivial solutions exist. However, the condition on completeness of solutions we give below actually implies more than what a weak pre-forward invariance notion would; it actually guarantees the
existence of a complete solution remaining in $\Omega_{\mathcal{H}}(\mathcal{X})$ (this follows by weak backward invariance of $\Omega_{\mathcal{H}}(\mathcal{X})$ ). Therefore, our definition will actually insist on the existence of one complete solution remaining in the set. In this way, following [26], we say that a set $O_{1} \subset O$ is weakly forward invariant if for each $x \in O_{1}$, there exists at least one complete solution $\phi \in \mathcal{S}_{\mathcal{H}}(x)$ with $\phi(t, j) \in O_{1}$ for all $(t, j) \in \operatorname{dom} \phi$. We note that, in the context of continuous-time, generalized semiflows, the reference [2] combines weak forward invariance and weak backward invariance into a single property called quasi-invariance.

The next examples show that weak forward invariance can fail without extra assumptions, beyond Assumption 1.

Example 6. This example shows that there may not be any nontrivial solutions from points in $\Omega_{\mathcal{H}}(\mathcal{X})$. Consider the system with data $F(x)=x-1, C=[1,2]$, $D=\emptyset$ and take $\mathcal{X}=C$. Then it is not difficult to verify that $\Omega_{\mathcal{H}}(\mathcal{X})=\mathcal{X}$ but that from the point $x=2$, which belongs to $\Omega_{\mathcal{H}}(\mathcal{X})$, there are no nontrivial solutions.

Example 7. This example shows that it is possible to have the existence of nontrivial solutions but not one that remains in $\Omega_{\mathcal{H}}(\mathcal{X})$. Consider the hybrid system with data $F(x)=-x, C=[-1,1], G(x)=10+x, D=[-1,1] \cup\{10\}$ and $\mathcal{X}=\{1\}$. It is not difficult to verify that $\Omega_{\mathcal{H}}(\mathcal{X})=\{0,10\}$ but from the point $x=10$ there is only one solution and it jumps to the value 20 , i.e., leaves $\Omega_{\mathcal{H}}(\mathcal{X})$, which doesn't belong to $C \cup D$.

Example 8. This example shows that weak forward invariance can fail even when the system is a purely continuous-time system with constraints. Consider the system with data $F(x)=\left[\begin{array}{ll}0 & x_{2}-1\end{array}\right]^{T}, C=\left\{x \in \mathbb{R}^{2}: x_{1} \geq 0\right.$ or $\left.x_{2} \geq 0\right\}$, $D=\emptyset$ and take $\mathcal{X}=\left\{x \in C: x_{1}<0\right\}$. It is not difficult to verify that $\Omega_{\mathcal{H}}(\mathcal{X})=\left\{x \in C: x_{1} \leq 0, x_{2} \geq 0\right\}$. Thus, the origin belongs to $\Omega_{\mathcal{H}}(\mathcal{X})$. There is only one solution starting at the origin and it immediately leaves $\Omega_{\mathcal{H}}(\mathcal{X})$ by virtue of the $x_{2}$ component of the solution becoming negative. $\triangle$

In order to guarantee weak forward invariance of $\Omega_{\mathcal{H}}(\mathcal{X})$, we will assume that the hybrid system $\mathcal{H}$ is eventually complete from $\mathcal{X}$, i.e., there exists a nonnegative integer $i^{*}$ such that, for all $i \geq i^{*}$, every maximal solution starting in $\mathcal{R}_{\mathcal{H}}^{i}(\mathcal{X})$ has an unbounded hybrid time domain. (Note: this still doesn't guarantee that $\mathcal{R}_{\mathcal{H}}^{i}(\mathcal{X})$ is nonempty for all $i$ and thus still doesn't guarantee that $\Omega_{\mathcal{H}}(\mathcal{X})$ is nonempty.) Since the sequence of sets $\mathcal{R}_{\mathcal{H}}^{i}(\mathcal{X})$ is nested, it is enough to verify this property for solutions starting in $\mathcal{R}_{\mathcal{H}}^{i^{*}}(\mathcal{X})$ for some nonnegative integer $i^{*}$. Example 3 has already shown that it is possible for $\mathcal{H}$ to be eventually complete from $\mathcal{X}$ without being complete from $\mathcal{X}$.

We will see that eventual completeness combined with the previous condition for strong pre-forward invariance will guarantee strong pre-forward invariance with complete solutions. We say that a set $O_{1} \subset O$ is strongly forward invariant if it is strongly pre-forward invariant and each maximal solution starting in $O_{1}$ is complete, i.e., has an unbounded hybrid time domain.

The next theorem establishes weak forward invariance under Assumption 1 and the assumption that the system $\mathcal{H}$ is eventually complete from $\mathcal{X}$. This parallels a part of [22, Lemma 3.4] on continuous-time, generalized semiflows.

Theorem 3. Under Assumption 1, if the hybrid system $\mathcal{H}$ is eventually complete from $\mathcal{X}$ then $\Omega_{\mathcal{H}}(\mathcal{X})$ is weakly forward invariant. If, in addition, $\Omega_{\mathcal{H}}(\mathcal{X}) \subset \mathcal{R}_{\mathcal{H}}^{0}(\mathcal{X}) \cup \mathcal{X}$ then $\Omega_{\mathcal{H}}(\mathcal{X})$ is strongly forward invariant.

Below we state results on the $\Omega$-limit sets of the restriction of $\mathcal{H}$ to some subset in the state space $O$.

Proposition 2. If the set $\mathcal{Y} \subset O$ is closed relative to $O$ and strongly preforward invariant for $\mathcal{H}$, then $\Omega_{\mathcal{H}_{\mid \mathcal{V}}}(\mathcal{X})=\Omega_{\mathcal{H}}(\mathcal{X} \cap \mathcal{Y})$.

Theorem 4. Suppose Assumption 1 holds. Define $M:=\Omega_{\mathcal{H}}(\mathcal{X})$. Then $M \subset$ $\Omega_{\mathcal{H}_{\left.\right|_{M}}}(M)$.

Remark 4. The opposite containment, $\Omega_{\mathcal{H}_{\left.\right|_{M}}}(M) \subset M$, does not necessarily hold as demonstrated by Example 4 or Example 7. Clearly, the only way this containment can fail is if $M$ is not forward invariant for the system $\mathcal{H}_{\left.\right|_{M}}$. This requires jumps from $M$ that leave $M$, as in the referenced examples.

The following corollaries of Theorem 4 are related to [4, Lemma 4.1] and the reduction principle for $\Omega$-limit sets given in [3, Lemma 5.2].

Corollary 1. Suppose Assumption 1 holds, $\mathcal{Z} \subset O$, and that $\mathcal{Y} \subset O$ is closed relative to $O$. If $\Omega_{\mathcal{H}}(\mathcal{X}) \subset \mathcal{Y} \cap \mathcal{Z}$ then $\Omega_{\mathcal{H}}(\mathcal{X}) \subset \Omega_{\mathcal{H}_{\mid \mathcal{Y}}}(\mathcal{Z})$.

Corollary 2. Suppose Assumption 1 holds, $\mathcal{Z} \subset O$ is compact, and that $\mathcal{Y} \subset$ $O$ is closed relative to $O$. Suppose, for the system $\mathcal{H}$ that, for each $\varepsilon>0$ there exists $T>0$ such that for each $x \in \mathcal{X}$, each $\phi \in \mathcal{S}_{\mathcal{H}}(x)$, and each $(t, j) \in$ dom $\phi$ with $t+j \geq T$, we have $|\phi(t, j)|_{\mathcal{Y} \cap \mathcal{Z}} \leq \varepsilon^{7}$. Then $\Omega_{\mathcal{H}}(\mathcal{X}) \subset \mathcal{Y} \cap \mathcal{Z}$. In particular, we have $\Omega_{\mathcal{H}}(\mathcal{X}) \subset \Omega_{\mathcal{H}_{\mid \mathcal{y}}}(\mathcal{Z})$.

Remark 5. Corollary 2 is a useful tool for stability analysis in cascadeconnected systems (for example, recovering Corollaries 10.3.2 and 10.3.3 in [18]).

The properties established in Theorems 2, 3 and 4 above parallel analogous results for continuous-time dynamical systems, as summarized in [16, Chapter 2], that have been fundamental to the work in $[4,7,5,3]$. In subsequent sections, we will use these properties in a manner that parallels how results for continuous-time systems were used in these latter references. In particular, we will show how these results impact robust stability and control results for hybrid systems. The next section addresses the notion of asymptotic stability that we use.

[^14]
## 4 Pre-Asymptotically Stable Compact Sets

Pre-asymptotic stability (pre-AS) is a generalization of standard asymptotic stability to the setting where completeness or even existence of solutions is not required. Pre-AS was introduced in [10] as an equivalent characterization of the existence of a smooth Lyapunov function for a hybrid system. It is a natural stability notion for hybrid systems, since often the set $C \cup D$ does not cover the state space $O$ and because local existence of solutions is sometimes not guaranteed. As we will see subsequently, not insisting on local existence of solutions can make it easier to characterize certain dynamic properties, such as the minimum phase property, and to give stronger converse Lyapunov theorems for such properties.

Consider the hybrid system $\mathcal{H}$. Let $\mathcal{A} \subset O$ be compact. We say that

- $\mathcal{A}$ is pre-stable for $\mathcal{H}$ if for each $\varepsilon>0$ there exists $\delta>0$ such that any solution to $\mathcal{H}$ with $|\phi(0,0)|_{\mathcal{A}} \leq \delta$ satisfies $|\phi(t, j)|_{\mathcal{A}} \leq \varepsilon$ for all $(t, j) \in$ dom $\phi$;
- $\mathcal{A}$ is pre-attractive for $\mathcal{H}$ if there exists $\delta>0$ such that any solution $\phi$ to $\mathcal{H}$ with $|\phi(0,0)|_{\mathcal{A}} \leq \delta$ is bounded with respect to $O$ and if it is complete then $\phi(t, j) \rightarrow \mathcal{A}$ as $t+j \rightarrow \infty$;
- $\mathcal{A}$ is uniformly pre-attractive if there exists $\delta>0$ and for each $\varepsilon>0$ there exists $T>0$ such that any solution $\phi$ to $\mathcal{H}$ with $|\phi(0,0)|_{\mathcal{A}} \leq \delta$ is bounded with respect to $O$ and $|\phi(t, j)|_{\mathcal{A}} \leq \varepsilon$ for all $(t, j) \in \operatorname{dom} \phi$ satisfying $t+j \geq T$;
- $\mathcal{A}$ is pre-asymptotically stable if it is both pre-stable and pre-attractive;
- $(\mathcal{A}$ is asymptotically stable if it is pre-asymptotically stable and there exists $\delta>0$ such that any maximal solution $\phi$ to $\mathcal{H}$ with $|\phi(0,0)|_{\mathcal{A}} \leq \delta$ is complete.)

The set of all $x \in C \cup D$ from which all solutions are bounded with respect to $O$ and the complete ones converge to $\mathcal{A}$ is called the pre-basin of attraction of $\mathcal{A}$.

Clearly, these stability definitions cover classical stability notions. They also cover some unexpected situations, such as in the following example.

Example 9. Consider the (hybrid) system $\dot{x}=A x, x \in C$ where $A \in \mathbb{R}^{2 \times 2}$ has complex eigenvalues with positive real part and $C:=\left\{x \in \mathbb{R}^{2}: x_{1} x_{2} \leq 0\right\}$ (and $D:=\emptyset$ ). Because of the structure of the matrix $A$, there is a number $T>0$ such that solutions to $\dot{x}=A x$ starting on the unit circle in the set $C$ can flow for no more than $T$ units of time before leaving $C$. It follows from homogeneity that no solutions are complete and thus the origin is preattractive, in fact, uniformly pre-attractive. Moreover, defining $c:=\exp (A T)$, we have $|\phi(t, 0)| \leq c|\phi(0,0)|$. Thus the origin is pre-stable. In summary, the origin is pre-asymptotically stable with pre-basin of attraction given as $C . \triangle$

The following results come from [10] and are used to establish many of the subsequent statements in this paper.

Lemma 2. For system $\mathcal{H}$, if the compact set $\mathcal{A} \subset O$ is strongly pre-forward invariant and uniformly pre-attractive, then $\mathcal{A}$ is pre-asymptotically stable.

Lemma 3. Let the set $O_{1} \subset O$ be open, and let the set $\mathcal{A} \subset O_{1}$ be nonempty and compact. For system $\mathcal{H}$, the following statements are equivalent:

- The set $\mathcal{A}$ is pre-asymptotically stable with pre-basin of attraction containing $O_{1} \cap(C \cup D)$, and $O_{1}$ is strongly pre-forward invariant;
- For each function $\omega: O_{1} \rightarrow \mathbb{R}_{\geq 0}$ that is a proper indicator ${ }^{8}$ for $\mathcal{A}$ on $O_{1}$, there exists a smooth Lyapunov function $V: O_{1} \rightarrow \mathbb{R}_{\geq 0}$ for $\left(O_{1}, F, G, C, D, \omega\right)$ on $O_{1}$, that is, there exist class $-\mathcal{K}_{\infty}$ functions $\alpha_{1}, \alpha_{2}$ such that

$$
\begin{aligned}
\alpha_{1}(\omega(x)) \leq V(x) & \leq \alpha_{2}(\omega(x)) & & \forall x \in O_{1} \\
\max _{f \in F(x)}\langle\nabla V(x), f\rangle & \leq-V(x) & & \forall x \in O_{1} \cap C \\
\max _{g \in G(x)} V(g) & \leq e^{-1} V(x) & & \forall x \in O_{1} \cap D
\end{aligned}
$$

Lemma 4. For system $\mathcal{H}$, if the compact set $\mathcal{A} \subset O$ is pre-asymptotically stable, then its pre-basin of attraction is open relatively to $C \cup D$, and there exists an open set $O_{1} \subset O$ that is strongly pre-forward invariant and equals to $O_{1} \cap(C \cup D)$.

The combination of Lemmas 3 and 4 not only provides Lyapunov characterizations of pre-asymptotic stability (and even a strong result on converse Lyapunov theorems for pre-asymptotic stability), but also allows us to establish an equivalent Lyapunov characterization of hybrid systems with preasymptotically stable zero-dynamics in the next section.

In the following result we give sufficient conditions for $\Omega_{\mathcal{H}}(\mathcal{X})$ to be preasymptotically stable for hybrid systems.

Theorem 5. Suppose Assumption 1 holds. If the set $\mathcal{X} \subset O$ is such that each solution starting in $\mathcal{X}$ is bounded with respect to $O$ and $\Omega_{\mathcal{H}}(\mathcal{X}) \subset \operatorname{int}(\mathcal{X})$ then $\Omega_{\mathcal{H}}(\mathcal{X})$ is a compact pre-asymptotically stable set with pre-basin of attraction containing $\mathcal{X} \cap(C \cup D)$.

Corollary 3. Suppose for the system $\mathcal{H}$ that there exist $T>0$ and compact sets $\mathcal{X} \subset O$ and $\mathcal{X}_{o} \subset O$ such that $\mathcal{X}_{o} \subset \operatorname{int}(\mathcal{X})$ and, each solution $\phi$ starting in $\mathcal{X}$ is bounded with respect to $O$ and $\phi(t, j) \in \mathcal{X}_{o}$ for all $(t, j) \in \operatorname{dom} \phi$ with $t+j \geq T$. Then Assumption 1 holds and $\Omega_{\mathcal{H}}(\mathcal{X}) \subset \mathcal{X}_{o} \subset \operatorname{int}(\mathcal{X})$. In particular, $\Omega_{\mathcal{H}}(\mathcal{X})$ is a compact pre-asymptotically stable set with pre-basin of attraction containing $\mathcal{X} \cap(C \cup D)$.

[^15]Theorem 5 parallels the stability result for omega limit sets of sets in [16, Lemma 2.0.1] for continuous-time nonlinear systems (see also [4, Lemma 2.1]).

It is obvious that the weaker condition $\Omega_{\mathcal{H}}(\mathcal{X}) \subset \mathcal{X}$ does not imply preasymptotic stability for $\Omega_{\mathcal{H}}(\mathcal{X})$. For example, consider any Lipschitz differential equation where the origin is an unstable equilibrium point and take $\mathcal{X}=\{0\}$. It is even possible to have $\Omega_{\mathcal{H}}(\mathcal{X}) \subset \mathcal{X}$ and have $\Omega_{\mathcal{H}}(\mathcal{X})$ globally attractive without having $\Omega_{\mathcal{H}}(\mathcal{X})$ pre-asymptotically stable. For example, consider the system in [15, pp. 191-194] where the origin is globally attractive but not stable.

The following result gives sufficient conditions for pre-asymptotic stability of $\Omega_{\mathcal{H}_{\mid \mathcal{Y}}}(\mathcal{X})\left(\right.$ recall that $\left.\mathcal{H}_{\left.\right|_{\mathcal{Y}}}=(F, G, C \cap \mathcal{Y}, D \cap \mathcal{Y})\right)$.

Proposition 3. Suppose Assumption 1 holds and let $\mathcal{Y}$ be closed relative to $O$. Suppose, for the hybrid system $\mathcal{H}$, each solution starting in $\mathcal{X} \cap \mathcal{Y}$ is bounded with respect to $O$, and $\Omega_{\mathcal{H}}(\mathcal{X} \cap \mathcal{Y}) \subset \operatorname{int}(\mathcal{X})$. Then the hybrid system $\mathcal{H}_{\left.\right|_{\mathcal{V}}}$ is eventually uniformly bounded from $\mathcal{X}$, each solution of $\mathcal{H}_{\left.\right|_{\mathcal{y}}}$ starting in $\mathcal{X}$ is bounded with respect to $O$ and $\Omega_{\mathcal{H}_{\mid y}}(\mathcal{X}) \subset \operatorname{int}(\mathcal{X})$. In particular, for the system $\mathcal{H}_{\left.\right|_{\mathcal{Y}}}, \Omega_{\mathcal{H}_{\left.\right|_{\mathcal{Y}}}}(\mathcal{X})$ is a compact pre-asymptotically stable set with prebasin of attraction containing $\mathcal{X} \cap \mathcal{Y} \cap(C \cup D)^{9}$.

We emphasize that none of the assumptions in the results above have guaranteed that $\Omega_{\mathcal{H}}(\mathcal{X})$ is nonempty. One may ask, in the case when $\Omega_{\mathcal{H}}(\mathcal{X})$ is empty, when one can still guarantee the existence of a compact, pre-asymptotically stable set contained in the interior of $\mathcal{X}$ with pre-basin of attraction containing $\mathcal{X}$. Such a characterization is given next.

Proposition 4. Let Assumption 1 hold. Suppose the set $\mathcal{X} \subset O$ is such that each solution starting in $\mathcal{X}$ is bounded with respect to $O$ and $\Omega_{\mathcal{H}}(\mathcal{X}) \subset \operatorname{int}(\mathcal{X})$. There exists a nonempty, compact, pre-asymptotically stable set $\mathcal{A} \subset \operatorname{int}(\mathcal{X})$ with pre-basin of attraction containing $\mathcal{X} \cap(C \cup D)$ if and only if there exists a point $x \in \operatorname{int}(\mathcal{X})$ such that either $x \notin C \cup D$ or $\mathcal{R}_{\mathcal{H}}^{0}(x) \subset \operatorname{int}(\mathcal{X})$.

## 5 Minimum Phase Zero Dynamics

In this section, we address the concept of zero dynamics and the minimum phase property for hybrid systems with inputs. For an introduction to these concepts for non-hybrid nonlinear control systems, see [17, Chapter 6].

[^16]Consider the control-hybrid system

$$
\mathcal{H}^{u}\left\{\begin{array}{rlr}
\dot{x}=f(x, u) & & (x, u) \in C  \tag{2}\\
x^{+}=g(x, u) & & (x, u) \in D
\end{array}\right.
$$

with state space $O \subset \mathbb{R}^{n}$, where $f: C \rightarrow \mathbb{R}^{n}$ and $g: D \rightarrow O$ are continuous, and $C, D \subset O \times \mathbb{R}^{m}$ are closed relative to $O \times \mathbb{R}^{m}$. Solutions of $\mathcal{H}^{u}$ are defined in a manner that is analogous to the definition of solutions for $\mathcal{H}$ in Section 2. The signal $u$ is a hybrid control signal, i.e., like a hybrid arc but instead of being locally absolutely continuous in $t$, it only needs to be locally bounded and measurable. A solution is a pair $(x, u)$ consisting of a hybrid arc and a hybrid control signal that share the same hybrid time domain. In particular, it is not possible to pick the domain of the hybrid control signal independently from the domain of the state trajectory.

Associate to (2) an additional constraint $(x, u) \in \mathcal{Y}$, i.e., consider the control-hybrid system $\mathcal{H}_{\left.\right|_{\mathcal{Y}}}^{u}$. The "zero dynamics" (of $\mathcal{H}^{u}$ relative to $\mathcal{Y}$ ) is given by the hybrid system $\mathcal{H}_{\left.\right|_{\mathcal{Y}}}^{u}$. Let $\mathcal{N}$ denote the class of functions from $\mathbb{R}_{\geq 0}$ to $\mathbb{R}_{\geq 0}$ that are continuous and nondecreasing. Given $\gamma \in \mathcal{N}$, we use $\mathcal{H}_{\left.\right|_{\mathcal{Y}}}^{\bar{u} \rightarrow \gamma}$ to denote the hybrid system with the data

$$
\begin{align*}
F_{\gamma, \mathcal{Y}}(x) & :=\overline{\operatorname{co}}\left\{z \in \mathbb{R}^{n}: z=f(x, u),(x, u) \in C \cap \mathcal{Y},|u| \leq \gamma(|x|)\right\}, \\
G_{\gamma, \mathcal{Y}}(x) & :=\left\{z \in \mathbb{R}^{n}: z=g(x, u),(x, u) \in D \cap \mathcal{Y},|u| \leq \gamma(|x|)\right\}, \\
C_{\gamma, \mathcal{Y}} & :=\left\{x \in \mathbb{R}^{n}: \exists u \in \mathbb{R}^{m} \text { such that }(x, u) \in C \cap \mathcal{Y},|u| \leq \gamma(|x|)\right\}, \\
D_{\gamma, \mathcal{Y}} & :=\left\{x \in \mathbb{R}^{n}: \exists u \in \mathbb{R}^{m} \text { such that }(x, u) \in D \cap \mathcal{Y},|u| \leq \gamma(|x|)\right\} . \tag{3}
\end{align*}
$$

Let $\mathcal{Y}_{*}:=\left\{x \in \mathbb{R}^{n}: \exists u \in \mathbb{R}^{m}\right.$ such that $\left.(x, u) \in \mathcal{Y},|u| \leq \gamma(|x|)\right\}$. The zero dynamics of $\mathcal{H}^{u}$ relative to $\mathcal{Y}$ is said to be (robustly) pre-asymptotically stable from the compact set $\mathcal{X} \subset O$ if, for each $\gamma \in \mathcal{N}$, the system $\mathcal{H}_{\left.\right|_{\mathcal{V}} ^{u}}^{u \gamma}$ is such that each solution starting in $\mathcal{X}$ is bounded with respect to $O$ and $\Omega_{\mathcal{H}_{\mid \mathcal{Y}}^{u \rightarrow \gamma}}(\mathcal{X}) \subset \operatorname{int}(\mathcal{X}) \cap \mathcal{Y}_{*} ;$ moreover, if $\Omega_{\mathcal{H}_{\mid \mathcal{Y}}^{u \rightarrow \gamma}}(\mathcal{X})$ is empty then there exists $x \in \operatorname{int}(\mathcal{X}) \cap \mathcal{Y}_{*}$ such that either $x \notin C_{\gamma, \mathcal{Y}} \cup D_{\gamma, \mathcal{Y}}$ or $\mathcal{R}_{\mathcal{H}_{\mid \mathcal{\nu}}^{u \rightarrow \gamma}}^{0}(x) \subset \operatorname{int}(\mathcal{X}) \cap \mathcal{Y}_{*}$. When the zero dynamics of $\mathcal{H}^{u}$ relative to $\mathcal{Y}$ is (robustly) pre-asymptotically stable from the compact set $\mathcal{X} \subset O$, we will say that $\mathcal{H}_{\mid \mathcal{Y}}^{u}$ is strongly minimum phase relative to $\mathcal{X}$.

Example 10. Consider the nonlinear control system defined on $\mathbb{R}^{3} \times \mathbb{R}$

$$
\begin{align*}
\dot{x}_{1} & =x_{1}^{3}+x_{1} u+x_{2}^{2} u^{2} \\
\dot{x}_{2} & =x_{3} \\
\dot{x}_{3} & =q\left(x_{1}, x_{2}, x_{3}\right)+u  \tag{4}\\
y & =x_{2}
\end{align*}
$$

where $q: \mathbb{R}^{3} \rightarrow \mathbb{R}$ is continuous such that

$$
\begin{equation*}
\left|x_{1}\right|>1 \quad \Longrightarrow \quad x_{1}\left(x_{1}^{3}-x_{1} q\left(x_{1}, 0,0\right)\right)<0 \tag{5}
\end{equation*}
$$

To check the minimum phase property, we must consider, for each function $\gamma \in \mathcal{N}$, the behavior of the (hybrid) system

$$
\left[\begin{array}{c}
\dot{x}_{1}  \tag{6}\\
\dot{x}_{2} \\
\dot{x}_{3}
\end{array}\right] \in\left\{\left[\begin{array}{c}
x_{1}^{3}+x_{1} u+x_{2}^{2} u^{2} \\
x_{3} \\
q\left(x_{1}, x_{2}, x_{3}\right)+u
\end{array}\right],|u| \leq \gamma(|x|)\right\} \quad(x, u) \in \mathcal{Y}
$$

where $\mathcal{Y}:=\left\{(x, u) \in \mathbb{R}^{3} \times \mathbb{R}: x_{2}=0\right\}$. We check the minimum phase property relative to a compact set $\mathcal{X}$ containing the set $[-1,1] \times\{0\} \times\{0\}$ in its interior. We note that, regardless of the function $\gamma$, in order to flow in the set $\mathcal{Y}$ we must have $x_{2}(t)=x_{3}(t)=0$ for all $t$ in the maximal interval of definition and $\dot{x}_{3}(t)=0$ for almost all such $t$. From this it follows that flowing is only possible from points $\left(x_{1}, 0,0\right)$ such that $\left|q\left(x_{1}, 0,0\right)\right| \leq \gamma\left(\left|x_{1}\right|\right)$. Whenever flowing is possible, it must be the case that, for almost all $t$,

$$
\dot{x}_{1}(t)=x_{1}(t)^{3}-x_{1}(t) q\left(x_{1}(t), 0,0\right)
$$

Using (5), the set $[-1,1] \times\{0\} \times\{0\}$ is strongly forward invariant for (6). It also follows from (5) that, when the $\Omega$-limit set of (6) is nonempty, it is contained in the set $[-1,1] \times\{0\} \times\{0\}$ which, by assumption, is contained in $\operatorname{int}(\mathcal{X}) \cap \mathcal{Y}_{*}$. Then, the system (4) is minimum phase relative to $\mathcal{X}$. When the $\Omega$-limit set is empty, which is the case for some functions $\gamma \in \mathcal{N}$ and $q$ satisfying (5) (for example, consider $q\left(x_{1}, 0,0\right)=1+2 x_{1}^{2}$ and $\gamma \equiv 0$ ), there are no complete solutions to (6). In turns out that, due to (5), we can take any point $x$ the set $[-1,1] \times\{0\} \times\{0\}$ and get that $\mathcal{R}_{\mathcal{H}_{\mid \mathcal{Y}}^{u \rightarrow \gamma}}^{0}(x) \in \operatorname{int}(\mathcal{X}) \cap \mathcal{Y}_{*}$. This shows that the system (4) is minimum phase relative to $\mathcal{X}$.

Following the ideas in the example above, one can compare the zero dynamics notion given above to the description used in [4]. In the latter case, one identifies a subset of $\mathcal{Y}$, called the zero dynamics kernel, that is viable at every point and a (unique) feedback control selection that makes the zero dynamics kernel viable. In contrast, we work with the dynamics on all of $\mathcal{Y}$ and do not insist on viability. A possible advantage of the latter approach is that it leads to an equivalent Lyapunov characterization of the minimum phase property where the Lyapunov function is shown to be decreasing on all of $\mathcal{Y}$, not just on the zero dynamics kernel and not just for certain control values. This result is provided next and is a consequence of Lyapunov characterizations of pre-asymptotic stability in the last section.

Theorem 6. Let $\mathcal{X} \subset O$ be compact. For system (2), the following statements are equivalent.
(a) $\mathcal{H}_{\mid \mathcal{Y}}^{u}$ is strongly minimum phase relative to $\mathcal{X}$;
(b) For each $\gamma \in \mathcal{N}$ there exists a nonempty open set $O_{1} \subset O$ containing $\mathcal{X}$, and a nonempty compact set $\mathcal{A} \subset \operatorname{int}(\mathcal{X})$ such that for each proper indicator $\omega: O_{1} \rightarrow \mathbb{R}_{\geq 0}$ for $\mathcal{A}$ on $O_{1}$ there exists a smooth function $V: O_{1} \rightarrow \mathbb{R}_{\geq 0}$ and class $-\mathcal{K}_{\infty}$ functions $\alpha_{1}$ and $\alpha_{2}$ such that

$$
\begin{aligned}
\alpha_{1}(\omega(x)) \leq V(x) & \leq \alpha_{2}(\omega(x)) & & \forall x \in O_{1} \\
\langle\nabla V(x), f(x, u)\rangle & \leq-V(x) & & \forall(x, u) \in C \cap \mathcal{Y},|u| \leq \gamma(|x|) \\
V(g(x, u)) & \leq e^{-1} V(x) & & \forall(x, u) \in D \cap \mathcal{Y},|u| \leq \gamma(|x|)
\end{aligned}
$$

There have been several alternative characterizations of minimum phase zero dynamics that have appeared in the literature. In [24], the authors provide a notion of minimum phase (relative to an equilibrium point) that again asks for viability of a zero dynamics kernel and the existence of a stabilizing control selection, but allows for other control selections that are destabilizing. The system in [24, Example 1] is minimum phase in the sense of [24] but it is not strongly minimum phase in the sense of the current paper. Compared to what we have proposed, one could call the notion in [24] a weak minimum phase property (like the distinction between weak and strong invariance.) It is easy to define a weak minimum phase property in the context of $\Omega$ limit sets for hybrid systems by replacing $u$ by a stabilizing, locally bounded feedback, forming the convex hull and considering $\Omega$-limit sets. Lyapunov characterizations of this property would also be straightforward, with the Lyapunov function decreasing everywhere that the output is zero but only for control values close to those of the stabilizing feedback.

The minimum phase property is also addressed in [20, Definition 3] where more general notions, output-input stability [20, Definition 1] and weak uniform 0-detectability, are introduced. In output-input stability, the state and the input should be bounded by the output and its derivatives plus a function of the norm of the state that decays with time. When evolving in the set where the output is zero, so that the derivatives are also zero, this asks for convergence of the input and state to zero, which is a property that is similar to our strong minimum phase property in the case where the $\Omega$-limit set is the origin and the functions $\gamma$ are required to be zero at zero. Many interesting phenomena appear by considering dynamics outside of the output zeroing set, and this is in large part the focus of the paper [20]. Included in this work is a Lyapunov characterization of weak uniform 0-detectability, which is like output-input stability but without imposing a bound on the input. The authors of [20] also provide an example that partially motivates bounding the inputs by some function of the state in the Lyapunov characterization of the minimum phase property.

The work [12] also considers a strong minimum phase property, much like the one we have presented but for equilibria, and discusses its Lyapunov characterization. In [12], the decrease condition for the Lyapunov function is in the set where the output and all of its derivatives are zero, a set related to the zero dynamics kernel mentioned above. This is in contrast to our result when the Lyapunov function decreases everywhere in the set where the output
is zero. Like the example mentioned in [20], [12, Example 2] again motivates restricting the size of the input as a function of the size of the state in order to get a converse Lyapunov theorem.

## 6 Feedback Stabilization for a Class of Strongly Minimum Phase, Relative Degree One Hybrid Systems

Consider the control-hybrid system

$$
\left.\mathcal{H}^{u}\left\{\begin{array}{ll}
\dot{z}=\hat{f}(z, \zeta) \\
\dot{\zeta}=q(z, \zeta)+u
\end{array}\right\} \quad(z, \zeta) \in \hat{C}, ~ \begin{array}{ll}
z^{+}=\hat{g}(z, \zeta) \\
\zeta^{+}=r(z, \zeta)
\end{array}\right\} \quad(z, \zeta) \in \hat{D}
$$

where $z \in \mathbb{R}^{n_{1}} ; \zeta, u \in \mathbb{R}^{n_{2}} ; O=\mathbb{R}^{n_{1}+n_{2}}$ is the state space; $\hat{f}, \hat{g}: \mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}} \rightarrow$ $\mathbb{R}^{n_{1}}$ and $q, r: \mathbb{R}^{n_{1}} \times \mathbb{R}^{n_{2}} \rightarrow \mathbb{R}^{n_{2}}$ are continuous functions and the sets $\hat{C}$ and $\hat{D}$ are closed relatively to $O$ (per the Standing Assumption 1). We investigate the effect of the feedback control algorithm $u=-k \zeta$ with $k>0$ to be specified. We make suitable assumptions, made explicit below, that guarantee this feedback steers $\zeta$ to zero while keeping the entire state bounded. The zero dynamics corresponding to the output $y=\zeta$ play a crucial role.

To match the notation of the previous section, we define $f=\left[\begin{array}{ll}\hat{f} & q\end{array}\right]^{T}$, $g=[\hat{g} r]^{T}, C:=\hat{C} \times \mathbb{R}^{m}$ and $D:=\hat{D} \times \mathbb{R}^{m}$. We also define $\hat{\mathcal{Y}}:=\{(z, \zeta): \zeta=0\}$ and $\mathcal{Y}:=\hat{\mathcal{Y}} \times \mathbb{R}^{m}$. We note that $\mathcal{Y}_{\star}=\hat{\mathcal{Y}}$.

Assumption 2. Let $\mathcal{X} \subset O$ be compact. The system $\mathcal{H}_{\mid \mathcal{Y}}^{u}$ is strongly minimum phase relative to $\mathcal{X}$.

Regardless of $\gamma \in \mathcal{N}$, as long as the solutions of $\mathcal{H}_{\mid \mathcal{Y}}^{u \rightarrow \gamma}$ exist, they are solutions of the hybrid system

$$
\mathcal{H}_{\circ}\left\{\begin{array}{l}
\dot{z}=\hat{f}(z, 0)  \tag{7}\\
\dot{\zeta}=0
\end{array}\right\} \quad(z, \zeta) \in \hat{C} \cap \hat{\mathcal{Y}} .\left\{\begin{array}{l} 
\\
z^{+}=\hat{g}(z, 0) \\
\zeta^{+}=r(z, 0)
\end{array}\right\} \quad(z, \zeta) \in \hat{D} \cap \hat{\mathcal{Y}} .
$$

Thus, to check the conditions for the strong minimum phase property, it is enough to check them for the system (7). It is worth noting that, depending on $\gamma$, the system (7) may have more solutions than the zero dynamics. This is because, for a given $\gamma \in \mathcal{N}$ and a certain $z$, the zero value may not belong to the set $\{q(z, 0)\}+\gamma(|z|) \overline{\mathbb{B}}$. However, when $\gamma \in \mathcal{N}$ is such that $|q(z, 0)| \leq \gamma(|z|)$ for all $z$ then the solutions of the zero dynamics agree with the solutions of $(7)$.

Define $\mathcal{A}_{\circ}:=\Omega_{\mathcal{H}_{\circ}}(\mathcal{X})$, where $\mathcal{X}$ is given in Assumption 2, for the case where $\Omega_{\mathcal{H}_{0}}(\mathcal{X})$ is nonempty. Otherwise, one can take $\mathcal{A}_{\circ}$ to be either the point in $\operatorname{int}(\mathcal{X}) \cap \hat{\mathcal{Y}}$ that is not in $\hat{C} \cup \hat{D}$ or else the reachable set for $\mathcal{H}_{\text {。 }}$ from the point in $\operatorname{int}(\mathcal{X}) \cap \hat{\mathcal{Y}}$ having the property that this reachable set is contained $\operatorname{in} \operatorname{int}(\mathcal{X}) \cap \mathcal{Y}$. Necessarily the set $\mathcal{A}_{\circ}$ is pre-asymptotically stable for $\mathcal{H}_{0}$. Let $O_{1}$ be the largest open set such that, for the system $\mathcal{H}_{0}$, the pre-basin of attraction for $\mathcal{A}_{\circ}$ is $O_{1} \cap(\hat{C} \cup \hat{D}) \cap \hat{\mathcal{Y}}$. We note that $(z, \zeta) \in O_{1}$ does not put a restriction on $\zeta$.

In addition to the strong minimum phase assumption, we make some simplifying assumptions on the functions $q, r, \hat{f}$ and $\hat{g}$ in order to give the flavor for the kinds of results that are possible. With a good knowledge of the nonlinear control literature, the reader may be able to see the directions in which these assumptions can be relaxed, especially in light of the converse Lyapunov theorem for the strong minimum phase property, as given in Theorem 6. (Also see the discussion in Section 7.)

We let $K \subset O_{1}$ denote a compact set over which we expect the closed-loop system to operate. It can, and should, be chosen to contain a neighborhood of $\mathcal{A}_{\circ}$. In order to state the assumptions succinctly, we make the definitions

$$
F(z, \zeta, u):=\left[\begin{array}{c}
\hat{f}(z, \zeta) \\
q(z, \zeta)+u
\end{array}\right], \quad G(z, \zeta):=\left[\begin{array}{c}
\hat{g}(z, \zeta) \\
r(z, \zeta)
\end{array}\right]
$$

Assumption 3. There exist $c>0$ and $\delta>0$ such that

$$
\begin{array}{lll}
\text { a) }(z, \zeta) \in K \cap \hat{D} & \Longrightarrow \quad|r(z, \zeta)| \leq c|\zeta| ;  \tag{a}\\
\text { b) }(z, \zeta) \in(K \cap \hat{C})+\delta \mathbb{B} & \Longrightarrow \quad|q(z, \zeta)| \leq c|\zeta| ;
\end{array}
$$

(b) There exists a closed set $\hat{D}_{e} \subset O$ such that $\hat{D} \subset \hat{D}_{e}$ and $G(\hat{D}) \cap \hat{D}_{e}=\emptyset$;
(c) for almost all $(z, \zeta) \in(K \cap \hat{C})+\delta \mathbb{B}$ and all $u$ such that $\langle\zeta, u\rangle \leq 0$,

$$
\begin{equation*}
\left.-\left.\langle\nabla|(z, \zeta)\right|_{\hat{D}_{e}}, F(z, \zeta, u)\right\rangle \leq c \tag{8}
\end{equation*}
$$

Remark 6. The condition (8) is certainly satisfied when $|(z, \zeta)|_{\hat{D}_{e}}$ is independent of $\zeta$, i.e., when the jump condition depends only on $z$. The condition in the third item guarantees that the flow for $\zeta$, which can be controlled, is given enough time to dominate the jump behavior of $\zeta$. In particular, it rules out Zeno solutions for the closed-loop control system.

Theorem 7. Under Assumptions 2-3, there exists $k^{*} \geq 0$ such that for each $k \geq k^{*}$, using the feedback control law $u=-k \zeta$ in the control system $\mathcal{H}^{u}$ results in the following property: The set $\mathcal{A}_{\circ}$ is pre-asymptotically stable with pre-basin of attraction containing the set of all initial conditions having the property that the ensuing solutions remain in the set $K$.

In the proof of this result, we use the positive semidefinite Lyapunov function $V(z, \zeta):=\rho\left(|(z, \zeta)|_{\hat{D}_{e}}\right)|\zeta|^{2}$ to establish, under the stated assumptions, that there exist $k^{*} \geq 0$ and an uniform bound on the $\zeta$ component of all solutions
to $\mathcal{H}^{u}$ remaining in $K$ when using the control law $u=-k \zeta, k \geq k^{*}$ and that trajectories remaining in $K$ converge uniformly to $\hat{\mathcal{Y}}$. Then Corollary 2 and Theorem 5 are used to draw the stated conclusion.

Example 11. Consider the hybrid system given by

$$
\left.\mathcal{H}^{u}\left\{\begin{array}{l}
{\left[\begin{array}{l}
\dot{z}_{1} \\
\dot{z}_{2}
\end{array}\right]=\left[\begin{array}{c}
z_{2} \\
-g
\end{array}\right]} \\
{\left[\begin{array}{l}
\dot{\zeta}_{1} \\
\dot{\zeta}_{2}
\end{array}\right]=\left[\begin{array}{l}
u \\
u
\end{array}\right]}
\end{array}\right\} \quad(z, \zeta) \in \hat{C}:=\left\{(z, \zeta): z_{1} \geq 0, \zeta_{1}=\zeta_{2}\right\}\right)
$$

where $z, \zeta \in \mathbb{R}^{2}, u \in \mathbb{R}, \eta: \mathbb{R} \rightarrow \mathbb{R}$ is a locally Lipschitz continuous function satisfying $\eta(0)=0, a>0, g>0$, and the state space is given by $O:=\mathbb{R}^{4}$. Let the control law be given by $u=-k \zeta$. The hybrid system $\mathcal{H}_{u}$ can be interpreted as a simplified model of an actuated particle, with horizontal position given by $\zeta_{1}$, moving on a concave-shaped surface and experiencing impacts with a freefalling particle, with height $z_{1}$, vertical velocity $z_{2}$, and horizontal position $\zeta_{2}$. In this setting, the goal is to stabilize the horizontal position of the actuated particle to $\zeta_{1}=0$ under the effect of the impacts with the free-falling particle, which occur when $z_{1}=0$ and $z_{2} \leq 0$, and affect the position of the actuated particle by $\eta\left(\zeta_{1}\right)$. The horizontal position of the free-falling particle $\left(\zeta_{2}\right)$ tracks the position of the actuated particle $\left(\zeta_{1}\right)$ to guarantee the collision. At impacts, the free-falling particle is repositioned to the height given by $a$ with zero vertical velocity. In the simplified model given above, the actuated particle moves only horizontally but the effect of the free-falling particle impacting with the actuated particle on a concave-shaped surface are captured in the function $\eta$. In this particular physical situation, the function $\eta$ will be such that it has the same sign as its argument. Note that we do not need to assume this as our result hold for more general functions $\eta$.

The solutions to the zero dynamics of $\mathcal{H}^{u}$, denoted by $\mathcal{H}_{\mid \mathcal{Y}}^{u}$ with $\mathcal{Y}=\hat{\mathcal{Y}} \times \mathbb{R}$, $\hat{\mathcal{Y}}=\{(z, \zeta): \zeta=0\}$, are such that $\zeta=0$ and the $z$-component of the solutions is reset to $\left[\begin{array}{ll}a & 0\end{array}\right]^{T}$, then flows until the jump set is reached, and then it is reset to $\left[\begin{array}{ll}a & 0\end{array}\right]^{T}$ from where this evolution is repeated. (For the illustration given by the physical system above, the solutions to $\mathcal{H}_{\mid \mathcal{Y}}^{u}$ are such that the actuated particle stays at $\zeta_{1}=0$ and the free-falling particle, with $\zeta_{2}=0$, falls from $z_{1}=a$ with zero velocity, then impacts with the actuated particle, and then is reset to $z_{1}=a, z_{2}=0$ again for another free fall.) We now check that Assumption 2 holds. For any compact set $\mathcal{X}=\mathcal{X}_{1} \times \mathcal{X}_{2} \subset O$, $\mathcal{X}_{1}, \mathcal{X}_{2} \subset \mathbb{R}^{2}$, such that $\mathcal{X}_{1}$ contains a neighborhood of $[0, a] \times[-\sqrt{2 a g}, 0]$ and $\mathcal{X}_{2}$ contains a neighborhood of $\{0\} \subset \mathbb{R}^{2}$, the zero dynamics of the system
$\mathcal{H}^{u}$ relative to $\mathcal{Y}$ is (robustly) pre-asymptotically stable (in fact, the omega limit set $\Omega_{\mathcal{H}_{\mid \mathcal{Y}}^{u \rightarrow \gamma}}(\mathcal{X})$ can be explicitly computed to check that it is nonempty and satisfies $\left.\Omega_{\mathcal{H}_{\mid \mathcal{Y}}^{u \rightarrow \gamma}}(\mathcal{X}) \subset \operatorname{int}(\mathcal{X}) \cap \hat{\mathcal{Y}}\right)$. Let $K \subset O$ be compact. We now check Assumption 3. Items 1.a and 1.b hold by inspection. Item 2 holds with $\hat{D}_{e}=\hat{D}$ since after every jump we have $z_{1}=a>0$. Item 3 automatically holds since $|(z, \zeta)|_{\hat{D}_{e}}$ is independently of $\zeta$. Note that Assumption 3 holds for every set $K \subset O$. It follows by Theorem 7 that there exists $k^{*}>0$ such that the set $\mathcal{A}_{\circ}=\Omega_{\mathcal{H}_{\mid \mathcal{Y}}^{u \rightarrow \gamma}}(\mathcal{X})$ is pre-asymptotically stable for the hybrid system $\mathcal{H}^{u}$ with $u=-k \zeta, k \geq k^{*}$.

## 7 Comments on Output Regulation and Conclusions

We conclude this paper by comparing the assumptions of the previous section to the assumptions that are in place in the (non-hybrid) output regulation [4] problem after a preliminary compensator is introduced to cancel the term $q(z, 0)$, found in the $\dot{\zeta}$ equation, as the term evolves along solutions of the zero dynamics. (See the immersion assumptions in [4, 5] and the relaxation in [6]; we acknowledge that we have not given any thought to accomplishing this preliminary step in the context of hybrid systems).

First we note that, even in the presence of a Poisson stable exosystem, our strong minimum phase assumption holds under [4, Assumption 1]. This can be achieved by restricting the flow (and jump) sets to the forward invariant set $W$ of [4, Assumption 0] and recognizing that our strong minimum phase property is expressed in terms of pre-asymptotic stability, so that there is nothing to check for solutions that start outside of $W$. Moreover, with the forward invariance assumption on $W$ and the other assumptions in [4] the $\Omega$-limit set for $\mathcal{H}_{\circ}($ see $(7))$ is non-empty the dynamics restricted to the zero dynamics kernel is complete and bounded.

Thus, the main extra condition we are assuming is that

$$
|q(z, \zeta)|=0 \quad \forall(z, \zeta) \in C \cap \mathcal{Y}
$$

whereas the preliminary steps in output regulation only provide that

$$
|q(z, \zeta)|=0 \quad \forall(z, \zeta) \in C \cap \mathcal{Y} \cap \mathcal{A} \circ
$$

(See, for example, the assumptions in [7, Proposition 4.1].) With such a relaxed assumption, and using the control $u=-k \zeta$, the interconnection of $z$ and $\zeta$ will not behave like a cascade of systems, like it did in the previous section. Like in the continuous-time case, the analysis for the full interconnection would then require either a small gain argument or a full-state Lyapunov argument. We do not pursue such an approach here for hybrid systems, but we do mention that such arguments for general hybrid systems are in preparation. We also add here that, unlike in the non-hybrid case (see [7]), exponential
stability for hybrid systems with Lipschitz data does not necessarily imply local input-to-state stability with finite gain (see the counterexample in $[8$, Example 1]). Thus, exponential stability for the zero dynamics will not guarantee that one can achieve asymptotic stability for $\mathcal{A}_{\circ}$ using a feedback of the form $u=-k \zeta$. Nevertheless, even without exponential stability for the zero dynamics, a nonlinear feedback of $\zeta$ should be able to achieve the goals of output regulation: driving $\zeta$ to zero while keeping the full state bounded.

We conjecture that the preliminary steps of output regulation can be solved for a class of minimum phase, relative degree one hybrid systems, like those considered in the previous section, and that emerging tools for the analysis of interconnected hybrid systems will permit concluding output regulation results that parallel what is known in the continuous-time case.

The present paper should at least put into place the pieces related to the characterization of $\Omega$-limit sets that are required to start tackling output regulation for hybrid systems.
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#### Abstract

Summary. This paper is focused on the problem of output regulation for nonlinear systems within the main framework developed in [23]. The main goal is to complement that theory with some new results showing how the dimension of the internal model-based regulator can be reduced by preserving the so-called internal model property. It is shown how the problem of reducing the regulator dimension can be approached by identifying "observability" parts of the so-called steady-state input generator system. A local analysis based on canonical geometric tools and local observability decomposition is also presented to identify lower bounds on the regulator dimension. Possible benefits in designing redundant internal models are also discussed.


This work is dedicated to Prof. Alberto Isidori on the occasion of his 65 th birthday.

## 1 Introduction

One of the main issue in control theory is in the ability to capture information about the plant to be supervised and the environment in which it operates and to employ such a knowledge in the design of the controller in order to achieve prescribed performances. A well-known control framework where such an issue is particularly emphasized, is the one of output regulation (see, besides others, [4], [19]) in which the problem is to design a regulator able to asymptotically offset the effect, on a controlled system, of persistent exogenous signals which are thought as generated by an autonomous system (the so-called exosystem) of known structure but unknown initial condition. Indeed, as pioneered in a linear setting in [12] and in a nonlinear setting in [18], the controller, to succeed in enforcing the desired asymptotic properties, is necessarily required to be designed by employing the a-priori knowledge of the environment in which the plant operates provided, in the classical framework, by the structure of the exo-system. This, in turn, has led to the fundamental concept of internal
model and to the identification of design procedures for internal model-based regulators. To this respect the crucial property required to any regulator solving the problem is to be able to generate all possible steady state"feed-forward" control inputs needed to enforce an identically zero regulation error, namely the control inputs able to render invariant the so-called zero error manifold. This is what, in the important work [4], has been referred to as internal model property.

The design of regulators with the internal model property in a nonlinear context necessarily requires the ability to address two major points. The first regards the extension of the notion of steady state for nonlinear systems which, clearly, is instrumental to properly formulate the internal model property. The number of attempts along this direction which appeared in the related literature started with the work [18], in which the steady state has been characterized in terms of the solution of the celebrated regulator equations (somewhere also referred to as Francis-Isidori-Byrnes equations), and culminated with the notion recently given in [4]. In this work the authors showed how the right mathematical tool to look for is the omega limit set of a set and, upon this tool, they built up a non-equilibrium framework of output regulation.

The second critical point to be addressed consists of identifying methodologies to design regulators which on one hand posses the internal model property, and, on the other hand, enforce in the closed-loop system a steady state with zero regulated error. This double requirement justifies the usual regulator structure constituted by a first dynamical unit (the internal model), designed to provide the needed steady-state control action, and a second dynamical unit (the stabilizer), whose role is to effectively steer the closed-loop trajectories towards the desired steady-state. Of course the design of the two units are strongly interlaced in the sense that the ability of designing a stabilizer is affected by the specific structure of the internal model which, as a consequence, has to be identified with an eye to the available stabilization tools. The need of satisfying simultaneously the previous two properties motivated the requirement, characterizing all the frameworks appeared in literature, that the dynamical system defining all possible "feed-forward" inputs which force an identically zero regulation error be "immersed" into a system exhibiting certain structural properties. This requirement is what, in literature, is referred to as "immersion assumption". This is the side where, in the literature of the last fifteen years or so, the research attempts have mostly concentrated by attempting to weaken even more the immersion assumption. At the beginning, the system in question was assumed to be immersed into a linear known observable system (see [15], [21], [3], [24]). This assumption has been then weakened, in the framework of adaptive nonlinear regulation (see [25]), by asking immersion into a linear un-known (but linearly parameterized) system. Subsequent extensions have been presented in [6] (where immersion into a linear system having a nonlinear output map is assumed) and in [7] (where immersion into a nonlinear system linearizable by output injection is assumed). Finally the recent works in [5] and [8] (see also [9]) have definitely
focused the attention on the design of nonlinear internal models requiring immersion into nonlinear systems described, respectively, in a canonical observability form and in a nonlinear adaptive observability form.

As clearly pointed out in [9], the inspiring idea in all the previous works was to adopt methodologies for the design of the internal model inherited by the design of observers. This perspective, along with the new theory to design nonlinear observers proposed in [20] and developed in [1], played a crucial role to completely drop the immersion assumption in the work [23]. In plain words the main achievement in [23] has been to show that the steady state input rendering invariant a compact attractor to be stabilized by output feedback can be dynamically generated, in a robust framework, by an appropriately designed regulator without any specific condition on this input (required, on the contrary, in the past through the immersion assumption).

This paper aims to extend [23] by exploring conditions under which the dimension of the controller can be decreased while preserving the internal model property and, on the other side, to show potential advantage in the regulator design resulting from a redundant implementation of the internal model. The major achievement in the reduction results is to show that the identification of an "essential" internal model is intimately related to the identification of "observability" parts of the so-called steady-state input generator system. Motivated by this result we show how a local analysis based on canonical geometric tools and local observability decomposition is useful to identify lower bounds on the regulator dimension. On the other side, it is presented a result showing that implementing a not essential internal model, in the sense better specified in the paper, leads to a simplification in the structure of the stabilizer which can be taken linear. Basically, the results presented in the paper reveal a trade-off between the redundancy of the internal model and the simplicity of the stabilizer.

The paper is organized as follows. In the next section we briefly review the framework of output regulation and the solution given in [23]. Section 3, articulated in two subsections, present the new results regarding essential regulators and the potential advantage coming from redundant internal models. Finally, Section 4 presents some concluding remarks.

## 2 The Framework of Output Regulation

### 2.1 The Class of Systems and the Problem

The typical setting where the problem of nonlinear output regulation is formulated is the one in which it is given a smooth nonlinear system described in the form ${ }^{3}$

[^17]\[

$$
\begin{align*}
& \dot{z}=f(w, z, y) \\
& \dot{y}=q(w, z, y)+u \tag{1}
\end{align*}
$$
\]

with state $(z, y) \in \mathbb{R}^{n} \times \mathbb{R}$ and control input $u \in \mathbb{R}$ and measurable output $y$, influenced by an exogenous input $w \in \mathbb{R}^{s}$ which is supposed to be generated by the smooth exosystem

$$
\begin{equation*}
\dot{w}=s(w) \tag{2}
\end{equation*}
$$

whose initial state $w(0)$ is supposed to range on an invariant compact set $W \subset \mathbb{R}^{s}$. Depending on the control scenario, the variable $w$ may assume different meanings. It may represent exogenous disturbances to be rejected and/or references to be tracked. It may also contain a set of (constant or time-varying) uncertain parameters affecting the controlled plant. Associated with (1) there is a regulated error $e \in \mathbb{R}$ expressed as

$$
\begin{equation*}
e=h(w, z, y) \tag{3}
\end{equation*}
$$

in which $h: \mathbb{R}^{s} \times \mathbb{R}^{n} \times \mathbb{R} \rightarrow \mathbb{R}$ is a smooth function.
For system (1)-(2)-(3) the problem of semiglobal output regulation is defined as follows. Given arbitrary compact sets $Z \subset \mathbb{R}^{n}$ and $Y \subset \mathbb{R}$ find, if possible, an output feedback controller of the form

$$
\begin{align*}
& \dot{\eta}=\varphi(\eta, y) \\
& u=\varrho(\eta, y) \tag{4}
\end{align*}
$$

with state $\eta \in \mathbb{R}^{\nu}$ and a compact set $M \subset \mathbb{R}^{\nu}$ such that, in the associated closed-loop system (1), (2), (4) the positive orbit of $W \times Z \times Y \times M$ is bounded and, for each $w(0), z(0), y(0), \eta(0) \in W \times Z \times Y \times M, \lim _{t \rightarrow \infty} e(t)=0$ uniformly in $w(0), z(0), y(0), \eta(0)$.

As in [23], we approach the solution of the problem at issue under the following assumption formulated on the zero dynamics (with respect to the input $u$ and output $y$ ) of system (1), namely on the system

$$
\begin{align*}
\dot{w} & =s(w)  \tag{5}\\
\dot{z} & =f(w, z, 0) .
\end{align*}
$$

Note that, as a consequence of the fact that $W$ is an invariant set for $\dot{w}=$ $s(w)$, the closed cylinder $\mathcal{C}:=W \times \mathbb{R}^{n}$ is locally invariant for (2)-(5) and thus it is natural to regard this system on $\mathcal{C}$ and endow the latter with the subset topology. This, indeed, is done in all the forthcoming analysis and, in particular, in the next assumption.

Assumption 1. There exists a compact set $\mathcal{A} \subset \mathbb{R}^{s+n}$ which is locally asymptotically stable for (5) with a domain of attraction which contains the set of initial conditions $W \times Z$. Furthermore, $h(w, z, 0)=0$ for all $(w, z) \in \mathcal{A}$.

Section 2.2, (see also [8]) the more general case (higher relative degree and not unitary high frequency gain) can be dealt with with simple modifications which, for sake of compactness, are not repeated here.

Following [4] this assumption can be regarded as a "weak" minimum phase assumption, with the adjective weak to highlight the fact that the "forced" zero dynamics of the plant $\dot{z}=f(w, z, 0)$ is not required to posses input-tostate stability (with respect to the input $w$ ) properties nor that the "unforced" $\dot{z}=f(0, z)$ dynamics exhibit equilibrium points with prescribed stability properties.

### 2.2 The Asymptotic Regulator in [23]

The regulator proposed in [23] to solve the problem at hand is a system of the form

$$
\begin{align*}
\dot{\eta} & =F \eta+G u \quad \eta \in \mathbb{R}^{m} \\
u & =\gamma(\eta)+v  \tag{6}\\
v & =-\kappa(y),
\end{align*}
$$

in which $m>0,(F, G) \in \mathbb{R}^{m \times m} \times \mathbb{R}^{m}$ is a controllable pair with $F$ Hurwitz and $\gamma: \mathbb{R}^{m} \rightarrow \mathbb{R}$ and $\kappa: \mathbb{R} \rightarrow \mathbb{R}$ are suitable continuous maps. The initial condition of (6) is supposed to be in an arbitrary compact set $M \subset \mathbb{R}^{m}$.

The key result proved in [23] is that, under the only assumption stated in Section 2.1, there exist a lower bound for $m$, a choice of the pair $(F, G)$ and of the maps $\gamma$ and $\kappa$ such that the regulator (6) succeeds in solving the problem at hand. In this subsection we run very briefly over the key steps and ideas followed in [23] to prove this, which are instrumental for the forthcoming analysis in Section 3.

First of all, for sake of compactness, define $\mathbf{z}:=\operatorname{col}(w, z)$ and rewrite system (5) as $\dot{\mathbf{z}}=\mathbf{f}_{0}(\mathbf{z})$ where

$$
\begin{equation*}
\mathbf{f}_{0}(\mathbf{z}):=\operatorname{col}(s(w), f(w, z, 0)) \tag{7}
\end{equation*}
$$

Consistently set $\mathbf{q}_{0}(\mathbf{z}):=q(w, z, 0)$. A key role in the regulator (6) is played by the function $\gamma(\cdot)$ which is supposed to be an at least continuous function satisfying the design formula

$$
\begin{equation*}
\mathbf{q}_{0}(\mathbf{z})+\gamma \circ \tau(\mathbf{z})=0 \quad \forall \mathbf{z} \in \mathcal{A} \tag{8}
\end{equation*}
$$

with the function $\tau: \mathcal{A} \rightarrow \mathbb{R}^{m}$ a continuous function satisfying

$$
\begin{equation*}
L_{\mathbf{f}_{0}} \tau(\mathbf{z})=F \tau(\mathbf{z})-G \mathbf{q}_{0}(\mathbf{z}) \quad \forall \mathbf{z} \in \mathcal{A} \tag{9}
\end{equation*}
$$

where $L_{\mathbf{f}_{0}}$ denotes the Lie derivative along $\mathbf{f}_{0}$.
In order to motivate the design formulas (8)-(9), consider the closed-loop system (1), (2), (6) given by

$$
\begin{align*}
\dot{w} & =s(w) \\
\dot{z} & =f(w, z, y)  \tag{10}\\
\dot{\eta} & =F \eta+G \gamma(\eta)+v \\
\dot{y} & =q(w, z, y)+v .
\end{align*}
$$

The crucial property exhibited by this system is that, by the fact that the set $\mathcal{A}$ is forward invariant for (5) (as a consequence of the fact that $\mathcal{A}$ is locally asymptotically stable for (5)) and by (8), (9), the set

$$
\begin{equation*}
\operatorname{graph}(\tau) \times\{0\}=\left\{(\mathbf{z}, \eta, y) \in \mathcal{A} \times \mathbb{R}^{m} \times \mathbb{R}: \quad \eta=\tau(\mathbf{z}), y=0\right\} \tag{11}
\end{equation*}
$$

is a forward invariant set for (10) (with $v \equiv 0$ ) on which, by assumption, the regulation error $e$ is identically zero. This, in turn, makes it possible to consider the problem of output regulation as a set stabilization problem in which the issue is to design the function $\kappa$ so that the set (11) is locally asymptotically stable for (10) with $v=\kappa(y)$ with a domain of attraction containing the set of initial conditions. Both the existence of a $\gamma$ (and of the pair $(F, G)$ ) satisfying (8), (9) and the existence of $\kappa$ so that the set (11) is locally asymptotically stable for (10) with $v=\kappa(y)$ are issues which have been investigated in [23] and [22]. In the remaining part of the section we present the main result along this direction. We start with a proposition presenting the main result as far as the existence of $\gamma$ is concerned (see Propositions 2 and 3 in [23]).

Proposition 1. Set

$$
m \geq 2(s+n)+2
$$

There exist an $\ell>0$ and a set $\mathcal{S} \subset \mathbb{C}$ of zero Lebesgue measure such that if $\sigma(F) \subset\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda<-\ell\} \backslash \mathcal{S}$, then there exists a function $\tau: \mathcal{A} \rightarrow \mathbb{R}^{m}$ solution of (9) which satisfies the partial injectivity condition

$$
\begin{equation*}
\left|\mathbf{q}_{0}\left(\mathbf{z}_{1}\right)-\mathbf{q}_{0}\left(\mathbf{z}_{2}\right)\right| \leq \varrho\left(\left|\tau\left(\mathbf{z}_{1}\right)-\tau\left(\mathbf{z}_{2}\right)\right|\right) \quad \text { for all } \mathbf{z}_{1}, \mathbf{z}_{2} \in \mathcal{A} \tag{12}
\end{equation*}
$$

where $\varrho$ is a class- $\mathcal{K}$ function. As a consequence of (12) there exists a continuous function $\gamma$ satisfying (8).

On the other hand the problem of designing the function $\kappa$ so that (11) is locally asymptotically stable for (10) with $v=\kappa(y)$ can be successfully handled by means of a generalization of the tools proposed in [27] (see also [17]) for stabilization of minimum-phase systems via high-gain output feedback. Here, in particular, is where the "weak" minimum phase assumption presented in Section 2.1 plays a role. The main result in this direction is presented in the following proposition collecting the main achievements of Theorems 1 and 2 and Proposition 1 in [23].

Proposition 2. Let the pair $(F, G)$ and the function $\gamma$ be fixed according to Proposition 1. There exists a continuous $\kappa$ such that the set $\operatorname{graph}(\tau) \times\{0\}$ is asymptotically stable for (10) with $v=-\kappa(y)$ with a domain of attraction containing $W \times Z \times X \times Y$.
Furthermore, if $\gamma$ is also locally Lipschitz and $\mathcal{A}$ is locally exponentially stable for (5) then there exists a $k^{\star}>0$ such that for all $k \geq k^{\star}$, the set (11) is locally asymptotically stable for (10) with $v=-k y$.

The issue of providing an explicit expression of $\gamma$, whose existence is guaranteed by Proposition 1, has been dealt with, in an exact and approximated way, in the work [22]. For compactness we present only one of the two expressions of $\gamma$ given in [22] to which the interested reader is referred for further details. In formulating the expression of $\gamma$ it is argued that the class- $\mathcal{K}$ function $\varrho$ in (12) satisfies

$$
\begin{equation*}
\varrho\left(\left|x_{3}-x_{1}\right|\right) \leq \varrho\left(\left|x_{3}-x_{2}\right|\right)+\varrho\left(\left|x_{1}-x_{2}\right|\right) \quad \forall\left(x_{1}, x_{2}, x_{3}\right) \in \mathbb{R}^{3 m} \tag{13}
\end{equation*}
$$

This, indeed, can be assumed without loss of generality as shown in the proof of Proposition 3 of [22].

Proposition 3. Let $\tau$ be fulfilling (12) with a function @ satisfying (13). Then the function $\gamma: \mathbb{R}^{m} \rightarrow \mathbb{R}$ defined by

$$
\begin{equation*}
\gamma(x)=\inf _{\mathbf{z} \in \mathcal{A}}-\mathbf{q}_{0}(\mathbf{z})+\min \{\varrho(|x-\tau(\mathbf{z})|), 2 Q\} \tag{14}
\end{equation*}
$$

where $Q=\sup _{\mathbf{z} \in \mathcal{A}} \mathbf{q}_{0}(\mathbf{z})$ satisfies (8).

### 2.3 Comments on the Results

As clear by the previous analysis, the desired asymptotic behavior of the system (1) is the one in which the components $(w, z)$ of the overall trajectory evolve on $\mathcal{A}$ and the $y$ component is identically zero. This, in turn, guarantees, by the second part of the Assumption in Section 2.1, that the regulation error (3) is asymptotically vanishing. In order to have this asymptotic desired behavior enforced, a crucial property required to the regulator is to be able to generate any possible asymptotic control input which is needed to keep $y$ identically zero while having $(w, z)$ evolving on $\mathcal{A}$. This, in turn, is what in [4] has been referred to as internal model property (with respect to $\mathcal{A}$ ), namely the property, required to any regulator solving the problem at hand, of reproducing all the "steady state" control inputs needed to keep the regulated error to zero. By bearing in mind (10) and the notation around (8)-(9), it is not hard to see that, in our specific context, the regulator (6) posses the asymptotic internal model property with respect to $\mathcal{A}$ if for any initial condition $\mathbf{z}_{0} \in \mathcal{A}$ of the system

$$
\begin{align*}
\dot{\mathbf{z}} & =\mathbf{f}_{0}(\mathbf{z}) \\
y_{\mathbf{z}} & =-\mathbf{q}_{0}(\mathbf{z}) \tag{15}
\end{align*}
$$

yielding a trajectory $\mathbf{z}(t), t \geq 0$, there exists an initial condition $\eta_{0} \in \mathbb{R}^{m}$ of the system

$$
\begin{align*}
\dot{\eta} & =F \eta-G \mathbf{q}_{\mathbf{0}}(\mathbf{z}(t))  \tag{16}\\
y_{\eta} & =\gamma(\eta)
\end{align*}
$$

such that the corresponding two output trajectories $y_{\mathbf{z}}(t)$ and $y_{\eta}(t)$ are such that $y_{\mathbf{z}}(t)=y_{\eta}(t)$ for all $t \geq 0$. This, indeed, is what is guaranteed by the design formulas (8)-(9). As a matter of fact, by taking $\eta_{0}=\tau\left(\mathbf{z}_{0}\right)$, the two
formulas (8)-(9) along with the fact that $\mathcal{A}$ is forward invariant for (15), imply that the corresponding state trajectory $\eta(t)$ of (16) is such that $\eta(t)=\tau(\mathbf{z}(t))$ for all $t \geq 0$ and, by virtue of (8), that $y_{\mathbf{z}}(t)=y_{\eta}(t)$ for all $t \geq 0$. In these terms the triplet $(F, G, \gamma(\cdot))$ qualifies as an internal model able to reproduce all the asymptotic control inputs which are required to enforce a zero regulation error.

Seen from this perspective, Proposition 1 fixes precise conditions under which the asymptotic internal model property can be achieved by a regulator of the form (6). In particular it is interesting to note that, for the function $\gamma$ to exist, the dimension $m$ of the internal model is required to be sufficiently large with respect to the dimension $s+n$ of the dynamical system (15) whose output behaviors must be replied.

The result previously presented gains further interest in relation to the theory of nonlinear observers recently proposed in [20] and developed in [1], which has represented the main source of inspiration in [23]. In the observation framework of [20], systems (15), (16) are recognized to be the cascade of the "observed" system (15), with state $\mathbf{z}$ and output $y_{\mathbf{z}}$, driving the "observer" (16) whose output $\gamma(\eta)$ is designed to provide an asymptotic estimate of the observed state $\mathbf{z}$. To this purpose, in [1], the map $\gamma(\cdot)$ is computed as the left-inverse of $\tau(\cdot)$, i.e. such that $\gamma(\tau(\mathbf{z}))=\mathbf{z}$ for all $\mathbf{z} \in \mathcal{A}$, with $\tau$ solution of (9). Such a left-inverse, as shown in [1], always exists provided that the dimension of $\eta$ is sufficiently large (precisely $\operatorname{dim}(\eta) \geq 2 \operatorname{dim}(\mathbf{z})+2$ as in Proposition 1) and certain observability conditions for the system ( $\left.\mathbf{f}_{0}, \mathbf{q}_{0}\right)$ hold. To this regard it is interesting to note that, in the context of output regulation, the observability conditions are not needed as the design of $\gamma(\cdot)$, in order to achieve the internal model property, is done in order to reconstruct the output $\mathbf{q}_{0}(\mathbf{z})$ of the observed system and not the full state $\mathbf{z}$. This motivates the absence of observability conditions for the system ( $\mathbf{f}_{0}, \mathbf{q}_{0}$ ) in Proposition 1 and, in turn, the absence of immersion conditions in the above framework.

## 3 Essential and Redundant Internal Models

### 3.1 Essential Regulators

The goal of this part is to enrich the results previously recalled by exploring conditions under which the dimension $m$ of the regulator (6) (fixed, according to Proposition 1, to be $2(s+n)+2)$ can be reduced in order to obtain an essential regulator preserving the internal model property.

As discussed in Section 2.3, the crucial feature required to the regulator (6) in order to posses the internal model property with respect to $\mathcal{A}$ is that system (16) is able, through its output $y_{\eta}$, to reproduce all the possible output motions of the system (15) with initial conditions taken in the set $\mathcal{A}$, the latter being a compact set satisfying the basic assumption in Section 2.1. From this, it seems natural to approach the problem of identifying an essential regulator by addressing two subsequent issues. First, to address if there exists
a minimal set $\mathcal{A}_{0}$ satisfying the basic assumption in Section 2.1. This would lead to identify steady state trajectories for (5) which originate essential output behaviors of (15) to be captured by the internal model. Second, to identify conditions under which all the output behaviors of (15) originating from initial conditions in $\mathcal{A}_{0}$ can be reproduced by the output of a system of the form (16) of minimal dimension (i.e. lower than $2(s+n)+2$ ). This would lead to identify an essential internal model $(F, G, \gamma(\cdot))$ possessing the internal model property with respect to $\mathcal{A}_{0}$ and thus suitable to obtain an essential regulator of the form (6).

In the next proposition we address the first of the previous issues, by showing the existence of a minimal set satisfying the assumption in Section 2.1 which turns out to be (forward and backward) invariant for (5) as precisely formulated in the following. The set in question turns out to be the $\omega$-limit set of the set $W \times Z$ of system (5), denoted by $\omega(W \times Z)$ (see [13]), introduced in [4] in the context of output regulation.

Proposition 4. Let $\mathcal{A}$ be a set satisfying the assumption in Section 2.1. Then the set $\mathcal{A}_{0}:=\omega(W \times Z)$ is the unique invariant set such that $\mathcal{A}_{0} \subseteq \mathcal{A}$ which is asymptotically stable for (5) with a domain of attraction $W \times \mathcal{D}$ with $Z \subset$ $\mathcal{D}$. Furthermore the set in question is minimal, that is there does not exist a compact set $\mathcal{A}_{1} \subset \mathcal{A}_{0}$ which is asymptotically stable for (5) with a domain of attraction of the form $W \times \mathcal{D}$ with $Z \subset \mathcal{D}$.

Proof. With the notation introduced around (7) in mind and by defining $\mathbf{Z}=W \times Z$, note that, as the positive flow of (5) is bounded, the omega limit set ${ }^{4} \omega(\mathbf{Z})$ of the set $\mathbf{Z}$ exists, is bounded and uniformly attracts the trajectories of (5) originating from $\mathbf{Z}$, namely for any $\epsilon>0$ there exists a $t_{\epsilon}>0$ such that $\operatorname{dist}(\mathbf{z}(t, \mathbf{z}), \omega(\mathbf{Z})) \leq \epsilon$ for all $t \geq t_{\epsilon}$ and $\mathbf{z} \in \mathbf{Z}$ where $\mathbf{z}(t, \mathbf{z})$ denotes the trajectory of $\dot{\mathbf{z}}=\mathbf{f}_{0}(\mathbf{z})$ at time $t$ passing through $\mathbf{z}$ at time $t=0$ (see [13]). Furthermore it is possible to prove that $\omega(\mathbf{Z}) \subseteq \mathcal{A}$. As a matter of fact suppose that it is not true, namely that there exists a $\overline{\mathbf{z}} \in \omega(\mathbf{Z})$ and an $\epsilon>0$ such that $|\overline{\mathbf{z}}|_{\mathcal{A}} \geq \epsilon$. By definition of $\omega(\mathbf{Z})$, there exist sequences $\left\{\mathbf{z}_{n}\right\}_{0}^{\infty}$ and $\left\{t_{n}\right\}_{0}^{\infty}$, with $\mathbf{z}_{n} \in \mathbf{Z}$ and $\lim _{n \rightarrow \infty} t_{n}=\infty$, such that

$$
\lim _{n \rightarrow \infty} \mathbf{z}\left(t_{n}, \mathbf{z}_{n}\right)=\overline{\mathbf{z}}
$$

This, in particular, implies that for any $\nu>0$ there exists a $n_{\nu}>0$ such that $\left|\mathbf{z}\left(t_{n}, \mathbf{z}_{n}\right)-\overline{\mathbf{z}}\right| \leq \nu$ for all $n \geq n_{\nu}$. But, by taking $\nu=\min \left\{\epsilon / 2, \nu_{1}\right\}$ with $\nu_{1}$ such that $t_{n} \geq t_{\epsilon / 2}$ for all $n \geq n_{\nu_{1}}$, this contradicts that $\mathcal{A}$ uniformly attracts the trajectories of (5) from $\mathbf{Z}$ (which, in turn, is implied by asymptotic stability of $\mathcal{A}$ and compactness of $\mathbf{Z})$. This proves that $\omega(\mathbf{Z}) \subset \mathcal{A}$. From this, using the fact that $\mathcal{A}$ is asymptotically stable for $\dot{\mathbf{z}}=\mathbf{f}_{0}(\mathbf{z})$ and the definition of

[^18]$\omega$-limit set of the set $\mathbf{Z}$ (see [13]), it is possible to conclude that $\omega(\mathbf{Z})$ is also asymptotically stable and that the first statement of the proposition holds with $\mathcal{A}_{0}=\omega(\mathbf{Z})$.

To prove the second statement of the proposition (namely that $\mathcal{A}_{0}$ is minimal) suppose that it is not true, that is there exists a closed set $\mathcal{A}_{1} \subseteq \mathcal{A}_{0}$ which is asymptotically stable with a domain of attraction containing $\mathbf{Z}$. Let $\overline{\mathbf{z}} \in \mathcal{A}_{0}$ and $\epsilon>0$ such that $|\overline{\mathbf{z}}|_{\mathcal{A}_{1}}=2 \epsilon$. By assumption, $\mathcal{A}_{1}$ uniformly attracts trajectories of (5) originating from $\mathbf{Z}$ which implies that there exists a $t_{\epsilon}>0$ such that $|\mathbf{z}(t, \mathbf{z})|_{\mathcal{A}_{1}} \leq \epsilon$ for any $\mathbf{z} \in \mathbf{Z}$ and for all $t \geq t_{\epsilon}$. Now set

$$
\mathbf{z}^{\star}=\mathbf{z}\left(-\left(t_{\epsilon}+1\right), \overline{\mathbf{z}}\right)
$$

and note that $\mathbf{z}^{\star} \in \mathcal{A}_{0} \subseteq \mathbf{Z}$, as $\mathcal{A}_{i}$ is invariant, and $\overline{\mathbf{z}}=\mathbf{z}\left(\left(t_{\epsilon}+1\right), \mathbf{z}^{\star}\right)$ by uniqueness of trajectories. But the latter contradicts the fact that $\mathcal{A}_{1}$ uniformly attracts trajectories of (5) originating from $\mathbf{Z}$ and proves the claim. From this also uniqueness of the invariant set $\mathcal{A}_{0}$ immediately follows.

Remark 1. By using the terminology introduced in [4], the set $\mathcal{A}_{0}:=\omega(W \times Z)$ is precisely the steady state locus of (5) with the trajectories of $\left.\mathbf{f}_{0}\right|_{\mathcal{A}_{0}}$ being the steady state trajectories of (5). Furthermore, as shown in [4], the triangular structure of (5) leads to a specific structure of $\mathcal{A}_{0}$. In particular it has been shown in [4] that there exists a (possibly set-valued) upper semi-continuous map $\pi: \mathbb{R}^{s} \rightarrow \mathbb{R}^{n}$ such that the set $\mathcal{A}_{0}$ is described as

$$
\begin{equation*}
\mathcal{A}_{0}=\left\{(w, z) \in W \times \mathbb{R}^{n}: z=\pi(w)\right\} \tag{17}
\end{equation*}
$$

Remark 2. Note that, as $\mathcal{A}_{0} \subseteq \mathcal{A}$ and $h(w, z, 0)=0$ for all $(w, z) \in \mathcal{A}$, it turns out that $h(w, z, 0)=0$ for all $(w, z) \in \mathcal{A}_{0}$. In particular, this and the claim of the previous proposition yield that the set $\mathcal{A}_{0}$ fulfills the assumption in Section 2.1.

With this result at hand we pass now to consider the second issue pointed out before, namely the existence of an internal model $(F, G, \gamma(\cdot))$ of dimension lower than $2(s+n)+2$ having the internal model property with respect to $\mathcal{A}_{0}$. To this respect it is possible to prove that what determines the dimension of the essential internal model is not the dimension $(s+n)$ of (15) but rather the dimension of the lowest dimensional system able to reproduce, in an appropriate sense, the output behavior of (15). Details are as follows.

Assume the existence of an integer $r<n+s$, of a Riemannian differentiable manifold of dimension $r$ of a compact subset $\mathcal{A}_{0}^{\prime}$ of $\mathcal{M}$, of $C^{1}$ vector field $\mathbf{f}_{0}^{\prime}: \mathcal{M} \rightarrow T \mathcal{M}$ which leaves $\mathcal{A}_{0}^{\prime}$ backward invariant and of a $C^{1}$ function $\mathbf{q}_{0}^{\prime}: \mathcal{M} \rightarrow \mathbb{R}$, such that for any $\mathbf{z}_{0} \in \mathcal{A}_{0}$ there exists a $\mathbf{z}_{0}^{\prime} \in \mathcal{A}_{0}^{\prime}$ satisfying

$$
\mathbf{q}_{0}\left(\mathbf{z}\left(t, \mathbf{z}_{0}\right)\right)=\mathbf{q}_{0}^{\prime}\left(\mathbf{z}^{\prime}\left(t, \mathbf{z}_{0}^{\prime}\right)\right) \quad \forall t \leq 0
$$

If a triplet $\left(\mathbf{f}_{0}^{\prime}, \mathbf{q}_{0}^{\prime}, \mathcal{A}_{0}^{\prime}\right)$ satisfying the previous properties exists, it turns out that the internal model property with respect to $\mathcal{A}_{0}$ can be achieved by means of a regulator of dimension $m=2 r+2$. More specifically, it can be proved that there exist an $\ell>0$ and a set $\mathcal{S} \subset \mathbb{C}$ of zero Lebesgue measure, such that if $(F, G) \in \mathbb{R}^{m \times m} \times \mathbb{R}^{m \times 1}$, with $m=2 r+2$, is a controllable pair with $\sigma(F) \subset\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda<-\ell\} \backslash \mathcal{S}$ then there exist a continuous $\tau: \mathcal{A}_{0} \rightarrow \mathbb{R}^{m}$ solution of

$$
\begin{equation*}
L_{\mathbf{f}_{0}} \tau(\mathbf{z})=F \tau(\mathbf{z})-G \mathbf{q}_{0}(\mathbf{z}) \quad \forall \mathbf{z} \in \mathcal{A}_{0} \tag{18}
\end{equation*}
$$

and a continuous $\gamma: \mathbb{R}^{m} \rightarrow \mathbb{R}$ solution of

$$
\begin{equation*}
\mathbf{q}_{0}(\mathbf{z})+\gamma \circ \tau(\mathbf{z})=0 \quad \forall \mathbf{z} \in \mathcal{A}_{0} \tag{19}
\end{equation*}
$$

The proof of this claim immediately follows by specializing Proposition 6 in Appendix A by taking $\mathcal{A}_{1}, f_{1}, q_{1}, n_{1}$ and $\mathcal{A}_{2}, f_{2}, q_{2}, n_{2}$ in the proposition respectively equal to $\mathcal{A}_{0}, \mathbf{f}_{\mathbf{0}}, \mathbf{q}_{0}, n+s$ and $\mathcal{A}_{0}^{\prime}, \mathbf{f}_{\mathbf{0}}{ }^{\prime}, \mathbf{q}_{0}^{\prime}, r$.

Remark 3. Note that the key feature required to the $r$-dimensional system $\dot{\mathbf{z}}^{\prime}=\mathbf{f}_{0}^{\prime}\left(\mathbf{z}^{\prime}\right)$ with output $y_{\mathbf{z}^{\prime}}=-\mathbf{q}_{0}^{\prime}\left(\mathbf{z}^{\prime}\right)$ with initial conditions taken in the set $\mathcal{A}_{0}^{\prime}$ is to be able to reproduce all the output behaviors (backward in time) of the $(n+s)$-dimensional system (15) with output $y_{\mathbf{z}}=-\mathbf{q}_{0}(\mathbf{z}(t))$ originating from initial conditions in $\mathcal{A}_{0}$.

Remark 4. Going throughout the proof of Proposition 6, it turns out that the continuous function $\gamma$ solution of (18)-(19) coincides with the solution of the equation

$$
\begin{equation*}
\mathbf{q}_{0}^{\prime}\left(\mathbf{z}^{\prime}\right)+\gamma \circ \tau^{\prime}\left(\mathbf{z}^{\prime}\right)=0 \quad \forall \mathbf{z} \in \mathcal{A}_{0}^{\prime} \tag{20}
\end{equation*}
$$

with the function $\tau^{\prime}: \mathcal{A}_{0}^{\prime} \rightarrow \mathbb{R}^{m}$ satisfying

$$
\begin{equation*}
L_{\mathbf{f}_{0}^{\prime}} \tau^{\prime}(\mathbf{z})=F \tau^{\prime}\left(\mathbf{z}^{\prime}\right)-G \mathbf{q}_{0}^{\prime}\left(\mathbf{z}^{\prime}\right) \quad \forall \mathbf{z} \in \mathcal{A}_{0}^{\prime} \tag{21}
\end{equation*}
$$

In other words the internal model $(F, G, \gamma)$ can be tuned by considering, in the design formulas, the reduced-order triplet $\left(\mathbf{f}_{0}^{\prime}, \mathbf{q}_{0}^{\prime}, \mathcal{A}_{0}^{\prime}\right)$. According to this, in the following, we will say that the triplet $\left(\mathbf{f}_{0}^{\prime}, \mathbf{q}_{0}^{\prime}, \mathcal{A}_{0}^{\prime}\right)$ is similar (as far as the design of $\gamma$ is concerned) to the triplet ( $\mathbf{f}_{\mathbf{0}}, \mathbf{q}_{0}, \mathcal{A}_{0}$ ).

It is interesting to note that a direct application of the previous considerations in conjunction with the results discussed at the end of Remark 1, immediately lead to a reduction of the regulator's dimension with respect to the one conjectured in Proposition 1 (equal to $2(s+n)+2$ ). As a matter of fact, assume that the function $\pi$ in (17) admits a $C^{2}$ selection $\pi_{s}(w)$. Set $r=s$ and let $\mathcal{A}_{0}^{\prime} \subset \mathbb{R}^{s}$ be an arbitrary compact set containing $W$. Furthermore let $\mathbf{f}_{0}^{\prime}: \mathbb{R}^{s} \rightarrow \mathbb{R}^{s}$ be any differentiable function which agrees with $s(\cdot)$ on $W$, and define $\mathbf{q}_{0}^{\prime}(\cdot):=q\left(\cdot, \pi_{s}(\cdot), 0\right)$. By the structure of $\mathcal{A}_{0}$ in (17) (with $\pi$ replaced by $\pi_{s}$ ) along with the fact that the set $W$ is invariant for (2), it turns out that the triplets $\left(\mathbf{f}_{0}^{\prime}, \mathbf{q}_{0}^{\prime}, \mathcal{A}_{0}^{\prime}\right)$ and $\left(\mathbf{f}_{0}, \mathbf{q}_{0}, \mathcal{A}_{0}\right)$ are similar (see Remark 4) and
thus that the internal model property with respect to $\mathcal{A}_{0}$ can be achieved by means of a regulator of dimension $m=2 s+2$.

It must be stressed, though, that the previous considerations highlight only one of the underlying aspects behind the reduction result previously illustrated, namely the fact that only the dimension of the restricted dynamics $\left.\mathbf{f}_{0}\right|_{\mathcal{A}_{0}}$ (equal to $s$ in the case the function $\pi(\cdot)$ in (17) is single valued), and not the full dimension of the dynamics (15) (equal to $n+s$ ), plays a role in determining the dimension of the regulator. The second fundamental aspect behind the reduction procedure is that possible dynamics of $\left.f_{0}\right|_{\mathcal{A}_{0}}$ which have no influence on the output behavior of system ( $\mathbf{f}_{0}, \mathbf{q}_{0}$ ) do not affect the dimension of the regulator. This feature can be further explored by making use of standard tools to study local observability decompositions of nonlinear systems as detailed in the following.

In particular assume that $\mathcal{A}_{0}$ is a smooth manifold (with boundary) of $\mathbb{R}^{n+s}$, denote by $\rho$ its dimension (with $\rho=s$ if the map $\pi$ in (17) is single valued), and denote by $<\mathbf{f}_{0}, d \mathbf{q}_{0}>$ the minimal co-distribution defined on $\mathcal{A}_{0}$ which is invariant under $\mathbf{f}_{0}$ and which contains $d \mathbf{q}_{0}$, with the latter being the differential of $\mathbf{q}_{0}$ (see [16]). Furthermore let $Q$ be the distribution defined as the annihilator of $\left\langle\mathbf{f}_{0}, d \mathbf{q}_{0}\right\rangle$, namely

$$
Q:=<\mathbf{f}_{0}, d \mathbf{q}_{0}>^{\perp}
$$

It is well-known (see [14], [16]) that if, at a point $\overline{\mathbf{z}} \in \mathcal{A}_{0}, Q$ is not singular, it is possible to identify a local change of variables transforming system ( $\mathbf{f}_{0}, \mathbf{q}_{0}$ ) into a special "observability" form. More precisely there exist an open neighborhood $U_{\overline{\mathbf{z}}}$ of $\mathcal{A}_{0}$ containing $\overline{\mathbf{z}}$ and a (local) diffeomorphism $\Phi: U_{\overline{\mathbf{z}}} \rightarrow \mathbb{R}^{\rho}$ which transforms system (15) into the form

$$
\begin{align*}
\dot{\chi}_{1} & =f_{01}\left(\chi_{1}\right) & & \chi_{1} \in \mathbb{R}^{\rho-\nu} \\
\dot{\chi}_{2} & =f_{02}\left(\chi_{1}, \chi_{2}\right) & & \chi_{2} \in \mathbb{R}^{\nu}  \tag{22}\\
y & =q_{01}\left(\chi_{1}\right) & &
\end{align*}
$$

namely into a form in which only the first $(\rho-\nu)$ state variables influence the output. This representation clearly shows that, locally around $U_{\overline{\mathbf{z}}}$, all the output motions of system (15) can be generated by the system $\dot{\xi}=f_{01}(\xi)$ with output $y_{\xi}=q_{01}(\xi)$ with dimension $\rho-\nu$. In particular, according to the previous arguments, this suggests that the internal model property, locally with respect to $U_{\overline{\mathbf{z}}}$, is potentially achievable by a regulator of dimension $2(\rho-\nu)+2$. Of course, the local nature of the previous tools prevents one to push further the above reasonings and to be conclusive with respect to the dimension of the regulator possessing the internal model property with respect to the whole $\mathcal{A}_{0}$. However, it is possible to employ the fact that the co-distribution $Q^{\perp}$ is minimal (which implies that the decomposition (22) is maximal in a proper sense, see [16]), to be conclusive about a lower bound on the dimension of any regulator possessing the internal model property with respect to $\mathcal{A}_{0}$. This is formalized in the next lemma in which we identify
a lower bound on the dimension $r$ of any triplet $\left(\mathbf{f}_{0}^{\prime}, \mathbf{q}_{0}^{\prime}, \mathcal{A}_{0}^{\prime}\right)$ similar (in the sense of Remark 4) to $\left(\mathbf{f}_{0}, \mathbf{q}_{0}, \mathcal{A}_{0}\right)$. The lemma is given under the assumption that there exists a submersion $\sigma: \mathcal{A}_{0} \rightarrow \mathcal{M}$ satisfying

$$
\begin{align*}
L_{\mathbf{f}_{0}} \sigma(\mathbf{z}) & =\mathbf{f}_{0}^{\prime}(\sigma(\mathbf{z})) \\
\mathbf{q}_{0}(\mathbf{z}) & =\mathbf{q}_{0}^{\prime}(\sigma(\mathbf{z})) \tag{23}
\end{align*}
$$

for all $\mathbf{z} \in \mathcal{A}_{0}$
Lemma 1. Let $\mathcal{A}_{0}$ be a smooth manifold with boundary of dimension $\rho$ and assume the existence of a regular point $\overline{\mathbf{z}} \in \mathcal{A}_{0}$ of the distribution $Q=<$ $\mathbf{f}_{0}, d \mathbf{q}_{0}>^{\perp}$. Let $\nu<\rho$ be the dimension of $Q$ at $\overline{\mathbf{z}}$. Assume, in addition, the existence of a positive $r \leq \rho$, of a smooth manifold $\mathcal{M}$ of dimension $r$, of smooth functions $\mathbf{f}_{0}^{\prime}: \mathcal{M} \rightarrow T \mathcal{M}$ and $\mathbf{q}_{0}^{\prime}: \mathcal{M} \rightarrow \mathbb{R}$, and of a submersion $\sigma: \mathcal{A}_{0} \rightarrow \mathcal{M}$, which satisfy (23). Then necessarily $r \geq \rho-\nu$.

Proof. The proof proceeds by contradiction. Suppose that the claim of the lemma is false namely that there exist a positive $r<\rho-\nu$, a triplet $\left(\mathbf{f}_{\mathbf{0}}{ }^{\prime}, \mathbf{q}_{\mathbf{o}}{ }^{\prime}, \mathcal{M}\right)$ with $\mathcal{M}$ a smooth manifold of $\mathbb{R}^{r}$ and a submersion $\sigma: \mathcal{A}_{0} \rightarrow \mathcal{M}$ such that (23) holds for all $\mathbf{z} \in \mathcal{A}_{0}$. As $\operatorname{rank}\left(d \sigma(\mathbf{z}) /\left.d \mathbf{z}\right|_{\overline{\mathbf{z}}}\right)=r$ (since $\sigma$ is a submersion) it follows that it is always possible to identify a submersion $\lambda: \mathcal{A}_{0} \rightarrow \mathcal{M}$ such that, by defining

$$
\Phi^{\prime}(\mathbf{z})=\binom{\Phi_{1}^{\prime}(\mathbf{z})}{\Phi_{2}^{\prime}(\mathbf{z})}:=\binom{\sigma(\mathbf{z})}{\lambda(\mathbf{z})}
$$

$\operatorname{rank}\left(d \Phi^{\prime}(\mathbf{z}) /\left.d \mathbf{z}\right|_{\overline{\mathbf{z}}}\right)=\rho$, namely $\Phi^{\prime}$ qualifies as a local diffeomorphism at $\overline{\mathbf{z}}$. This, in view of (23), guarantees the existence of an open neighborhood $U_{\overline{\mathbf{z}}}^{\prime}$ of $\mathcal{A}_{0}$ including $\overline{\mathbf{z}}$ such that system $\left(\mathbf{f}_{0}, \mathbf{q}_{0}\right)$ in the new coordinates reads locally at $U_{\overline{\mathbf{z}}}^{\prime}$ as

$$
\begin{align*}
\dot{\tilde{\chi}}_{1} & =f_{1}\left(\tilde{\chi}_{1}\right) & & \tilde{\chi}_{1} \in \mathbb{R}^{r} \\
\tilde{\tilde{\chi}}_{2} & =f_{2}\left(\tilde{\chi}_{1}, \tilde{\chi}_{2}\right) & & \tilde{\chi}_{2} \in \mathbb{R}^{\rho-r}  \tag{24}\\
y & =q_{1}\left(\tilde{\chi}_{1}\right), & &
\end{align*}
$$

Now partition the change of variables $\Phi$ as $\Phi(\mathbf{z})=\operatorname{col}\left(\Phi_{1}(\mathbf{z}), \Phi_{2}(\mathbf{z})\right)$ according to $(22)$ and let $\mathbf{z}^{\prime}$ be a point of $U_{\overline{\mathbf{z}}} \bigcap U_{\overline{\mathbf{z}}}^{\prime}$ such that $\Phi_{1}^{\prime}\left(\mathbf{z}^{\prime}\right)=\Phi_{1}^{\prime}(\overline{\mathbf{z}})$ and $\Phi_{1}\left(\mathbf{z}^{\prime}\right) \neq$ $\Phi_{1}(\overline{\mathbf{z}})$ (which is possible as $r<\rho-\nu$ ). By (24) it turns out that, as long as the trajectories $\mathbf{z}\left(t, \mathbf{z}^{\prime}\right)$ and $\overline{\mathbf{z}}(t, \mathbf{z})$ belongs to $U_{\overline{\mathbf{z}}} \bigcap U_{\overline{\mathbf{z}}}^{\prime}$, the corresponding outputs coincides. This, by minimality of the co-distribution $Q^{\perp}$ implies that $\Phi_{1}\left(\mathbf{z}^{\prime}\right)=\Phi_{1}(\overline{\mathbf{z}})$ (see Theorem 1.9.7 in [16]) which is a contradiction.

### 3.2 The Potential Advantage of Redundant Regulators

The fact of fulfilling the internal model property with respect to a generic set $\mathcal{A}$ (satisfying the main assumption in Section 2.1), not necessarily coincident with the essential steady state set $\mathcal{A}_{0}$, inevitably leads to design a regulator (6) which is redundant, namely whose dimension is larger than that is
strictly necessary. In more meaningful terms, by bearing in mind the discussion in Section 2.3, the redundancy shows up in the fact that system (16), with $(F, G, \gamma(\cdot))$ having the internal model property with respect to $\mathcal{A} \supset \mathcal{A}_{0}$, posses the ability of reproducing the output behaviors of (15) generated by trajectories in $\mathcal{A} \backslash \mathcal{A}_{0}$ which are not, strictly speaking, steady state trajectories.

It's legitimate to wonder what, if there, is the advantage of designing a redundant regulator. The answer to this is given in the next proposition, of interest by its own, in which it is claimed that any "redundant" set is always exponentially stable for (5). The result of this proposition, proved in Appendix B, gains interest in conjunction with Proposition 2 as discussed after the statement.

Proposition 5. Any compact set $\mathcal{A}$ which is asymptotically stable for (5) and such that $\mathcal{A}_{0} \subset \operatorname{int} \mathcal{A}$ is also locally exponentially stable for (5).

In terms of the framework presented in Section 2, the previous result gains interest in conjunction with Proposition 2 which, besides others, claims that a linear stabilizer $\kappa(\cdot)$ can be obtained if the set $\mathcal{A}$ is locally exponentially stable for ${ }^{5}$ (5). In other words the results of Propositions 5 and 2 in relation to the results of Proposition 4 and Remark 2, reveal a trade-off between the simplicity of the stabilizer $\kappa(\cdot)$ and the dimension of the regulator (6). As a matter of fact in Proposition 4 it is claimed that the set $\mathcal{A}$ can be always "shrunk" to obtain a minimal invariant set $\mathcal{A}_{0}$ instrumental to obtain an essential (low-order) internal model as detailed in the previous section. The possible drawback in this, is that the set $\mathcal{A}_{0}$ is not guaranteed to be exponentially stable if the set $\mathcal{A}$ is such. This means that a reduced order regulator can be obtained by possibly complicating the function $\kappa(\cdot)$ in (6). On the other hand Proposition 5 asserts that exponential stability can be gained by enlarging a bit the set $\mathcal{A}_{0}$ but, so doing, necessarily loosing backward invariance as claimed in Proposition 4. This means that a linear function $\kappa(\cdot)$ can be possibly obtained by necessarily accepting a not essential regulator.

The previous considerations highlight a possible benefit in the design of the stabilizer $\kappa(\cdot)$ coming from the redundancy of the regulator, where the redundancy comes from the fact of considering, in the design of the triplet $(F, G, \gamma(\cdot))$, a redundant set $\mathcal{A} \supset \mathcal{A}_{0}$ instead of the steady state set $\mathcal{A}_{0}$. At this point one would be tempted to wonder if the redundancy of the regulator can be employed also to obtain a benefit in the design of the function $\gamma(\cdot)$ which, according to the previous arguments, is the true bottleneck in the design procedure of the regulator. A possible answer to this point will be given in the following in which it is assumed fixed a compact set $\mathcal{A} \supseteq \mathcal{A}_{0}$ which is locally exponentially stable for (5) and it is assumed that the triplet $\left(\mathbf{f}_{0}, \mathbf{q}_{0}, \mathcal{A}\right)$ is similar, in the sense specified below, to a linear system.

[^19]In the case $\mathcal{A}$ is backward invariant, in the following we simply let $\mathcal{A}_{1}=\mathcal{A}$, $f_{1}=\mathbf{f}_{0}$, and $q_{1}=\mathbf{q}_{0}$. In the case $\mathcal{A}$ is not backward invariant, let $\mathcal{A}_{1}$ be an arbitrary compact set such that $\mathcal{A} \subset \operatorname{Int}\left(\mathcal{A}_{1}\right)$ and $f_{1}: \mathbb{R}^{n+s} \rightarrow \mathbb{R}^{n+s}$ be an arbitrary differentiable function such that $f_{1}$ agrees with $\mathbf{f}_{0}$ on $\mathcal{A}$ and $f_{1}\left(z_{1}\right)=0$ for all $z_{1} \in \mathbb{R}^{n+s} \backslash \mathcal{A}_{1}$. Furthermore, set $q_{1}=\mathbf{q}_{0}$ and note that, by construction, the set $\mathcal{A}_{1}$ is invariant for $\dot{z}_{1}=f_{1}\left(z_{1}\right)$. Assume now the existence of an integer $r \geq n+s$, of a linear pair $\left(F_{2}, Q_{2}\right) \in \mathbb{R}^{r \times r} \times \mathbb{R}^{r \times 1}$ and of a compact set $\mathcal{A}_{2} \in \mathbb{R}^{r}$ such that the triplet $\left(F_{2}, Q_{2}, \mathcal{A}_{2}\right)$ is similar (in the sense of Remark 4) to the triplet $\left(f_{1}, q_{1}, \mathcal{A}_{1}\right)$, that is for all $z_{10} \in \mathcal{A}_{1}$ there exists a $z_{20} \in \mathcal{A}_{2}$ such that ${ }^{6}$

$$
q_{1}\left(z_{1}\left(t, z_{10}\right)\right)=Q_{2} e^{F_{2} t} z_{20} \quad \forall t \leq 0
$$

In this setting Proposition 6 in Appendix A, with $n_{1}$ and $n_{2}$ respectively set to $n+s$ and $r$, immediately yields that the internal model property with respect to $\mathcal{A}$ can be achieved by means of a linear internal model. More specifically, setting $m \geq 2 r+2$, Proposition 4 yields that there exists an $\ell>0$ and a set $\mathcal{S} \subset \mathbb{C}$ of zero Lebesgue measure such that if $(F, G) \in \mathbb{R}^{m \times m} \times \mathbb{R}^{m}$ is a controllable pair with $\sigma(F) \subset\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda<-\ell\} \backslash \mathcal{S}$, then there exists a continuous function $\tau_{1}: \mathcal{A}_{1} \rightarrow \mathbb{R}^{m}$ solution of

$$
\begin{equation*}
L_{f_{1}} \tau_{1}\left(z_{1}\right)=F \tau_{1}\left(z_{1}\right)-G q_{1}\left(z_{1}\right) \quad \forall z_{1} \in \mathcal{A}_{1} \tag{25}
\end{equation*}
$$

and a linear function $\Gamma: \mathbb{R}^{m} \rightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
\Gamma \tau_{1}\left(z_{1}\right)+q_{1}\left(z_{1}\right)=0 \quad \forall z_{1} \in \mathcal{A}_{1} \tag{26}
\end{equation*}
$$

From this, using the fact that $f_{1}$ agrees with $\mathbf{f}_{0}$ on $\mathcal{A}$ and that $q_{1}=\mathbf{q}_{\mathbf{0}}$, it turns out that equations (9) and (8) are satisfied with $\tau=\left.\tau_{1}\right|_{\mathcal{A}}$ and with $\gamma=\Gamma$. This implies that the regulator (4) having the internal model property with respect to $\mathcal{A}$ can be taken linear.

Remark 5. The previous conditions can be interpreted as an immersion of the system $\left(f_{1}, q_{1}, \mathcal{A}_{1}\right)$ into a linear system $\left(F_{2}, Q_{2}, \mathcal{A}_{2}\right)$ in the sense specified before. In particular the theory in [11] can be used to identify sufficient conditions under which such a immersion exists. It is worth also noting that, in the way in which it is formulated, the existence of such a immersion is affected by the choice of the set $\mathcal{A}_{1}$ and of the function $f_{1}$ which can be arbitrarily chosen as indicated above. This is not the case if the set $\mathcal{A}$ is backward invariant for $\dot{\mathbf{z}}=\mathbf{f}_{0}(\mathbf{z})$ as the previous considerations are done with $\mathcal{A}_{1}=\mathcal{A}, f_{1}=\mathbf{f}_{0}$, and $q_{1}=\mathbf{q}_{0}$, and the immersion conditions can be formulated by referring to the "original" triplet $\left(\mathbf{f}_{0}, \mathbf{q}_{0}, \mathcal{A}\right)$.

Remark 6. It is interesting to note that the computation of the (linear) internal model $(F, G, \Gamma)$ does not require the knowledge of the immersing linear system

[^20]$\left(F_{2}, Q_{2}\right)$ but only the knowledge of its dimension $r$. As a matter of fact, as clear by the previous analysis, the computation of $\Gamma$ can be carried out in terms of the immersed triplet $\left(f_{1}, q_{1}, \mathcal{A}_{1}\right)$ by means of the design formulas (25)-(26) which are known to have a linear solution $\Gamma$ if $m \geq 2 r+2$. $\triangleleft$

## 4 Conclusions

In this paper we presented some complementary results of [23] in the context of output regulation for nonlinear systems. Specifically, we presented and discussed results on how to identify internal model-based regulators of minimal dimension preserving the so-called internal model property. The reduction tools consisted in the identification of "essential" steady state dynamics of the regulated plant and on the identification of an "essential" internal modelbased regulators. Regarding the first aspect, it has been shown that the crucial tool is the concept of omega-limit set of a set pioneered in [4] in the context of output regulation. As far as the second aspect is concerned, we showed how the crucial step is the identification of observability parts of the steady state-input generator system. The usefulness of "redundant" regulators have been also investigated in terms of design features of the high-gain stabilizer which characterizes the proposed regulator.

## A A Reduction Result

Proposition 6. Let $f_{1}: \mathbb{R}^{n_{1}} \rightarrow \mathbb{R}^{n_{1}}$ and $q_{1}: \mathbb{R}^{n_{1}} \rightarrow \mathbb{R}$ be locally Lipschitz functions and let $\mathcal{A}_{1}$ be a compact backward invariant set for $\dot{z}_{1}=f_{1}\left(z_{1}\right)$. Let $\mathcal{M}$ be a Riemannian differentiable manifold ${ }^{7}$ of dimension $n_{2}$ and $\mathcal{A}_{2}$ and $\mathcal{A}_{2 e}$ be compact subsets of $\mathcal{M}$ with $\mathcal{A}_{2}$ subset of the interior $\operatorname{Int}\left(\mathcal{A}_{2 e}\right)$ of $\mathcal{A}_{2 e}$. Let $f_{2}: \mathcal{M} \rightarrow T \mathcal{M}$ be a $C^{1}$ vector field which leaves $\mathcal{A}_{2 e}$ backward invariant and $q_{2}: \mathcal{M} \rightarrow \mathbb{R}$ a $C^{1}$ function. Assume that, for all $z_{1} \in \mathcal{A}_{1}$, there exists $z_{2} \in \mathcal{A}_{2}$ such that

$$
q_{1}\left(\zeta_{1}\left(t, z_{1}\right)\right) \equiv q_{2}\left(\zeta_{2}\left(t, z_{2}\right)\right) \quad \text { for all } t \leq 0
$$

Set $m=2 n_{2}+2$. There exist an $\ell>0$ and a set $\mathcal{S} \subset \mathbb{C}$ of zero Lebesgue measure such that, if $(F, G) \in \mathbb{R}^{m \times m} \times \mathbb{R}^{m}$ is a controllable pair with $\sigma(F) \subset$ $\{\lambda \in \mathbb{C}: R e \lambda<-\ell\} \backslash \mathcal{S}$, then there exists a continuous function $\tau_{1}: \mathcal{A}_{1} \rightarrow \mathbb{R}^{m}$ solution of

$$
\begin{equation*}
L_{f_{1}} \tau_{1}\left(z_{1}\right)=F \tau_{1}\left(z_{1}\right)-G q_{1}\left(z_{1}\right) \quad \forall z_{1} \in \mathcal{A}_{1} \tag{27}
\end{equation*}
$$

and a continuous function $\gamma: \mathbb{R}^{m} \rightarrow \mathbb{R}$ satisfying

$$
\gamma \circ \tau_{1}\left(z_{1}\right)+q_{1}\left(z_{1}\right)=0 \quad \forall z_{1} \in \mathcal{A}_{1} .
$$

[^21]Moreover, if $\mathcal{M}=\mathbb{R}^{n_{2}}$ and $f_{2}$ and $q_{2}$ are linear, the above result holds and $\gamma$ can be chosen linear.

Proof. Because $\mathcal{A}_{1}$ is compact and backward invariant and $q_{1}$ is continuous, we can show, by following the same steps as the ones of the proof of Proposition 1 of [23], that if $F$ is Hurwitz then the function $\tau: \mathcal{A}_{1} \mapsto \mathbb{R}^{m}$ defined as

$$
\begin{equation*}
\tau_{1}\left(z_{1}\right)=\int_{-\infty}^{0} e^{F s} G q_{1}\left(\zeta_{1}\left(s, z_{1}\right)\right) d s \tag{28}
\end{equation*}
$$

is well-defined, continuous and solution of (27).
Also our assumptions imply that, for any $z_{2} \in \mathcal{A}_{2 e}$, the solution $t \in$ $(-\infty, 0] \rightarrow \zeta_{2}\left(t, z_{2}\right) \in \mathcal{A}_{2 e}$ is well-defined and $t \in(-\infty, 0] \rightarrow q_{2}\left(\zeta_{2}\left(t, z_{2}\right)\right)$ is a bounded function. So, $\tau_{2}: \mathcal{A}_{2 e} \mapsto \mathbb{R}^{m}$ defined as

$$
\begin{equation*}
\tau_{2}\left(\zeta_{2}\right)=\int_{-\infty}^{0} e^{F s} G q_{2}\left(\zeta_{2}\left(s, z_{2}\right)\right) d s \tag{29}
\end{equation*}
$$

is well-defined.
If $\mathcal{M}=\mathbb{R}^{n_{2}}$ and $f_{2}$ and $q_{2}$ are linear, there exists $\ell>0$ such that if $\sigma(F) \subset\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda<-\ell\}$, then this expression makes sense and gives a linear function.

In the case where $\mathcal{M}$ is a more general Riemannian differentiable manifold, we need some more involved steps to show that $\tau_{2}$ is $C^{1}$ on $\operatorname{Int}\left(\mathcal{A}_{2 e}\right)$. To lighten their presentation we replace $\zeta_{2}$ by $\zeta, z_{2}$ by $z, f_{2}$ by $f$ and $q_{2}$ by $q$. Since $q$ is $C^{1}$, it defines a $C^{0}$ covector denoted $d q$ satisfying (see [2, Example V.1.4] or [26, p. 150])

$$
d q_{z}(v)=L_{v} q(z) \quad \forall v \in T_{z} M, \forall z \in M
$$

Here $d q_{z}$ denote the evaluation of $d q$ at $z$ and $d q_{z}(v)$ is the real number given by the evaluation of the linear form $d q_{z}$ at the vector $v$. Then, let $\underline{\Psi}$ be the contravariant tensor field of order 2 (i.e. the bilinear map) given by the Riemannian metric. Since it is non-degenerate, it defines a covariant tensor field $\bar{\Psi}$ of order 2 (See [2, Exercice V.5.5]) or [10, §3.19] or [26, pp. 414-416]) such that we have the following Cauchy-Schwarz inequality

$$
\begin{equation*}
\left|d q_{z}(v)\right| \leq \underline{\Psi}_{z}(v, v) \bar{\Psi}_{z}\left(d q_{z}, d q_{z}\right) \quad \forall v \in T_{z} M, \forall z \in M \tag{30}
\end{equation*}
$$

Also, $\mathcal{A}_{2 e}$ being compact, there exists a real number $Q$ such that we have

$$
\begin{equation*}
0 \leq \bar{\Psi}_{z}\left(d q_{z}, d q_{z}\right) \leq Q \quad \forall z \in \mathcal{A}_{2 e} \tag{31}
\end{equation*}
$$

Finally, we note that the one-parameter group action $z \mapsto \zeta(t, z)$ defines the induced one-parameter pushforward map $d \zeta: T M \rightarrow T M$, mapping for each $t$, vectors in $T_{z} M$ into vectors in $T_{\zeta(t, z)} M$ (see [2, Theorem IV.1.2] or [26, pp. 88-89 and Theorem 3.1]).

With this at hand, by following the arguments in the proof of Proposition 2 of [23], we can prove that $\tau$ is $C^{1}$ provided there exist real numbers $a$ and $\ell$ such that we have
$d q_{\zeta(t, z)}\left(d \zeta_{\zeta(t, z)} v\right) \leq a \exp (\ell|t|) \sqrt{\underline{\Psi}_{z}(v, v)} \quad \forall v \in T_{z} M, \forall t \leq 0, \forall z \in \mathcal{A}_{2 e}$.
With (30) and (31), this holds if we have
$\underline{\Psi}_{\zeta(t, z)}\left(d \zeta_{\zeta(t, z)} v, d \zeta_{\zeta(t, z)} v\right) \leq \exp (\ell|t|) \sqrt{\underline{\Psi}_{z}(v, v)} \forall v \in T_{z} M, \forall t \leq 0, \forall z \in \mathcal{A}_{2 e}$.
This leads us to evaluate the Lie derivative along $f$ of the contravariant tensor field of order 2 given at the point $\zeta(t, z)$ by $\underline{\Psi}_{\zeta(t, z)}\left(d \zeta_{\zeta(t, z)} ., d \zeta_{\zeta(t, z)}\right.$.) (See [2, Exercise V.2.8] or [10, §3.23.4] or [26, Problem 5.14]). This Lie derivative is a contravariant tensor field of order 2 and therefore, $\underline{\Psi}$ being non-degenerate and $\mathcal{A}_{2 e}$ being compact, there exists a positive real number $\ell$ such that we have

$$
-2 \ell \underline{\Psi}_{z}\left(d \zeta_{z}, d \zeta_{z} \cdot\right) \leq L_{f} \underline{\Psi}_{z}\left(d \zeta_{z} \cdot, d \zeta_{z} \cdot\right) \quad \forall z \in \mathcal{A}_{2 e}
$$

From this (32) follows readily and hence $\tau_{2}$ is $C^{1}$ on $\operatorname{Int}\left(\mathcal{A}_{2 e}\right)$ if $\sigma(F) \subset\{\lambda \in$ $\mathscr{C}: \operatorname{Re} \lambda<-\ell\}$.

Now, coming back to our initial notations, as $\mathcal{M}$ is a differentiable manifold and $\mathcal{A}_{2}$ is compact, it is possible to cover $\mathcal{A}_{2}$ with a finite set $\mathcal{I}$ of open sets $\mathcal{O}_{i}$ each diffeomorphic to $\mathbb{R}^{n_{2}}$ (see [2, Theorem I.3.6]).

By using off-the-shelf the arguments in the proof of Proposition 2 of [23], it is possible to claim for each of the open set $\mathcal{O}_{i}$ the existence of a set $\mathcal{S}_{i} \subset \mathbb{C}$ of zero Lebesgue measure such that, if $\sigma(F) \subset\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda<-\ell\} \backslash \mathcal{S}_{i}$, then we have

$$
\begin{equation*}
\tau_{2}\left(z_{2 a}\right)=\tau_{2}\left(z_{2 b}\right) \quad \Rightarrow \quad q_{2}\left(z_{2 a}\right)=q_{2}\left(z_{2 b}\right) \quad \forall z_{2 a}, z_{2 b} \in \mathcal{O}_{i} \tag{33}
\end{equation*}
$$

Since $\mathcal{I}$ is finite, the set $\mathcal{S}=\bigcup_{i \in \mathcal{I}} \mathcal{S}_{i}$ is of measure zero and, if $\sigma(F) \subset$ $\{\lambda \in \mathbb{C}: \operatorname{Re} \lambda<-\ell\} \backslash \mathcal{S}$, then we have

$$
\begin{equation*}
\tau_{2}\left(z_{2 a}\right)=\tau_{2}\left(z_{2 b}\right) \quad \Rightarrow \quad q_{2}\left(z_{2 a}\right)=q_{2}\left(z_{2 b}\right) \quad \forall z_{2 a}, z_{2 b} \in \mathcal{A}_{2} \tag{34}
\end{equation*}
$$

With the above and by following the same arguments as the ones used at the end of Proposition 2 of [23] which apply since $\mathcal{A}_{2}$ is compact, there exists a continuous function $\gamma: \tau_{2}\left(\mathcal{A}_{2}\right) \subset \mathbb{R}^{m} \rightarrow \mathbb{R}$ satisfying

$$
\gamma \circ \tau_{2}\left(z_{2}\right)+q_{2}\left(z_{2}\right)=0 \quad \forall z_{2} \in \mathcal{A}_{2}
$$

As in the proof of Proposition 3 of [23], this function can be extended to all $\mathbb{R}^{m}$. Clearly if $\tau_{2}$ and $q_{2}$ are linear, then $\gamma$ is linear.

Finally, pick any $z_{1} \in \mathcal{A}_{1}$. By condition (ii) there exist $z_{2} \in \mathcal{A}_{2}$ such that $q_{1}\left(\zeta_{1}\left(t, z_{1}\right)\right)=q_{2}\left(\zeta_{2}\left(t, z_{2}\right)\right)$ for all $t \leq 0$ and therefore $\tau_{1}\left(z_{1}\right)=\tau_{2}\left(z_{2}\right)$ and $q_{1}\left(z_{1}\right)=q_{2}\left(z_{2}\right)$. This implies

$$
\gamma \circ \tau_{1}\left(z_{1}\right)=\gamma \circ \tau_{2}\left(z_{2}\right)=-q_{2}\left(z_{2}\right)=-q_{1}\left(z_{1}\right)
$$

which concludes the proof.

## B Proof of Proposition 5

The proof strongly relies on notations and results used in the proof of Theorem 4 in [23] which, for compactness, are not repeated here. We prove the proposition by showing that there exists a compact set $\mathcal{A}_{e}$ satisfying $\mathcal{A}_{0} \subseteq \mathcal{A}_{e} \subseteq \mathcal{A}$ which is locally exponentially stable for (5). First of all note that, by assumption, there exists a locally Lipschitz Lyapunov function $V$ satisfying the properties of Theorem 4 (with the set $\mathcal{B}$ replaced by $\mathcal{A}_{0}$ ) in [23] and in particular

$$
\underline{a}\left(|\mathbf{z}|_{\mathcal{A}_{0}}\right) \leq V(\mathbf{z}) .
$$

Now let

$$
r=\min _{\mathbf{z} \in \mathbb{R}^{n+s} \backslash \mathcal{A}}|\mathbf{z}|_{\mathcal{A}_{0}}>0 \quad \text { and } \quad c_{1}=\frac{1}{2} \underline{a}(r)>0,
$$

fix

$$
\mathcal{A}_{e}=V^{-1}\left(\left[0, c_{1}\right]\right),
$$

and note that $\mathcal{A}_{e}$ is forward invariant. Moreover $\mathcal{A}_{0} \subset \mathcal{A}_{e}$. We prove now that $\mathcal{A}_{e}$ is locally exponentially stable by proving the following two facts.

Fact \#1 there exists a time $T$ such that $\left|\mathbf{z}\left(t, \mathbf{z}_{0}\right)\right|_{\mathcal{A}_{e}}=0$ for all $\mathbf{z}_{0} \in \mathbf{Z}:=W \times Z$ and for all $t \geq T$ (finite time convergence).

Fact \#2 there exists a constant $L>0$ such that $\left|\mathbf{z}\left(t, \mathbf{z}_{0}\right)\right|_{\mathcal{A}_{e}} \leq L\left|\mathbf{z}_{0}\right|_{\mathcal{A}_{e}}$ for all $\mathbf{z}_{0} \in \mathbf{Z}$ and for all $t \geq 0$.

To prove fact \#1 note that, by property (a) in Theorem 4 of [23] there exists an $a \geq c_{1}$ such that $\mathbf{Z} \subset V^{-1}([0, a])$ and, by property $(c)$ in the same theorem, there exists $c>0$ such that $D^{+} V\left(\mathbf{z}\left(t, \mathbf{z}_{0}\right)\right) \leq-c V\left(\mathbf{z}\left(t, \mathbf{z}_{0}\right)\right)$ for all $\mathbf{z}_{0} \in \mathbf{Z}$. By this, using the appropriate comparison lemma, it turns out that

$$
V\left(\mathbf{z}\left(t, \mathbf{z}_{0}\right)\right) \leq e^{-c t} V\left(\mathbf{z}_{0}\right) \leq e^{-c t} a \quad \text { for all } t \geq 0 \mathbf{z}_{0} \in \mathbf{Z}
$$

by which standard arguments can be used to prove that $\mathcal{A}_{e}$ is a forward invariant set and that fact \#1 holds with $T=1 / c \ln a / c_{1}$.

To prove fact $\# 2$, since $V^{-1}([0, a])$ is a compact set, we can let

$$
F=\max _{\mathbf{z} \in V^{-1}([0, a])}\left|\partial \mathbf{f}_{\mathbf{0}}(\mathbf{z}) / \partial \mathbf{z}\right|
$$

Note that, since $V\left(\mathbf{z}\left(t, \mathbf{z}_{0}\right)\right)$ is non increasing in $t$, for all $\mathbf{z}_{1}, \mathbf{z}_{2} \in \mathbf{Z}$ and for all $t \geq 0$

$$
\left|\mathbf{z}\left(t, \mathbf{z}_{1}\right)-\mathbf{z}\left(t, \mathbf{z}_{2}\right)\right| \leq e^{F t}\left|\mathbf{z}_{1}-\mathbf{z}_{2}\right| .
$$

Now fix $\mathbf{z}_{1} \in \mathbf{Z}$ and let $\mathbf{z}_{2} \in \mathcal{A}_{e}$ be such that $\left|\mathbf{z}_{1}-\mathbf{z}_{2}\right|=\left|\mathbf{z}_{1}\right|_{\mathcal{A}_{e}}$. As $\mathcal{A}_{e}$ is forward invariant, it turns out that $\mathbf{z}\left(t, \mathbf{z}_{2}\right) \in \mathcal{A}_{e}$ for all $t \geq 0$. Moreover, by fact $\# 1, \mathbf{z}\left(t, \mathbf{z}_{1}\right) \in \mathcal{A}_{e}$ for all $t \geq T$. From this $\left|\mathbf{z}\left(t, \mathbf{z}_{1}\right)\right|_{\mathcal{A}_{e}}=0$ for all $t \geq T$ and

$$
\left|\mathbf{z}\left(t, \mathbf{z}_{1}\right)\right|_{\mathcal{A}_{e}} \leq\left|\mathbf{z}\left(t, \mathbf{z}_{1}\right)-\mathbf{z}\left(t, \mathbf{z}_{2}\right)\right| \leq e^{F T}\left|\mathbf{z}_{1}-\mathbf{z}_{2}\right| \leq e^{F T}\left|\mathbf{z}_{1}\right|_{\mathcal{A}_{e}}
$$

This concludes the proof of fact $\# 2$ (taking $L=e^{F T}$ ) and of the proposition.
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#### Abstract

Summary. The class of nonlinear observable systems with known output dependent nonlinearities affected by disturbances generated by an unknown linear exosystem is considered. The output feedback set point regulation problem is addressed by adaptively generating the reference input on line when the exosystem is unknown. Two global solutions to this problem are provided, when only an upper bound on the exosystem order is known: the first one is simpler but is restricted to minimum phase systems while the second one can handle non-minimum phase systems as well and identify the exosystem parameters.


## 1 Introduction

Output regulation of nonlinear systems has attracted a considerable interest in the last decades after the fundamental contribution [18] given by Alberto Isidori and Christopher Byrnes in 1990. The work [18] (outstanding IEEE TAC paper for the year 1990) poses and solves the output regulation problem for nonlinear systems, which is concerned with having the regulated variables of a given controlled plant to asymptotically track (or reject) all desired trajectories (or disturbances) generated by some fixed autonomous system, called the exosystem. The key contribution in [18] is to show that the problem is solvable if and only if certain nonlinear partial differential equations called 'regulator equations' are solvable; a feedback law achieving local asymptotic output regulation is constructed via the solution of the regulator equations. Alberto Isidori and coworkers have been actively working on the nonlinear regulator problem since 1990 ([3], [2], [33], [17], [34], [4], [5], [21], [8]): his work has been collected in the widely known monographs [15], [16]. In [3] a set of necessary and sufficient conditions is established for the solution of the problem of the asymptotic output regulation under the additional constraint that the regulation strategy is insensitive to small variations of uncertain plant parameters: a solution to this problem is given under the 'immersion assumption', i.e. the control input ref-
erence trajectories are assumed to be generated by a neutrally stable linear exosystem. In [33] the special class of nonlinear output feedback systems introduced in [26] with a neutrally stable linear exosystem is considered: global output regulation of the tracking error to zero is achieved for the first time feeding back the regulation error only, assuming that the frequencies of the exosystem are known. In [34] the semiglobal nonlinear output regulation by error feedback is solved for systems with unknown parameters in the linear exosystem when bounds on the frequencies and the disturbances are known by introducing an adaptive internal model: it is remarkable that such a problem was still unsolved at that time for linear systems as well. In [21] a regulation scheme is presented for a large class of nonlinear systems allowed to be non-minimum phase, assuming the exosystem frequencies to be known by taking advantage of the design tools proposed in [17]. In [5] output regulators with nonlinear internal models are designed by dropping the immersion assumption, following the work [4]. The theory of nonlinear adaptive observers is shown in [8] to be effectively used as a powerful tool to improve existing results in the context of adaptive control: local asymptotic output regulation is achieved for a nonlinear system allowed to be non-minimum phase with nonlinear exosystems containing unknown parameters.

Output regulation has also been the object of the research efforts of other groups, both for linear (see [1], [30], [25], [28]) and nonlinear systems (see [14], [31], [32], [9], [10], [11], [12], [35], [13], [7], [6], [22], [29], [20]). In particular, the work in [14] has shown for the first time that the local robust regulation problem for nonlinear systems is solvable if the solution of the regulator equation is polynomial in the exogenous signals and the exosystem that generates them is linear. Several results are available under the plant minimum phase assumption: a global robust state feedback control scheme is presented in [32] for systems affected by unknown sinusoidal disturbances and an unknown noise, following earlier work in [31]. The output regulation problem is addressed in [35] for a class of large-scale nonlinear interconnected systems perturbed by an unknown neutrally stable exosystem via a decentralized error feedback controller. For the same class of systems considered in [33], a global regulation strategy that is adaptive with respect to unknown system parameters is presented in [9] while in [7] the exogenous signals are generated by a nonlinear internal model. When the frequencies of the exosystem are unknown a global output feedback control law which regulates the output to zero is presented in [11] when only an upper bound on the number of exosystem's frequencies is known (see [10] for an extension to output tracking and [12] which allows for unknown parameters in the regulated system). Rejecting and/or tracking exogenous signals for non-minimum phase systems is inherently more difficult. In [22] a "separation principle" approach is followed for the regulation to zero of a class of nonlinear output feedback systems perturbed by unknown frequency sinusoidal disturbances: an exact and independent disturbance estimation algorithm provides exponen-
tially convergent disturbance estimates which are then used to regulate the system output to zero. In [20] the problem of adaptive estimation and rejection of unknown sinusoidal disturbances through measurement feedback for a class of non-minimum phase non-linear MIMO systems is addressed. The algorithms in [22], [8] and [20] require the exact knowledge of the order of the exosystem to guarantee asymptotic regulation to zero of the system output. Following [28], in [23] an exponentially convergent output regulation controller is presented for linear non-minimum phase systems under the assumption that only an upper bound on the number of frequencies disturbing the system is known.

In this paper the class of nonlinear observable systems with known output dependent nonlinearities affected by disturbances generated by an unknown exosystem is considered. The output feedback set point regulation problem is solved by adaptively generating the reference input on line when both the parameters and the order of the exosystem are unknown and the resulting reference control input consists of a biased sum of sinusoids. Two global solutions to this problem are provided when only an upper bound on the exosystem order is known: the first scheme is simpler but is restricted to minimum phase systems while the second one can handle non-minimum phase systems as well and identify the exosystem parameters.

Under the minimum phase assumption, the same problem addressed in this paper can be solved following the approach in [10], [11], [12], while the first proposed algorithm is a special case of a more general one given in [29] that can achieve tracking of arbitrary output signals and allows for unknown parameters in the system to be regulated.

So far, the global exponential output regulation problem for classes of nonlinear systems allowed to be non-minimum phase is unsolved when the exosystem and its order are uncertain.

The second algorithm described in this paper (for systems allowed to be non-minimum phase) extends the results in [22] assuming that only an upper bound on the exosystem order is known. Both the system output and the reference trajectory output are required to be available for measurement: this hypothesis not required in [33], [34], [8], where only the regulation error is available for measurement. On the other hand the second algorithm presented in this paper does not require the knowledge of the exosystem's parameters, as in [33], [9] and [7] nor it requires the knowledge of the exosystem order as in [22], [8], [20]. Set point regulation is considered here while output regulation to zero is addressed in [11], [12], [22], [20]; if the system is minimum phase as in [11], [12] exponential convergence is obtained while asymptotic convergence is obtained in [11], [12]. The key tool is a dynamic algorithm to detect the number of exosystem's frequencies yielding an observation strategy which is adaptive with respect to this number and generates exponential convergent estimates of the exosystem's frequencies.

## 2 Problem Statement

In this paper we consider the class of nonlinear systems

$$
\begin{align*}
& \dot{x}=\Phi(y)+A_{n} x+b u+G w ; \quad y=C_{n} x, ; \quad x \in \mathbb{R}^{n}  \tag{1}\\
& \dot{w}=R w ; \quad w \in \mathbb{R}^{r} \tag{2}
\end{align*}
$$

with state $x \in \mathbb{R}^{n}$, control input $u \in \mathbb{R}$, measurable output $y \in \mathbb{R} ; b=$ $\left[b_{1}, \ldots, b_{n}\right]^{T}$ is a known constant vector, $\Phi(\cdot)$ is a known smooth vector function of the measurable output $y ; A_{j} \in \mathbb{R}^{j} \times \mathbb{R}^{j}$, and $C_{j} \in \mathbb{R}^{j}$, are defined as $A_{j}=\left[\begin{array}{cc}0 & I_{j-1} \\ 0 & 0\end{array}\right]_{j \times j}, C_{j}=\left[\begin{array}{llll}1 & 0 & \cdots & 0\end{array}\right]_{1 \times j}, j$ being a positive integer. The exosystem (2) with state $w \in \mathbb{R}^{r}$ and initial condition $w(0) \in \mathbb{R}^{r}$ generates the disturbances $G w$ to be rejected. We address the following control problem.

Problem 1. Consider the system (1) perturbed by the exosystem (2), with known $\Phi(y), b$ and unknown $G, R$. Assume that $R$ has simple eigenvalues on the imaginary axis including zero, i.e. $\operatorname{det}(R)=0$. Design a dynamic output feedback control law yielding bounded closed loop trajectories and regulating globally asymptotically the measured output $y \in \mathbb{R}$ of system (1) to the available constant reference $y_{r}$ for any initial conditions $x(0) \in \mathbb{R}^{n}, w(0) \in \mathbb{R}^{r}$ of system (1), (2) and for a suitable set of initial conditions of the dynamic controller.

Remark 1. The initial conditions $w(0) \in \mathbb{R}^{r}$ of the exosystem may not excite all exosystem modes so that the unknown integer $r$ actually represents an upper bound on the exosystem dimension.

## 3 A Regulator for Minimum Phase Systems

In this section we describe a regulation strategy to solve the stated problem assuming that the system (1) is minimum phase and a standard observability condition holds.
(H1) The vector $b=\left[0, \ldots, 0, b_{\rho}, \ldots, b_{n}\right]^{T}$ is Hurwitz of degree $\rho$ ( $\rho$ is the known relative degree with $1 \leq \rho \leq n$ ), i.e. $b_{\rho} \neq 0$ and all the zeros of the polynomial $b_{\rho} s^{n-\rho}+\cdots+b_{n-1} s+b_{n}$ have negative real part.
(H2) The pair $\left[\begin{array}{cc}A_{n} & G \\ 0 & R\end{array}\right],\left[\begin{array}{ll}C_{n} & 0\end{array}\right]$ is observable.
A constructive procedure for the regulator design goes as follows. By virtue of (H2) there exists a linear unknown change of coordinates $\zeta=\left[\begin{array}{ll}T_{1} & T_{2}\end{array}\right]\left[\begin{array}{c}x \\ \bar{w}\end{array}\right] \triangleq$ $T\left[\begin{array}{c}x \\ \bar{w}\end{array}\right], \zeta \in \mathbb{R}^{n+r}$ such that in the new coordinates system (1), (2) becomes

$$
\begin{equation*}
\dot{\zeta}=A_{n+r} \zeta+T_{1} \Phi(y)+T_{1} \check{b}\left(b_{\rho} u\right) ; \quad y=C_{n+r} \zeta \tag{3}
\end{equation*}
$$

where $\check{b}=b / b_{\rho}$ so that ( to simplify the following design procedure) the $\rho$-th entry of $\check{b}$ is 1 . We first consider the case $\rho=1$. Since $\zeta_{1}=x_{1}=y$, the first row of $T_{1}$ is $T_{11}=[1,0, \ldots, 0]$, thus the first component of the vector $T_{1} \check{b}$ is 1 . From (3), recalling that we can write $T_{1} \Phi(y) \triangleq \sum_{i=1}^{q} \beta_{i} \alpha_{i}(y)$, where $q$ is a suitable integer, $\beta_{i}$ 's are unknown parameters and $\alpha_{i}$ 's are known functions, we have

$$
\begin{equation*}
\dot{\zeta}=A_{n+r} \zeta+\sum_{i=1}^{q} \beta_{i} \alpha_{i}(y)++T_{1} \check{b}\left(b_{\rho} u\right) ; \quad y=C_{n+r} \zeta \tag{4}
\end{equation*}
$$

Define the input filtered transformation

$$
\left\{\begin{align*}
\bar{\zeta} & =\begin{array}{r}
\zeta-\sum_{i=2}^{n+r} \\
\dot{\mu}[i]
\end{array}=\left[\begin{array}{ccc}
-\lambda_{i} \sum_{j=2}^{i} d[j] \mu_{j-1}[i-1] \\
\vdots & \vdots & \ldots \\
0 & \vdots & \vdots \\
0 & 0 \ldots & 1 \\
0 & \ldots & -\lambda_{i}
\end{array}\right] \mu[i]+\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
1
\end{array}\right] u, \quad \mu[i] \in \mathbb{R}^{i}  \tag{5}\\
y[i] & {\left[\begin{array}{ccc}
1 & 0 & \ldots
\end{array}\right] \mu[i], \quad 1 \leq i \leq n+r-1 }
\end{align*}\right.
$$

in which $\lambda_{j}, 1 \leq j \leq n+r-1$ are arbitrary positive reals and $d[n+r]=$ $\left[\begin{array}{llll}0 & \ldots & 0 & 1\end{array}\right]^{T}, d[j-1]=A_{c} d[j]+\lambda_{j-1} d[j], 2 \leq j \leq n+r$, and $d=d[1]$. The constants $\delta_{i}$ are given by $\left[1 \delta_{2} \cdots \delta_{n+r}\right]^{T}=[d[1] \cdots d[n+r]]^{-1} T_{1} \check{b}$. From (4) and (5), we obtain

$$
\begin{equation*}
\dot{\bar{\zeta}}=A_{n+r} \bar{\zeta}+d\left[b_{\rho} u+\sum_{i=2}^{n+r} \delta_{i} y[i-1]\right]+\sum_{i=1}^{q} \beta_{i} \alpha_{i}(y) ; \quad y=C_{n+r} \bar{\zeta} \tag{6}
\end{equation*}
$$

with $d=\left[1, d_{2}, \ldots, d_{n+r}\right]^{T}$ a Hurwitz vector such that $s^{n+r-1}+d_{2} s^{n+r-2}+$ $\cdots+d_{n+r}=\prod_{i=1}^{n+r-1}\left(s+\lambda_{i}\right)$. The output-filtered transformation

$$
\left\{\begin{array}{l}
z_{1}=\bar{\zeta}_{1} ; \quad z_{j}=\bar{\zeta}_{j}-\sum_{i=1}^{n+r} \xi_{j-1}[i] \beta_{i}, \quad 2 \leq j \leq n+r  \tag{7}\\
\dot{\xi}[i]=\left[\begin{array}{cccc}
-d_{2} & 1 & \ldots & 0 \\
\vdots & \ldots & \vdots \\
-d_{n+r-1} & 0 & \ldots & 1 \\
-d_{n+r} & 0 & \ldots & 0
\end{array}\right] \xi[i]+\left[\left.\begin{array}{c}
-d_{2} \\
\vdots \\
-d_{n+r}
\end{array} \right\rvert\, I_{n+r-2}\right] \alpha_{i}(y), 1 \leq i \leq q
\end{array}\right.
$$

maps (6) into $\dot{z}=A_{n+r} z+\left[d b_{\rho} u+\sum_{i=2}^{n+r} \delta_{i} y[i-1]+\sum_{i=1}^{q} \beta_{i}\left(\xi_{1}[i]+\alpha_{i 1}(y)\right)\right]$, where $\alpha_{i 1}$ is the first component of $\alpha_{i}$. Perform a change of coordinates by setting $\eta_{i}=z_{i+1}-d_{i+1} z_{1}$, with $1 \leq i \leq n+r-1$, which yield

$$
\left\{\begin{array}{l}
\dot{y}=\eta_{1}+d_{2} y+\sum_{i=2}^{n+r} \delta_{i} y[i-1]+\sum_{i=1}^{q} \beta_{i}\left(\alpha_{i 1}(y)+\xi_{1}[i]\right)+b_{\rho} u  \tag{8}\\
\dot{\eta}=\Gamma \eta+\bar{d} y
\end{array}\right.
$$

with

$$
\Gamma=\left[\begin{array}{cccc}
-d_{2} & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-d_{n+r-1} & 0 & \ldots & 1 \\
-d_{n+r} & 0 & \ldots & 0
\end{array}\right], \quad \bar{d}=\left[\begin{array}{c}
d_{3}-d_{2}^{2} \\
\vdots \\
d_{n+r}-d_{2} d_{n+r-1} \\
-d_{n+r} d_{2}
\end{array}\right] .
$$

With reference to (8), we define the following dynamic output feedback adaptive controller $\left(\tilde{y}=y-y_{r}\right)$

$$
\left\{\begin{array}{l}
u=\frac{1}{b_{\rho}}\left[-k \tilde{y}-\hat{\eta}_{1}-d_{2} y-\sum_{i=2}^{n+r} \hat{\delta}_{i} y[i-1]-\sum_{i=1}^{q} \hat{\beta}_{i}\left(\alpha_{i 1}(y)+\xi_{1}[i]\right)\right]  \tag{9}\\
\dot{\hat{\eta}}=\Gamma \hat{\eta}+\bar{d} y \\
\dot{\hat{\beta}}_{i}=c_{i}\left(\alpha_{i 1}(y)+\xi_{1}[i]\right) \tilde{y}, \quad 1 \leq i \leq q \\
\dot{\hat{\delta}}_{i}=c_{q+i-1} y[i-1] \tilde{y}, \quad 2 \leq i \leq n+r
\end{array}\right.
$$

in which $c_{i}, 0 \leq i \leq n+r+q-1$, are positive adaptation gains. The error dynamics are given by $\left(\tilde{\eta}=\eta-\hat{\eta}, \tilde{\beta}_{i}=\beta_{i}-\hat{\beta}_{i}, \tilde{\delta}_{i}=\delta_{i}-\hat{\delta}_{i}\right)$

$$
\left\{\begin{array}{l}
\dot{\tilde{y}}=-k \tilde{y}+\tilde{\eta}_{1}+\sum_{i=1}^{q} \tilde{\beta}_{i}\left(\alpha_{i 1}(y)+\xi_{1}[i]\right)+\sum_{i=2}^{n+r} \tilde{\delta}_{i} y[i-1]  \tag{10}\\
\dot{\tilde{\eta}}^{2}=\Gamma \tilde{\eta} \\
\dot{\tilde{\beta}}_{i}=-c_{i} \tilde{y}\left(\alpha_{i 1}(y)+\xi_{1}[i]\right), \quad 1 \leq i \leq q \\
\dot{\tilde{\delta}}_{i}=-c_{q+i-1} y[i-1] \tilde{y}, \quad 2 \leq i \leq n+r .
\end{array}\right.
$$

In order to prove the stability of the closed loop system, we consider the function $V=\frac{1}{2} \tilde{y}^{2}+\epsilon \tilde{\eta}^{T} P \tilde{\eta}+\frac{1}{2} \sum_{i=1}^{q} \frac{1}{c_{i}} \tilde{\beta}_{i}^{2}+\frac{1}{2} \sum_{i=2}^{n+r} \frac{1}{c_{q+i-1}} \tilde{\delta}_{i}^{2}$ with $P>0$ being the matrix solution of $\Gamma^{T} P+P \Gamma=-Q<0$ and $\epsilon>0$. Its time derivative along (10) is such that $\dot{V}=-k \tilde{y}^{2}+\tilde{y} \tilde{\eta}_{1}-\epsilon \tilde{\eta}^{T} Q \tilde{\eta}$, which implies by a proper choice of $\epsilon$ that for a suitable $c>0$

$$
\begin{equation*}
\dot{V}(t) \leq-c\left\|\tilde{y}^{T}(t), \tilde{\eta}^{T}(t)\right\|^{2} \tag{11}
\end{equation*}
$$

so that all the error variables are bounded. Since $y_{r}$ is constant and bounded we deduce that $y(t)$ and consequently $\xi[i](t)$ are bounded. Now, consider the change of coordinates $y=x_{1}, \bar{\eta}_{i}=x_{i+1}-\check{b}_{i+1} x_{1}$, with $1 \leq i \leq n-1$. By computing $\dot{\bar{\eta}}$ and recalling that $y(t), w(t)$ are bounded, it can be shown that $\bar{\eta}(t)$ and $x(t)$ are bounded. In particular we have

$$
\begin{equation*}
b_{\rho} u=\frac{d y}{d t}-\check{b}_{2} y-G_{1}^{T} w-\Phi_{1}-\bar{\eta}_{1} \tag{12}
\end{equation*}
$$

and from (5) $(1 \leq i \leq n+r-1)$ we deduce the expression $\sum_{j=0}^{i} d_{n+r-j}[n+r-$ $i] \frac{d^{j} y[i]}{d t^{j}}=u$, which substituted in (12) gives $b_{\rho} \sum_{j=0}^{i} d_{n+r-j}[n+r-i] \frac{d^{j} y[i]}{d t^{j}}=$ $\frac{d y}{d t}-\check{b}_{2} y-G_{1}^{T} w-\bar{\eta}_{1}-\Phi_{1}$ with $(1 \leq i \leq n+r-1)$. Since $y(t), \bar{\eta}_{1}(t)$ and $w(t)$ are bounded and the polynomials $s^{n+r-i}+d_{n+r-i+1}[n+r-i] s^{n+r-i+1}+$ $\cdots+d_{n+r}[n+r-i], 1 \leq i \leq n+r-1$ are Hurwitz, it follows that $y[i](t)$,
$1 \leq i \leq n+r-1$, are bounded and from the first equation in (9) $u(t)$ is also bounded. Therefore, from (5), $\mu[i](t)$ are bounded, $1 \leq i \leq n+r-1$. From (11), we can write

$$
\begin{equation*}
\int_{0}^{t}\left\|\tilde{y}^{T}(\tau), \tilde{\eta}^{T}(\tau)\right\|^{2} d \tau \leq-\frac{1}{c} \int_{0}^{t} \dot{V}(\tau) d \tau \leq \frac{1}{c} V(0) \tag{13}
\end{equation*}
$$

From (10), $\dot{\tilde{y}}$ and $\dot{\tilde{\eta}}$ are bounded and therefore, applying Barbalat's Lemma (see [27]) from (13) we obtain $\lim _{t \rightarrow \infty} \tilde{y}(t)=0$, while (10) implies that $\tilde{\eta}(t)$ converge exponentially to zero. If the relative degree is $1<\rho \leq n$, we introduce the input-filtered transformation $\left(\bar{\mu} \in \mathbb{R}^{\rho-1}\right)$

$$
\bar{x}=x-b_{\rho} \sum_{i=2}^{\rho} \bar{b}[i] \bar{\mu}_{i-1} ; \quad \dot{\bar{\mu}}=\left[\begin{array}{cccc}
-\bar{\lambda}_{1} & 1 & \ldots & 0  \tag{14}\\
0 & -\bar{\lambda}_{2} & \ldots & 0 \\
\vdots & \vdots & \ldots & \vdots \\
0 & 0 & \ldots & 1 \\
0 & 0 & \ldots & -\bar{\lambda}_{\rho-1}
\end{array}\right] \bar{\mu}+\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
1
\end{array}\right] u
$$

with $\bar{b}[\rho]=\check{b}, \bar{b}[i-1]=A_{c} \bar{b}[i]+\bar{\lambda}_{i-1} \bar{b}[i]$, for $\rho \geq i \geq 2$ and $\bar{\lambda}_{i}, 1 \leq i \leq \rho-1$, arbitrary positive reals. We obtain from (1) and (14)

$$
\begin{equation*}
\dot{\bar{x}}=A_{n} \bar{x}+\bar{b}\left(b_{\rho} \bar{\mu}_{1}\right)+\Phi(y)+G w ; \quad y=C_{c} \bar{x} \tag{15}
\end{equation*}
$$

where $\bar{b}=\bar{b}[1]=\left[1, \bar{b}_{2}, \ldots, \bar{b}_{n}\right]^{T}$ is, by construction, an unknown Hurwitz vector such that $s^{n-1}+\bar{b}_{2} s^{n-2}+\cdots+\bar{b}_{n}=\left(s^{n-\rho}+\check{b}_{\rho+1} s^{n-\rho-1}+\cdots+\right.$ $\left.\check{b}_{n}\right) \prod_{i=1}^{\rho-1}\left(s+\bar{\lambda}_{i}\right)$. System (15) is in the same form of system (1), with relative degree one with respect to the fictitious input $\bar{\mu}_{1}(t)$ (and $\bar{b}$ in place of $\breve{b}$ ). Accordingly, we proceed along the same steps followed in the relative-degreeone case, with the arguments used in [26] (see also [27]) to take into account that now the control input $u(t)$ feeds system (14) yielding the fictitious input $\bar{\mu}_{1}(t)$.
The previous arguments can be summarized as follows
Proposition 1. Consider system (1)-(2). If assumptions (H1)-(H2) hold, then the Problem addressed is solvable.

## 4 A Regulator for Non-Minimum Phase Systems

In this section we describe a regulation strategy to solve the stated problem without assuming that the system (1) is minimum phase. By relaxing this constraint the following assumptions (H3) and (H4) replace the assumptions (H1) and (H2) in the previous section.
(H3) The zeroes of the polynomial $b_{1} s^{n-1}+\cdots+b_{n-1} s+b_{n}$ and the eigenvalues of the matrix $R$ are disjoint sets.

By virtue of assumption (H3) along with the definition of the matrix $A_{n}$ there exists a global solution $\Pi, \gamma$ to the regulator equations

$$
\begin{equation*}
\Pi R=\Phi\left(y_{r}\right)+A_{n} \Pi+b \gamma+G ; \quad C_{n} \Pi=q \tag{16}
\end{equation*}
$$

where $q \in \mathbb{R}^{r}$ is an eigenvector of $R$ associated with the eigenvalue $\lambda=0$ such that $q w(t)=y_{r}$ for all $t \geq 0$. If we define $x_{r}=\Pi w$ as the reference state trajectory and $u_{r}=\gamma w$ as the reference input, from (16) it follows $\dot{x}_{r}=\Phi\left(y_{r}\right)+A_{n} x_{r}+b u_{r}+G w$ and $y_{r}=C_{n} x_{r}$. Defining $\tilde{x}=x-x_{r}, \tilde{y}=y-y_{r}$, $\tilde{\Phi}(\tilde{y})=\Phi\left(\tilde{y}+y_{r}\right)-\Phi\left(y_{r}\right)$, the regulation error dynamics are given by

$$
\begin{equation*}
\dot{\tilde{x}}=A_{n} \tilde{x}+\tilde{\Phi}(\tilde{y})+b\left(u-u_{r}\right) ; \quad \tilde{y}=C_{n} \tilde{x} . \tag{17}
\end{equation*}
$$

(H4) There exists an output feedback dynamic controller

$$
\begin{equation*}
\dot{Y}=\bar{L}(Y, \tilde{y}) ; u_{S}=\bar{M}(Y, \tilde{y}) \tag{18}
\end{equation*}
$$

with state $Y \in \mathbb{R}^{s}$, a global diffeomorphism $\bar{X}=\Psi(X)$ with $X=\left[\tilde{x}^{T}, Y^{T}\right]^{T}$, and a positive definite Lyapunov function $V(\bar{X}), V \in C^{1}$ such that by setting
$F(X)=\left[\begin{array}{c}A_{n} \tilde{x}+\tilde{\Phi}\left(C_{n} \tilde{x}\right)+b \bar{M}\left(Y, C_{n} \tilde{x}\right) \\ \bar{L}\left(Y, C_{n} \tilde{x}\right)\end{array}\right] ; \bar{F}(\bar{X})=\left[\frac{\partial \Psi}{\partial X} F(X, t)\right]_{X=\Psi-1(\bar{X})}$
and $B=\left[b^{T} 0\right]^{T}$, the following holds: (i) $C_{n+s} \bar{X}=\tilde{y}$; (ii) $\frac{\partial \Psi}{\partial X} B=\bar{B}$ with $\bar{B} \in$ $\mathbb{R}^{n+s}$ constant vector; (iii) $\alpha_{1}\|\bar{X}\|^{2} \leq V(\bar{X}) \leq \alpha_{2}\|\bar{X}\|^{2} ;$ (iv) $\frac{\partial V}{\partial X} \bar{F}(\bar{X}) \leq$ $-\alpha_{3}\|\bar{X}\|^{2} ;(v)\left\|\frac{\partial V}{\partial X}\right\| \leq \alpha_{4}\|\bar{X}\|$.
Remark 2. If there exists a controller (18) such that $\dot{X}=F(X)$ is globally exponentially stable and $\frac{\partial F}{\partial X}$ is bounded for all $X \in \mathbb{R}^{n+s}$, then (see [19], Theorem 3.12), then (H4) is satisfied with $\bar{X}=X$ and a suitable $V(X)$ complying with H4-(iii)-(v).

Remark 3. If system (17) complies with hypothesis (H1) i.e. is minimum phase then a diffeomorphism $\bar{X}=\Psi(X)$ and a Lyapunov function $V(\bar{X})$ complying with (H4)(i)-(v) can always be constructed iteratively, as shown in [27], Section 6.3, pages 255-269. Hence assumptions (H3) and (H4) are weaker than assumptions (H1) and (H2).

The reference input $u_{r}(t)=\gamma w(t)$ defined according to (16) is the sum of $m$ biased sinusoids

$$
\begin{equation*}
u_{r}(t)=\kappa_{0}+\sum_{h=1}^{m} \kappa_{h} \sin \left(\omega_{h} t+\phi_{h}\right) \tag{19}
\end{equation*}
$$

with unknown bias $\kappa_{0}$, unknown magnitudes, $\kappa_{h}$, unknown phases $\phi_{h}$, unknown distinct frequencies $\omega_{h}$ for all $h \in[1, m] ; m$ is an unknown integer such that $0 \leq m \leq M$, with $2 M+1=r$ known upper bound. By virtue of (19) defining $\theta=\left[\theta_{1}, \theta_{2}, \ldots, \theta_{m}\right]^{T}$ so that

$$
\begin{equation*}
s^{2 m}+\theta_{1} s^{2 m-2}+\ldots+\theta_{m-1} s^{2}+\theta_{m}=\prod_{i=1}^{m}\left(s^{2}+\omega_{i}^{2}\right) \tag{20}
\end{equation*}
$$

the reference $u_{r}(t)$ can be modelled as the output of the following $(2 m+$ 1)-order linear exosystem

$$
\dot{\bar{w}}=\left[\begin{array}{ll}
S(\theta) & 0  \tag{21}\\
0 & 0
\end{array}\right] \bar{w} ; u_{r}=\left[\begin{array}{lllll}
1 & 0 & \cdots & 0 & 1
\end{array}\right] \bar{w},
$$

with state $\bar{w} \in \mathbb{R}^{2 m+1}$, initial condition $\bar{w}(0) \in \mathbb{R}^{2 m+1}$ that excites all oscillatory modes associated with the eigenvalues on the imaginary axis; the latter are parametrized by the vector $\theta \in \mathbb{R}^{m}$ with $S(\theta)=A_{2 m}$ $\left[0, \theta_{1}, 0, \theta_{2}, 0, \ldots, \theta_{m}\right]^{T} C_{2 m}$.

### 4.1 A Global Filtered Transformation

The aim of this section is to transform (17) and (21) into an "adaptive observer form" (see [24]). The first step is to introduce an auxiliary nonlinear filter $\left(\hat{x} \in \mathbb{R}^{n}\right)$

$$
\begin{equation*}
d \hat{x} / d t=\left[A_{n}-a C_{n}\right] \hat{x}+\tilde{\Phi}\left(\tilde{y}, y_{r}\right)+a \tilde{y}+b u \tag{22}
\end{equation*}
$$

where $a=\left[a_{n-1}, a_{n-2}, \ldots, a_{0}\right]^{T}$ and $a_{i} \in \mathbb{R}^{+}, 0 \leq i \leq n-1$, are design parameters such that the polynomial $p_{a}(s)=s^{n}+a_{n-1} s^{n-1}+\ldots+a_{1} s+a_{0}$ has all its roots with negative real part. By setting $\bar{x}=\tilde{x}-\hat{x}$, from (17), (22), we obtain the linear error dynamics

$$
\begin{equation*}
d \bar{x} / d t=\left[A_{n}-a C_{n}\right] \bar{x}-b u_{r} ; \quad \bar{x}_{1}=C_{n} \bar{x}=\tilde{y}-\bar{x}_{1} . \tag{23}
\end{equation*}
$$

The autonomous system (23), (21) with state $\left[\bar{x}^{T}, \bar{w}^{T}\right]^{T} \in \mathbb{R}^{2 m+n+1}$ by virtue of (H3) is observable from the available output $\bar{x}_{1}$ for every $\theta$ complying with (20); hence it is transformed into the observer canonical form $\left(\zeta \in \mathbb{R}^{2 m+n+1}\right)$

$$
\begin{equation*}
d \zeta / d t=A_{n+2 m+1} \zeta-\bar{a}_{0}[m] \bar{x}_{1}-\sum_{i=1}^{m} \theta_{i} \bar{a}_{i}[m] \bar{x}_{1} ; \quad \bar{x}_{1}=C_{n+2 m+1} \zeta \tag{24}
\end{equation*}
$$

with $\bar{a}_{i}[m] \in \mathbb{R}^{n+2 m+1}, i \in[0, m]$ given by

$$
\begin{align*}
\bar{a}_{0}[m] & =\left[a_{n-1}, \ldots, a_{0}, 0,0,0, \ldots, 0,0,0\right]^{T}, \\
\bar{a}_{1}[m] & =\left[0,1, a_{n-1}, \ldots, a_{0}, 0,0,0, \ldots, 0\right]^{T}, \\
\bar{a}_{2}[m] & =\left[0,0,0,1, a_{n-1}, \ldots, a_{0}, 0, \ldots, 0\right]^{T}, \ldots, \\
\bar{a}_{m}[m] & =\left[0,0,0, \ldots, 0,1, a_{n-1}, \ldots, a_{0}, 0\right]^{T}, \tag{25}
\end{align*}
$$

by a linear transformation (which is nonsingular for all $\theta$ complying with (20)) expressed in matrix form as $\zeta=T_{m}(\theta)\left[\bar{x}^{T}, \bar{w}^{T}\right]$ where the columns $t_{i}[m]$, $i \in[1, n+2 m+1]$ of the matrix $T_{m}(\theta)=\left[t_{1}[m], \ldots, t_{n+2 m+1}[m]\right]$ are

$$
\begin{align*}
t_{1}[m] & =\left[1,0, \theta_{1}, \ldots, 0, \theta_{m}, 0, \ldots, 0\right]^{T}, \\
t_{2}[m] & =\left[0,1,0, \theta_{1}, \ldots, 0, \theta_{m}, 0, \ldots, 0\right]^{T}, \\
\vdots & \\
t_{n}[m] & =\left[0, \ldots, 0,1,0, \theta_{1}, \ldots, 0, \theta_{m}, 0\right]^{T}, \\
t_{n+1}[m] & =\left[0,-b_{1}, \ldots,-b_{n}, 0,0, \ldots, 0\right]^{T}, \\
t_{n+2}[m] & =\left[0,0,-b_{1}, \ldots,-b_{n}, 0, \ldots, 0\right]^{T}, \\
\vdots &  \tag{26}\\
t_{n+2 m}[m] & =\left[0, \ldots, 0,-b_{1}, \ldots,-b_{n}, 0\right]^{T}, \\
t_{n+2 m+1}[m] & =t_{n+1}[m]+\sum_{i=1}^{m-1} \theta_{i} t_{n+2 i+1}[m]+\theta_{m}\left[0, \ldots, 0,-b_{1}, \ldots,-b_{n}\right]^{T} .
\end{align*}
$$

Set $\bar{d}[m]=\left[d_{1}, \ldots, d_{n+2 m}\right]^{T} \in \mathbb{R}^{n+2 m}$ where $d_{i} \in \mathbb{R}^{+}, 1 \leq i \leq n+2 m$, are positive real numbers such that all the roots of $p_{d}(s)=s^{n+2 m}+d_{1} s^{n+2 m-1}+$ $\cdots+d_{n+2 m}$ have negative real part. Define as in [24] the filters ( $\xi_{i} \in \mathbb{R}^{n+2 m}$, $\left.\mu_{i} \in \mathbb{R}, 1 \leq i \leq m\right)$

$$
\begin{equation*}
d \xi_{i} / d t=\left[A_{n+2 m}-\bar{d}[m] C_{n+2 m}\right] \xi_{i}-\left[0, I_{n+2 m}\right] \bar{a}_{i}[m] \bar{x}_{1}, \quad \mu_{i}=C_{n+2 m} \xi_{i} \tag{27}
\end{equation*}
$$

According to [24] the filtered transformation $\bar{\zeta}=\zeta-\left[\begin{array}{c}0 \\ \sum_{i=1}^{m} \xi_{i} \theta_{i}\end{array}\right]$, with $\bar{\zeta} \in$ $\mathbb{R}^{n+2 m+1}$, mapping the state vector $\zeta$ into a new state vector $\bar{\zeta}$, transforms system (24) into an "adaptive observer" form

$$
d \bar{\zeta} / d t=A_{n+2 m+1} \bar{\zeta}-\bar{a}_{0}[m] \bar{x}_{1}+\left[\begin{array}{c}
1  \tag{28}\\
\bar{d}[m]
\end{array}\right] \mu^{T} \theta ; \quad \bar{x}_{1}=C_{n+2 m+1} \bar{\zeta}
$$

where $\mu=\left[\mu_{1}, \mu_{2}, \ldots \mu_{m}\right]^{T}$. The transformation from $\bar{\zeta}$ to $\left[\bar{x}^{T} \bar{w}^{T}\right]^{T}$ is given by

$$
\binom{\bar{x}}{\bar{w}}=T_{m}^{-1}(\theta)\left(\bar{\zeta}+\left[\begin{array}{c}
0  \tag{29}\\
\sum_{i=1}^{m} \xi_{i} \theta_{i}
\end{array}\right]\right) .
$$

Notice that the map $T_{m}^{-1}(\theta)$ is well defined since by $(\mathrm{H} 3)$ the matrix $T_{m}(\theta)$ is invertible for all $\theta$ complying with (20). If $t_{m}^{*}(\theta)$ denotes the sum of the $(n+1)$-th and the $(n+2 m+1)$-th rows of the adjoint of the matrix $T_{m}(\theta)$, then the sinusoidal reference $u_{r}(t)=\left[\begin{array}{lllll}1 & 0 & \cdots & 0 & 1\end{array}\right] \bar{w}$ by (29) can be expressed as

$$
u_{r}(t)=\frac{1}{\operatorname{det} T_{m}(\theta)} t_{m}^{*}(\theta)\left(\bar{\zeta}(t)+\left[\begin{array}{c}
0  \tag{30}\\
\sum_{i=1}^{m} \xi_{i}(t) \theta_{i}
\end{array}\right]\right) .
$$

### 4.2 How to Detect the Number of Excited Frequencies

A key step in the regulator design is to build a dynamical system whose residual outputs are related to the number of excited frequencies. To this purpose, three cascaded filters are introduced: the first filter is defined as

$$
\left\{\begin{align*}
d \eta / d t & =A_{\eta} \eta+[0, \ldots, 0,1]^{T} \bar{x}_{1}  \tag{31}\\
\nu_{i} & =\eta_{2 M-2 i+4}, \quad 1 \leq i \leq M+1
\end{align*}\right.
$$

with state $\eta=\left[\eta_{1}, \eta_{2}, \ldots \eta_{2 M+2}\right]^{T} \in \mathbb{R}^{2 M+2}$, initial condition $\eta(0) \in \mathbb{R}^{2 M+2}$, input $\bar{x}_{1}(t)$ given in (23), output $\nu=\left[\nu_{1}, \nu_{2}, \ldots \nu_{M+1}\right]^{T}$, where $A_{\eta}=$ $A_{n+2 M+2}-[0, \ldots, 0,1]^{T}\left[\bar{\alpha}_{0}, \bar{\alpha}_{1}, \ldots, \bar{\alpha}_{2 M+1}\right]$, and the design parameters $\bar{\alpha}_{i}$, $0 \leq i \leq 2 M+1$ are such that the polynomial $p_{\bar{\alpha}}(s)=s^{2 M+2}+\bar{\alpha}_{2 M+1} s^{2 M+1}+$ $\ldots+\bar{\alpha}_{1} s+\bar{\alpha}_{0}$ has all its roots with negative real part. The dynamical system (31) is introduced to generate the output $\nu \in \mathbb{R}^{M+1}$ whose first $i$ entries $\bar{\nu}_{i}=\left[\nu_{1}(t), \nu_{2}(t), \ldots, \nu_{i}(t)\right]$ with $i \in[1, M+1]$ can be shown to be persistently exciting if $1 \leq i \leq m$ and not persistently exciting if $m+1 \leq i \leq M+1$. The vector $\nu(t) \in \mathbb{R}^{M+1}$ is the input to the second filter

$$
\left\{\begin{align*}
\frac{d \Omega}{d t} & =-c_{1} \Omega+\nu \nu^{T}, \Omega(0)>0  \tag{32}\\
q_{i} & =\left|\operatorname{det}\left(\Omega_{i}\right)\right|^{\frac{1}{i}}, 1 \leq i \leq M+1
\end{align*}\right.
$$

with state $\Omega \in \mathbb{R}^{M+1} \times \mathbb{R}^{M+1}$ symmetric and positive definite initial condition $\Omega(0)>0$, outputs $q_{i}(t), 1 \leq i \leq M+1$, where $\Omega_{i} \in \mathbb{R}^{i} \times \mathbb{R}^{i}, 1 \leq i \leq M+1$, denotes the matrix collecting the first $i \times i$ entries of $\Omega$ and $c_{1} \in \mathbb{R}^{+}$is a design parameter. Notice that $\Omega$ is symmetric and (32) can be implemented by a filter whose dimension is $(M+3 M+2) / 2$. It can be shown by virtue of the persistency of excitation condition that

$$
\begin{equation*}
q_{i}(t) \geq q_{M}>0 \text { for } 1 \leq i \leq m \tag{33}
\end{equation*}
$$

where $q_{M}$ is a suitable positive real while $q_{i}(t)$ with $m+1 \leq i \leq M+1$ are exponentially vanishing. The outputs $q_{i}(t)$ of filter (32) are the inputs of the third filter

$$
\begin{equation*}
d \chi_{i} / d t=-\left[\sigma_{i}\left(q_{i}\right)+\psi\left(\chi_{i}\right)\right] \chi_{i}+\tilde{\sigma}_{i}\left(q_{M+1}\right) \tag{34}
\end{equation*}
$$

with $1 \leq i \leq M$, state $\chi=\left(\chi_{1}, \ldots, \chi_{M}\right)^{T}$, in which $\chi_{i}(0)>0 ; \sigma_{i}(\cdot)$ and $\tilde{\sigma}_{i}(\cdot)$ with $1 \leq i \leq M$ are suitable class $\mathcal{K}$ functions. The function $\psi\left(\chi_{i}\right)$ depends on a design parameter $\chi_{0} \in \mathbb{R}^{+}$and is defined as $\psi\left(\chi_{i}\right)=0$ if $\chi_{i} \leq \chi_{0}$; $\psi\left(\chi_{i}\right)=4\left(\chi_{i}-\chi_{0}\right)^{2} / \chi_{i}^{2}$ if $\chi_{0} \leq \chi_{i} \leq 2 \chi_{0}$ and $\psi\left(\chi_{i}\right)=1$ if $2 \chi_{0} \leq \chi_{i}$. It can be shown that $\chi_{i}(t)$ for $1 \leq i \leq m$ are globally vanishing functions and $\chi_{i}(t) \geq \bar{\chi}>0$ for all $t \geq 0$ and $m+1 \leq i \leq M$, where $\bar{\chi}$ is a suitable positive real: hence the cascaded filters allow us to asymptotically determine the number $m \in[0, M]$. The result (see [23]) is summarized below.

Lemma 1. Consider the cascaded interconnection of the filters (31), (32), (34) with input $\bar{x}_{1} \in \mathbb{R}$ given by (23), state $\eta \in \mathbb{R}^{2 M+2}, \Omega \in \mathbb{R}^{M+1} \times \mathbb{R}^{M+1}$, $\chi \in \mathbb{R}^{M}$, and outputs

$$
\begin{cases}\beta_{i}(t)=1 & \text { if } q_{i}(t)>c_{2} \chi_{i}(t)  \tag{35}\\ \beta_{i}(t)=q_{i} /\left(c_{2} \chi_{i}\right) & \text { if } q_{i}(t) \leq c_{2} \chi_{i}(t)\end{cases}
$$

where $i \in[1, M]$ and $c_{2} \in \mathbb{R}^{+}$is a design parameter. The following holds: (i) the state trajectories are bounded for any $\eta(0) \in \mathbb{R}^{2 M+2}, \Omega(0) \in \mathbb{R}^{M+1} \times \mathbb{R}^{M+1}$ such that $\Omega(0)>0$, and any $\chi_{i}(0)>0,1 \leq i \leq M$; (ii) the functions $\beta_{i}(t)$, $i \in[1, M]$, are such that $0 \leq \beta_{i}(t) \leq 1$, for all $t \geq 0$, and

$$
\left\{\begin{array}{l}
\lim _{t \rightarrow \infty} \beta_{i}(t)=1 \text { for } 1 \leq i \leq m  \tag{36}\\
\lim _{t \rightarrow \infty} \beta_{i}(t)=0 \text { for } m+1 \leq i \leq M
\end{array}\right.
$$

where the functions $\beta_{i}(t), i \in[1, M]$, tend exponentially to their limits.

### 4.3 Adaptive Regulator Design with Frequencies Identification

In this section we design an adaptive observer for system (28) and determine an estimate $\widehat{u}_{r}(t)$ of the reference $u_{r}(t)$ via (30); the control input $u$ is the sum of $\widehat{u}_{r}(t)$ and the function $\bar{M}(Y, y)$ in (18). To this purpose we define the diagonal matrix $\bar{U}(t) \in \mathbb{R}^{n+2 M} \times \mathbb{R}^{n+2 M}$, with entries $\bar{U}_{i, i}(t)=1$ for $1 \leq i \leq n$ and $\bar{U}_{i, i}(t)=\beta_{k}(t)$, with $k=\left\lceil\frac{i-n}{2}\right\rceil$ for $n+1 \leq i \leq n+2 M$. Consider the vectors $\bar{\beta}(t)=\left[\bar{\beta}_{0}(t), \ldots, \bar{\beta}_{M}(t)\right]$ and $\bar{\delta}(t)$ defined as

$$
\begin{gather*}
\left\{\begin{array}{l}
\bar{\beta}_{0}(t)=\left(1-\beta_{1}(t)\right) ; \bar{\beta}_{M}(t)=\beta_{M}(t) \\
\bar{\beta}_{i}(t)=\beta_{i}(t)\left(1-\beta_{i+1}(t)\right) \text { for } 1 \leq i \leq M-1
\end{array}\right.  \tag{37}\\
\bar{\delta}(t)=\bar{\beta}_{0}(t)\binom{\bar{d}[0]}{0}+\ldots+\bar{\beta}_{M-1}(t)\binom{\bar{d}[M-1]}{0}+\bar{\beta}_{M}(t)(\bar{d}[M]) \tag{38}
\end{gather*}
$$

where the entries of the constant vectors $\bar{d}[i] \in \mathbb{R}^{n+2 i}, 0 \leq i \leq M$ are design parameters such that the polynomials $s^{n+2 i}+\left[s^{n+2 i-1}, s^{n+2 i-2}, \ldots, 1\right] \bar{d}[i]$ are Hurwitz. Notice that by (36)

$$
\left\{\begin{array}{l}
\lim _{t \rightarrow \infty} \bar{\beta}_{m}(t)=1  \tag{39}\\
\lim _{t \rightarrow \infty} \bar{\beta}_{i}(t)=0, \forall i \neq m
\end{array} ; \quad \lim _{t \rightarrow \infty} \bar{U}(t)=\left[\begin{array}{l}
\left.\frac{I_{n+2 m} \mid 0}{0} \right\rvert\, 0
\end{array}\right] ; \lim _{t \rightarrow \infty} \bar{\delta}(t)=\left[\begin{array}{c}
\bar{d}[m] \\
0
\end{array}\right]\right.
$$

where the entries of the matrix $\bar{U}(t)$ and of the vector $\bar{\delta}(t)$ tend exponentially to their limits. The matrix $\bar{U}(t)$ and the vector $\bar{\delta}(t)$ are the tools to construct a generalization of the filters (27) that by virtue of (39) are adaptive with respect to the unknown number $m$ : they are defined as

$$
\left\{\begin{align*}
d \widehat{\xi}_{i} / d t= & \bar{U}\left\{\left(A_{n+2 M}-\bar{\delta}(t) C_{n+2 M}\right) \widehat{\xi}_{i}-\left(\left[0, I_{n+2 M}\right] \bar{a}_{i}[M]\right) \bar{x}_{1}\right\}  \tag{40}\\
& -c_{3}\left(I_{n+2 M}-\bar{U}\right) \widehat{\xi}_{i} \\
\widehat{\mu}_{i}= & \beta_{i} C_{n+2 M} \widehat{\xi}_{i} ; \quad 1 \leq i \leq M
\end{align*}\right.
$$

with state variables $\widehat{\xi}_{i} \in \mathbb{R}^{n+2 M}, 1 \leq i \leq M$, arbitrary initial conditions $\widehat{\xi}_{i}(0) \in \mathbb{R}^{n+2 M}$, where $c_{3} \in \mathbb{R}^{+}$is a positive design parameter and $\bar{a}_{i}[M]$, $1 \leq i \leq M$ are defined according to (25) with $M$ in place of $m$. We consider now an observer for system (28) which is adaptive with respect to the unknown number $m$ of excited frequencies

$$
\left\{\begin{align*}
d \widehat{\zeta} / d t= & U(t)\left\{\left(A_{n+2 M+1}-K(t) C_{n+2 M+1}\right) \widehat{\zeta}+\left(K(t)-\bar{a}_{0}[M]\right) \bar{x}_{1}\right.  \tag{41}\\
& \left.+\delta(t) \sum_{i=1}^{M} \widehat{\mu}_{i} \widehat{\theta}_{i}\right\}-c_{4}\left[I_{n+2 M+1}-U(t)\right] \widehat{\zeta} \\
d \widehat{\theta}_{i} / d t= & g_{i} \widehat{\mu}_{i}(t)\left[\bar{x}_{1}-\widehat{\zeta}_{1}\right]-\bar{g}_{i}\left[1-\beta_{i}(t)\right] \widehat{\theta}_{i} ; \quad 1 \leq i \leq M
\end{align*}\right.
$$

with $\widehat{\zeta} \in \mathbb{R}^{n+2 M+1}, \widehat{\theta}=\left[\widehat{\theta}_{1}, \widehat{\theta}_{2}, \ldots, \widehat{\theta}_{M}\right]^{T} \in \mathbb{R}^{M}$, arbitrary initial conditions $\widehat{\zeta}(0) \in \mathbb{R}^{n+2 M+1}, \widehat{\theta}(0) \in \mathbb{R}^{M}$, in which $\widehat{\zeta}_{1}=C_{n+2 M+1} \widehat{\zeta}, g_{i}, \bar{g}_{i} \in \mathbb{R}^{+}, c_{4} \in \mathbb{R}^{+}$ are design parameters and $\bar{a}_{0}[M]$ is defined according to (25) with $M$ in place of $m$; the matrix $U(t) \in \mathbb{R}^{n+2 M+1} \times \mathbb{R}^{n+2 M+1}$ and the vector $\delta(t) \in \mathbb{R}^{n+2 M+1}$ are defined as $U(t)=\left[\begin{array}{cc}1 & 0 \\ 0 & \bar{U}(t)\end{array}\right], \delta(t)=\left[\begin{array}{c}1 \\ \bar{\delta}(t)\end{array}\right]$; the vector $K(t) \in \mathbb{R}^{n+2 M+1}$ is $K(t)=\left(A_{n+2 M+1}+\lambda I_{n+2 M+1}\right) \delta(t)$ with $\lambda \in \mathbb{R}^{+}$design parameter. Let $j$ be an integer such that $j \in[0, M]$; consider a partition of the vectors $\widehat{\xi}_{i} \in \mathbb{R}^{n+2 M}$ $1 \leq i \leq M, \widehat{\zeta} \in \mathbb{R}^{n+2 M+1}$, and $\widehat{\theta} \in \mathbb{R}^{M}$ into subvectors whose dimension depends on the integer $j$ as follows:

$$
\widehat{\xi}_{i}=\left[\begin{array}{l}
\widehat{\xi}_{i}^{[j]} \in \mathbb{R}^{n+2 j}  \tag{42}\\
\breve{\xi}_{i}^{[j]} \in \mathbb{R}^{2(M-j)}
\end{array}\right] ; \widehat{\zeta}=\left[\begin{array}{l}
\widehat{\zeta}^{[j]} \in \mathbb{R}^{n+2 j+1} \\
\breve{\zeta}^{[j]} \in \mathbb{R}^{2(M-j)}
\end{array}\right] ; \widehat{\theta}=\left[\begin{array}{l}
\widehat{\theta}^{[j]} \in \mathbb{R}^{j} \\
\breve{\theta}^{[j]} \in \mathbb{R}^{M-j}
\end{array}\right]
$$

By virtue of (39) it can be shown (see [23]) that the partition in (42) obtained by setting $j=m$ complies with the following properties.

Lemma 2. Consider the filters (40) and the observer (41). Set in (42) $j=m$. Then: (i) $\left(\xi_{i}-\widehat{\xi}_{i}^{[m]}\right), \breve{\xi}_{i}^{[m]}$, with $1 \leq i \leq m,\left(\bar{\zeta}-\widehat{\zeta}^{[m]}\right), \breve{\zeta}^{[m]},\left(\theta-\widehat{\theta}^{[m]}\right), \breve{\theta}^{[m]}$, tend exponentially to zero for any initial condition of the systems (28), (40), (41); (ii) $\widehat{\xi}_{i} \in \mathbb{R}^{n+2 M}$, with $1 \leq i \leq M, \widehat{\theta} \in \mathbb{R}^{M}$ and $\widehat{\zeta} \in \mathbb{R}^{n+2 M+1}$ are bounded.

By virtue of Lemmas 1 and 2 we construct an estimate of the reference $u_{r}(t)$ in (30). To this purpose, let $j \in[0, M]$ and consider the matrix $T_{j}\left(\widehat{\theta}^{[j]}\right) \in$ $\mathbb{R}^{n+2 j+1} \times \mathbb{R}^{n+2 j+1}$ whose columns are obtained from (26) with $j$ in place of $m$ and $\widehat{\theta}^{[j]} \in \mathbb{R}^{j}$ in place of $\theta \in \mathbb{R}^{m}$. Let $t_{j}^{*}\left(\widehat{\theta}^{[j]}\right)$ be the sum of the $(n+1)$-th and the $(n+2 j+1)$-th rows of the adjoint of the matrix $T_{j}\left(\widehat{\theta}^{[j]}\right)$ for $j \in[1, M]$ and $t_{0}^{*}\left(\widehat{\theta}^{[0]}\right)$ be the $(n+1)$-th row of the matrix $T_{0}\left(\widetilde{\theta}^{[0]}\right)$. Set

$$
\widehat{\rho}_{j}(t)=t_{j}^{*}\left(\widehat{\theta}^{[j]}\right)\left(\widehat{\zeta}^{[j]}(t)+\left[\begin{array}{c}
0  \tag{43}\\
\sum_{i=1}^{M} \widehat{\xi}_{i}^{[j]}(t) \widehat{\theta}_{i}(t)
\end{array}\right]\right)
$$

with $j \in[0, M]$. Consider the filters

$$
\begin{equation*}
d p_{j} / d t=-c_{5} p_{j}+c_{6}\left(1-\bar{\beta}_{j}(t)\right)+c_{7}\left|\bar{x}_{1}-\hat{\zeta}_{1}\right| \tag{44}
\end{equation*}
$$

with $j \in[0, M]$, state $p=\left[p_{0}, p_{1}, \ldots p_{M}\right] \in \mathbb{R}^{M+1}$ driven by the inputs $\left(1-\bar{\beta}_{j}(t)\right), j \in[0, M]$, along with the estimation error $\left|\bar{x}_{1}-\widehat{\zeta}_{1}\right|$, where $c_{5}, c_{6}$, $c_{7}$ are positive design parameters. Notice that if $p_{j}(0)>0$ then all $p_{j}(t)$ with $j \neq m$ are greater than a positive lower bound, while $p_{m}(t)$ tends exponentially to zero as $t$ goes to infinity. The estimate $\hat{u}_{r}$ for the reference $u_{r}(t)$ in (30) is defined by the adaptive saturation algorithm

$$
\begin{align*}
& \widehat{u}_{r}(t)=\sum_{j=0}^{M}\left(\bar{\beta}_{j}(t) \widehat{u}_{j}(t)\right) \text { where }  \tag{45}\\
& \widehat{u}_{j}(t)= \begin{cases}\frac{\widehat{\rho}_{j}(t)}{\operatorname{det} T_{j}(\hat{\theta}[j](t))} & \text { if }\left|\operatorname{det} T_{j}\left(\widehat{\theta}^{[j]}\right)\right|>p_{j}, \\
\frac{\widehat{\rho}_{j}(t) \operatorname{det} T_{j}}{p_{j}^{2}} & \text { if }(t)) \\
& \text { idet } T_{j}\left(\widehat{\theta}^{[j]}\right) \mid \leq p_{j} .\end{cases}
\end{align*}
$$

The task of the signals $p_{j}(t)$ is to avoid the singularities in which $\operatorname{det} T_{j}\left(\widehat{\theta}^{[j]}\right)=$ 0 , while the functions $\vec{\beta}_{j}(t)$ by virtue of (36) select the correct reference estimate $\widehat{u}_{m}(t)$ in the set $\left[\widehat{u}_{0}(t), \widehat{u}_{1}(t), \ldots, \widehat{u}_{M}(t)\right]$. The overall compensating control law, which is the sum of a stabilizing part and of a disturbance rejection part, is defined as

$$
\begin{equation*}
u=\bar{M}(Y, \tilde{y})+\hat{u}_{r}(t) . \tag{46}
\end{equation*}
$$

At this point we are ready to state the properties of the regulation strategy introduced in this section.

Proposition 2. Consider system (1), (2). If assumptions (H3)-(H4) hold, then the Problem addressed is solvable. In particular, the dynamic output feedback regulator (22), (31), (32), (34), (40), (41), (44), (45), (18), (46) guarantees exponentially decreasing output regulation error for any unknown parameters $\kappa_{0} \in \mathbb{R}, \kappa_{i}, \in \mathbb{R}, \phi_{i} \in \mathbb{R}, \omega_{i} \in \mathbb{R}^{+}$with $i \in[1, m]$ of the reference input $u_{r}(t)$ given by (19) where $0 \leq m \leq M$, with $2 M+1=r$ known upper bound and any regulator initial condition such that $\operatorname{det} \Omega(0)>0, p_{j}(0)>0$, with $j \in[0, M]$ and $\chi_{i}(0)>0$ with $i \in[1, M]$.

Proof. (H3) allows to consider the error system (17) affected by the disturbance (21) instead of system (1), while assumption (H4) is used to design the stabilizing part in (46). By Lemmas 1 and 2 the vectors $\hat{x} \in \mathbb{R}^{n}, \eta \in \mathbb{R}^{2 M+2}$, $\Omega \in \mathbb{R}^{M+1} \times \mathbb{R}^{M+1}, \chi_{i} \in \mathbb{R}, \widehat{\xi}_{i} \in \mathbb{R}^{2 M}, 1 \leq i \leq M, \widehat{\zeta} \in \mathbb{R}^{v+2 M+1}, \widehat{\theta} \in \mathbb{R}^{M}$ are bounded, hence also the functions $\widehat{\rho}_{j}(t)$ with $j \in[0, M]$ defined in (43) are bounded, and we have

$$
\begin{equation*}
\left|\widehat{\rho}_{j}(t)\right| \leq \rho_{M} \text { for all } t \geq 0, \text { and } j \in[0, M] \tag{47}
\end{equation*}
$$

where $\rho_{M}$ is a suitable positive real. Next, we show by virtue of (30) and (44) that the disturbance estimation error $u_{r}(t)-\widehat{u}_{r}(t)$ is globally exponentially
vanishing. The function $\widehat{u}_{r}(t)=\sum_{j=0}^{M}\left(\bar{\beta}_{j}(t) \widehat{u}_{j}(t)\right)$ is the weighted sum of disturbance estimates for different number of exosystem's frequencies. Consider first the functions $\widehat{u}_{j}(t)$ with $j \neq m, j \in[0, M]$; they are estimates of $u_{r}$ with the incorrect number of sinusoidal frequencies. From (44), choosing $p_{j}(0)>0$ by virtue of (36) we have that $p_{j}(t)>p^{*}>0, j \neq m, j \in[0, M]$, where $p^{*}$ is a suitable positive real number. This property guarantees that the functions $\widehat{u}_{j}(t)$ with $j \neq m, j \in[0, M]$ are bounded, so that by $(36)$ each term $\bar{\beta}_{j}(t) \widehat{u}_{j}(t)$ with $j \neq m, j \in[0, M]$ is exponentially vanishing. Consider now the function $\widehat{u}_{m}(t)$ representing the estimate of $u_{r}(t)$ with the correct number of frequencies. From (44) recalling that the functions $\left(1-\bar{\beta}_{m}(t)\right)$ and $\left|\tilde{z}_{1}(t)-\widehat{\zeta}_{1}(t)\right|$ are exponentially vanishing by virtue of Lemmas 1 and 2 respectively, we deduce that

$$
\begin{equation*}
p_{m}(0) \exp \left(-a_{v} t\right) \leq p_{m}(t) \leq k_{p} \exp \left(-\lambda_{p} t\right) \tag{48}
\end{equation*}
$$

for all $t \geq 0$, and suitable positive real numbers $k_{p}$ and $\lambda_{p}$. Since by Lemma 2 the vector $\left(\theta-\widehat{\theta}^{[m]}(t)\right)$ is exponentially vanishing, then

$$
\begin{equation*}
\left|\operatorname{det} T_{m}\left(\widehat{\theta}^{[m]}\right)\right| \geq\left|\operatorname{det} T_{m}(\theta)\right|-k_{T} \exp \left(-\lambda_{s} t\right) \tag{49}
\end{equation*}
$$

for suitable positive real numbers $k_{T}$ and $\lambda_{s}$. Let $k^{*}=\max \left\{k_{T}, k_{p}\right\}$ and $\lambda^{*}=\min \left\{\lambda_{s}, \lambda_{p}\right\} ;$ from (49) and (48) we have that $\left|\operatorname{det} T_{m}\left(\widehat{\theta}^{[m]}\right)\right|>$ $p_{m}(t)$ for all $t>t^{*}$, where $t^{*}=\frac{1}{\lambda^{*}} \ln \left[\frac{2 k^{*}}{\operatorname{det} T_{m}(\theta) \mid}\right]$, so that by virtue of (44) $\widehat{u}_{m}(t)=\widehat{\rho}_{m}(t) /\left|\operatorname{det} T_{m}\left(\widehat{\theta}^{[m]}(t)\right)\right|$ for all $t>t^{*}$ and $\left|u_{r}(t)-\widehat{u}_{r}(t)\right| \leq$ $k_{a} \exp \left[-\lambda_{u}\left(t-t^{*}\right)\right]$ if $t>t^{*}$ for suitable positive real numbers $k_{a}$ and $\lambda_{u}$. Notice that for $0 \leq t \leq t^{*}$, the function $\tilde{u}_{r}(t)=u_{r}(t)-\widehat{u}_{r}(t)$ is bounded; in fact from (47) and (48) we have $\sup _{0 \leq t \leq t^{*}}\left|\tilde{u}_{r}(t)\right| \leq \sup _{0 \leq t \leq t^{*}}\left|u_{r}(t)\right|+$ $\frac{\rho_{M}}{p_{m}(0)} \exp \left(a_{v} t^{*}\right)$. We conclude that $\left|\tilde{u}_{r}(t)\right| \leq k_{u} \exp \left(-\lambda_{u} t\right)$ for all $t \geq 0$ and $k_{u}=\exp \left[\lambda_{u} t^{*}\right] \max \left\{\sup _{0 \leq t \leq t^{*}}\left|u_{r}(t)-\widehat{u}_{r}(t)\right|, k_{a}\right\}$.
By hypothesis (H4) the closed loop system (17), (18), (46) becomes $\dot{\bar{X}}=$ $\bar{F}(\bar{X})+\bar{B} \tilde{u}_{r}(t)$ with output $\tilde{y}=C_{n+s} \bar{X}$. By computing the time derivative of $V(\bar{X})$ we obtain $\frac{d V}{d t}=\frac{\partial V}{\partial X} \bar{F}+\frac{\partial V}{\partial X} \bar{B} \tilde{u}_{r}$. By H4-(iv) and H4-(v) we have $\frac{\partial V}{\partial X} \bar{B} \tilde{u}_{r} \leq \frac{\alpha_{3}}{2 \alpha_{4}^{2}}\left\|\frac{\partial V}{\partial X}\right\|^{2}+\frac{\alpha_{4}^{2}}{2 \alpha_{3}}\|\bar{B}\|^{2} \tilde{u}_{r}^{2} \leq \frac{\alpha_{3}}{2}\|\bar{X}\|^{2}+\frac{\alpha_{4}^{2}}{2 \alpha_{3}}\|\bar{B}\|^{2} \tilde{u}_{r}^{2}$ and $\frac{\partial V}{\partial X} \bar{F} \leq$ $-\alpha_{3}\|\bar{X}\|^{2}$ respectively. Recalling that by H4-(iii) $-\|\bar{X}(t)\|^{2} \leq-\frac{V(\bar{X}(t), t)}{\alpha_{2}}$, the substitution of previous inequalities in the general expression of $\frac{d V}{d t}$ yields $\frac{d V}{d t} \leq-\frac{\alpha_{3}}{2 \alpha_{2}} V(t)+\frac{\alpha_{4}^{2}}{2 \alpha_{3}}\|\bar{B}\|^{2} \tilde{u}_{r}^{2}$. Since $\tilde{u}_{r}^{2}(t) \leq k_{u}^{2} \exp \left(-2 \lambda_{u} t\right)$, we conclude that the time function $V(\bar{X}(t))$ is globally exponentially vanishing and by H4-(i) the vector $\bar{X}(t)$ and the output $\tilde{y}(t)=y(t)-y_{r}(t)=C_{n+s} \bar{X}(t)$ are globally exponentially vanishing.

## 5 Conclusion

In this paper the set point regulation of the output is considered for a class of systems with output dependent nonlinearities: the systems are allowed to be non-minimum phase and may be affected by disturbances generated by a neutrally stable linear exosystem with unknown parameters and unknown order. Two global regulation schemes have been presented, achieving global convergence to zero of the regulated output, when the order of the exosystem is uncertain and only an upper bound the exosystem order is known. The first algorithm proposed guarantees asymptotic output regulation by taking advantage of the minimum phase assumption, while the second one applies to non-minimum phase systems as well, uses an observer which is adaptive with respect to the number of excited sinusoids and provides exponentially convergent estimates of the exosystem's frequencies.
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# A Taxonomy for Time-Varying Immersions in Periodic Internal-Model Control 
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#### Abstract

Summary. In extending the solvability of the output regulation problem to encompass more general classes of time-varying exogenous systems, various non-equivalent definitions of observability play a crucial role in the definition and properties of immersion mappings establishing the so-called "internal model property." This paper proposes a classification of the immersion mappings based on the underlying observability property, and describes the connections between different canonical realizations of internal models that fully exploit such properties for robust and adaptive output regulation design in periodic systems.


This paper is humbly dedicated to Alberto Isidori, at once et magister et amicus, on the joyful occasion of his sixty-fifth birthday.

## 1 Notation and Background

Continuous matrix-valued functions $M: \mathbb{R} \rightarrow \mathbb{R}^{n \times m}$ are said to be periodic if there exists $T>0$ such that $M(t+T)=M(t)$ for all $t \in \mathbb{R}$. The smallest such $T$ is said to be the period of $M(\cdot)$. A linear time-varying system

$$
\begin{align*}
\dot{x} & =A(t) x+B(t) u \\
y & =C(t) x+D(t) u \tag{1}
\end{align*}
$$

with $x \in \mathbb{R}^{n}, u \in \mathbb{R}^{m}$ and $y \in \mathbb{R}^{p}$ is said to be periodic if $A(\cdot), B(\cdot), C(\cdot)$, and $D(\cdot)$ are all periodic with the same period. The monodromy matrix of $A(\cdot)$ is defined as $\bar{\Phi}_{A}:=\Phi_{A}(T, 0)$, where $\Phi_{A}(t, \tau)$ denotes the transition matrix. The eigenvalues of $\bar{\Phi}_{A}$ are termed the characteristic multipliers of $A(\cdot)$ (see [8].)

Lemma 1 (Sylvester differential equations). Let $S(t) \in \mathbb{R}^{s \times s}, A(t) \in$ $\mathbb{R}^{n \times n}$, and $P(t) \in \mathbb{R}^{n \times s}$ be continuous and periodic matrix-valued functions. Assume that there exist constants $\kappa, \lambda, \mu>0$, and $\sigma \geq 0$ such that

$$
\left\|\Phi_{A}(t, \tau)\right\| \leq \kappa \mathrm{e}^{-\lambda(t-\tau)}, \quad\left\|\Phi_{S}(t, \tau)\right\| \geq \mu \mathrm{e}^{\sigma(t-\tau)}
$$

for all $t, \tau \in \mathbb{R}$. Then, there exists a unique periodic solution of the Sylvester matrix differential equation (SDE)

$$
\begin{equation*}
\dot{X}(t)+X(t) S(t)=A(t) X(t)+P(t) \tag{2}
\end{equation*}
$$

Definition 1 (Observability). A time-varying (not necessarily periodic) representation $(A(\cdot), C(\cdot))$ is said to be completely observable if for any $t \in \mathbb{R}$ there exists $s>t$ such the observability gramian

$$
W(t, s)=\int_{t}^{s} \Phi_{A}^{\prime}(\tau, t) C^{\prime}(\tau) C(\tau) \Phi_{A}(\tau, t) \mathrm{d} \tau
$$

is nonsingular; it is said to be totally observable if the above holds for every $t \in \mathbb{R}$ and every $s>t$. It is said to be uniformly completely observable if there exists positive constants $\alpha_{1}, \alpha_{2}, \delta$, and a class- $\mathcal{K}$ function $\gamma(\cdot)$ such that

$$
\begin{align*}
& \alpha_{1} I \leq W(t, t+\delta) \leq \alpha_{2} I  \tag{3}\\
& \left\|\Phi_{A}(t, s)\right\| \leq \gamma(|t-s|) \tag{4}
\end{align*}
$$

hold for all $t, s \in \mathbb{R}$. Finally, the pair $(A(\cdot), C(\cdot))$ is said to be uniformly observable if the observability matrix

$$
N(t)=\left(N_{0}^{\prime}(t) N_{1}^{\prime}(t) \cdots N_{n-1}^{\prime}(t)\right)^{\prime}
$$

is nonsingular for every $t \in \mathbb{R}$, where

$$
N_{0}(t):=C(t), \quad N_{i}(t):=\frac{\mathrm{d}}{\mathrm{~d} t} N_{i-1}(t)+N_{i-1}(t) A(t), i \geq 1
$$

For periodic systems, uniform complete observability is equivalent to complete observability, and is completely characterized by the lower bound on (3). If, in addition, the entries of $(A(\cdot), C(\cdot))$ are analytic functions, uniform complete observability is equivalent to total observability. However, uniform observability is a stronger property than uniform complete observability, even for analytic periodic systems $[2,15,16]$.

## 2 Definition of the Problem

We consider in this paper parameterized families of linear time-varying plant models of the form

$$
\begin{align*}
\dot{x} & =A(t, \mu) x+B(t, \mu) u+P(t, \mu) w \\
e & =C(t, \mu) x+Q(t, \mu) w \tag{5}
\end{align*}
$$

with state $x \in \mathbb{R}^{n}$, control input $u \in \mathbb{R}$, regulated error $e \in \mathbb{R}$, and parameter vector $\mu$ taking values on a given compact set $\mathcal{P} \subset \mathbb{R}^{p}$. The exogenous
input $w \in \mathbb{R}^{n_{w}}$ is generated by a parameterized family of time-varying exosystem

$$
\begin{equation*}
\dot{w}=S(t, \sigma) w \tag{6}
\end{equation*}
$$

with parameter vector $\sigma$ ranging over a given compact set $\Sigma \subset \mathbb{R}^{s}$. It is assumed that $A(\cdot, \cdot), B(\cdot, \cdot), C(\cdot, \cdot), P(\cdot, \cdot), Q(\cdot, \cdot)$, and $S(\cdot, \cdot)$ are smooth functions, and that systems (5) and (6) are periodic with period $T>0$ for all $(\mu, \sigma) \in \mathcal{P} \times \Sigma$. To rule out trivial cases, we assume the following.

Assumption 1. The characteristic multipliers $\lambda_{i}(\sigma)$ of $S(\cdot, \sigma)$ are distinct, and satisfy $\left|\lambda_{i}(\sigma)\right|=1$ for all $i=1, \ldots, s$ and all $\sigma \in \Sigma$. Furthermore, the pair $(Q(\cdot, \mu), S(\cdot, \sigma))$ is observable for all $\sigma \in \Sigma$ and all $\mu \in \mathcal{P}$.

While the actual value of the plant parameter vector $\mu$ is unknown, we will distinguish explicitly the case in which the exosystem model is uncertain from the one in which the parameter vector $\sigma$ is known a priori. For the sake of clarity, the dependence on $\sigma$ will be dropped whenever $\sigma$ is assumed known.

Problem 1. Assume that $\sigma$ is known. The robust periodic output regulation problem consists in finding a periodic error-feedback compensator of the form

$$
\begin{align*}
\dot{\xi} & =F(t) \xi+G(t) e \\
u & =H(t) \xi+K(t) e \tag{7}
\end{align*}
$$

with state $\xi \in \mathbb{R}^{\nu}$, such that, for all $\mu \in \mathcal{P}$ :
(i) The origin is a uniformly asymptotically stable equilibrium of the unforced closed-loop system

$$
\begin{align*}
\dot{x} & =(A(t, \mu)+B(t, \mu) K(t) C(t, \mu)) x+B(t, \mu) H(t) \xi \\
\dot{\xi} & =F(t) \xi+G(t) C(t, \mu) x . \tag{8}
\end{align*}
$$

(ii) Trajectories of the closed-loop system originating from initial condition $\left(w_{0}, x_{0}, \xi_{0}\right) \in \mathbb{R}^{n_{w}+n+\nu}$ are bounded and satisfy $\lim _{t \rightarrow \infty} e(t)=0$.

The case of uncertain exosystem models (6) will be interpreted as the situation in which a "family" of robust regulation problems, each one corresponding to a given value of $\sigma \in \Sigma$, replaces the above definition.

Definition 2. A parameterized family of periodic dynamic compensators

$$
\begin{align*}
\dot{\xi} & =F(t, \theta) \xi+G(t, \theta) e \\
u & =H(t, \theta) \xi+K(t, \theta) e \tag{9}
\end{align*}
$$

with state $\xi \in \mathbb{R}^{\nu}$ and parameter vector $\theta$ ranging on some set $\Theta \subseteq \mathbb{R}^{\varrho}$, is said to be a certainty-equivalence robust regulator if for all $\mu \in \mathcal{P}$ :
(a) the system

$$
\begin{align*}
\dot{x} & =(A(t, \mu)+B(t, \mu) K(t, \theta) C(t, \mu)) x+B(t, \mu) H(t, \theta) \xi \\
\dot{\xi} & =F(t, \theta) \xi+G(t, \theta) C(t, \mu) x \tag{10}
\end{align*}
$$

is uniformly asymptotically stable for all $\theta \in \Theta$,
(b) there exists a continuous assignment $\sigma \mapsto \theta_{\sigma}$ such that for any given $\sigma \in \Sigma$, the fixed controller

$$
\begin{align*}
\dot{\xi} & =F\left(t, \theta_{\sigma}\right) \xi+G\left(t, \theta_{\sigma}\right) e \\
u & =H\left(t, \theta_{\sigma}\right) \xi+K\left(t, \theta_{\sigma}\right) e \tag{11}
\end{align*}
$$

solves the robust output regulation problem for (5) and (6).
The role of the parameter $\theta$ is solely that of selecting, among a continuous family of candidate stabilizing controllers, one that achieves asymptotic regulation in correspondence to a given element in the parameterized set of exosystem models (6).

When the exosystem model is uncertain, the robust regulation problem is approached by seeking a solution based on certainty-equivalence adaptive control, which leads to the following definition.

Problem 2. Assume that $\sigma$ is unknown. The adaptive robust periodic output regulation problem consists in finding a certainty-equivalence controller (9) and a smooth update law $\varphi: \mathbb{R}^{\nu} \times \mathbb{R}^{m} \rightarrow \mathbb{R}^{\varrho}$ such that the trajectories of the closed-loop system

$$
\begin{align*}
\dot{w} & =S(t, \sigma) w \\
\dot{x} & =(A(t, \mu)+B(t, \mu) K(t, \hat{\theta}) C(t, \mu)) x+B(t, \mu) H(t, \hat{\theta}) \xi+(P(t, \mu) \\
& \quad+B(t, \mu) K(t, \hat{\theta}) Q(t, \mu)) w \\
\dot{\xi} & =F(t, \hat{\theta}) \xi+G(t, \hat{\theta}) C(t, \mu) x+G(t, \hat{\theta}) Q(t, \mu) w \\
\dot{\hat{\theta}} & =\varphi(\xi, e) \tag{12}
\end{align*}
$$

originating from any $\left(w_{0}, x_{0}, \xi_{0}, \hat{\theta}_{0}\right) \in \mathbb{R}^{n_{w}+n+\nu+\varrho}$ are bounded and satisfy $\lim _{t \rightarrow \infty} e(t)=0$, for all $\mu \in \mathcal{P}$ and all $\sigma \in \Sigma$.

In the formulation of Problem 2, the requirement of uniform asymptotic stability of the unforced closed-loop system has been dropped. This serves the purpose of including the important case in which convergence of $\hat{\theta}(t)$ to $\theta_{\sigma}$ is not achieved. Convergence of the parameter estimates requires additional hypotheses on the "richness" of the signals in the update law, commonly referred to as persistence of excitation (PE), which may lead to unnecessarily restrictive conditions as far as asymptotic regulation of $e(t)$ is concerned.

## 3 A Taxonomy for Periodic Internal Model Control

An obvious necessary condition for the solvability of Problem 2 is the existence of a certainty-equivalence regulator, which in turn implies solvability of Problem 1 for each fixed $\sigma \in \Sigma$. Consequently, we first address the robust case, and defer the adaptive one to the next section.

Proposition 1. A robust stabilizing controller (7) is a robust regulator if and only if there exist smooth mappings $\Pi: \mathbb{R} \times \mathbb{R}^{p} \rightarrow \mathbb{R}^{n \times n_{w}}, \Xi: \mathbb{R} \times \mathbb{R}^{p} \rightarrow$ $\mathbb{R}^{\nu \times n_{w}}$, and $R: \mathbb{R} \times \mathbb{R}^{p} \rightarrow \mathbb{R}^{1 \times n_{w}}$, periodic in their first argument, satisfying the differential-algebraic equations

$$
\begin{gather*}
\dot{\Pi}(t, \mu)+\Pi(t, \mu) S(t)=A(t, \mu) \Pi(t, \mu)+B(t, \mu) R(t, \mu)+P(t, \mu) \\
0=C(t, \mu) \Pi(t, \mu)+Q(t, \mu)  \tag{13}\\
\dot{\Xi}(t, \mu)+\Xi(t, \mu) S(t)=F(t) \Xi(t, \mu) \\
R(t, \mu)=H(t) \Xi(t, \mu) \tag{14}
\end{gather*}
$$

for all $t \in[0, T)$ and all $\mu \in \mathcal{P}$.
Proof. The result is a simple extension of [19, Prop. 3.2].
Equation (14) constitutes the formulation in the periodic setting of the internal model principle [9]. In the time-invariant case, an elegant tool for obtaining (14) is provided by the concept of system immersion. Loosely speaking, an autonomous system is immersed into another system if any output trajectory of the first system is an output trajectory of the second one. Here, the usefulness of this property lies in the possibility of reproducing the unavailable feedforward control $u=R(t, \mu) w$ as the output of another system, which does not depend on the parameter $\mu$, and satisfies appropriate observability conditions. If this is the case, the system in question can be embedded in the controller to enforce (14), and is therefore regarded as an internal model of the exosystem. As opposed to LTI systems, which always admit an immersion into a parameter-independent observable system as a consequence of the Cayley-Hamilton theorem, in the periodic case the situation is much more complicated. A general existence result is not available, and several situations may occur, due to various observability notions. As a result, we propose the following classification.

Definition 3. The parameterized family of periodic systems

$$
\begin{align*}
\dot{w} & =S(t) w \\
v & =R(t, \mu) w \tag{15}
\end{align*}
$$

is immersed into the periodic system $(\Phi(\cdot), \Gamma(\cdot))$, with $\Phi: \mathbb{R} \rightarrow \mathbb{R}^{q \times q}$ and $\Gamma: \mathbb{R} \rightarrow \mathbb{R}^{1 \times q}$ smooth functions of their argument, if there exists a smooth mapping $\Upsilon: \mathbb{R} \times \mathbb{R}^{p} \rightarrow \mathbb{R}^{q \times n_{w}}$, periodic in its first argument, satisfying

$$
\begin{align*}
\dot{\Upsilon}(t, \mu)+\Upsilon(t, \mu) S(t) & =\Phi(t) \Upsilon(t, \mu) \\
R(t, \mu) & =\Gamma(t) \Upsilon(t, \mu) \tag{16}
\end{align*}
$$

for all $t \in[0, T)$ and all $\mu \in \mathcal{P}$. Furthermore, we say that (16) defines (i.) a regular immersion, if the pair $(\Phi(\cdot), \Gamma(\cdot))$ is uniformly completely observable, (ii.) $a$ strong immersion, if it is uniformly observable, and (iii.) a weak immersion, if it is detectable and not completely observable.

Whenever an immersion of the form (16) exists, we will refer to $(\Phi(\cdot), \Gamma(\cdot))$ as either a regular, strong, or weak internal-model pair. As mentioned, the reason for the proposed taxonomy lies in the fact that for time-varying systems useful notions of observability are weaker than invertibility of the observability matrix. The advantage in having a strong immersion versus a regular one is that in the former case the pair $(\Phi(\cdot), \Gamma(\cdot))$ is topologically equivalent to canonical forms (see [13, 14]) which are advantageous for controller design.

A necessary and sufficient condition for the existence of a strong immersion is given by following result.

Lemma 2. The periodic system (15) admits a strong immersion if there exist an integer $q$ and periodic functions $a_{0}(t), a_{1}(t), \ldots, a_{q-1}(t)$ such that

$$
\begin{equation*}
L_{S}^{q} R(t, \mu)+a_{q-1}(t) L_{S}^{q-1} R(t, \mu)+\cdots+a_{1}(t) L_{S} R(t, \mu)+a_{0}(t) R(t, \mu)=0 \tag{17}
\end{equation*}
$$

for all $t \in[0, T)$ and all $\mu \in \mathcal{P}$, where the operator $L_{S}$ is defined recursively as $L_{S}^{0} R(t)=R(t)$ and $L_{S}^{k} R(t)=\left(L_{S}^{k-1} R(t)\right) S(t)+\frac{\mathrm{d}}{\mathrm{d} t} L_{S}^{k-1} R(t), k \geq 1$.

Proof. Sufficiency follows directly from the fact that the mapping

$$
\Upsilon(t, \mu)=\left(\begin{array}{c}
R(t, \mu) \\
L_{S} R(t, \mu) \\
\cdots \\
L_{S}^{q-1} R(t, \mu)
\end{array}\right)
$$

yields an internal-model pair in phase-variable form

$$
\Phi_{\mathrm{p}}(t)=\left(\begin{array}{cccc}
0 & 1 & \cdots & 0  \tag{18}\\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-a_{0}(t) & -a_{1}(t) & \cdots & -a_{q-1}(t)
\end{array}\right), \quad \Gamma_{\mathrm{p}}=(10 \cdots 0)
$$

which is obviously uniformly observable. Next, assume that a strong internal model pair $(\Phi(\cdot), \Gamma(\cdot))$ exists. Then, $(\Phi(\cdot), \Gamma(\cdot))$ is topologically equivalent to the observer companion form

$$
\Phi_{\mathrm{o}}(t)=\left(\begin{array}{ccccc}
-\alpha_{q-1}(t) & 1 & 0 & \cdots & 0  \tag{19}\\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-\alpha_{1}(t) & 0 & 0 & \cdots & 1 \\
-\alpha_{0}(t) & 0 & 0 & \cdots & 0
\end{array}\right), \quad \Gamma_{\mathrm{o}}=\left(\begin{array}{lll}
1 & 0 & \cdots 0
\end{array}\right)
$$

which can be computed from the original internal-model pair by using the dual version of Silverman's algorithm [13]. The observer form can in turn be converted into the phase-variable form by using the observability matrix $W_{\mathrm{o}}(t)$ of $\left(\Phi_{\mathrm{o}}(t), \Gamma_{\mathrm{o}}\right)$ as a Lyapunov transformation. As a matter of fact, the equation

$$
\dot{W}_{\mathrm{o}}^{-1}(t) W_{\mathrm{o}}(t)+\Phi_{\mathrm{p}}(t) W_{\mathrm{o}}(t)=W_{\mathrm{o}}(t) \Phi_{\mathrm{o}}(t)
$$

can be solved recursively for $a_{i}(t), i=0, \ldots, q-1$, once the functions $\alpha_{i}(t)$ are known [18]. The existence of a phase-variable form implies (17).

Although preferable, it may be very difficult (or impossible) to find a strong immersion for a given pair $(S(\cdot), R(\cdot, \mu)$ ), while a regular immersion may be easier to compute. On the other hand, the reason to introduce weak immersions will be related to the possibility of obtaining non-minimal realizations having special structures to be exploited in adaptive design.

Example 1. Consider a periodic exosystem of the form (15), where

$$
S(t)=\left(\begin{array}{cc}
0 & \sin (t) \\
-\sin (t) & 0
\end{array}\right), \quad R(\mu)=\left(\begin{array}{l}
\left.\mu_{1} \mu_{2}\right), \quad \mu_{1}^{2}+\mu_{2}^{2}=1 .
\end{array}\right.
$$

It is easy to check that the pair $(S(\cdot), R(\mu))$ is uniformly completely observable for all considered values of $\mu$, but not uniformly observable. However, the pair admits a strong immersion, as Lemma 2 holds with $q=3$ and

$$
a_{0}(t)=3 \sin (t) \cos (t), \quad a_{1}(t)=1+\sin ^{2}(t), \quad a_{2}(t)=0
$$

For LTI systems, the structure of a realization of least dimension for the immersion (16) is completely determined by the minimal polynomial of the exosystem matrix [9]. As a result, the minimal immersion in phase-variable form $\left(\Phi_{\mathrm{p}}, \Gamma_{\mathrm{p}}\right)$ is unique for a given pair $(S, R(\mu))$. This is not the case for periodic systems, as shown in the next example.

Example 2. Consider again the system in Example 1. While the observability matrix of $(S(\cdot), R(\mu))$ is singular at $t=0$ and $t=\pi$, the extended observability matrix

$$
N_{\mathrm{e}}(t, \mu)=\left(\begin{array}{c}
R(\mu) \\
R(\mu) S(t) \\
R(\mu) \dot{S}(t)+R(\mu) S^{2}(t)
\end{array}\right)
$$

satisfies $\operatorname{rank} N_{\mathrm{e}}(t, \mu)=2$, for all $t \in[0,2 \pi)$ and all $\mu:\|\mu\|=1$. Using Doležal's theorem [17, 1], one can find a periodic nonsingular transformation $P(t) \in \mathbb{R}^{3 \times 3}$, which in this case can be chosen independent of $\mu$, such that

$$
N_{\mathrm{e}}(t, \mu)=P(t)\binom{\bar{N}_{1}(\mu)}{0}, \quad \bar{N}_{1}(\mu)=\left(\begin{array}{cc}
\mu_{1} & \mu_{2} \\
-\mu_{2} & \mu_{1}
\end{array}\right)
$$

Since $\operatorname{det} \bar{N}_{1}(\mu)=1$, the inverse of the mapping $\zeta=N_{\mathrm{e}}(t, \mu) w$ can be computed as $w=\bar{N}_{1}^{-1}(\mu) U(t) \zeta$, where $U(t)$ collects the first two rows of $P^{-1}(t)$. Then, one obtains

$$
\left[L_{S}^{3} R(\mu)\right] w=\left[L_{S}^{3} R(\mu)\right] \bar{N}_{1}^{-1}(\mu) U(t) \zeta
$$

and, since

$$
\left[L_{S}^{3} R(\mu)\right] \bar{N}_{1}^{-1}(\mu)=\left(-3 \cos (t) \sin (t)-2 \sin (t)+\sin (t) \cos ^{2}(t)\right)
$$

Lemma 2 holds with a different set of functions, namely

$$
\begin{aligned}
& a_{0}(t)=\sin (t) \cos (t)\left[\cos ^{4}(t)+5-3 \cos ^{2}(t)-3 \sin (t)+3 \sin (t) \cos ^{2}(t)\right] \\
& \left.a_{1}(t)=\sin (t)\left[3 \cos ^{2}(t)+2 \sin (t)-\sin (t) \cos ^{2}(t)\right)\right] \\
& a_{2}(t)=\sin (t) \cos (t)\left[2-\cos ^{2}(t)-3 \sin (t)\right] .
\end{aligned}
$$

Finally, the last example concerns an application of regular immersions.
Example 3. Consider an exosystem model with the same dynamics as the one in Example 1, but output map given by

$$
R(t, \mu)=\left(\mu_{1}+\mu_{2} \cos (t) 0\right), \quad \mu_{1}^{2}+\mu_{2}^{2}=1
$$

A simple calculation shows that the pair $(S(\cdot), R(\cdot, \mu))$ is completely observable but not uniformly observable. Furthermore, determining whether a strong immersion exists, by using either one of the methods in the previous examples, proves to be computationally intractable, even with the aid of symbolic algebra manipulation tools. However, it is not difficult to see that the two systems with output maps given by $R_{1}(\mu)=\left(\mu_{1} 0\right)$ and $R_{2}(t, \mu)=\left(\mu_{2} \cos (t) 0\right)$ can be respectively immersed into a 3 -dimensional system $\left(\Phi_{1}(t), \Gamma_{1}\right)$ and a 5dimensional system $\left(\Phi_{2}(t), \Gamma_{2}\right)$, both in phase-variable form. Specifically, the pair $\left(\Phi_{1}(t), \Gamma_{1}\right)$ is the same as the one in Example 1, while for the second one

$$
\begin{array}{ll}
a_{0}(t)=-21 \sin (t) \cos (t), & a_{1}(t)=25 \cos ^{2}(t)-8, \\
a_{2}(t)=9 \cos (t) \sin (t) \\
a_{3}(t)=7-\cos ^{2}(t), & a_{4}(t)=0
\end{array}
$$

An immersion for the original system can then be constructed as the parallel interconnection

$$
\Phi(t)=\operatorname{diag}\left(\Phi_{1}(t), \Phi_{2}(t)\right), \quad \Gamma(t)=\left(\Gamma_{1} \Gamma_{2}\right)
$$

which is found to be completely observable, but not uniformly observable. $\triangle$

### 3.1 Canonical Parameterizations for Periodic Internal Models

For LTI exosystem models, it has been long recognized that a particular realization of the internal model plays a fundamental role in the solution of a large number of design problems in robust and adaptive regulation $[3,4,7,10,11,12]$. This realization is referred to as a canonical parametrization in [12]. A generalization to the periodic case is stated as follows.

Definition 4. The internal-model pair $(\Phi(\cdot), \Gamma(\cdot))$ admits a canonical parameterization if there exist a smooth periodic mapping $M: \mathbb{R} \rightarrow \mathbb{R}^{m \times q}, m \geq q$, and a smooth periodic system $\left(F_{\mathrm{im}}(\cdot), G_{\mathrm{im}}(\cdot), H_{\mathrm{im}}(\cdot)\right)$ such that: (i) $F_{\mathrm{im}}(t) \in$ $\mathbb{R}^{m \times m}$ has all characteristic multipliers in $|\lambda|<1$, (ii) $M(t)$ has constant rank equal to $q$, and satisfies

$$
\begin{align*}
\dot{M}(t)+M(t) \Phi(t) & =\left(F_{\mathrm{im}}(t)+G_{\mathrm{im}}(t) H_{\mathrm{im}}(t)\right) M(t) \\
\Gamma(t) & =H_{\mathrm{im}}(t) M(t) \tag{20}
\end{align*}
$$

for all $t \in[0, T)$.
In the LTI case, for a given observable $(\Phi, \Gamma)$ the existence of a canonical parametrization is guaranteed for arbitrary pairs $\left(F_{\mathrm{im}}, G_{\mathrm{im}}\right)$ with $F_{\mathrm{im}}$ Hurwitz, as long as their controllable subspace has dimension greater or equal than $q$. This stems from the fact that, under the considered assumptions, the equation

$$
M \Phi=F_{\mathrm{im}} M+G_{\mathrm{im}} \Gamma
$$

admits a unique nonsingular solution if $m=q$ and $\left(F_{\mathrm{im}}, G_{\mathrm{im}}\right)$ is controllable (see [5, Thm. 7-10]). In the time-varying setup, a similar result does not hold for regular immersions, as complete observability of $(\Phi(\cdot), \Gamma(\cdot))$ and complete controllability of $\left(F_{\mathrm{im}}(\cdot), G_{\mathrm{im}}(\cdot)\right)$ together do not guarantee that the unique periodic solution of the SDE

$$
\dot{M}(t)+M(t) \Phi(t)=F_{\mathrm{im}}(t) M(t)+G_{\mathrm{im}}(t) \Gamma(t)
$$

has constant rank on $[0, T)$. This difficulty can be overcome if one does not insist on looking for arbitrary realizations. For simplicity, we will only consider here the case $m=q$, and defer the case $m>q$ until the next section ${ }^{1}$.

Lemma 3. Let $(\Phi(\cdot), \Gamma(\cdot))$ be a regular internal-model pair. Set $F_{\mathrm{im}}(t)=$ $-\alpha I-\Phi^{\prime}(t)$, where $\alpha>0$. Then, $F_{\mathrm{im}}(\cdot)$ has all characteristic multipliers in $|\lambda|<1$, and the unique periodic solution $\bar{M}(\cdot)$ of the $S D E$

$$
\dot{M}(t)+M(t) \Phi(t)=F_{\mathrm{im}}(t) M(t)+\Gamma^{\prime}(t) \Gamma(t)
$$

is nonsingular for all $t \in[0, T)$.

[^22]Proof. See [19, Prop. 5.1].
Proposition 2. Let a regular internal-model pair $(\Phi(\cdot), \Gamma(\cdot))$ be given. The choice $F_{\mathrm{im}}(\cdot)=-\alpha I-\Phi^{\prime}(\cdot), G_{\mathrm{im}}(\cdot)=\Gamma^{\prime}(\cdot)$ and $H_{\mathrm{im}}(\cdot)=\Gamma(t) \bar{M}^{-1}(\cdot)$, where $\alpha>0$ is arbitrary, yields a canonical parametrization of $(\Phi(\cdot), \Gamma(\cdot))$. Furthermore, it can be shown that the triplet $\left(F_{\mathrm{im}}(\cdot), G_{\mathrm{im}}(\cdot), H_{\mathrm{im}}(\cdot)\right)$ is uniformly completely controllable and uniformly completely observable.

For strong immersions, topological equivalence to the observer canonical form is the key tool in constructing a canonical parametrization.

Proposition 3. Let a strong internal-model pair $(\Phi(\cdot), \Gamma(\cdot))$ be given. For any constant observable pair $\left(F_{\mathrm{im}}, H_{\mathrm{im}}\right)$ with $F_{\mathrm{im}} \in \mathbb{R}^{q \times q}$ Hurwitz, there exists a periodic matrix-valued function $G_{\mathrm{im}}(\cdot)$ such that $\left(F_{\mathrm{im}}, G_{\mathrm{im}}(\cdot), H_{\mathrm{im}}\right)$ is a canonical parametrization of $(\Phi(\cdot), \Gamma(\cdot))$.

Proof. Let $P(\cdot)$ be the unique periodic Lyapunov transformation satisfying

$$
\begin{aligned}
\dot{P}(t)+P(t) \Phi(t) & =\Phi_{\mathrm{o}}(t) P(t) \\
\Gamma(t) & =\Gamma_{\mathrm{o}} P(t)
\end{aligned}
$$

and let the nonsingular matrix $Q \in \mathbb{R}^{q \times q}$ be such that $\left(Q F_{\mathrm{im}} Q^{-1}, H_{\mathrm{im}} Q^{-1}\right)$ is in observer canonical form. Denote by $\alpha(t) \in \mathbb{R}^{q}$ the first column of $\Phi_{\mathrm{o}}$, and by $B=\operatorname{col}\left(b_{q-1}, b_{q-2}, \ldots, b_{0}\right)$ the vector of coefficients of the characteristic polynomial $p_{F}(\lambda)=\lambda^{q}+b_{q-1} \lambda^{q-1}+\cdots+b_{0}$ of $F_{\text {im }}$. Then, the result holds with $G_{\mathrm{im}}(t):=Q^{-1}[\alpha(t)+B]$, and Lyapunov transformation in (20) given by $M(t)=Q^{-1} P(t)$.

It should be noted that the triplet $\left(F_{\mathrm{im}}, G_{\mathrm{im}}(\cdot), H_{\mathrm{im}}\right)$ is by construction uniformly observable, but not necessarily uniformly controllable. However, the vector $B$ can be chosen such that $\left(F_{\mathrm{im}}, G_{\mathrm{im}}(\cdot)\right)$ is completely controllable.

When a canonical parametrization is available, an internal model of (15) can be conveniently designed as the asymptotically stable system

$$
\begin{align*}
\dot{\xi}_{1} & =F_{\mathrm{im}}(t) \xi_{1}+G_{\mathrm{im}}(t) u_{\mathrm{im}} \\
y_{\mathrm{im}} & =H_{\mathrm{im}}(t) \xi_{1} \tag{21}
\end{align*}
$$

under the feedback interconnection $u_{\mathrm{im}}=y_{\mathrm{im}}+u_{\mathrm{st}}$ with a stabilizing controller

$$
\begin{aligned}
\dot{\xi}_{0} & =F_{\mathrm{st}}(t) \xi_{0}+G_{\mathrm{st}}(t) e \\
u_{\mathrm{st}} & =H_{\mathrm{st}}(t) \xi_{0}+K_{\mathrm{st}}(t) e
\end{aligned}
$$

Note that, once we define $\xi=\operatorname{col}\left(\xi_{0}, \xi_{1}\right)$, and

$$
\begin{array}{ll}
F(t)=\left(\begin{array}{cc}
F_{\mathrm{st}}(t) & 0 \\
G_{\mathrm{im}}(t) H_{\mathrm{st}}(t) & F_{\mathrm{im}}(t)+G_{\mathrm{im}}(t) H_{\mathrm{im}}(t)
\end{array}\right), & G(t)=\binom{G_{\mathrm{st}}(t)}{G_{\mathrm{im}}(t) K_{\mathrm{st}}(t)} \\
H(t)=\left(\begin{array}{ll}
\left.H_{\mathrm{st}}(t) H_{\mathrm{im}}(t)\right), & K(t)=K_{\mathrm{st}}(t),
\end{array}\right.
\end{array}
$$

the robust output regulation problem is recast in the framework of Problem 1, whose solution now reposes solely upon the choice of the quadruplet $\left(F_{\mathrm{st}}(\cdot), G_{\mathrm{st}}(\cdot), H_{\mathrm{st}}(\cdot), K_{\mathrm{st}}(\cdot)\right)$ to fulfill condition (i), as equation (14) is solved by $\Xi(t, \mu)=M(t) \Upsilon(t, \mu)$.

### 3.2 Application to Robust Design for Minimum-Phase Systems

Retaining the structure of the canonical parametrization in the controller greatly simplifies the design of the stabilizer for minimum-phase plant models. Specifically, the class of systems under investigation is characterized as follows.
Assumption 2. System (5) has relative degree $r(t)=1$ (see [6]) and asymptotically stable zero-dynamics, uniformly in $\mu \in \mathcal{P}$. Furthermore, the sign of the high-frequency gain $b(t, \mu):=C(t, \mu) B(t, \mu)$ is known.
The assumptions imply that the plant model (5) can be put, by means of a periodic Lyapunov transformation, into the error-system form

$$
\begin{align*}
& \dot{z}=A_{11}(t, \mu) z+A_{12}(t, \mu) e \\
& \dot{e}=A_{21}(t, \mu) z+a_{22}(t, \mu) e+b(t, \mu)[u-R(t, \mu) w] \tag{22}
\end{align*}
$$

where $z \in \mathbb{R}^{n-1},|b(t, \mu)| \geq b_{0}>0$ for all $t \in[0, T)$ and all $\mu \in \mathcal{P}$, and

$$
R(t, \mu)=\frac{1}{b(t, \mu)}\left[L_{S} Q(t, \mu)-A_{21}(t, \mu) \Pi_{1}(t, \mu)-a_{22}(t, \mu) Q(t, \mu)-P_{2}(t, \mu)\right]
$$

where $\Pi_{1}(t, \mu)$ is the unique periodic solution of the SDE

$$
\dot{\Pi}_{1}(t, \mu)+\Pi_{1}(t, \mu) S(t)=A_{11}(t, \mu) \Pi_{1}(t, \mu)+P_{1}(t, \mu)-A_{12}(t, \mu) Q(t, \mu)
$$

Then the following holds.
Proposition 4. Assume that $(S(\cdot), R(\cdot, \mu))$ admits a regular immersion (16), with canonical parametrization $\left(F_{\mathrm{im}}(\cdot), G_{\mathrm{im}}(\cdot), H_{\mathrm{im}}(\cdot)\right)$ as in (20). Then, there exists $k^{\star}>0$ such that for all $k>k^{\star}$ the controller

$$
\begin{aligned}
\dot{\xi} & =\left(F_{\mathrm{im}}(t)+G_{\mathrm{im}}(t) H_{\mathrm{im}}(t)\right) \xi-k \operatorname{sign}(b) G_{\mathrm{im}}(t) e \\
u & =H_{\mathrm{im}}(t) \xi-k \operatorname{sign}(b) e
\end{aligned}
$$

solves the robust periodic output regulation problem (Problem 1).
Proof. The proof follows easily from standard arguments in high-gain feedback design, as it becomes evident once the change of coordinates

$$
\chi:=\xi-M(t) \Upsilon(t, \mu) w-\frac{1}{b(t, \mu)} G_{\mathrm{im}}(t) e
$$

is applied [19, Prop. 6.2].
An extension to plant models with higher relative degree can be accomplished by resorting to the use of high-gain observers or filtered transformations. Details are omitted, since this extension presents no conceptual difficulty, but an undue complication of the notation.

## 4 Weak Immersions for Adaptive Robust Regulation

In this section, we turn our attention to the adaptive robust regulation problem (Problem 2), that is, when the parameterized family of exosystem models (6) is considered. The starting point of the analysis is the existence of a family of solutions of the regulator equation (13), parameterized in $\sigma$, and the following assumption for the analogous of system (15).
Assumption 3. The family of exosystem models with output

$$
\begin{align*}
\dot{w} & =S(t, \sigma) w \\
v & =R(t, \sigma, \mu) w \tag{23}
\end{align*}
$$

admits a parameterized family of strong internal-model pairs $(\Phi(\cdot, \sigma), \Gamma(\cdot, \sigma))$.
Note that a necessary and sufficient condition for the existence of a strong internal-model pair is that Lemma 2 holds with parameter-dependent functions $a_{i}(\cdot, \sigma), i=0, \ldots, q-1$. For a given family of strong internal-model pairs $(\Phi(\cdot, \sigma), \Gamma(\cdot, \sigma))$, we look for a particular form of the canonical parametrization that can be exploited for certainty-equivalence design.
Definition 5. The family of strong internal-model pairs $(\Phi(\cdot, \sigma), \Gamma(\cdot, \sigma))$ admits a canonical parametrization in feedback form if there exist a family of smooth periodic mappings $M(\cdot, \theta) \in \mathbb{R}^{m \times q}$, with $\theta \in \mathbb{R}^{\varrho}$, $\varrho>s$ and $m \geq q$, and a family of smooth periodic systems $\left(F_{\mathrm{im}}(\cdot), G_{\mathrm{im}}(\cdot), H_{\mathrm{im}}(\cdot, \theta)\right)$ such that: (i) $F_{\mathrm{im}}(t) \in \mathbb{R}^{m \times m}$ has all characteristic multipliers in $|\lambda|<1$, (ii) $H_{\mathrm{im}}(t, \theta)=H_{\mathrm{im}, 1}(t) \theta+H_{\mathrm{im}, 0}(t)$ is affine in $\theta$, and (iii) there exists a continuous assignment $\sigma \mapsto \theta_{\sigma} \in \mathbb{R}^{\varrho}$ such that $M\left(t, \theta_{\sigma}\right)$ has constant rank equal to $q$, and satisfies

$$
\begin{align*}
\dot{M}\left(t, \theta_{\sigma}\right)+M\left(t, \theta_{\sigma}\right) \Phi(t, \sigma) & =\left(F_{\mathrm{im}}(t)+G_{\mathrm{im}}(t) H_{\mathrm{im}}\left(t, \theta_{\sigma}\right)\right) M\left(t, \theta_{\sigma}\right) \\
\Gamma(t, \sigma) & =H_{\mathrm{im}}\left(t, \theta_{\sigma}\right) M\left(t, \theta_{\sigma}\right) \tag{24}
\end{align*}
$$

for all $t \in[0, T)$ and all $\sigma \in \Sigma$. Furthermore, it is said to admit a canonical parametrization in output-injection form if, mutatis mutandis, (i)-(iii) above hold for a family of systems of the form $\left(F_{\mathrm{im}}(\cdot), G_{\mathrm{im}}(\cdot, \theta), H_{\mathrm{im}}(\cdot)\right)$, where $G_{\mathrm{im}}(\cdot, \theta)$ is affine in $\theta$.

It turns out that the existence of a canonical parametrization in feedback form implies the solvability of Problem 2 for the relative degree-one minimumphase prototype system (22), without any assumption on the persistence of excitation of the exogenous signals. Applying standard arguments, and the periodic version of La Salle's invariance principle, it is indeed possible to prove that the certainty-equivalence adaptive controller

$$
\begin{aligned}
\dot{\xi} & =\left(F_{\mathrm{im}}(t)+G_{\mathrm{im}}(t) H_{\mathrm{im}}(t, \hat{\theta})\right) \xi-k \operatorname{sign}(b) G_{\mathrm{im}}(t) e \\
\dot{\hat{\theta}} & =-\gamma H_{\mathrm{im}, 1}^{\prime}(t) e \\
u & =H_{\mathrm{im}}(t, \hat{\theta}) \xi-k \operatorname{sign}(b) e
\end{aligned}
$$

where $\gamma>0$ is a gain parameter, solves the adaptive robust output regulation problem for the plant model (22), if the gain $k$ is chosen sufficiently large [20]. Again, the result can be extended to higher relative degree systems, at the expense of a painstaking exercise in backstepping design.

It will be shown that a canonical parametrization in feedback form is guaranteed to exist if the family $(\Phi(\cdot, \sigma), \Gamma(\cdot, \sigma))$ admits a re-parametrization which is linear in a possibly larger, set of parameters. This allows one to derive a canonical parametrization in output-injection form in a straightforward manner, from which a non-minimal realization yields the requires feedback form. As a result, it is seen the key ingredient in obtaining an internal-model pair that exhibits a structure amenable to certainty-equivalence design is to resorting to a weak immersion rather than a regular one.

To begin with, note that without loss of generality the internal-model pair in Assumption 3 can be taken to be in observer form $\left(\Phi_{\mathrm{o}}(\cdot, \sigma), \Gamma_{\mathrm{o}}\right)$, with $\sigma$-dependent coefficients $\alpha_{i}(\cdot, \sigma), i=0, \ldots, q-1$ in (19).

Assumption 4. There exist an integer $\rho \in \mathbb{N}$, a smooth periodic vector-valued function $\beta: \mathbb{R} \rightarrow \mathbb{R}^{\rho}$, and a continuous re-parametrization $\mu \mapsto \theta \in \mathbb{R}^{q \rho}$

$$
\theta^{\prime}=\left(\theta_{q-1}^{\prime} \theta_{q-2}^{\prime} \theta_{q-3}^{\prime} \ldots \theta_{0}^{\prime}\right), \quad \theta_{i} \in \mathbb{R}^{\rho}, \quad i=0, \ldots, q-1
$$

such that $\alpha_{i}(t, \mu)=\theta_{i}^{\prime} \beta(t), \quad i=0, \ldots, q-1$.
The assumption allows one to write $\Phi_{\mathrm{o}}(t, \sigma)=\Phi_{\mathrm{b}}-\Theta \beta(t) \Gamma_{\mathrm{o}}$, where the ma$\operatorname{trix} \Phi_{\mathrm{b}} \in \mathbb{R}^{q \times q}$ is in Brunovsky form, and $\Theta \in \mathbb{R}^{q \times m}$ collects the vectors $\theta_{i}$. Choose arbitrarily an output-injection gain $L_{0}=\left(l_{q-1} l_{q-2} \ldots l_{0}\right)^{\prime}$ such that $F:=\Phi_{\mathrm{b}}-L_{0} \Gamma_{\mathrm{o}}$ is Hurwitz, and define $G(t, \theta):=L_{0}-\Theta \beta(t)$. Finally, let $H:=\Gamma_{\mathrm{o}}$ and note that the triplet $(F, G(\cdot, \theta), H)$ is a canonical parametrization in output-injection form of the internal-model pair $\left(\Phi_{\mathrm{o}}(\cdot, \sigma), \Gamma_{\mathrm{o}}\right)$, as equation (24) holds with $M\left(\cdot, \theta_{\sigma}\right)=I_{q}$. Next, we look for a realization of the input/output map of $(F, G(\cdot, \theta), H)$ in canonical feedback form. This can not be accomplished by converting the output-feedback form directly into the feedback form by means of a Lyapunov transformation, as this latter is necessarily parameter-dependent. As a matter of fact, it is impossible in general to obtain a uniform (that is, minimal) realization of the impulse response of $(F, G(\cdot, \theta), H)$ in the desired form $\left.\left(F_{\mathrm{im}}(\cdot), G_{\mathrm{im}}(\cdot)\right), H_{\mathrm{im}}(\cdot, \theta)\right)$. The fact that $F$ is constant and Hurwitz suggests to look for a non-minimal realization instead. Without loss of generality, assume that $(F, G(\cdot, \theta), H)$ is a uniform realization of the parameterized family of impulse responses

$$
h(t, \tau, \theta)=H \mathrm{e}^{F(t-\tau)} G(\tau, \theta)=: h_{0}(t-\tau)-h_{1}(t, \tau, \theta)
$$

where $h_{0}(t-\tau)=H \mathrm{e}^{F(t-\tau)} L_{0}$ and $h_{1}(t, \tau, \theta)=H \mathrm{e}^{F(t-\tau)} \Theta \beta(\tau)$. The impulse response $h_{0}(t-\tau)$ admits the minimal constant realization

$$
F_{0}=\left(\begin{array}{cccc}
-l_{q-1} & \cdots & -l_{1} & -l_{0} \\
1 & \cdots & 0 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & 1 & 0
\end{array}\right), \quad G_{0}=\left(\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right), \quad H_{0}=L_{0}^{\prime}
$$

whereas $h_{1}(t, \tau, \theta)$ admits a periodic realization of the form

$$
F_{1}=\left(\begin{array}{cccc}
-l_{q-1} I_{\rho} & \cdots & -l_{1} I_{\rho} & -l_{0} I_{\rho} \\
I_{\rho} & \cdots & 0 & 0 \\
\vdots & \ddots & \vdots & \vdots \\
0 & \cdots & I_{\rho} & 0
\end{array}\right), \quad G_{1}(t)=\left(\begin{array}{c}
\beta(t) \\
0 \\
\vdots \\
0
\end{array}\right), \quad H_{1}(\theta)=\theta^{\prime} .
$$

As a result, the triplet

$$
F_{\mathrm{im}}=\left(\begin{array}{cc}
F_{0} & 0 \\
0 & F_{1}
\end{array}\right), \quad G_{\mathrm{im}}(t)=\binom{G_{0}}{G_{1}(t)}, \quad H_{\mathrm{im}}(\theta)=\left(H_{0}-H_{1}(\theta)\right)
$$

is a candidate canonical parametrization in feedback form of the original internal-model pair $\left(\Phi_{\mathrm{o}}(t), \Gamma_{\mathrm{o}}\right)$. Note that the dimension of the state-space for $F_{\mathrm{im}}$ is $m=q(1+\rho)$. It is left to show that there exists a constantrank transformation $M(\cdot, \theta)$ yielding (24). Since $\left(F_{\mathrm{im}}, G_{\mathrm{im}}(\cdot), H_{\mathrm{im}}(\theta)\right)$ and $(F, G(\cdot, \theta), H)$ are realizations of the same impulse response, and the latter one is uniform, Kalman's decomposition theorem [17, 1] applies, and thus there exists a periodic Lyapunov transformation $P(t, \theta) \in \mathbb{R}^{m \times m}$ such that

$$
\begin{aligned}
& \bar{F}_{\mathrm{im}}(t, \theta):=\left[\dot{P}(t, \theta)+P(t, \theta) F_{\mathrm{im}}\right] P^{-1}(t, \theta)=\left(\begin{array}{ccc}
F & 0 & * \\
F_{21}(t, \theta) & F_{22}(t, \theta) & * \\
0 & 0 & *
\end{array}\right) \\
& \bar{G}_{\mathrm{im}}(t, \theta):=P(t, \theta) G_{\mathrm{im}}(t)=\left(\begin{array}{c}
G(t, \theta) \\
G_{2}(t, \theta) \\
0
\end{array}\right) \\
& \bar{H}_{\mathrm{im}}(t, \theta):=H_{\mathrm{im}}(\theta) P^{-1}(t, \theta)=\left(\begin{array}{ll}
H & 0
\end{array} H_{3}(t, \theta)\right)
\end{aligned}
$$

where the characteristic multipliers of $F_{22}(\cdot, \theta)$ and $F_{33}(\cdot, \theta)$ are in $|\lambda|<1$. Finally, let $U_{2}(t, \theta)$ denote the unique periodic solution to the SDE

$$
\dot{U}_{2}(t, \theta)+U_{2}(t, \theta) \Phi_{\mathrm{o}}(t)=F_{22}(t, \theta) U_{2}(t, \theta)+F_{21}(t, \theta) G_{2}(t, \theta) H
$$

and define $U(t, \theta)=\left(I_{q} U_{2}^{\prime}(t, \theta) 0\right)^{\prime}$. Then, it is easy to see that

$$
\begin{aligned}
\dot{U}(t, \theta)+U(t, \theta) \Phi_{\mathrm{o}}(t) & =\left[\bar{F}_{\mathrm{im}}(t, \theta)+\bar{G}_{\mathrm{im}}(t, \theta) \bar{H}_{\mathrm{im}}(t, \theta)\right] U(t, \theta) \\
\Gamma_{\mathrm{o}} & =\bar{H}_{\mathrm{im}}(t, \theta) U(t, \theta)
\end{aligned}
$$

and thus the required transformation in (24) is $M(t, \theta)=P^{-1}(t, \theta) U(t, \theta)$.

## 5 Conclusions

In this paper, we have proposed a classification of the property of system immersion for periodic systems, aimed at underlying the connections between various non-equivalent definitions of systems observability and the existence of robust internal model-based controllers. It has been shown that weak observability properties are related to the possibility of obtaining canonical realizations of internal models that can be used in in certainty-equivalence design to deal with parameter uncertainty on the exosystem model.
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#### Abstract

Summary. The objective of this chapter is to show how control-based methodologies can be fruitfully used for the development of resource management procedures in communication networks. In particular, we introduce the convergence layer technology independent approach and, within this approach, we describe a model-based design procedure for resource management algorithms. To validate the technology independent approach, the design procedure is then adopted to develop resource management algorithms on different network technologies.


## 1 Introduction

One of the main challenges of the telecommunication systems which are presently being designed, is an efficient provision of an end-to-end Quality of Service (QoS) tailored to the specific requirements of each connection [15]. In general, a given connection is supported by more than one (wired or wireless) domain ${ }^{1}$. At connection set-up, an End-to-End QoS Contract agreed between the user and its operator is "split" (by means of the so-called Bandwidth Broker mechanism which is currently investigated as a solution for QoS support in future IP networking) among the various (wired or wireless) domains supporting the connection. So, for each (wired or wireless) domain supporting a given connection, an intra-domain QoS Contract is agreed establishing (i) the characteristics (e.g. in terms of minimum bit rate) of the so-called Compliant Traffic, i.e. the traffic, relevant to the connection in question, which has to be admitted in the considered domain in whatever traffic condition, (ii) as well as the QoS requirements characterizing such Compliant Traffic (e.g. in terms of maximum delay tolerated by the IP packets and maximum loss probability of the IP packets) within the considered domain, hereinafter referred to as QoS Constraints. The above-mentioned splitting is performed in such a way that the respect of the QoS Contracts in the various domains supporting the

[^23]connection entails the satisfaction of the End-to-End QoS Contract for the connection in question.

The respect of the QoS Contracts, already a challenging goal in wired domains, is even more challenging in the wireless domains in which this goal has to be achieved in conjunction with an efficient exploitation of the available bandwidth which in the wireless domains is a very valuable resource (much more than in the wired ones). As a result, in wireless domains, traffic control strategies can be key factors for respecting the QoS Contracts and, at the same time, efficiently exploiting the available bandwidth.

Two problems have to be coped with: the first is that the current Internet Protocol (IP) only provides best-effort packet delivery service and may consequently be inadequate to allow the respect of the QoS Contracts; in addition, it might make inefficient use of the available bandwidth. The second problem derives from the fact that the various Underlying Networks supporting the domains, in general, avail of different mechanisms, not devoid of remarkable deficiencies, to respect the QoS Contracts. One last aspect to consider is that standardization is well established for the Internet Protocol (IP) layer and for the Underlying Networks in frequent use. Therefore, there is little flexibility in both the IP and the Underlying Network layers for improved IP with wireless access.

In this respect, several recent research projects (e.g. [24]-[12]) are proposing to add a technology-independent layer between the IP layer and the technology dependent Underlying Network layers, hereafter referred to as Convergence Layer, which is transparent with respect to both the IP layer and the Underlying Network layers, i.e. its insertion between the IP layer and the Underlying Network layers does not modify either the usual IP protocols or the usual Underlying Network protocols (see Fig. 1). The term "underlying" identifies the link-layer transport networks (e.g. Bluetooth, IEEE 802.11, Universal Mobile Telecommunication System (UMTS), etc.) pointing out the fact that such networks have to provide the physical support, over the wired/wireless run, to the "overlying" Convergence Layer and IP layer protocols. The Convergence Layer includes technology independent protocols aiming at recovering the deficiencies of the Underlying Networks. Only those elements of the telecommunication network in which the enhancements in question are actually necessary will be provided with the Convergence Layer. Moreover, in each domain, some (even all) of the functionalities offered by the Convergence Layer can be disabled in case the relevant Underlying Network already provides them in a satisfactory way. Proper technology dependent drivers placed between the Convergence Layer and the technology dependent layers will provide for matching the "abstract" technology independent procedures of the former layer with the ones specific of the latter layers. Nevertheless, such drivers will just include interface functionalities, while all intelligent control features will be placed at the Convergence Layer. In light of the above, the overall conceptual layering architecture of the present telecommunication network is shown in Fig. 1 in which, for the sake of simplicity, just four different


Fig. 1. Overall Layering architecture
domains $\mathrm{A}, \ldots, \mathrm{D}$ each of them availing of three technology dependent layers are shown.

The advantages of concentrating the intelligent network control functions in the Convergence Layer are quite evident: the same control procedures can be adopted in conjunction with a large variety of Underlying Networks (provided that proper drivers are designed), thus entailing the reuse of the same control algorithms without the need of modifying them for each different Underlying Network (note that a large number of such networks is either already in operation or being designed), or of tailoring them at any upgrade of such Underlying Networks. Moreover, it is evident that the use of the same control algorithms in heterogeneous networks make much easier the interworking among these networks which is one of the most challenging problems of the present global telecommunication network.

It is important remarking that the Convergence Layer is, by definition, a layer including abstract (i.e. technology independent) procedures; in this respect, the designer of this layer has to perform the following steps: (i) to identify the key variables which can describe the network behaviour leaving out of consideration the specific technology, (ii) to model the relationships among these variables in abstract terms, thus identifying the plant, (iii) to seek procedures/algorithms able to lead the plant to achieve the desired performance, thus identifying the plant controller. It is evident that the more research moves towards problem formulation and possible solutions which leave out of consideration the specific technology dependent issues, the more relevance is attributed to approaches and methodologies such as those of system and control theory. In conclusion, Convergence Layer design is very suitable for applying control based methodologies. Highlights of system theory are mathematical modelling of the relevant processes, formulation of management tasks as formal control problems and solving of these problems by appropriate methodologies. Thanks to the Convergence Layer approach, all
the above-mentioned highlights can be profitably used in the design of the so-called Resource Management procedures aiming, on the one hand, at assuring the respect of the intra-domain QoS Contracts and, on the other hand, at efficiently exploiting the valuable available bandwidth.

In this respect, in the period 1990-2000, Prof. Alberto Isidori already guessed the potentialities deriving from the application of control theory and methodologies to telecommunication networks and, in particular, to the design of Resource Management procedures. As a matter of fact, he sensed that traditional telecommunication based methodologies (e.g. queue theory), conceived in periods in which telecommunication networks were very far from the current huge complexity, show serious scalability problems; on the contrary, system based modelling and control seem much more suitable "to catch" the complex dynamics of such networks.

The most common Resource Management procedures are Routing, Connection Admission Control (CAC), Dynamic Resource Allocation (DRA), Congestion Control and Scheduling.

- The routing procedure finds the most appropriate (less congested and/or minimum delay,...) path within the considered domain for each connection.
- The CAC procedure decides, at each connection set-up, if the domain can actually afford for the set-up of the new connection with a given QoS Contract. If the connection is accepted by the CAC procedure on a given path decided by the Routing procedure the relevant QoS Contract specifies the Compliant Traffic, as well as the QoS Constraints characterizing such Compliant Traffic.
- The DRA procedure dynamically reallocates, in wireless domains, the available bandwidth trying to match the traffic requests.
- The Congestion Control procedure decides which part of the offered traffic exceeding the Compliant Traffic can be admitted into the domain. In this respect, it should be clear that, in case the domain is idle such procedure tends to admit more traffic than the Compliant one, thus increasing the exploitation of the available bandwidth; conversely, in case the domain is congested such procedure just admits the Compliant Traffic.
- The Scheduling procedure decides the priorities according to which the IP packets have to be transmitted on the available bandwidth, trying to respect the QoS Constraints.

A plenty of the above-mentioned procedures have been designed, implemented and standardized in the various telecommunication domains. In this respect, key problems are the following:
i) most of these procedures are very technology dependent, i.e. they can only work in conjunction with a specific underlying network, being customized on such a specific technology; as a matter of fact, the Convergence Layer approach is very recent and most procedures have been designed without taking into account it;
ii) in general, these procedures are designed so that they work in an uncoordinated fashion one another, in spite of the fact they all aim at pursuing the same goal, namely, respecting the intra-domain QoS Contracts and maximizing bandwidth exploitation; this fact, is due to the huge complexity of keeping these procedures coordinated one another;
iii) in general, these procedures work in an open-loop fashion, being tailored on appropriate network and traffic models, thus entailing an inherent lack of robustness even in consideration of the very rapid evolution of the IP network and traffic characteristics; this is partly due to the fact that only the recent technology enhancements allow a relatively easy monitoring of the feedback variables and hence their utilization in the feedback loop.
The approach introduced by Prof. Isidori in [6], [7] paved the way towards the overcoming of the above-mentioned problems (e.g. see [5]-[10]). As a matter of fact, such a approach is based on the following innovative principles, which cope with the three above-mentioned problems respectively:
i) the modelling of the problem in an abstract, technology independent, control-based fashion and the consequent design of the Resource Management procedures following control theory methodologies. It is evident that this approach is fully compliant with the Convergence Layer approach;
ii) the design of Resource Management procedures trying to jointly play a plurality of roles, thus overcoming the "traditional" role repartitions. In particular, in [6], [7] a Resource Management procedure is designed which includes both the congestion control role, i.e. the role of deciding which IP packets have to be admitted into the considered domain, and the scheduling role, i.e. the role of deciding which IP packets, in the set of the admitted IP ones, have to be served with priority (i.e. have to be actually transmitted). In this respect, the novelty consists in the fact that the controller jointly holds both the congestion control and the scheduling roles. It should be noted that, in most of the previous proposals, these two roles have been dealt with independently each other (e.g. see [13]-[30] for the congestion control role and [19]-[20] for the scheduling role). Note that the fact of simultaneously handling more roles is possible thanks to the relative simplicity with which the domain can be modelled following a control based approach just catching its dominant dynamics;
iii) the handling of the congestion control role in a closed-loop fashion, since the decisions about the admission/rejection of traffic into the wireless domain are based on the present buffer states. In this respect, in the literature [13], the usual way of coping with the congestion control problem was the one of filtering the incoming traffic by means of the so-called Dual Leaky Buckets (DLBs) [13] whose parameters are chosen at connection set-up, i.e. the DLBs operate according to an open-loop approach.

The papers [6], [7] by adopting these principles, present a novel approach to the design of a feedback controller achieving desirable performance with
respect to a cost index accounting for the total traffic to be discarded in a considered time period, while respecting the QoS Constraints. Such a novel approach is based on the idea that the controller has to steer the overall system towards "ideal" equilibria at which the most desirable performance is achieved. These ideal equilibria have to be periodically updated since they depend on the present offered traffic which is regarded as the exogenous (not controllable) input.

The following of this chapter will present one of the several results which have been obtained by following the above-mentioned principles formerly introduced by Prof. Isidori. In particular, a model-based design procedure for resource management algorithms in communication networks will be proposed (Section 2) and applied to the problems of Dynamic Resource Allocation in satellite networks (Section 3) and Congestion Control in terrestrial packet networks (Section 4).

## 2 Model-Based Control of Communication Networks

Model-based control uses the system model to compute the control law, while feedback messages are used to evaluate and correct the model inaccuracies. These methods are widely used in industrial process control, since they address its key problems ([4]): (i) the presence of unknown disturbances; (ii) the unavailability of accurate values of the model parameters; (iii) the presence of constraints on manipulated and controlled variables; (iv) the presence of timedelays. The resource management of communication networks suffers from the same problems listed above: i) hundreds of different network elements (PCs, routers, links, ...), each one running different algorithms and performing different tasks, and their interactions constitute unknown disturbances which cannot be controlled by a single network element; ii) for the same reason, it is impossible to develop an accurate model of the whole telecommunication network and to properly set the parameters, unless we model only the simple constituting elements: buffers and links; iii) manipulated and controlled variables are subject to saturation constraints: e.g., queue lengths and packet transmission rates are non-negative, queue lengths cannot exceed the buffer sizes, and so on; iv) links, algorithm runtimes and queues introduce significant time-delays.

Control-theoretic methods for communication networks are receiving increased attention in the control theory community, as confirmed by several recent special issues of control-theory journals ([3]-[11]). The Congestion Control problem, aimed at controlling the source transmission rate based on the available capacity, has been widely investigated: in [2], the problem is formulated as a stochastic control problem where the controls of different users are subject to different delays; in [28] and [25], an $H^{\infty}$ controller is designed guaranteeing robust stability with respect to uncertain multiple time-varying delays; in [29], the problem is formulated as a robust tracking control prob-
lem. Model-based Congestion Control is examined in [21]-[22]. DRA protocols, aimed at defining the mechanisms required to obtain transmission capacity, are developed in [1], [8], [9], [26]. In [1], the global resource-sharing problem is formulated as an optimization problem involving all terminals and links with a large number of coupled constraints. In [8], a different approach is followed, since the focus is to decouple the Congestion Control algorithm and the DRA. In [9], the scheme of [8] is refined to reduce the queuing delays. With an approach similar to [8], in [26] each terminal uses a local adaptive predictor to forecast the future traffic flow along with a local predictive controller to generate the bandwidth requests.

This section presents the proposed control structure for the development of resource management procedures in communication networks which differ in topology and access technique (technology independent approach). The fundamental elements of all telecommunication networks are always the same: buffers and links. The resulting network models are linear, time-invariant (LTI) systems with feedback delays, constituted by integrators, modelling the buffers, feedback delays, modelling the links and the queuing delays, and disturbances, modelling the unknown system behaviour. The idea is that, since these elements are present in any network, a control scheme developed for a certain network can be easily adapted to a different one. Resource management procedures are generally executed by a single element of the network, e.g., by a PC, a router or a satellite terminal. Thus, we are interested in developing the model of the network from the viewpoint of a controller $G(s)$ located in the element itself. We assume that the transfer function of $P(s)$ between the control variable $u(s)$ and the measured variable $q(s)$, representing the system plant, is LTI. For the sake of simplicity, the single-input single-output (SISO) case is considered; the procedure can be extended to the multipleinput multiple-output (MIMO) case by applying the IMC theory for MIMO systems.

### 2.1 Proposed Control Scheme

The proposed control structure is based on Model Reference Control (MRC), Internal Model Control (IMC) and on the Smith's principle. Given a LTI plant $P(s)$, the idea of MRC is to design a LTI model, named reference model and described by the transfer function $W_{R E F}(s)$, representing the desired input-output properties of the closed-loop plant ([16]). For any input $r(s)$, the reference model produces a reference output $q_{R E F}(s)=W_{R E F}(s) r(s)$, while the actual closed-loop plant produces the output $q(s)$. The objective is to develop a feedback controller $G(s)$ such that $q(s)$ tracks $q_{R E F}(s)$. The approach suggested in this section is to design the reference model by utilizing the nominal model of the plant and an appropriate LTI controller, referred to as reference controller and indicated with $C(s)$ : let $\tilde{P}(s)$ be the nominal plant model; then, $C(s)$ is a controller producing the control action $u_{R E F}(s)$,


Fig. 2. a) proposed control structure; b) reference system (equivalent system if $d(t) \equiv 0)$; c) error system (equivalent system if $d(t) \equiv 0$ ); d) Smith predictor error controller; e) Smith predictor error controller with anti-windup
which, applied to $\tilde{P}(s)$, achieves the desired output $q_{R E F}(s)$ (see the reference model block of Fig. 2a).

Then, IMC is applied; it states that, when no disturbance is present, the closed-loop system behaves as the open-loop one ([23]). Let the reference controller $C(s)$ operate on both the nominal plant model $\tilde{P}(s)$ and on the process plant $P(s)$, as shown in Fig. 2a, and let $d(s)$ model the effect of the disturbances on the output $q(s)$. For a given input $r(s)$, if the nominal plant model is perfect, i.e., $\tilde{P}(s)=P(s)$, and if there are no disturbances, i.e., $d(s) \equiv 0$, it follows that $q(s) \equiv q_{R E F}(s)$. The error $e(s)=q(s)-q_{R E F}(s)$ expresses the un-modelled effects of $d(s)$ and of the process uncertainties and is used to adjust the control action $u_{R E F}(s)$, producing the final control action $u(s)$. As shown in Fig. 2a, the control variable $u(s)$ feeding the actual plant is equal to the sum of $u_{R E F}(s)$ and $u_{D}(s)$, computed by the controller $K(s)$ based on $e(s) . K(s)$ is referred to as error controller.

The following Theorem 1 straightforwardly derives from the proposed control structure of Fig. 2a.

Theorem 1. If the model is perfect, i.e., $\tilde{P}(s)=P(s)$, given that the system is LTI, it follows that: (i) the transfer functions $q_{R E F}(s) / r(s)$ and $u_{R E F}(s) / r(s)$ of the schemes of Fig. 2a and Fig. $2 b$ are equivalent; (ii) the transfer functions $e(s) / d(s)$ and $u_{D}(s) / d(s)$ of the schemes of Fig. 2a and Fig. 2c are equivalent.

The scheme of Fig. 2b, which is equal to the reference model, is named reference system and depends on $r(s)$ only; the scheme of Fig. 2c is named error system and depends on $d(s)$ only.

Remark 1. If the controller $K(s)$ is such that $e(s)$ in the scheme of Fig. 2c is driven to 0 , then the actual output $q(s)$ in the scheme of Fig. 2a tracks $q_{R E F}(s)$.
$\triangleleft$
Theorem 2. Assuming that the process model is perfect, i.e., $\tilde{P}(s) \equiv P(s)$, the control system of Fig. $2 a$ is stable iff the reference and error controllers, $C(s)$ and $K(s)$, are such that $P(s) C(s)$ and $1 / P(s) K(s)$ are stable.
Proof. From Theorem 1 it follows that the stability conditions of the overall system (Fig. 2a) can be retrieved by separately examining the transfer functions of the reference system (Fig. 2b), which is $P(s) C(s)$, and of the error system (Fig. 2c), which is $1 / P(s) K(s)$.

Due to the presence of time-delays, the error controller $K(s)$ has to be designed with feedback delay compensation techniques, available within the model-based control framework. The Smith's principle ([26]) has been already adopted (besides process control applications) in control of communication networks ([21], [9]). By applying the standard Smith predictor controller to the error system, the following controller $K(s)$ (shown in Fig. 2d) is obtained:

$$
\begin{equation*}
K(s)=\frac{K_{P}(s)}{1+K_{P}(s) \tilde{P}_{0}(s)\left(1-e^{-s \tilde{T}_{F B}}\right)} \tag{1}
\end{equation*}
$$

where $K_{P}(s)$ is the so-called primary controller, is the estimated delay and $\tilde{T}_{F B}$ is the delay-free part of the process model $\tilde{P}(s)=\tilde{P}_{0}(s) e^{-s \tilde{T}_{F B}}$.

### 2.2 Robustness with Respect to Time-Varying Delays and Anti-Windup

Finally, two problems must be addressed: i) the presence of time-varying delays in many communication control problems; ii) the windup problem, which arises from the facts that network models have integrators modelling buffers, and that the proposed model-based control explicitly uses the network models in the controller. For both the identified problems, the proposed framework can exploit the favorable characteristics of IMC.

As analyzed in [23], to achieve robust stability and performance, it is often possible to de-tune the primary controller of the IMC controller. With reference to the error system control scheme of Fig. 2c, a sufficient condition for robust stability is given by the following Theorem 3.
Theorem 3. ([23]) Assuming that (i) $K(s)$ stabilizes $\tilde{P}(s)$, and that (ii) the number of unstable poles of the process model $\tilde{P}(s)$ is equal to the number of unstable poles of actual process $P(s)$; then, a sufficient condition for robust stability of the closed-loop control system of Fig. 2c is the following:

$$
\begin{equation*}
\left\|W_{m}(j \omega) \tilde{T}(j \omega)\right\|_{\infty}=\sup _{\omega}\left|W_{m}(j \omega) \tilde{T}(j \omega)\right|<1 \tag{2}
\end{equation*}
$$

where $W_{m}(j \omega)$ is the upper-bound of the multiplicative uncertainty function and $\tilde{T}(j \omega)$ is the complementary sensitivity function of the system model.

Note that equation (2) defines a conservative stability bound, since it is based on the uncertainty upper-bound $W_{m}(j \omega)$. A general procedure to achieve robust stability and robust performance within the IMC framework is given in [23].

IMC properties are useful also when dealing with anti-windup: the wellknown IMC anti-windup scheme (see [31], [18]) proves to be adequate in most cases. Basically, the IMC anti-windup scheme states that the actuator and process non-linearity have to be included in the model ([4]), as exemplified in Fig. 2e for the case of actuator saturation. This way the IMC properties still hold.

### 2.3 Design Procedure

In conclusion, once an appropriate LTI network model is developed, the controller $G(s)$ is determined by performing the following two steps:

1. The first step consists in the design of the reference controller $C(s)$ and of the error controller $K(s)$ by considering the nominal models, without uncertainties and saturation non-linearity. In particular:
1a Neglecting the un-modelled disturbances, i.e., considering the reference system of Fig. 2b, the reference controller $C(s)$ is designed with the aim of obtaining the desired output $q_{R E F}(s)$ based on an optimal criterion.
1 b Considering the disturbance only, i.e., considering the error system of Fig. 2c, the error controller $K(s)$ is designed aimed at driving the output error $e(s)$ to zero (so that $q(s)$ tracks $q_{R E F}(s)$, see Remark 1 ). The Smith's principle (Fig. 2d) is used to compensate the feedback delay.
2. The second step takes into account the uncertainties and saturation nonlinearity. In particular:
2a Robustness with respect to model uncertainties is dealt with by appropriately de-tuning the controller, as described in [23].
2b IMC anti-windup schemes are added to overcome windup problems caused by saturations.

A key feature of the procedure is that the two controllers, $C(s)$ and $K(s)$, are uncoupled, have different functionality and are developed independently.

## 3 Dynamic Resource Allocation (DRA) Algorithm for Satellite Networks

In this section, a DRA procedure for satellite networks is developed by using the proposed design procedure. DRA procedures are required when the transmission media is shared, as in satellite networks, and defines the rules
by which the terminals request the transmission capacity to the network control centre ([8]). The traffic source, which sends packets to the terminal, is modelled by a non-negative input bit rate $r_{I N}(t)$ with

$$
\begin{equation*}
r_{I N}(t)>0 \quad \forall t \tag{3}
\end{equation*}
$$

Since it can be measured by the terminal, $r_{I N}(t)$ is a measured disturbance. The buffer in the source terminal, which collects the packets waiting for transmission, is modelled by an integrator. Let $q(t)$ denote the queue length in this buffer; the variation of the queue length is given by the input rate $r_{I N}(t)$ minus the output rate $r_{O U T}(t)$, namely

$$
\begin{equation*}
\dot{q}(t)=r_{I N}(t)-r_{O U T}(t) \tag{4}
\end{equation*}
$$

Based on the available measures $r_{I N}(t)$ and $q(t)$, the controller $G(s)$ in the source terminal computes the capacity requests $r_{R E Q}(t)$. The request arrives in the network control centre, which computes the capacity allocation based on the available link capacity. The allocation is sent back to the terminal. In geostationary satellite networks, the time interval between the transmission of a capacity request and the receiving of the associated capacity allocation is constant and equal to 500 ms ; this interval constitutes the feedback delay $T_{F B}$. If the network is not congested, the assigned bit rate is equal to the requested bit rate: $r_{O U T}(t)=r_{R E Q}\left(t-T_{F B}\right)$; conversely, if the network is congested, the control centre assigns less capacity: $r_{O U T}(t)<r_{R E Q}\left(t-T_{F B}\right)$. Thus, the network control centre and the transmission delay can be modelled as a delay block cascaded to an additive disturbance $d(t)$, defined as follows

$$
\begin{equation*}
d(t)=r_{R E Q}\left(t-T_{F B}\right)-r_{O U T}(t) \tag{5}
\end{equation*}
$$

Since, as above-mentioned, $r_{R E Q}\left(t-T_{F B}\right) r_{O U T}(t)$, the following holds true

$$
\begin{equation*}
d(t) \geq 0 \quad \forall t \tag{6}
\end{equation*}
$$

The process model is considered as perfect: $\tilde{P}(s)=P(s)=\frac{1}{s} e^{-s T_{F B}}$; the delay-free process model is $\tilde{P}_{0}(s)=P(s)=\frac{1}{s}$.

The objective of the DRA procedures is twofold.
i) The terminals must use the whole requested capacity (full link utilization). Thus a proper amount of packets must be accumulated in the buffer: if the buffer is empty when the allocation is received, the unused allocated capacity is wasted. In the model, this corresponds to having $q(t) \geq 0 \forall t$.
ii) To reduce the queuing delay, $q(t)$ must be minimized while respecting (i).
iii) In case of congestion, $q(t)$ grows regardless of the controller; the normal behaviour must be recovered at congestion end (congestion recovery).

Fig. 3 shows the model and the controller developed with the proposed procedure. The first step is the development of the reference controller $C(t)$ neglecting the disturbance, i.e., setting $d(t) \equiv 0$. The measured disturbance


Fig. 3. a) proposed control system; b) reference system; c) error system
$r_{I N}(s)$ is not neglected (Fig. 2b). The following Lemma demonstrates that the controller $C(t) \equiv 1$ meets the control objective (i) (the proof can be found in [9]).

Lemma 1. ([9]) By setting $d(t) \equiv 0$, the proportional controller $C(t) \equiv 1$ is such that $q_{R E F}(t) \geq 0 \forall t, \forall r_{I N}(t)$ (objective (i)). Moreover, the obtained $q_{R E F}(t)$ is the minimum one guaranteeing that $q_{R E F}(t) \geq 0 \forall t$ (objective (ii)).

The second step is the development of the Smith predictor controller $K(s)$ for the error scheme obtained by considering $r_{I N}(t) \equiv 0$ (Fig. 3c)

$$
\begin{equation*}
K(s)=\frac{K_{P}(s)}{1+K_{P}(s)\left(P_{0}(s)-P(s)\right)}=\frac{K}{1+K\left(1-e^{-s T_{F B}}\right) / s} \tag{7}
\end{equation*}
$$

where the primary controller $K_{P}(s)=K$ is proportional. The controller (7) is such that the error $e(t)$ is driven to 0 when $d(t)$ is 0 , as shown by Lemma 2.

Lemma 2. By setting $K>0$, the error controller (7) is such that, if at a time $t_{C}$ a congestion terminates (i.e., $d(t)=0 t>t_{C}$ ), $e(t)$ is exponentially driven to 0 , with time constant $\tau=1 / K$. If $d(t) \geq 0 \forall t$, it follows that $e(t) \geq 0 \quad \forall t$.

Proof. The transfer function between $e(s)$ and $d(s)$ is the following:

$$
\begin{equation*}
\frac{e(s)}{d(s)}=\frac{1-e^{-s T_{F B}}}{s}+\frac{e^{-s T_{F B}}}{s+K} \tag{8}
\end{equation*}
$$

which, considering that $K>0$, proves the first part of the Lemma. The inverse Laplace transform of (8) is:

$$
\begin{equation*}
e(t)=\int_{t-T_{F B}}^{t} d(\tau) d \tau+\int_{0}^{t-T_{F B}} e^{-K\left(t-T_{F B}-\tau\right)} d(\tau) d \tau \tag{9}
\end{equation*}
$$

which, since $K>0$ and $d(t) \geq 0 \forall t$, proves the second part of the Lemma.
The overall scheme of Fig. 3a is obtained by applying the reference and the error controllers $C(s)$ and $K(s)$. The following control action is determined:

$$
\begin{equation*}
r_{R E Q}(t)=R_{I N}(t)+K\left(q(t)-\int_{t-T_{F B}}^{t} r_{R E Q}(\tau) d \tau\right) \tag{10}
\end{equation*}
$$

Theorem 4 follows from Theorem 1, Lemma 1 and Lemma 2.
Theorem 4. By setting $K>0$, since $d(t) \geq 0 \forall t$ (see equation (6)), the control action (10) meets the control objectives:
i) $q(t) \geq 0 \forall t, \forall r_{I N}(t)$ (full link utilization efficiency).
ii) If $d(t) \equiv 0$ (congestion-less case), $q(t)$ is the minimum guaranteeing (i).
iii) If at time $t_{C}$ a congestion terminates, i.e., $d(t)=0 \forall t>t_{C}, q(t)$ is driven to $q_{R E F}(t)$ exponentially, with time-constant $\tau=1 / K$ (congestion recovery).

Remark 2. The control action (10) is the same control action obtained in [9]. The control law (10) has been selected for the implementation in the hardware demonstrator of a satellite network [27], developed by the SATIP6 project [17], financed by the European Union within the 5th Framework Programme.

## 4 Congestion Control for Terrestrial Networks

In this section, a Congestion Control procedure for terrestrial packet networks is developed by using the proposed design procedure. Congestion control procedures define the rules by which the source terminals adjust their transmission rates to avoid congestions of the network node buffers. In Asynchronous Transfer Mode (ATM) end-to-end Congestion Control protocols, the source terminal exchanges control messages with the destination terminal. The flow of data packets between the source and the destination, referred to as connection, crosses a certain number of network nodes and is characterized by a maximum transmission rate, the Peak Cell Rate (PCR). The PCR is communicated to the path nodes during setup. Control packets are transmitted by the source to the destination, which transmits them back to the source, communicating the maximum queue length $q(t)$ among the buffers of the path nodes (bottle-neck queue length). Under the assumption that control packets have strict priority over data packets, the transmission delay of the control messages from the bottle-neck node to the destination and back to the source, denoted with $T_{B W}$, is constant. The controller $G(t)$ in the source computes the transmission rate $r_{S}(t)$ based on the PCR of the connection and on the bottle-neck queue length $q(t)$.

The rate $r_{S}(t)$ is non-negative and limited by the $P C R$ of the connection, namely

$$
\begin{equation*}
0 \leq r_{S}(t) \leq P C R \quad \forall t \tag{11}
\end{equation*}
$$

Assuming that each connection has a reserved buffer in each crossed node (per-connection buffering), if no congestion occurs, all the queue lengths of the buffers in the path are equal to 0 ; conversely, if a node is congested (bottle-neck node), its queue length grows, whereas the queue length in the other nodes is still equal to 0 . Two consequences follow:
i) The transmission delay $T_{F W}$ from the source to the bottle-neck node is constant; thus, the feedback delay $T_{F B}=T_{F W}+T_{B W}$ of the system, measured during connection setup, is constant;
ii) Only the buffer of the bottle-neck node has to be modelled ([21]). The bottle-neck buffer is modelled by an integrator; the variation of the queue length is given by the input rate $r_{I N}(t)$ minus the depletion rate of the bottle-neck node buffer $r_{O U T}(t)$, that is

$$
\begin{equation*}
\dot{q}=r_{I N}(t)-r_{O U T}(t) \tag{12}
\end{equation*}
$$

$r_{I N}(t)$ is the rate of the packets arriving from the source given by

$$
\begin{equation*}
r_{I N}(t)=r_{S}\left(t-T_{F W}\right) \tag{13}
\end{equation*}
$$

Assuming that the connection starts at $t=0$, the rate available in the bottleneck node $r_{O U T}(t)$ is equal to or less then $P C R$ for $t \geq T_{F W}$ (at time $t=T_{F W}$ the first packet of the connection is received). Then, the reduction of the available rate due to concurrent traffic is modelled by an additive disturbance, $d(t)$, defined as follows

$$
\begin{equation*}
d(t)=P C R u_{-1}\left(t-T_{F W}\right)-r_{O U T}(t) \tag{14}
\end{equation*}
$$

Since $d(t)$ is the portion of transmission rate which is unavailable, it follows that

$$
\begin{equation*}
0<d(t)<P C R \quad \forall t \tag{15}
\end{equation*}
$$

$d(t)$ is regarded as an unmeasured disturbance, whereas $P C R u_{-1}\left(t-T_{F W}\right)$ is regarded as a known disturbance. Under the final assumption that the sources are persistent, i.e., that they can always transmit at full rate $(P C R)$, the objective of the Congestion Control procedures is twofold.
i) $q(t)$ must be kept lower than the buffer size $S$ (overflow avoidance).
ii) When no congestion is occurring, the source rate $r_{S}(t)$ must be equal to $P C R$ (congestion recovery).
The control scheme of Fig. 4 a) results from the application of the control structure proposed in Section 2.

The first step of the design procedure is the development of the reference controller $C(t)$, neglecting the unmeasured disturbances. The reference system, obtained with $d(t) \equiv 0$, is shown in Fig. 4b. The following


Fig. 4. Congestion control: a) model and control structure; b) reference system; c) error system

Lemma demonstrates that the controller $C(t) \equiv 1$ meets the control objectives.

Lemma 3. The reference controller $C(t) \equiv 1$ achieves the minimum $q_{R E F}(t)$ guaranteeing the full link utilization efficiency at any time $t$ (i.e., $q_{R E F}(t) \geq$ $0 \forall t)$. Furthermore, the reference rate $r_{R E F}(t)$ is equal to $P C R u_{-1}(t)$.

Proof. The obtained reference queue length is always equal to 0 , which proves the first part of the Lemma. The second part is evident from Fig. 4b.

The second step of the design procedure is the development of the error controller $K(t)$ neglecting the the measured disturbance. The Smith predictor controller with a proportional primary controller, whose transfer function is given by equation (7), is selected (see Fig. 4c). The following Lemma holds (the proof is similar to the proof of Lemma 2).

Lemma 4. By setting $K>0$ and assuming $0 \leq d(t) \leq P C R \forall t$, the rate $r_{D}(t)$ computed by $K(s)$ is such that:
i) $0<e(t)<P C R\left(T_{F B}+1 / K\right)$;
ii) if $d(t)=0 \forall t>t_{C}$, e(t) is exponentially driven to 0 , with time-constant $\tau=1 / K$.

Theorem 5 follows from Theorem 1, Lemma 3 and Lemma 4.
Theorem 5. By setting $K>0$ and the buffer size $S>P C R\left(T_{F B}+1 / K\right)$, the control action (10) is such that:
i) $0 \leq q(t) \leq S$ (full link utilization efficiency and overflow avoidance);
ii) if at time $t_{C}$ a congestion terminates, i.e., $d(t)=0 \forall t>t_{C}, q(t)$ is driven to $q_{R E F}(t) \equiv 0$ exponentially, with time-constant $\tau=1 / K$ (congestion recovery).

Remark 3. By applying the reference and the error controllers to the scheme of Fig. 4a, the following control action is determined

$$
\begin{align*}
r_{S}(t) & =r_{R E F}(t)+r_{D}(t)=r_{R E F}(t)+K\left[-q(t)+\int_{t-T_{F B}}^{t} r_{D}(\tau) d \tau\right] \\
& =K\left\{\frac{r_{R E F}}{K}-q(t)+\int_{t-T_{F B}}^{t}\left[r_{S}(\tau)-r_{R E F}(\tau)\right] d \tau\right\}= \\
& =K\left\{P C R\left[\frac{u_{-1}}{K}+\int_{t-T_{F B}}^{t} u_{-1}(\tau) d \tau\right]-q(t)+\int_{t-T_{F B}}^{t} r_{S}(\tau) d \tau\right\} . \tag{16}
\end{align*}
$$

If the buffer size $S$ is equal to $P C R\left(T_{F B}+1 / K\right)$, for $t>T_{F B}$ the control action (16) becomes equivalent to the control action of [21].

Within the proposed framework, the Congestion Control scheme can be extended to the case of a time-varying delay. We assume that the delay is the only process uncertainty:

$$
\begin{equation*}
\tilde{P}(j \omega)=\tilde{P}_{0}(j \omega) e^{-j \omega \tilde{T}_{F B}}=P_{0}(j \omega) e^{-j \omega \tilde{T}_{F B}} \tag{17}
\end{equation*}
$$

Theorem 6 follows from Theorem 3.
Theorem 6. By using the delay estimate $\tilde{T}_{F B}$ in the Smith predictor controller $K(s)$ (as in Fig. 3d), and by setting the primary controller $K=\lambda / \delta$, where $\lambda \in(0,1.45]$ is the detuning parameter and $\delta=\max _{t}\left\{T_{F B}(t)-\tilde{T}_{F B}\right\}$ is the maximum time-delay uncertainty, the system of Fig $4 a$ is robustly stable.

Proof. By considering Theorem 3 and the error system of Fig. 4c, given that $P_{0}(s)=\tilde{P}_{0}(s), \tilde{T}(j \omega)$ and $W(j \omega)$ are computed as follows:

$$
\begin{align*}
\tilde{T}(j \omega) & =T(j \omega)=\frac{C_{0}(j \omega) P_{0}(j \omega)}{1+C_{0}(j \omega) P_{0}(j \omega)}=\frac{\lambda / \delta}{(j \omega+\lambda / \delta)} \\
W(j \omega) & =\frac{P(j \omega)-\tilde{P}(j \omega)}{\tilde{P}(j \omega)}=e^{-j \omega \delta}-1 \tag{18}
\end{align*}
$$

The following upper bound of $W(j \omega)$ is straightforwardly determined

$$
W_{m}(j \omega)=\left\{\begin{array}{r}
\left|e^{-j \omega \delta}-1\right| \text { if } \omega<\pi / \delta  \tag{19}\\
2 \text { if } \omega \geq \pi / \delta
\end{array}\right.
$$

Since $W_{m}(j \omega)$ is a high-pass filter and $\tilde{T}(j \omega)$ is a low-pass filter with pole $p=-\lambda / \delta$, there exists a value of $\lambda$ such that the sufficient condition (2) is met. In the considered case, the maximum value (numerically computed) is $\lambda=1.45$.

Remark 4. Even if the proposed controller is more conservative with respect to controllers developed with other approaches, it has a great advantage in its simplicity, (which is a key characteristic for the sake of implementation) allowing a straightforward extension to an adaptive robust Congestion Control scheme: by estimating on-line the delay and of the delay uncertainty - robust estimators for time-delay systems are available in the literature ([14]) -, it is


Fig. 5. Robust Congestion Control scheme with anti-windup: a) available rate $r_{\text {OUT }}(t)=P C R u_{-1}(t)-d(t)$ and rate allocation $\left.r_{S}(t) ; \mathrm{b}\right)$ queue length $q(t)$
sufficient to set the controller gain according to Theorem 6. For comparison purposes, let us consider the $H^{\infty}$ approach of [28]: in this case, given the estimates, the computation of the controller (to be executed every time the estimates are updated) would imply to solve an optimization problem.

Finally, we consider the anti-windup scheme ${ }^{2}$ of Fig. 2e. The actuator constraint (11) states that $0 \leq r_{S}(t) \leq P C R$; in the IMC theory, it is sufficient to limit $r_{D}(t)$ between $-P C R$ and 0 , since $r_{S}(t)=P C R u_{-1}(t)+r_{D}(t)$.

Fig. 5 shows the results of a numerical simulation, with the following parameters: $P C R=1 \mathrm{pkt} / \mathrm{ms}, T_{F B}=100 \mathrm{~ms}, \tilde{T}_{F B}=70 \mathrm{~ms}, \delta=30 \mathrm{~ms}, d(t)=$ $\left.c u_{-1}(t-100 m s)-d u_{-1}(t-1500 m s)\right], c=0.9 p k t s / m s, d=0.8 p k t s / m s$, $\lambda=1.35$. The figure shows that the control signal $r_{A L L}(t)$ is always between 0 and $P C R$ and tracks the bottle-neck rate $r_{O U T}(t)=P C R u_{-1}(t)-d(t)$, and that the queue length is stabilized.

## 5 Conclusions

According to the most recent trends in telecommunications, control-based methodologies are particularly suited to deal with resource management procedures. Following this trend, we introduced the convergence layer technology independent approach and, within this approach, described a model-based design procedure for resource management algorithms. The key point of the proposed procedure is that it is based on a generic network model, i.e., it is technology independent; in fact, the examples shown in this work are relevant to different network technologies. In particular, the Dynamic Resource Allocation (DRA) protocol for satellite network of [9] and the Congestion Control for packet networks of [21] were obtained by applying the proposed procedure with the objectives of full link utilization and congestion avoidance,

[^24]respectively. Moreover, the schemes were extended to the case of variable timedelays. In [10], the presented procedure was successfully applied also to the ad hoc Wireless LAN scenario to develop a DRA scheme integrated with a Congestion Control scheme which, at the same time, meets the objectives of full link utilization and congestion avoidance. The on-going work aims at providing QoS guarantees to the controlled traffic (in terms of maximum delay and losses) and at developing a robust adaptive framework for variable-delay scenarios.
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#### Abstract

Summary. This paper presents a feedback method to achieve synchronization of coupled identical oscillators which are characterized by polynomial vector fields. Here, synchronization means asymptotic coincidence of the states of all the systems. Even though their models are identical, the state trajectories of the identical systems are different because of different initial conditions. Unlike other approaches where just a linear damping term is added to each system in order to achieve synchronization, we design nonlinear coupling functions between the subsystems in such a way that stability of the error dynamics between any two models results. To do that, a certain dissipation inequality and sum of squares as a computational tool are used. Finally, two examples are presented to illustrate the proposed method.


This work is dedicated to Professor Alberto Isidori on the occasion of his $65^{\text {th }}$ birthday.

## 1 Introduction

Collective motion has received a lot of attention in many areas [19, 18] over the last years. In particular, synchronization is a topic of great interest in many engineering, scientific, and biological systems such as fireflies flashing and fish schooling [18], pacemaker cells in the heart and gene clocks [9], synchronous behavior of neurons [14], and coordinated motion in robotics [10]. Mathematically, synchronization can be seen as the asymptotic coincidence of the state vectors of two (or more) systems [1]. There is a large literature on the analysis and synthesis of synchronization of dynamical systems [19, 10, 18] and in particular synchronization of coupled oscillators $[13,18,9]$. This paper is concerned with the synthesis problem, i.e. the design of inputs (called coupling function) for each oscillator such that the difference between their state trajectories converges to zero.

Synchronization of coupled oscillators is of particular interest because it appears popularly in neuroscience and biochemical networks [14, 9, 17]. Neurons or biochemical reactions modeled as coupled oscillators interact with
each other through the coupling function in order to show synchronous behavior. Consequently, elucidating the interaction is an important step in order to understand the nature and develop engineering applications. In the literature, there are several mathematical models which are mainly used in research concerned with coupled oscillators: Hodgkin-Huxley, Kuramoto, Lorenz, Fitzhugh-Nagumo, Hindmarsh-Rose, Goodwin, and the represillator model [14, 18, 17, 9]. Note that the Lorenz, Fitzhugh-Nagumo, and Hindmarsh-Rose models are in polynomial form, i.e. the right hand side of their ordinary differential equation model consists of polynomial functions. We present a method to design a nonlinear coupling function for synchronization of such polynomial oscillators. The polynomial property enables us to employ an efficient numerical method which facilitates the design.

Existing design methods for synchronization have several drawbacks. Firstly, the resulting coupling functions are of the form of linear feedback or linear feedback with variable gain. Since the model is nonlinear, it is not natural that the coupling function is linear. Moreover, it turned out in our simulation studies that the synchronization of the linearly coupled oscillators are not robust against external disturbances. Secondly, many papers handle synchronization between only two models. Thirdly, no efficient computational tools are employed for designing the coupling function. Most of all, no systematic control theoretic method is used to design the coupling function. This motivates us to devise a novel nonlinear coupling function leading to synchronization.

This paper is devoted to design the coupling function of coupled polynomial oscillators in order to achieve synchronization. To do that, we consider the error dynamics of two oscillators. Then, the inputs (i.e. coupling functions) to the oscillators are designed such that the error dynamics are stabilized. In order to design those inputs, a dissipation inequality is considered, which leads to stability of the error dynamics, and the sum of squares technique is employed to solve the inequality. After that the method is extended to the multiple oscillators case with a particular interconnection. Finally, the proposed method is applied to two different oscillators in order to show its effectiveness.

## 2 Preliminaries

In this section, some terminology and mathematical tools needed in the paper are introduced, i.e. the definition of the synchronization is given and some stability concepts and basics of graph theory are reviewed. The synchronization problem under consideration can be stated as follows:

Definition 1 Suppose that there are $N$ identical subsystems

$$
\dot{x}_{i}=f\left(x_{i}, u_{i}\right), i=1, \cdots, N
$$

where $x_{i} \in \mathbb{R}^{n}$ is the state and $u_{i} \in \mathbb{R}^{m}$ the input of the $i$ th subsystem. Furthermore, the $N$ subsystems potentially have different initial conditions. The synchronization problem is to design control inputs $u_{i}$, also called coupling functions, such that the following two conditions are satisfied.
C1. The difference between the states of any two subsystems converges to zero, i.e. $x_{i}(t)-x_{j}(t) \rightarrow 0(i \neq j, i, j=1, \cdots, N)$ for $t \rightarrow \infty$.

C2. All states are bounded i.e. $\left\|x_{i}(t)\right\|<\infty, i=1, \cdots, N$ for $t \geq 0$.
In order to analyze the synchronization problem in Definition 1, the following stability concept, which can take external inputs into account, is useful.
Definition 2 [4] Consider the system $\dot{x}=f(x, w)$, where $x \in \mathbb{R}^{n}$ is the state and $w \in \mathbb{R}^{m}$ the external input. The system is said to be input-to-state stable (ISS) if there exist a class $\mathcal{K} \mathcal{L}$ function $\beta(\cdot, \cdot)$ and a class $\mathcal{K}$ function $\gamma(\cdot)$ such that the solution of the system $\dot{x}=f(x, w)$ satisfies

$$
\begin{equation*}
\|x(t)\| \leq \beta\left(\|x(0)\|, t-t_{0}\right)+\gamma\left(\sup _{t_{0} \leq \tau \leq t}\|w(\tau)\|\right) \tag{1}
\end{equation*}
$$

where $\|\cdot\|$ denotes the standard Euclidean norm.
Lemma 1 [5] If a nonlinear system $\dot{x}=f(x)$ is globally exponentially stable, then the disturbed system $\dot{x}=f(x)+w$ is ISS with respect to $w$.

Remark 1. From Definition 2 and Lemma 1 it follows that the state of an ISS system is bounded if the external input is bounded and that the state of an ISS system converges to zero if the external input does.

Finally, we introduce some terminology appearing in graph theory. A graph consists of two types of elements, namely vertices sometimes also called nodes (each oscillator in our case) and edges (interconnections in our case). A graph is said to be acyclic if there is no path along which one can return to the starting node. A tree is a connected acyclic graph. A spanning tree of a graph is just a subgraph that contains all the vertices and is a tree. Sometimes it is convenient to consider one vertex of the tree as special; such a vertex is then called the root of this tree. Given a root, a partial ordering can be defined on the tree as follows: given two vertices $i$ and $j, i \leq j$ whenever $i$ is part of the (unique) path from the root to $j$. For every node $i$ in the spanning tree except for the root, there is one unique node $j$ satisfying $j \leq i$ and $j$ is directly connected to $i$. This node is called the parent of node $i$ and conversely node $i$ is a child of node $j$. The root has no parent node. In this paper, $p(i)$ denotes the index of the parent of node $i$. Any node who has no child nodes is called a leaf of the tree. For details see [2] and the references therein.

## 3 Feedback Synchronization of Coupled Oscillators

In this paper, the synchronization problem for coupled oscillators is considered. The $i$ th oscillator is described by

$$
\begin{equation*}
\dot{x}_{i}=f\left(x_{i}\right)+G u_{i}, \tag{2}
\end{equation*}
$$

where $x_{i} \in \mathbb{R}^{n}$ is the state and $u_{i} \in \mathbb{R}$ is the coupling function of the $i$ th oscillator. Furthermore, it is assumed that $f(\cdot): \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ is a polynomial vector field and that the state trajectory of $\dot{x}_{i}=f\left(x_{i}\right)$ shows globally bounded oscillatory behavior. In the literature, there are many oscillator models that are in the form of (2), e.g. Fitzhugh-Nagumo [16], Hindmarsh Rose [14], Lorenz [20] model.

### 3.1 Synchronization of Two Oscillators

First we consider the synchronization problem between two oscillators, i.e. $N=2$. Although the two oscillators are identical, the trajectories are different from each other because of their different initial conditions. The error dynamics between the two oscillators can be written in linear-like form as

$$
\begin{equation*}
\dot{e}_{12}=A\left(x_{1}, x_{2}\right) e_{12}+G u_{12} \tag{3}
\end{equation*}
$$

where $e_{12}=x_{1}-x_{2}, u_{12}=u_{1}-u_{2} . A\left(x_{1}, x_{2}\right)$ is defined appropriately from $f\left(x_{1}\right)-f\left(x_{2}\right)^{1}$. It is worthwhile to note that for polynomial oscillators the elements of $A\left(x_{1}, x_{2}\right)$ are also polynomials. It is clear that if $u_{1}$ and $u_{2}$ are designed such that their difference becomes a stabilizing input for the resulting error dynamics then synchronization is achieved. The next lemma is instrumental in designing such inputs.

Lemma 2 [3] If there exist a positive definite matrix $Q$ and a polynomial matrix $M\left(x_{1}, x_{2}\right)$ such that the inequality

$$
\begin{equation*}
\theta^{T}\left[A\left(x_{1}, x_{2}\right) Q+G M\left(x_{1}, x_{2}\right)\right] \theta<-\varepsilon \theta^{T} \theta \tag{4}
\end{equation*}
$$

holds for all nonzero $\theta$ and a positive constant $\varepsilon$, then $u_{12}=M\left(x_{1}, x_{2}\right) Q^{-1} e_{12}$ is a globally exponentially stabilizing control for the error dynamics (3). $\triangle$
Inequality (4) is a dissipation inequality since it can be rewritten as $\dot{V} \leq-\varepsilon V$ with $V=\frac{1}{2} \theta^{T} Q^{-1} \theta$ and $\theta=Q e$. In general inequality (4) is very difficult to solve. However, if the oscillators are described by polynomial functions, it is possible to solve inequality (4) for a reasonable problem size using efficient numerical methods, e.g. sum of squares techniques [15, 12]. If we obtain the stabilizing input $u_{12}$ for the error dynamics using Lemma 2, then we have an indefinite equation

$$
\begin{equation*}
u_{1}-u_{2}=u_{12} \tag{5}
\end{equation*}
$$

for the two unknown inputs $u_{1}$ and $u_{2}$, that has indefinitely many solutions. The following theorem proposes a method to determine the two inputs $u_{1}$ and $u_{2}$ using $u_{12}$ in order to solve the synchronization problem between the two oscillators.

[^25]Theorem 1 Suppose that the oscillator (2) is ISS with respect to $u_{i}$ and that the stabilizing input $u_{12}$ for the error dynamics is designed via inequality (4). Then the synchronization problem of two oscillators is solved if the two coupling functions are determined as

$$
\begin{equation*}
u_{1}=\delta u_{12}, u_{2}=(1-\delta) u_{12} \tag{6}
\end{equation*}
$$

where $\delta \in[0,1]$.
Proof. Note that the resulting $u_{1}$ and $u_{2}$ satisfy equation (5) and go to zero as $u_{12}$ does. Distributing the inputs like this implies that $C 1$ is fulfilled because of the global exponential stability of the error dynamics. Since the error dynamics is globally exponentially stable, its input $u_{12}$ also converges to zero. In light of the fact that each oscillator is ISS with respect to its input, global boundedness of each oscillator follows from convergence of its input. Therefore, $C 2$ is also fulfilled. Since both conditions are satisfied, the synchronization problem is solved by the coupling functions in (6).

Remark 2. The distribution method in (6) is just an example. Of course, there are other possibilities to distribute the stabilizing input $u_{12}$ to each input $u_{i}$ [6].
$\triangleleft$
Remark 3. If two inputs are determined as $u_{1}=0$ and $u_{2}=-u_{12}$ then the resulting systems become $\dot{x}_{1}=f\left(x_{1}\right)$ and $\dot{x}_{2}=f\left(x_{2}\right)-G u_{12}$ i.e. one system with input and the other without input. Such distribution implies that there is a leader ( $x_{1}$ model) in the sense that the other model ( $x_{2}$ model) follows the leader. This setup is quite similar to the observer problem by viewing the $x_{1}$ model as the observed system and the $x_{2}$ model as the observer. That is why the synchronization problem can be viewed as a generalized observer problem [8].
$\triangleleft$

### 3.2 Synchronization of Multiple Oscillators

In the previous section, the synchronization problem for two oscillators was considered. In the case of multiple oscillators $(N>2)$, the coupling functions for synchronization heavily rely on the interconnection topology. In this section, it is shown that the proposed method is applicable to the multiple oscillators case where the oscillator interconnection is in spanning tree form. To this end, we propose a solution for an example at first and then present a solution for the general case.

As an example, we consider the particular interconnection in Fig. 1. In view of the two oscillators case, the interconnection in Fig. 1 results in the following seven error variables $e_{12}, e_{23}, e_{34}, e_{45}, e_{36}, e_{67}, e_{68}$, where $e_{i j}=x_{i}-x_{j}$. Note that there exist associated error dynamics as in (3) for each of these error variables (e.g. $\left.\dot{e}_{23}=A\left(x_{2}, x_{3}\right) e_{23}+G u_{23}\right)$ and indefinite equations


Fig. 1. An interconnection topology among multiple models. The arrows denote how the state information is exchanged between models

$$
\begin{align*}
& u_{12}=u_{1}-u_{2}, u_{23}=u_{2}-u_{3}, u_{34}=u_{3}-u_{4},  \tag{7a}\\
& u_{45}=u_{4}-u_{5}, u_{36}=u_{3}-u_{6}, u_{67}=u_{6}-u_{7}, u_{68}=u_{6}-u_{8} . \tag{7b}
\end{align*}
$$

All inputs $u_{i j}$ can be determined in analogy to the previous section through the solution of dissipation inequalities in the form of (4). Suppose that these $u_{i j}$ are distributed as

$$
\begin{align*}
& u_{1}=0, u_{2}=-u_{12}, u_{3}=-u_{23}, u_{4}=-u_{34} \\
& u_{5}=-u_{45}, u_{6}=-u_{36}, u_{7}=-u_{67}, u_{8}=-u_{68} \tag{8}
\end{align*}
$$

This distribution does not solve the equations (7a)-(7b). The resulting coupling functions $u_{i}$ lead to the following error dynamics

$$
\begin{align*}
& \dot{e}_{12}=A\left(x_{1}, x_{2}\right) e_{12}+G u_{12}  \tag{9a}\\
& \dot{e}_{23}=A\left(x_{2}, x_{3}\right) e_{23}+G u_{23}-G u_{12},  \tag{9b}\\
& \dot{e}_{34}=A\left(x_{3}, x_{4}\right) e_{34}+G u_{34}-G u_{23},  \tag{9c}\\
& \dot{e}_{45}=A\left(x_{4}, x_{5}\right) e_{45}+G u_{45}-G u_{34},  \tag{9d}\\
& \dot{e}_{36}=A\left(x_{3}, x_{6}\right) e_{36}+G u_{36}-G u_{23},  \tag{9e}\\
& \dot{e}_{67}=A\left(x_{6}, x_{7}\right) e_{67}+G u_{67}-G u_{36},  \tag{9f}\\
& \dot{e}_{68}=A\left(x_{6}, x_{8}\right) e_{68}+G u_{68}-G u_{36} . \tag{9~g}
\end{align*}
$$

Note that error dynamics $(9 \mathrm{~b})-(9 \mathrm{~g})$ are not globally exponentially stable because of the additional inputs $-G u_{i j}$. However, the error dynamics (9b)$(9 \mathrm{~g})$ without the additional input $-G u_{i j}$ are exponentially stable, e.g. $\dot{e}_{23}=$ $A\left(x_{2}, x_{3}\right) e_{23}+G u_{23}$ in (9b) is globally exponentially stable. Hence, by considering the additional inputs $-G u_{i j}$ in $(9 \mathrm{~b})-(9 \mathrm{~g})$ as disturbances to the corresponding exponentially stable dynamics, we can prove the stability of the error dynamics (9) as follows: Since $e_{12}$ and therefore also $u_{12}$ converge to zero for $t \rightarrow \infty$, it follows that both $e_{23}$ and $u_{23}$ go to zero for $t \rightarrow \infty$ because of Lemma 1. Since this argument can be applied repeatedly to the error dynamics $(9 \mathrm{c})-(9 \mathrm{~g})$, convergence of all error variables to zero can be established, i.e. $C 1$ is fulfilled. Moreover, since all coupling functions $u_{i}$ go to zero, $C 2$ is also satisfied due to the ISS property of each oscillator. This means that the coupling
functions $u_{i}$ determined from (8) solve the synchronization problem for the interconnection depicted in Fig. 1. On the basis of the result for this example, a general solution is presented in the next theorem for the synchronization problem of multiple oscillators with a spanning tree form interconnection.

Theorem 2 The following procedure solves the synchronization problem for multiple oscillators in the spanning tree form interconnection.

1. Label each system from 1 to $N$ with 1 being the root of the tree
2. Determine the error dynamics and compute the corresponding stabilizing inputs $u_{i j}$ using Lemma 2
3. Distribute the inputs $u_{i j}$ to each coupling function $u_{i}$ as follows

$$
\begin{aligned}
& u_{1}=0 \\
& u_{j}=-u_{p(j) j}, j=2, \cdots, N
\end{aligned}
$$

Proof. Note that the distribution in the theorem always results in

$$
\dot{e}_{12}=A\left(x_{1}, x_{2}\right) e_{12}+G u_{12}
$$

which is exponentially stable. So $e_{12}$ and $u_{12}$ converge to zero exponentially. For the $j$ th model $(j=2, \cdots, N)$, the error dynamics can be written as

$$
\begin{equation*}
\dot{e}_{p(j) j}=A\left(x_{p(j)}, x_{j}\right) e_{p(j) j}+G u_{p(j) j}-G u_{p(p(j)) p(j)} . \tag{10}
\end{equation*}
$$

From an inductive argument, convergence of the last term $G u_{p(p(j)) p(j)}$ follows from that of $u_{12}$. Therefore $e_{p(j) j}$ also goes to zero in an asymptotic fashion which means the fulfillment of $C 1$. Since all coupling functions $u_{i},(i=2, \cdots, N)$ go to zero, all states are bounded because of the ISS property of each oscillator. This completes the proof.

This analysis seems physically plausible for the considered interconnection in the sense that the convergence of the state of one oscillator to the previous oscillator depends on the convergence of the previous oscillator to its parent ${ }^{2}$. In other words, the synchronization is propagated from the root to all leaves of the tree. Hence, the theorem generalizes the approach for the given multiple oscillators case in spanning tree form.

Remark 4. In view of the whole procedure to design the coupling function for synchronization, the most important step is to determine the stabilizing input $u_{12}$ for the error dynamics in (3). Lemma 2 provides an efficient way to find the stabilizer of the error dynamics provided all systems are given by polynomial right hand sides. If one is able to find a stabilizing feedback for the error dynamics then the proposed method to the synchronization problem is of course also applicable for other models which are possibly not in polynomial form.

[^26]
## 4 Examples

In this section, we apply the proposed synchronization method to two particular coupled oscillators, namely the Fitzhugh-Nagumo oscillator and the Goodwin oscillator. The first example shows the solution for the polynomial case and discusses how some of the assumptions in Section 3.1 can be released. The second example addresses the approach for non-polynomial oscillators.

### 4.1 Synchronization of Fitzhugh-Nagumo Oscillators

Consider the synchronization of two Fitzhugh-Nagumo (FN) oscillators

$$
\begin{align*}
& \dot{x}_{i 1}=-x_{i 1}^{3}+(a+1) x_{i 1}^{2}-a x_{i 1}-x_{i 2}+I_{a}+u_{i}  \tag{11}\\
& \dot{x}_{i 2}=b x_{i 1}-\gamma x_{i 2}, \quad i=1,2
\end{align*}
$$

where $x_{i j}$ denotes $j$ th element of the state of oscillator $i$, all other variables are parameters. This type of oscillator is commonly used for neuron research $[16,7]$.

In order to apply the proposed method, we first need to check ISS of (11). It is not easy to show ISS of the FN oscillator in the sense of its original definition. However, ISS of the model is mainly used in order to show global boundedness of the state trajectory in the previous section. Actually, what is necessary is the converging-input bounded-state (CIBS) property to show fulfillment of $C 2$. For the FN oscillator, we can prove CIBS by showing that the model is ISS outside some ball in $\mathbb{R}^{2}$ using a quadratic Lyapunov function. A similar proof can be found in [11]. So, the FN oscillator has the CIBS property and we can apply the design method presented in Theorem 1.

For two FN oscillators, the error dynamics are written as

$$
\begin{align*}
& \dot{e}_{1}=-e_{1} t_{2}+(a+1) e_{1} t_{1}-e_{1}-e_{2}+u_{12}  \tag{12}\\
& \dot{e}_{2}=b e_{1}-\gamma e_{2},
\end{align*}
$$

where $e_{1}=x_{11}-x_{21}, e_{2}=x_{12}-x_{22}, t_{1}=x_{11}+x_{21}$, and $t_{2}=x_{11}^{2}+x_{11} x_{21}+x_{21}^{2}$. This equation can be represented in the simple linear-like form as in (3) with

$$
A\left(x_{1}, x_{2}\right)=\left[\begin{array}{cc}
-t_{2}+(a+1) t_{1}-1 & -1 \\
b & -\gamma
\end{array}\right], G=\left[\begin{array}{l}
1 \\
0
\end{array}\right]
$$

Following Lemma 2, we can solve the corresponding dissipation inequality using SOSTOOLS [15] which gives the stabilizing input for the error dynamics (12) as follows

$$
\begin{equation*}
u_{12}=\left(0.309+t_{2}\right) e_{1}+\left(0.32676+0.209 t_{1}\right) e_{2} \tag{13}
\end{equation*}
$$

Finally, applying the input distribution presented in Theorem 1, we can obtain the coupling functions for two FN oscillators. Fig. 2 results from applying
$u_{1}=u_{2}=0$ and Fig. 3 from applying the designed coupling function using (13) and (6). Fig. 2(a) shows asynchronous behavior because the initial conditions of the two models are different, i.e. $\left(x_{11}(0), x_{12}(0)\right)=(3.5,2.5)$ and $\left(x_{21}(0), x_{22}(0)\right)=(1,0.7)$. On the other hand, Fig. 3 demonstrates that the proposed method successfully results in synchronization. Fig. 4(a) shows that five FN oscillators with the interconnection depicted in Fig. 4(b) are synchronized by the method in Theorem 2. As in the previous case, the following different initial conditions are used in the simulation:

$$
\left(x_{11}(0), x_{12}(0), x_{21}(0), x_{22}(0), x_{31}(0), x_{32}(0), x_{41}(0), x_{42}(0), x_{51}(0), x_{52}(0)\right)=
$$

$$
(3.5,2.5,1,0.7,1.5,1.7,4.0,2.2,3,3.5)
$$

### 4.2 Synchronization of Two Goodwin Oscillators

The proposed method for the design of the coupling function can be applied in a straightforward manner when the oscillator models have polynomial right hand sides. With the example of the synchronization of two Goodwin oscillators ([17]) we show that the method can also be applied to the non-polynomial case in some instances. This is particularly important because many oscillators appearing in biochemical networks are commonly modeled as rational systems, i.e. the vector fields in the right hand side of the ordinary differential equation model are rational functions. As mentioned in Remark 4, the important aspect in achieving synchronization is to stabilize the resulting error dynamics. In this example, it is shown that the proposed method (error dynamics stabilization and distribution) can also be applied to oscillators with rational vector fields if the resulting error dynamics can be exponentially stabilized.

Consider the following simplified Goodwin oscillator [17]

$$
\begin{align*}
\dot{x}_{i 1} & =-b_{1} x_{i 1}+\frac{1}{1+x_{i 3}^{17}}+u_{i}  \tag{14a}\\
\dot{x}_{i 2} & =-b_{2} x_{i 2}+b_{2} x_{i 1}  \tag{14b}\\
\dot{x}_{i 3} & =-b_{3} x_{i 3}+b_{3} x_{i 2}, \quad i=1,2 \tag{14c}
\end{align*}
$$

Also here $x_{i j}$ denotes the $j$ th component of the state vector of oscillator $i$. Note that this oscillator is not a polynomial model but a rational model because of the term $\frac{1}{1+z_{i 3}^{17}}$ in the first equation. This oscillator model is commonly used to describe enzyme kinetics in biological systems, where $x_{i j}$ describe three biochemical products. Note that this model is a nonnegative system; the model is invariant in the positive orthant of the state space with nonnegative initial conditions. It is easy to see ISS of this model considering its structure. Equation (14a) is ISS with respect to the last two terms $\frac{1}{1+x_{i 3}^{17}}+u_{1}$ because of the linear stable term $-b_{1} x_{i 1}$ and the second term $\frac{1}{1+x_{i 3}^{17}}$ bounded by 1 . Therefore, the first equation is ISS with respect to the input $u_{i}$. Moreover,


Fig. 2. Two uncoupled Fitzhugh-Nagumo oscillators with different initial conditions and $u_{1}=u_{2}=0$


Fig. 3. Two Fitzhugh-Nagumo oscillators: the synchronized case


Fig. 4. Five Fitzhugh-Nagumo oscillators: the synchronized case
the second and third equations are also ISS with respect to $x_{i 1}$ and $x_{i 2}$, respectively. Therefore, the model is ISS with respect to the input.

The error dynamics can be written as in (3) with

$$
A\left(x_{1}, x_{2}\right)=\left[\begin{array}{ccc}
-b_{1} & 0 & -t_{1} \\
b_{2} & -b_{2} & 0 \\
0 & -b_{3} & b_{3}
\end{array}\right], G=\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right]
$$

where $t_{1}=\frac{1}{1+x_{13}^{17}}-\frac{1}{1+x_{23}^{17}}$. The following is a stabilizing input for the resulting error dynamics

$$
u_{12}=t_{1}
$$

because the closed-loop becomes $\dot{e}_{12}=A_{c} e_{12}$ where

$$
A_{c}=\left[\begin{array}{ccc}
-b_{1} & 0 & \\
b_{2} & -b_{2} & 0 \\
0 & -b_{3} & b_{3}
\end{array}\right], e_{12}=x_{1}-x_{2}, b_{1}=b_{2}=b_{3}=0.5
$$

with $A_{c}$ being Hurwitz. By distributing $u_{12}$ to each coupling function $u_{1}$ and $u_{2}$ as in (6), synchronization is obtained. Similarly to the previous example,


Fig. 5. Two uncoupled Goodwin oscillators with different initial conditions


Fig. 6. Two Goodwin oscillators: the synchronized case

Fig. 5 and Fig. 6 show the effectiveness of the method where the initial conditions $\left(x_{11}(0), x_{12}(0), x_{13}(0)\right)=(0.2,0.3,0.5)$ and $\left(x_{21}(0), x_{22}(0), x_{23}(0)\right)=$ $(1.4,1.5,1.7)$ are used.

## 5 Summary and Outlook

In this paper, a nonlinear feedback design is proposed for the synchronization of coupled oscillators described by polynomial models. Unlike most previous results in which a linear damping term is used, we design the nonlinear coupling functions in such a way that they stabilize the error dynamics. First, the synchronization problem for the two oscillators case is presented. It was shown that the coupling function can be derived by solving a particular dissipation inequality which can be solved in the polynomial case using sum of squares (SOS) techniques. For a multiple oscillators case, a solution was proposed if the interconnection is in the spanning tree form. Finally, the proposed method is applied to two oscillator models, namely the Fitzhugh-Nagumo and the Goodwin oscillators.

In this paper, a particular multiple oscillators case is handled. So, the solution to the general multiple oscillators case with arbitrary interconnection is still waiting for answers. In this paper, availability of the full state is assumed. So a feedback scheme for synchronization which uses only the output of the oscillator is an interesting problem.
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#### Abstract

Summary. Decoherence, which is caused due to the interaction of a quantum system with its environment plagues all quantum systems and leads to the loss of quantum properties that are vital for quantum computation and quantum information processing. In this chapter we propose a novel strategy using techniques from systems theory specifically classical disturbance decoupling to completely eliminate decoherence and also provide conditions under which it can be done so. A novel construction employing an auxiliary system, the bait, which is instrumental to decoupling the system from the environment will be found useful. Almost all the earlier work on decoherence control employ density matrix and stochastic master equations to analyze the problem. Our approach to decoherence control involves the bilinear input affine model of quantum control system which lends itself to various techniques from classical control theory, but with non-trivial modifications to the quantum regime. The elegance of this approach yields interesting results on open loop decouplability and Decoherence Free Subspaces (DFS). Additionally, the feedback control of decoherence may be related to disturbance decoupling for classical input affine systems, which entails careful application of the methods by avoiding all the quantum mechanical pitfalls. The two concepts are contrasted and an improved theory of disturbance decoupling for general input affine systems is developed. In the process of calculating a suitable feedback the system has to be restructured due to its tensorial nature of interaction with the environment, which is unique to quantum systems. Finally the results are also shown to be superior to the ones obtained via master equations.


## 1 Introduction

In this chapter we address the problem of control of decoherence in open quantum systems via a classical state feedback. While most of earlier work in literature deals with analyzing the behavior of the reduced density matrix of an open quantum system and designing controls so as to counteract the effects of environment on the density matrix of the system, we present a different approach to this problem. This approach that not only helps us get to the root of the problem but also helps design the solution. A bilinear input
affine system that describes the state dynamics of a quantum system not only helps us get further insight than the density matrix master equation but also offers conditions for controlling decoherence when modeled as a disturbance decoupling problem. The structure of the system and the few similarities it bore to classical non-linear disturbance decoupling, originally put forward by Isidori et al. [11], [10], aroused our interest in this line of approach. However many of the properties and methods applicable to classical systems like direct sum of vector spaces, classical additive noises, real vector spaces were now undermined by tensor product interaction, quantum noise and complex projective spaces. Nevertheless the approach seemed promising and we have shown that this not only yields results that are characteristically different but also qualitatively superior to the ones already present on decoherence control. We have now learnt a great deal about behavior of open quantum systems and have also stumbled on a few interesting results regarding the nature of control hamiltonians and the Internal Model Principle analog for quantum systems that is first of its kind in the literature. The above results might prove important in their own right and in due course of time could influence the design of future quantum control systems.

## 2 Previous Work in the Literature

Decoherence is the process by which quantum systems lose their coherence information by coupling to the environment. The quantum system entangles to the states of the environment and the system density matrix can be diagonalized in a preferred basis states for the environment, dictated by the model of the interaction hamiltonian [27]. Decoherence is now the biggest stumbling block towards exploitation of quantum speedup [19] using finite quantum systems in information processing. Many authors have addressed the control and suppression of decoherence in open quantum systems by employing a variety of open loop and feedback strategies. The effect of decoherence suppression under arbitrarily fast open-loop control was studied by Viola et al. [24], [25]. Another method along similar lines for control of decoherence by open-loop multipulses was studied by Uchiyama et al. [23]. A very illustrating example of decoherence of single qubit system used in quantum information processing and its effective control using pulse method was worked out by Protopopescu et al [20]. Shor[21] and Calderbank [2] also came up with interesting errorcorrection schemes for detecting and reducing effects of decoherence on finite quantum registers. Recently many authors have also studied the application of feedback methods in control of decoherence [3], [6]. Technological advances enabling manipulation, control of quantum systems and recent advances in quantum measurements using weak coupling, non-demolition principles [1] etc, has opened up avenues for employing feedback based control strategies for quantum systems [26], [12], [6].

In this chapter we analyze the efficacy of feedback methods in eliminating decoherence. A wave function approach as opposed to density matrices for the control equation is adopted which represents the system in an input-affine form and greatly enables one to exploit methodologies from systems theory. We first analyze what it means for a complex scalar function to be invariant of certain parameters. The generality of the treatment adopted here makes all types of quantum systems amenable to the results.

## 3 Mathematical Preliminaries

A pioneering effort to study quantum control systems using bilinear input affine model was carried out by Huang et al. [7]. The model has since found various applications and is found extremely useful in analyzing the controllability properties of a quantum system on the state space of analytic manifolds [18] which can be seen to exploit previous results on controllability of finite dimensional classical systems by Sussmann and Jurdjevic [22] and further exploiting the results by Kunita [13], [14]. In this chapter we will explore the conditions for a scalar function represented by a quadratic form to be invariant under the dynamics of the above model(with the additional assumption of time-varying vector fields) in the presence of a perturbation or interaction hamiltonian. Such a formalism can be seen to readily related to decoherence in open quantum systems where in a perturbative hamiltonian that couples the system and environment can be seen to play the role of a disturbance. However it will also be seen that the aforementioned is not quite similar to classical disturbance decoupling problem and one should be extremely careful in adapting the classical results to decoherence control in open quantum systems.

Let

$$
\begin{align*}
\frac{\partial \xi(t, x)}{\partial t}= & {\left[H_{0} \otimes \mathcal{I}_{e}(t, x)+\mathcal{I}_{e} \otimes H_{e}(t, x)+H_{S B}(t, x)\right.} \\
& \left.+\sum_{i=1}^{r} u_{i}(t) H_{i} \otimes \mathcal{I}_{e}(t, x)\right] \xi(t, x) \tag{1}
\end{align*}
$$

be the quantum control system corresponding to an open quantum system interacting with the environment;
$\mathcal{H}_{s}$ be the system's Hilbert space;
$\mathcal{H}_{e}$ be the environment's Hilbert space;
$\mathcal{H}_{s}$ could be finite or infinite dimensional and $\mathcal{H}_{e}$ is generally infinite dimensional;
$\xi(t, x)$ be the wave function of the system and environment.
$H_{0}$ and $H_{e}$ are skew Hermitian operators corresponding to the drift Hamiltonian of the system and environment while $H_{i}$ 's correspond to the control Hamiltonian of the system. $H_{S B}$ governs the interaction between the system
and the environment. The above operators are assumed to be time varying and dependent on the spatial variable. Consider a scalar function (typically the expected value of an observable) of the form,

$$
\begin{equation*}
y(t, \xi)=\langle\xi(t, x)| C(t, x)|\xi(t, x)\rangle \tag{2}
\end{equation*}
$$

where again $C(t, x)$ is assumed to be time-varying operator acting on system Hilbert space. The above is the general form of a time dependent quantum system and we wish to study the invariance properties of the function $y(t, \xi)$ with respect to the system dynamics.


Fig. 1. An Open quantum system interacting with the environment via $H_{S B}$

Let $y(t, \xi)=f\left(t, x, u_{1}, \cdots, u_{r}, H_{S B}\right)$ be a complex scalar map of the system as a function of the control functions and interaction Hamiltonian over a time interval $t_{0} \leq t \leq t_{1}$. The function is said to be invariant of the interaction Hamiltonian if

$$
\begin{equation*}
f\left(t, x, u_{1}, \cdots, u_{r}, H_{S B}\right)=f\left(t, x, u_{1}, \cdots, u_{r}, 0\right) \tag{3}
\end{equation*}
$$

for all admissible control functions $u_{1}, \cdots, u_{r}$ and a given interaction Hamiltonian $H_{S B}$.

The output equation. It can be seen that a suitable value of the operator $C$ could yield the off-diagonal terms of the density matrix of the system as the output $y$. The above output equation takes a quadratic form in the state $\xi$ of the combined system and the environment. Some of the possible physical of implications of the output equation are as follows.
(i) An expected value of a physical observable or an observation. The operator $C$ could also be a non-demolition observable in which case $y(t)$ is the output of the measurement performed on the system.
(ii) By a suitable choice of the operator $C$ the value $y(t)$ can now be thought of as a complex functional representing the coherence between the states
of interest. For example $C=\left|s_{i}\right\rangle\left\langle s_{j}\right| \otimes \mathbb{I}_{e}$ can be seen to yield the coherence between the orthogonal states of the system $\left|s_{i}\right\rangle$ and $\left|s_{j}\right\rangle$. For the pure state $\xi=\sum c_{i}\left|s_{i}\right\rangle, y(t)=c_{i}^{*} c_{j}$ and for the completely mixed state $\xi=\sum c_{i}\left|s_{i}\right\rangle\left|e_{i}\right\rangle$ where $\left|e_{i}\right\rangle$ are the orthogonal states of the environment, a similar calculation yields $y=0$.
(iii)The operator $C$ could also be a general linear operator, an example of which is discussed in the section on DFS later.

The analysis of time-varying systems carried out here assumes in general that the component Hamiltonian operators carry explicit time dependence which is not under the control of an external agent. And we do so by introducing a time invariant system in the augmented state space domain $\mathcal{M}^{\prime}=\mathcal{M} \oplus \mathbb{R}$. A similar scheme was also used by Lan et al. [15] to study controllability properties of such time-varying quantum systems.

Let $x_{1}=t$, the new equation governing the evolution of the system can be written as

$$
\begin{align*}
\frac{\partial}{\partial t}\binom{x_{1}}{\xi(t, x)} & =\binom{1}{\left(H_{0}\left(x_{1}, x\right)+H_{e}\left(x_{1}, x\right)\right) \xi(t, x)}+\binom{0}{u_{i} H_{i}\left(x_{1}, x\right) \xi(t, x)} \\
& +\binom{0}{H_{S B}\left(x_{1}, x\right) \xi(t, x)} \tag{4}
\end{align*}
$$

with

$$
\begin{equation*}
y(t, \xi)=\langle\xi(t, x)| C(t, x)|\xi(t, x)\rangle \tag{5}
\end{equation*}
$$

The vector fields

$$
K_{0}=\binom{1}{\left(H_{0}+H_{e}\right) \xi(x, t)}, K_{i}=\binom{0}{H_{i} \xi(x, t)}
$$

and

$$
K_{I}=\binom{0}{H_{S B} \xi(x, t)}
$$

corresponding to drift, control and interaction can be identified to contribute to the dynamical evolution. The above problem statement can be visualized as the state trajectories corresponding to different interaction vector fields $K_{I}$ intersecting isobars of $y(t)$ at the same time instants.

The following lemma [4] provides the basic conditions necessary for invariance of the output equation with respect to the interaction vector field.

Lemma 1. Consider the quantum control system (4) and suppose that the corresponding output given by equation (5) is invariant under given $H_{S B}$. Then for all integers $p \geq 0$ and any choice of vector fields $X_{1}, \cdots, X_{p}$ in the set $\left\{K_{0}, K_{1}, \cdots, K_{r}\right\}$ we have

$$
\begin{equation*}
L_{K_{I}} L_{X_{1}} \cdots L_{X_{p}} y(t, \xi)=0 \quad \text { for all } t, \xi \tag{6}
\end{equation*}
$$



Fig. 2. The above is a geometric representation of the problems statement. The trajectories corresponding to two interaction Hamiltonians $H_{S B}$ and $H_{S B}^{\prime}$ and a given set of control functions $u_{1}, \cdots, u_{r}$ are shown

The sufficient condition for output invariance however requires a stronger condition of analyticity of the system.

Lemma 1 implies that the necessary conditions for output invariance are,

$$
\begin{align*}
L_{K_{I}} y(t, \xi) & =0 \\
L_{K_{I}} L_{K_{i_{0}}} \cdots L_{K_{i_{n}}} y(t, \xi) & =0 \tag{7}
\end{align*}
$$

for $0 \leq i_{0}, \cdots, i_{n} \leq r$ and $n \geq 0$, where $K_{0}, \cdots, K_{r}$ are the vector fields of the augmented system and $K_{I}$, the interaction vector field. In addition, the following lemma[4] which ties the sufficiency of the above conditions to analytic property of the system can be stated thus.

Lemma 2. Suppose the system (4) is analytic, then $y$ is invariant under given $H_{S B}$ if and only if (6) is satisfied.

## 4 Invariance for the Quantum System

With the preceding mathematics preliminaries in place we can now apply the above conditions to the quantum system with careful consideration of the nature of the complex functional and the analytic manifold. We can now state the condition for output invariance with respect to a perturbation or interaction Hamiltonian, the proof and motivation for which is presented in detail in [4].
Theorem 1. Let $\mathcal{C}_{0}=C(t)$ and for $n=1,2, \cdots$

$$
\begin{aligned}
& \tilde{C}_{n}=\operatorname{span}\left\{a d_{H_{i}}^{j} \mathcal{C}_{n-1}(t) \mid j=0,1, \ldots ; i=1, \ldots, r\right\} \\
& \mathcal{C}_{n}=\left\{\left(a d_{H}+\frac{\partial}{\partial t}\right)^{j} \tilde{C}_{n} ; j=0,1, \cdots\right\}
\end{aligned}
$$

Define a distribution of quantum operators, $\tilde{\mathcal{C}}(t)=\operatorname{span}\left\{\mathcal{C}_{1}(t), \cdots, \mathcal{C}_{n}(t), \cdots\right\}$. The output equation (5) of the quantum system is decoupled from the environmental interactions if and only if

$$
\begin{equation*}
\left[\tilde{\mathcal{C}}(t), H_{S B}(t)\right]=0 \tag{8}
\end{equation*}
$$

A few applications of the theorem including the result on DFS, which was originally proposed by Lidar et al. [16] by analysis of Markovian master equation for open quantum systems that naturally gives rise to subspaces that are immune to the effects of decoherence namely dissipation and loss of coherence, can be derived as a special case of the above condition [4]. In this chapter we will however be more interested on the feedback aspects of decoherence control.

Decoherence of a collection of 2-level systems in the presence of control. For a collection of 2-level systems interacting with a bath of oscillators the corresponding Hamiltonian is

$$
H=\frac{\omega_{0}}{2} \sum_{j=1}^{N} \sigma_{3}^{(j)}+\sum_{k} \omega_{k} b_{k}^{\dagger} b_{k}+\sum_{k} \sum_{j=1}^{N} \sigma_{3}^{(j)}\left(g_{k} b_{k}^{\dagger}+g_{k}^{*} b_{k}\right) .
$$

It can be seen that for $C=|000\rangle\langle 000|+|001\rangle\langle 001|+|010\rangle\langle 100|+|011\rangle\langle 101|$, for a 3 qubit system the invariance condition (8) is satisfied, meaning coherence between basis states $|001\rangle,|010\rangle$ etc of DFS is preserved under interaction Hamiltonian $H_{S B}=\sum_{k} \sum_{j=1}^{N} \sigma_{3}^{(j)}\left(g_{k} b_{k}^{\dagger}+g_{k}^{*} b_{k}\right)$ where the system is assumed to interact through the collective operator $\sum_{j} \sigma_{3}^{(j)}$ and $g_{k}$ 's describe coupling to the mode $k$ of the environment. However in the presence of the external symmetry breaking control Hamiltonians $H_{i}=u_{i} \sigma_{1}^{(i)}$, the invariance condition is no longer satisfied for the operator $C$ as $\left[\left[C, \sigma_{1}^{(i)}\right], \sigma_{3}^{(j)}\right] \neq 0$ and hence the coherence between the states is not preserved anymore. This is because of the transitions outside DFS caused by the control Hamiltonians. We will devote the rest of the chapter to studying feedback control of decoherence and its physical implications.

## 5 Feedback Control

In this section we analyze feedback based control methods for decoupling or rendering the system invariant of the interaction in case it is not already so (as in the previous example). We assume a classical state feedback of the form $u=\alpha(\xi)+\beta(\xi) . v$ and derive conditions for decouplability, where $\alpha, \beta$ are $r \times 1$ vector and $r \times r$ matrix respectively of scalar functions depending on state $|\xi\rangle$ of the system

$$
\begin{align*}
\frac{\partial}{\partial t}\binom{x_{1}}{\xi(t, x)} & =\binom{1}{\left(H_{0}+H_{e}+\sum \alpha_{i} H_{i}\right)\left(x_{1}, x\right) \xi(t, x)} \\
& +\binom{0}{\sum v_{i} \sum \beta_{i j} H_{j}\left(x_{1}, x\right) \xi(t, x)}+\binom{0}{H_{S B}\left(x_{1}, x\right) \xi(t, x)} \tag{9}
\end{align*}
$$

where again the following vector fields $\tilde{K}_{0}, \tilde{K}_{i}$ can be identified as the modified drift and control vector fields and $K_{I}$, the original disturbance vector field.

As stated before the necessary and sufficient conditions for a scalar function $y(t)$ of the system to be invariant of the interaction vector field can now be written as

$$
\begin{align*}
L_{K_{I}} y(t) & =0 \\
L_{K_{I}} L_{\tilde{K}_{i_{0}}} \cdots L_{\tilde{K}_{i_{n}}} y(t) & =0 \tag{10}
\end{align*}
$$

for $0 \leq i_{0}, \cdots, i_{n} \leq r$ and $n \geq 0$, which after calculation of the Lie derivatives explicitly can now be hypothesized as

$$
\begin{equation*}
\left[\tilde{\mathcal{C}}(t), H_{S B}\right] \subset \tilde{\mathcal{C}}(t) \tag{11}
\end{equation*}
$$

where the operator distribution $\tilde{\mathcal{C}}$ is as defined before. The problem of feedback based decoupling is now stated entirely in terms of the open loop Hamiltonians and parameters. Hence it is to be noted that operators that form $\tilde{\mathcal{C}}$, are open loop system Hamiltonians whose domain of operation is the system Hilbert space $\mathcal{H}_{s}$. However that of the interaction Hamiltonian $H_{S B}$ and its commutator with $\tilde{\mathcal{C}}(t)$ is both system and environment. In other words, in order for the feedback to be an effective tool in solving the decoherence problem, the control Hamiltonians $H_{i}$ have to act non-trivially on both the Hilbert spaces which would enable all the operators in (11) to act on system-environment Hilbert space. In the light of the above conclusion the statement in theorem (1) can be augmented with the following condition. For the distribution of quantum operators, $\tilde{\mathcal{C}}(t)=\Delta\left\{\mathcal{C}_{1}(t), \mathcal{C}_{2}(t), \cdots, \mathcal{C}_{n}(t), \cdots\right\}$ as defined in theorem (1), the output equation (2) of the quantum system is decoupled from the environmental interactions if and only if the following hold.
Case (I). Open Loop:

$$
\begin{equation*}
\left[\tilde{\mathcal{C}}(t), H_{S B}(t)\right]=0 \tag{12}
\end{equation*}
$$

Case (II). Closed Loop: the necessary conditions for closed loop control are

$$
\left[C, H_{S B}\right]=0 \quad \text { and } \quad\left[\tilde{\mathcal{C}}(t), H_{S B}(t)\right] \subset \tilde{\mathcal{C}}(t)
$$

In this chapter we will be primarily concerned with designing feedback for quantum systems of the form $u=\alpha(\xi)+\beta(\xi) v$ where $\alpha$ and $\beta$ are real vector and a full rank real matrix of the state (or its estimate thereof) of dimension $1 \times r$ and $r \times r$ respectively. We examine a few systems of interest with control Hamiltonians, that might be decoupled via feedback of the above form.

A Single Qubit System. Consider a single qubit spin- $1 / 2$ system coupled to a bath of infinite harmonic oscillators through an interaction Hamiltonian $H_{S B}$. The Hamiltonian of the system+bath can be written as

$$
H=\frac{\omega_{0}}{2} \sigma_{z}+\sum_{k} \omega_{k} b_{k}^{\dagger} b_{k}+\sum_{k} \sigma_{z}\left(g_{k} b_{k}^{\dagger}+g_{k}^{*} b_{k}\right)
$$

where $k=0,1,2 \cdots$ and the system is acted upon by the free Hamiltonian $H_{0}$ and the decoherence Hamiltonian $H_{S B}$. As is well known there is a rapid destruction of coherence between $|0\rangle$ and $|1\rangle$ according to the decoherence function given by [20]. In order to cast the above problem in the present framework we consider a bilinear form of an operator $C$ that monitors coherence between the basis states. Considering $C$ to be the non-hermitian operator $|0\rangle\langle 1|$ we have a function $y(t)$ given by $y(t)=\langle\xi(t)| C|\xi(t)\rangle$ that monitors coherence between the states $|0\rangle$ and $|1\rangle$. The problem now reduces to analyzing the applicability of the theorem 1 to the given system. It can be seen right away that the condition $\left[\tilde{\mathcal{C}}, H_{S B}\right] \neq 0$ for the distribution $\tilde{\mathcal{C}}$ defined previously, as calculated in the previous chapter. This implies that the coherence is not preserved under free dynamics or in presence of open loop control. In order to eliminate this decoherence by feedback we now assume the system to be acted upon by suitable control Hamiltonians $\left\{H_{1}, \cdots, H_{r}\right\}$ and corresponding control functions $\left\{u_{1}, \cdots, u_{r}\right\}$. As we pointed out earlier the necessary condition is relaxed to $\left[\tilde{\mathcal{C}}, H_{S B}\right] \subset \tilde{\mathcal{C}}$, with the operators $C$ and $H_{S B}$ still required to commute with each other $\left[C, H_{S B}\right]=0$. For the single qubit example the second condition fails to hold, thus leaving the system unable to be completely decoupled and hence vulnerable to decoherence even in the presence of closed loop and feedback control.

Two Qubit Case The corresponding 2-qubit control system can be written as

$$
\begin{align*}
\frac{\partial|\xi(t)\rangle}{\partial t}= & \left(\sum_{j=1}^{2} \frac{\omega_{0}}{2} \sigma_{z}^{(j)}+\sum_{k} \omega_{k} b_{k}^{\dagger} b_{k}\right)|\xi(t)\rangle+\sum_{k, j} \sigma_{z}^{(j)}\left(g_{k} b_{k}^{\dagger}+g_{k}^{*} b_{k}\right)|\xi(t)\rangle \\
& +u_{1}(t) \sigma_{x}^{(1)}+u_{2}(t) \sigma_{y}^{(1)}+u_{3}(t) \sigma_{x}^{(2)}+u_{4}(t) \sigma_{y}^{(2)} \tag{13}
\end{align*}
$$

where $j=1,2 ; k=0,1,2 \cdots$ and the above system satisfies the basic necessary condition $\left[C, H_{S B}\right]=0$ but not the stronger condition provided in Case(II) of the theorem. Hence the system would eventually leave the DFS and is susceptible to decoherence in the presence of arbitrary control, in other words, not open-loop decoupled from $H_{S B}$. In order to analyze the conditions in the presence of a classical state feedback $u=\alpha(\xi(t))+\beta(\xi(t)) . v$, the corresponding conditions (II) of the theorem are to be examined. As described before, due to the locality of the control Hamiltonians $H_{i}$ acting on the system, the necessary condition specified in theorem (1) would not be satisfied non-trivially unless the distribution $\tilde{\mathcal{C}}$ (the operators $H_{i}$ ) acted non-trivially on both $\mathcal{H}_{s}$ and $\mathcal{H}_{e}$. The above form cannot be achieved by control Hamiltonians acting
only on the system. However the situation can be salvaged if one considered a "bait" qubit whose rate of decoherence or the environmental interaction can be modulated externally at will and the bait qubit is now allowed to interact with our qubits of interest through an Ising type coupling. Physically this amounts to a coherent qubit with controllable environmental interaction. The


Fig. 3. The 2 Qubit system is allowed to interact with another qubit, the bait whose interaction with the thermal bath is controlled

Schrödinger equation for the above system can now be written as

$$
\begin{aligned}
i \hbar \frac{\partial|\xi(t)\rangle}{\partial t} & =\left(\sum_{j=1}^{2} \frac{\omega_{0}}{2} \sigma_{z}^{(j)}+\sum_{k} \omega_{k} b_{k}^{\dagger} b_{k}\right) \xi(t)+\sum_{k, j} \sigma_{z}^{(j)}\left(g_{k} b_{k}^{\dagger}+g_{k}^{*} b_{k}\right) \xi(t) \\
& +\left(u_{1} \sigma_{x}^{(1)}+u_{2} \sigma_{y}^{(1)}+u_{3} \sigma_{x}^{(2)}+u_{4} \sigma_{y}^{(2)}+\frac{\omega_{0}}{2} \sigma_{z}^{(b)}+u_{5} \sigma_{x}^{(b)}+u_{6} \sigma_{y}^{(b)}\right. \\
& \left.+u_{7} J_{1} \sigma_{z}^{(1)} \sigma_{z}^{(b)}+u_{8} J_{2} \sigma_{z}^{(2)} \sigma_{z}^{(b)}+u_{9} \sum_{k} \sigma_{z}^{(b)}\left(w_{k} b_{k}^{\dagger}+w_{k}^{*} b_{k}\right)\right) \xi(t)
\end{aligned}
$$

where $j=1,2 ; k=0,1,2 \cdots$ and $u_{1}, \cdots, u_{9}$ are the control functions assumed to be dependent on time $t$ and $\sigma_{x}, \sigma_{y}, \sigma_{z}$ are regular hermitian operators with the superscripts denoting the sub-system of interest. The coefficients of controls $u_{7}$ and $u_{8}$ are generated by the Ising type coupling between qubits 1 , 2 and the bait with the corresponding coupling constants $J_{1}$ and $J_{2}$ respectively. The last term in the above control system is due to the interaction of the bait qubit with the environment whose interaction enters the system in a controllable way, hence can be treated as a separate control Hamiltonian. With the above construction it can be verified that for the distribution $\tilde{\mathcal{C}}$, as per calculations outlined in [5] the Lie bracket of $\left[\tilde{\mathcal{C}}, H_{S B}\right]$ is contained $\tilde{\mathcal{C}}$ which brings us one step closer to decoupling the coherence between the qubits from $H_{S B}$.

## 6 Invariant Subspace Formalism

In this section we explore an alternative formalism that complements the above approach and extremely helpful in feedback based decoupling. Consider
the following necessary conditions for closed loop decouplability, viz.

$$
\begin{equation*}
L_{K_{I}} y(t)=0 \quad \text { and } \quad L_{K_{I}} L_{\tilde{K}_{0}} y(t)=0 \tag{14}
\end{equation*}
$$

Hence $L_{\tilde{K}_{0}} L_{K_{I}} y(t)=0$, where $\tilde{K}_{0}$ and $\tilde{K}_{i}$ are closed loop vector fields. The above equations after subtraction imply $L_{\left[\tilde{K}_{0}, K_{I}\right]} y(t)=0$. The above equation in conjunction with other necessary conditions imply $L_{\left[\tilde{K}_{0}, K_{I}\right]} L_{\tilde{K}_{j}} y(t)=$ 0 and $L_{\tilde{K}_{j}} L_{\left[\tilde{K}_{0}, K_{I}\right]} y(t)=0$, from which it can again be concluded that $L_{\left[\left[\tilde{K}_{0}, K_{I}\right], \tilde{K}_{j}\right]} y(t)=0$. In fact the above pattern of equations could be extended to any number of finite Lie brackets to conclude that

$$
\begin{equation*}
L_{\left[\left[\cdots\left[K_{I}, \tilde{K}_{i_{1}}\right], \tilde{K}_{i_{2}}\right] \cdots \tilde{K}_{i_{k}}\right]} y(t)=0 \tag{15}
\end{equation*}
$$

which leads us to define a set of vector fields or distribution $\Delta$ that share the same property, $K_{\nu} \in \Delta$ s.t $L_{K_{\nu}} y(t)=0$. It is observed immediately that $K_{I} \in \Delta$. Such a distribution $\Delta$ is said to belong to $\operatorname{ker}(d y(\xi, t))$. And from the necessary conditions listed above the distribution is observed to be invariant under the closed loop control and drift vector fields $\tilde{K}_{0}, \cdots, \tilde{K}_{m}$, (i.e) $\forall K_{\nu} \in$ $\Delta$,

$$
\left[K_{\nu}, \tilde{K}_{i}\right] \in \Delta, \forall i \in 0, \cdots, m
$$

We will henceforth refer to the distribution as the invariant distribution. It is also to be noted that the above calculations are reversible and the original necessary and sufficient conditions can be derived starting from the invariant distribution. Hence the necessary and sufficient conditions for open loop decouplability can now be restated in terms of the invariant distribution following the definition.

Definition 1. A distribution is said to controlled invariant on the analytic manifold $D_{\omega}$ if there exists a feedback pair $(\alpha, \beta), \alpha$, vector valued and $\beta$, matrix valued functions such that

$$
\begin{equation*}
\left[\tilde{K}_{0}, \Delta\right](\xi) \subset \Delta(\xi) \quad \text { and } \quad\left[\tilde{K}_{i}, \Delta\right](\xi) \subset \Delta(\xi) \tag{16}
\end{equation*}
$$

where, $\tilde{K}_{0}=K_{0}+\sum_{j=1}^{r} \alpha_{j} K_{j}$ and $\tilde{K}_{i}=\sum_{j=1}^{r} \beta_{i j} K_{j}$.
It is now possible to simplify the conditions for a controlled invariant distribution with the following lemma which relates to the open loop vector fields.

Lemma 3. An involutive distribution $\Delta$ defined on the analytic manifold $\mathcal{D}_{\omega}$ is invariant with respect to the closed loop vector fields $\left(\tilde{K}_{0}, \tilde{K}_{1}, \cdots, \tilde{K}_{r}\right)$ for some suitable feedback parameters $\alpha(\xi)$ and $\beta(\xi)$ if and only if

$$
\begin{equation*}
\left[K_{0}, \Delta\right] \subset \Delta+G \quad \text { and } \quad\left[K_{i}, \Delta\right] \subset \Delta+G \tag{17}
\end{equation*}
$$

where $G$ is the distribution created by the control vector fields

$$
\begin{equation*}
G=\operatorname{span}\left\{K_{1}, \cdots, K_{r}\right\} \tag{18}
\end{equation*}
$$

At this point it is possible to express the necessary and sufficient conditions for the feedback control system $\left(\tilde{K}_{0}, \tilde{K}_{1}, \cdots, \tilde{K}_{r}\right)$ to be decoupled from the interaction vector field $K_{I}$ by combining the above results. Moreover the conditions can be expressed entirely in terms of the open loop vector fields and the controlled invariant distribution without ever having to involve the feedback parameters $\alpha(\xi)$ and $\beta(\xi)$. We state the central theorem for decoupling of quantum systems via classical feedback without proof.

Theorem 2. The output $y(t, \xi)=\langle\xi| C(t)|\xi\rangle$ can be decoupled from interaction vector field $K_{I}$ via suitable feedback $(\alpha, \beta)$ if and only if there exists an involutive distribution $\Delta$ such that

$$
\left[K_{0}, \Delta\right] \subset \Delta+G \quad\left[K_{i}, \Delta\right] \subset \Delta+G
$$

and $\Delta \subset \operatorname{ker}(d y)$.
The proof, along with other background, could be found in the recent exposition by the authors [5]. It is clear by now that the existence of the invariant distribution $\Delta$ is essential to performing the decoupling and hence we state an algorithm in order to arrive at the much sought after invariant distribution, the general idea being: Start out by assigning $\Delta$ to the whole of null space of $y(t)$ and iteratively remove the part of the distribution that does not satisfy the invariance conditions (16).
Step 1: Let $\Delta_{0}=\operatorname{ker}(d y(t, \xi))$.
Step 2: $\Delta_{i+1}=\Delta_{i}-\left\{\delta \in \Delta_{i}:\left[\delta, K_{j}\right] \notin \Delta_{i}+G, \forall 0 \leq j \leq r\right\}$
Step 3: Maximal invariant distribution is such that $\Delta^{*}=\Delta_{i+1}=\Delta_{i}$.
We can perform the computation in the dual space $T_{\xi}^{*}(M)$ instead which has computational advantages and arrive at the following algorithm.
Step 1: Let $\Omega_{0}=\operatorname{span}(d y(t, \xi))$.
Step 2: $\Omega_{i+1}=\Omega_{i}+L_{K_{0}}\left(\Omega_{i} \cap G^{\perp}\right)+\sum_{j=1}^{r} L_{K_{i}}\left(\Omega_{i} \cap G^{\perp}\right)$.
Step 3: The Algorithm converges to $\Omega^{*}=\Omega_{i+1}=\Omega_{i}$.

## 7 Extension to Control Algebra

In the previous sections we provided a state feedback given by the vector $\alpha(\xi)$ and matrix $\beta(\xi)$ which were assumed to be analytical functions of the state $\xi$. In particular, the analyticity is required for the proof of necessity as well as sufficient conditions. However, the class of analytic functions is too restrictive in terms of feedback that can actually be implemented on the system. For example, by rapid pulses which are arbitrarily strong and fast one can generate lie bracket of the vector control vector fields which can act as a new control to the system available for feedback. In the light of non-analytic feedback it might be necessary to modify the conditions that guarantee decouplability of the system. Another approach which is sufficiently general would be to use the
theory already developed for analytic feedback to systems whose control vector fields belong to the control algebra of the original system,(i.e) we propose to use the system, where $\hat{K}_{i} \in\left\{K_{1}, \cdots, K_{r}\right\}_{L A}=\mathcal{G}$. The theory of analytic feedback can now be extended to controls from the control algebra instead of just the original set of controls. Hence we can restate the conditions for decouplability in terms of the control algebra, which follows directly from the previous theorem.

Lemma 4. The output $y(t)$ is decouplable via analytic feedback functions $\alpha(\xi)$ and $\beta(\xi)$ from the interaction vector field $K_{I}$ if and only if there exists a controllability invariant distribution $\Delta$, i.e.

$$
\begin{equation*}
[\Delta, \mathcal{G}] \subset \Delta \oplus \mathcal{G} \quad \text { and } \quad[\Delta, \mathcal{C}] \subset \Delta \oplus \mathcal{G} \tag{19}
\end{equation*}
$$

where $\mathcal{C}=\left\{a d_{K_{i}}^{j} K_{0}, i=1, \cdots, r ; j=0,1 \cdots\right\}$ and $\mathcal{G}=\left\{K_{1}, \cdots, K_{r}\right\}_{L A}$.
The above lemma just states a condition and does not provide an explicit formulation of the application of feedback. In order to provide the analytic feedback we consider a modified system with additional control vector fields generated from the original system. Consider the following modified system with finite dimensional control algebra $\mathcal{G}$

$$
\begin{equation*}
\frac{\partial \xi(t)}{\partial t}=K_{0}|\xi(t)\rangle+\sum_{i=1}^{m} u_{i} \hat{K}_{i}|\xi(t)\rangle+K_{I}|\xi(t)\rangle \tag{20}
\end{equation*}
$$

where the vector fields $\hat{K}_{i} \in \mathcal{G}$ which are generated by the vector fields of the original system are such that $\mathcal{G}=\operatorname{span}\left\{\hat{K}_{1}, \cdots, \hat{K}_{m}\right\}$, (i.e) the set of vector fields $\hat{K}_{i}$, not necessary a linearly independent set form a vector space basis for $\mathcal{G}$. This is a required condition as the analytic feedback functions which can only generate utmost linear combinations of the existing control vector fields, (i.e) $\operatorname{span}\left\{K_{1}, \cdots, K_{r}\right\}$ is inadequate to leverage the set of all possible controls. Hence it is necessary to modify the original system in order to utilize the repertoire of all possible controls for efficient feedback control. It is also to be noted that in so doing we do not alter the set of reachable or controllable set of the original system, but altering the output decouplability instead which is an observability property of the system.

### 7.1 Examples

As an example of the above formalism consider a single qubit coupled to the environment

$$
\begin{aligned}
\frac{\partial \xi(t)}{\partial t} & =\frac{\omega_{0}}{2} \sigma_{z} \xi(t)+\sum_{k} \omega_{k} b_{k}^{\dagger} b_{k} \xi(t)+u_{1} \sigma_{x} \xi(t)+u_{2} \sigma_{y} \xi(t) \\
& +\sum_{k=0}^{\infty} \sigma_{z}\left(g_{k} b_{k}^{\dagger}+g_{k}^{*} b_{k}\right) \xi(t)
\end{aligned}
$$

with the output, $y(t)=\langle\xi(t)| C|\xi(t)\rangle$. When we check against the necessary condition that $\sum_{k} \sigma_{z}\left(g_{k} b_{k}^{\dagger}+g_{k}^{*} b_{k}\right) \xi(t) \in \operatorname{ker}(d y(t))$, which the single qubit system fails to satisfy, the conclusion that a single qubit system is not decouplable coincides with the results obtained earlier by operator algebra.

Now, consider the two-qubit system

$$
\begin{align*}
\frac{\partial \xi(t)}{\partial t}= & \left(\sum_{j=1}^{2} \frac{\omega_{0}}{2} \sigma_{z}^{(j)}+\sum_{k} \omega_{k} b_{k}^{\dagger} b_{k}\right) \xi(t)+\sum_{k, j} \sigma_{z}^{(j)}\left(g_{k} b_{k}^{\dagger}+g_{k}^{*} b_{k}\right) \xi(t)  \tag{21}\\
& +u_{1}(t) \sigma_{x}^{(1)} \xi(t)+u_{2}(t) \sigma_{y}^{(1)} \xi(t)+u_{3}(t) \sigma_{x}^{(2)} \xi(t)+u_{4}(t) \sigma_{y}^{(2)} \xi(t)
\end{align*}
$$

where $j=1,2 ; k=0,1,2 \cdots$ and which has a DFS of dimension two, $\operatorname{span}\{|01\rangle,|10\rangle\}$ (incidentally, which implies $K_{I} \in \operatorname{ker}(d y)$ ), the states within which remain coherent in the absence of controls. The real problem arises in the presence of symmetry breaking perturbations or control Hamiltonians. Hence the problem at hand is to render the states coherent (or the output $y(t)=\langle\xi(t)| C|\xi(t)\rangle$ invariant) even in the presence of arbitrary control. It can be seen [5] that the interaction vector field in deed belongs to $K_{I}=\sum_{j, k} \sigma_{z}^{(j)}\left(g_{k} b_{k}^{\dagger}+g_{k}^{*} b_{k}\right) \xi(t) \in \operatorname{ker}(d y(t)$, where $j=0,1$ and $k=0,1, \cdots$, but fails to satisfy $\left[K_{i}, K_{I}\right] \in \Delta+G$ or $\operatorname{ker}(d y)+G$ or $\operatorname{ker}(d y)+\mathcal{G}$,(i.e) neither belongs to the span of the control vector fields, control algebra generated by the above vector fields or the controllability invariant distribution $\Delta$.

Now consider the two qubit system with bait, which was discussed in the last section with the schematic and dynamic equation provided earlier.

The control system governing the mechanics of the system is given by,

$$
\begin{align*}
\frac{\partial|\xi(t)\rangle}{\partial t}= & \left(\sum_{j=1}^{2} \frac{\omega_{0}}{2} \sigma_{z}^{(j)}+\sum_{k} \omega_{k} b_{k}^{\dagger} b_{k}\right) \xi(t)+\sum_{k, j} \sigma_{z}^{(j)}\left(g_{k} b_{k}^{\dagger}+g_{k}^{*} b_{k}\right) \xi(t) \\
& +\left(u_{1}(t) \sigma_{x}^{(1)}+u_{2}(t) \sigma_{y}^{(1)}+u_{3}(t) \sigma_{x}^{(2)}+u_{4}(t) \sigma_{y}^{(2)}+\frac{\omega_{0}}{2} \sigma_{z}^{(b)}\right.  \tag{22}\\
& \left.+u_{5} \sigma_{x}^{(b)}+u_{6} \sigma_{y}^{(b)}+u_{7} J_{1} \sigma_{z}^{(1)} \sigma_{z}^{(b)}+u_{8} J_{2} \sigma_{z}^{(2)} \sigma_{z}^{(b)}\right) \xi(t) \\
& +u_{9} \sum_{k} \sigma_{z}^{(b)}\left(w_{k} b_{k}^{\dagger}+w_{k}^{*} b_{k}\right) \xi(t)
\end{align*}
$$

where $j=1,2 ; k=0,1,2 \cdots$ with $\sigma_{x|y| z}$ now skew hermitian and the same output equation as before. It is seen that $K_{I} \in \operatorname{ker}(d y(t))$ and

$$
\left[K_{i}, K_{I}\right]=\left[\sigma_{x \mid y}^{(1)} \xi, \sum_{j} \sigma_{z}^{(j)}\left(g_{k} b_{k}^{\dagger}+g_{k}^{*} b_{k}\right) \xi\right]=c . \sum_{k} \sigma_{y \mid x}^{(1)}\left(g_{k} b_{k}^{\dagger}+g_{k}^{*} b_{k}\right)|\xi\rangle
$$

now belongs to the control algebra generated by the additional vector fields introduced by the bait system. Hence the system which was designed in order to meet the necessary condition, $\left[\tilde{\mathcal{C}}, H_{S B}\right] \subset \tilde{\mathcal{C}}$, given by the observation
space formalism is also seen to meet the conditions given by tangent space or controllability invariant distribution formalism. A rather interesting scenario arises as the drift vector field $K_{0}$ is a part of $\mathcal{G}$ and the interaction vector field $K_{I}$ which is a part of the invariant subspace $\Delta \subset \operatorname{ker}(d y(t))$, is already contained within the control algebra, (i.e) $K_{I} \in \mathcal{G}$. The necessary and sufficient conditions for decouplability using feedback are easily satisfied as $\left[K_{I}, \hat{K}_{i}\right] \in \mathcal{G} \forall \hat{K}_{i} \in \mathcal{G}$ and $\left[K_{I}, K_{0}\right] \in \mathcal{G}$. Hence,

$$
\begin{equation*}
\left[\Delta, \hat{K}_{i}\right] \subset \Delta \oplus \mathcal{G} \quad \text { and } \quad\left[\Delta, K_{0}\right] \subset \Delta \oplus \mathcal{G} \tag{23}
\end{equation*}
$$

and the invariant subspace $\Delta$ can now be guaranteed to exist and at least one dimensional equal to $\operatorname{span}\left\{K_{0}\right\}$. Hence existence of feedback and decouplability is guaranteed for the system whose linear combination of control vector fields is also its control algebra $\mathcal{G}$. Such a system can be obtained from the above system by restructuring its control vector fields.

### 7.2 The Control System

By restructuring the above control system it is possible to generate control vector fields from the algebra $\mathcal{G}$. The actual control system whose linear combination of the control vector field equals its control algebra must be obtained by trial and error. It can be seen that for raw system with bait as described above the control algebra is infinite dimensional by the virtue of the infinite dimensional environment. Hence the only way the span of control vector fields could be made equal to the control algebra is by considering a system with countable control vector fields, which is practically not feasible. Another approach to ensure the system has a finite dimensional algebra is to truncate the states of the environment to certain finite dimension. The above approximation is valid in light of coherent optical states [17] whose higher energy states occur with vanishingly small coefficients. Hence with the above approximation carried out on a single mode environment we arrive at the following control system with linearly independent control vectors obtained by restructuring the original two qubit with bait whose control algebra and the span of control vector fields coincide [5]

$$
\begin{align*}
\frac{\partial|\xi(t)\rangle}{\partial t}= & \left(\sum_{j=1}^{2} \frac{\omega_{0}}{2} \sigma_{z}^{(j)}+\sum_{k} \omega_{k} b_{k}^{\dagger} b_{k}\right)|\xi(t)\rangle+\sum_{k} \sigma_{z}^{(j)}\left(g b^{\dagger}+g^{*} b\right)|\xi(t)\rangle  \tag{24}\\
& +\sum_{i=0}^{5} u_{1 i} \sigma_{x}^{(1)}\left(w b^{\dagger}+w^{*} b\right)^{i}|\xi(t)\rangle+\sum_{i=0}^{5} u_{2 i} \sigma_{y}^{(1)}\left(w b^{\dagger}+w^{*} b\right)^{i}|\xi(t)\rangle \\
& +\sum_{i=0}^{5} u_{3 i} \sigma_{x}^{(2)}\left(w b^{\dagger}+w^{*} b\right)^{i}|\xi(t)\rangle+\sum_{i=0}^{5} u_{4 i} \sigma_{y}^{(2)}\left(w b^{\dagger}+w^{*} b\right)^{i}|\xi(t)\rangle
\end{align*}
$$

For the control system described above where the control vector fields $\left\{K_{j i}\right\}$, $0 \leq i \leq 5$ and $1 \leq j \leq 4$, span the entire control algebra and hence

$$
\begin{equation*}
\left[\Delta, K_{j i}\right] \subset \Delta+\mathcal{G}, 0 \leq i \leq 5 \text { and } 1 \leq j \leq 4 \tag{25}
\end{equation*}
$$

where $\mathcal{G}=\left\{K_{1}, \cdots, K_{24}\right\}_{L A}=\operatorname{span}\left\{K_{1}, \cdots, K_{24}\right\}$. The above discussion can be summarized in the form of a theorem,

Theorem 3. For the system given by (24) which is a control system on the analytic manifold $\mathcal{S}_{H} \subset \mathcal{H}_{s} \otimes \mathcal{H}_{e}$, with the output equation (2) there exist feedback parameters $\alpha(\xi)$ and $\beta(\xi)$ such that under the feedback control of the form $u=\alpha(\xi)+\beta(\xi) . v$, we have the following invariance condition satisfied

$$
f\left(t, x, v_{1}, \cdots, v_{r}, K_{I}\right)=f\left(t, x, v_{1}, \cdots, v_{r}, K_{I}^{\prime}\right)
$$

for any two interaction vector fields $K_{I}$ and $K_{I}^{\prime}$ generated by interaction Hamiltonians $H_{S B}$ and $H_{S B}^{\prime}$ and where $f \equiv y(t)=\langle\xi(t)| C(t)|\xi(t)\rangle$, is the map of the coherence functional for $0 \leq t \leq T$.

The purpose of the bait qubit and an induced interaction with the environment was to enlarge the control algebra as the control provided by the original two qubit system(13) was not sufficient to perform feedback decoupling. The construction now allows us to get a handle on the environment and enables us carry out feedback decoupling. A detailed procedure to determine the actual feedback parameters $\alpha(\xi)$ and $\beta(\xi)$ to completely decouple is discussed in [5]. Hence the system is completely decoupled even in the presence of symmetry breaking control Hamiltonians via classical state feedback.

The following table is helpful in noting the above decouplability results.

|  | Open Loop | Closed Loop | Closed Loop Restructured |
| :--- | :--- | :--- | :--- |
| Single Qubit | NO | NO | NO |
| Two Qubit | NO | NO | NO |
| Two Qubit or higher <br> with bait qubit | NO | NO | $Y E S^{*}$ |

*-The system can be completely decoupled under the additional assumption of a finite dimensional environment

We note that the conditions for decouplability from Open loop to Closed loop to Closed Loop Restructured are progressively relaxed. Hence a system that is not Closed Loop Restructured decouplable cannot be Closed Loop or Open Loop decoupled. It is known from classical control theory that feedback can modify the observability properties of any system but not the controllability properties. It is the observability of the decoherence that we intend to modify in the above work by modeling it as a disturbance decoupling problem thus rendering the decoherence acting on the system unobservable on the states
of interest. However in order to accomplish the goals we had to introduce additional couplings and a bait subsystem that were not a part of the system initially.

### 7.3 Operator Conditions for Decouplability

We had analyzed the decouplability of a given system via operators $C$ and $H_{1}, \cdots, H_{r}$ and arrived at the necessary conditions

$$
\begin{equation*}
\left[C, H_{S B}\right]=0 \quad \text { and } \quad\left[\mathcal{C}, H_{S B}\right] \subset \mathcal{C} . \tag{26}
\end{equation*}
$$

However we weren't able to proceed as far as providing a sufficient condition for feedback decouplability via the operator or observation space formalism. Such a formalism was instrumental in designing a bait system that satisfied the above condition. Even though original bait system which satisfied the above conditions was not feedback decouplable, the restructured system (24) was. Hence it is not an unreasonable conjecture that the above conditions imply that at least one member of the class of all restructured control systems of the original system can be completely decoupled via feedback. Even though we weren't able to prove the above conjecture it is a well posed problem and could be studied further to yield insights into feedback decouplability.

## 8 Quantum Internal Model Principle

The fig.(4) outlines the schematic of control system for the decoupling problem, where the coherence measure of the open quantum system and the corresponding closed system must identically be equal to zero. In order to decouple the output from the environment one needs to determine the feedback coefficients $\alpha(\xi)$ and $\beta(\xi)$ where both depend on the combined state of the system and environment. Hence one needs to have a good estimate of the system as well as the environment itself for successful implementation of feedback decoupling. In other words the state observer must include a model of the environment which would enable us estimate its state. At this point, the important differences between classical and quantum decoupling problems can be understood at the outset. The necessary condition in terms of the operator algebra $\left[\tilde{\mathcal{C}}, H_{S B}\right] \subset \tilde{\mathcal{C}}$ was instrumental in design of the bait subsystem. However the structure of the system needed to be altered in order to,
(i) Artificially induce coupling between qubits 1, 2 and the environment with the help of the bait.
(ii) Generate vector fields in higher power of the environment operator to as to generate linearly independent vectors.

Hence it was necessary to modify the core system in more ways than one in order to perform decoupling. Hence, even though environment is an undesirable interaction the higher powers of the same helped us generate linearly


Fig. 4. The difference between coherence measures from the open quantum system and the closed quantum systems must vanish
independent vectors in the tangent space, which was absolutely necessary for decoupling. Hence the environmental coupling here befits the description of necessary evil. In classical dynamic feedback [8] the design of controller depends on the exosystem. In contrast the state observer/estimator needs to know the model of environment in order to estimate the combined state $\xi$ and calculate the feedback. Hence the model discussed above could be thought of as the Internal Model Principle analog of quantum control systems. In addition classical output regulation problem concerns with following a reference signal in the presence of environmental disturbance that depends on a prescribed exosystem. On the other hand the disturbance decoupling problem focuses on eliminating the effects of the environment.

## 9 Classical and Quantum Disturbance Decoupling

In this section we will highlight a few more important differences between the decoherence control in quantum systems and disturbance decoupling of classical input affine systems in $\mathbb{R}^{n}$.
(i) Classical noise is additive, $\dot{x}=f(x)+u_{i} g_{i}(x)+w p(x)$ and operate on the same vector space. Whereas quantum noise is tensorial. The noise parameter $g_{k}$ and $g_{k}^{*}$ dictate the coupling between the environment and the system, (i.e), $K_{I}=\left(\sigma_{z}^{(1)}+\sigma_{z}^{(2)}\right) \otimes\left(g_{k}^{*} b_{k}+g_{k} b_{k}^{\dagger}\right)|\xi\rangle$ corresponds to the classical noise vector $p(x)$, and it can be easily seen that there is no noise operating on the system in the classical sense. Hence decoherence is not classical noise.
(ii) Vector spaces in quantum control systems are over complex fields. This increases the dimensionality by 2 fold in many instances where linearly com-
bination has to be taken. Hence in order to generate every vector in a vector space of $n$ independent states, we require $2 n$ linearly independent vectors.
(iii) The necessary and sufficient conditions impose restrictions on the form of control Hamiltonian that could help decouple the system. From the conditions derived in the previous and current chapter, it is impossible to decouple one part of the system from the other unless our control Hamiltonians operate on the both the Hilbert spaces non-trivially (i.e) $H_{i} \in \mathcal{B}\left(\mathcal{H}_{A} \otimes \mathcal{H}_{B}\right)$, the set of linear operators in the joint Hilbert space of both the systems. It was in light of this condition that the bait system was originally introduced.
(iv) Distributions need not necessarily be non-singular. For instance the tangent space of an $\mathfrak{s u}(2)$ system is spanned by $\sigma_{z}|\xi\rangle, \sigma_{x}|\xi\rangle, \sigma_{y}|\xi\rangle, \mathbb{I}|\xi\rangle$, where $\xi=c_{0}|0\rangle+c_{1}|1\rangle$ and the operators are again assumed to be skew hermitian counterparts of hermitian $\sigma_{z}, \sigma_{x}, \sigma_{y}$. Even though the four vectors are linearly independent for almost all non-zero values of $c_{0}$ and $c_{1}$ the distribution is not non-singular. Consider $|\xi\rangle=|0\rangle$ and the corresponding tangent vectors are $-i|0\rangle, i|1\rangle,-|1\rangle, i|0\rangle$, whose real linear combination is rank deficient. Hence it can be seen that the vector $|0\rangle$ does not belong to tangent space $T_{|0\rangle}$ at the point $|\xi\rangle=|0\rangle$. In general the tangent vectors at point $\xi$ is different from that of another point $\xi_{1}$. One of the most serious implications is that we cannot find a linear map that transforms the distribution $\Delta$ to a constant $d$ dimensional distribution

$$
T . \Delta=\left[\begin{array}{c}
I^{d \times d} \\
0
\end{array}\right]
$$

at every point $\xi$, an approach that was used in Isidori [9] to greatly simplify finding commuting vectors $\left|v_{1}\right\rangle, \cdots\left|v_{n}\right\rangle$ in an $n$ dimensional tangent space. The commuting vectors were just taken to be the co-ordinate basis at every point $x$.

## 10 Conclusion

We analyzed the conditions for eliminating the effects of decoherence on quantum systems whose coherence can be monitored in the form of a complex scalar output equation. The results hold globally on the analytic manifold. It was seen that the analysis performed on the analytic manifold yielded conditions in terms of the operators acting on the system in order for it to be decoupled. The conditions and a step by step procedure to calculate a classical deterministic feedback under which the 2-qubit system could be successfully decoupled from decoherence was presented. But in order for a Quantum System to be decoupled from decohering interaction the necessary condition $\left[C, H_{S B}\right]=0$ must be satisfied which translates to existence of DFS or "decoupled in the absence of control". Hence, the results of this chapter imply that the coherence can be preserved even in the presence of symmetry breaking control Hamiltonians which help in the controllability of the system. As mentioned before the analysis carried out in the bilinear form not only helped us learn about
the control Hamiltonians helpful in decoupling the system but also provided a solution under which the system would be completely decoupled as opposed to partial decoupling. Such a control strategy would be immensely helpful in performing decoherence free quantum computation thus enabling us to exploit the computational speed up provided by quantum parallelism.
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Summary. Up to what extent is it possible to simplify the nonlinearities of a given discrete-time system through transformations involving feedbacks or outputinjections? Solutions to these problems, at the basis of several control and state estimation design procedures, take advantage of a combined use of geometric and algebraic methods, two major setups in nonlinear control theory strongly influenced by the fundamental work of Alberto Isidori. Links between these frameworks are illustrated in the present paper which is written to celebrate his 65 th birthday.

With our sincere gratitude, Happy Birthday Alberto.

## 1 Introduction

Starting from the eighties, differential geometry and algebraic methods revealed to be powerful tools in the study of nonlinear control systems [8]. Amongst others, the method of normal forms, introduced in the control literature in $[12],[10]$ stands in setting and solving a given problem following a stepwise procedure which works out on successive polynomial approximations. The idea, which finds its origins in pure mathematics making reference to the Cartan's method of equivalence or the Poincaré forms, is widely renewed when applied to control systems. This justified an increasing effort of research (see $[9,1,5,14,18,7,17,6]$ ).

Motivated by its interest for observer design [13, 19, 11, 3], the approach has been more recently used to solve the dual problem of reducing by outputinjections a given system to its linear observer form [2].

While the normal form approach can be similarly developed for both cases of vector fields (differential dynamical systems) and maps (discrete-time systems), such a parallelism becomes difficult when dealing with forced dynamical systems. Manipulations over difference equations induce compositions of functions and the design of feedback or output-injection involve intricate problems
of inversions of maps. Even if many analogies can be set, specific studies are necessary in discrete time.

Given a nonlinear discrete-time system, we ask the two questions: up to what extent is it possible to linearize the system through coordinates change and feedback? up to what extent is it possible to linearize the system through coordinates change and output-injection? In the present paper, normal forms are studied in the formal context of asymptotic series expansions. Approximations have to be understood as referred to homogeneous polynomial approximations of increasing degree. In fact, the problem is set and solved step-bystep. At each step, a certain degree of approximation can be gained and the remaining terms - those which cannot be cancelled - specify the obstruction to the reduction into linear forms so defining what will be called controller and observer normal forms. These terms are referred to as the resonance terms and the equations to be solved are referred to as the homological equations.

The study of the resonant structure is performed starting from a differential/difference representation of a discrete-time system introduced in [16] and assumed linearly controllable and observable. The investigation is developed following [17] where "extended controller" normal forms are introduced and computed making reference to approximate feedback linearization. A parallel study is performed for observer normal forms and approximate linearization by output-injection. Two types of normal forms are described depending if one privileges cancellation in the drift term or in the controlled vector fields. The normal forms are computed step-by-step for increasing degrees of approximation. The method, based on the solvability of the homological equations in terms of coordinates change and feedback and/or output-injection, is directly constructive either to design a linearizing controller or a stateestimator with linear error dynamics. Moreover, working in such a differential context, makes it possible to stress a link between the presence of resonance terms which cannot be cancelled and the obstructions to the geometric solutions.

The paper is organized as follows. Section 2 introduces the context and sets the faced problems. Sections 3 and 4 deal with homogeneous linear equivalences by feedback and output-injection; necessary and sufficient conditions are given and the the homological equations are derived. On these bases, two types of controller and observer normal forms are described.

Notation - The state variables $\zeta$ and/or $x$ belong to $\mathcal{X}$, an open set of $R^{n}$ and the control variables $v$ and/or $u$ belong to $\mathcal{U}$, a neighborhood of zero in $R$. All the involved objects, maps, vector fields, control systems are analytic on their domains of definition, infinitely differentiable admitting convergent Taylor series expansions. A vector field on $\mathcal{X}$, analytically parameterized by $u, G(x, u) \in T_{x} \mathcal{X}$ defines a $u$-dependent differential equation of the form $\frac{d x^{+}(u)}{d u}=G\left(x^{+}(u), u\right)$ where the notation $x^{+}(u)$ indicates that the state evolution is a curve in $R^{n}$, parameterized by $u ; G(x, u)$ is complete, an absolutely continuous solution exists for all $u$. A $R^{n}$-valued map-
ping $F(., u): x \rightarrow F(x, u)$, denotes a forced discrete-time dynamics while $F: x \rightarrow F(x)$ and/or $F(., 0)$ denotes unforced evolutions. Given a generic map on $\mathcal{X}$, its evaluation at a point $x$ is denoted indifferently by " $(x)$ " or " $\left.\right|_{x} " .\left.J_{x} F\right|_{x=0}=\left.\frac{d F(x)}{d x}\right|_{x=0}$ indicates the Jacobian of the function evaluated at $x=0$. Given a vector field $G$ on $\mathcal{X}$ and assuming that $F$ is a diffeomorphism on $\mathcal{X}, F_{*} G$ denotes the transport of $G$ along $F$, defined as the vector field on $\mathcal{X}$ verifying $\left.F_{*} G\right|_{F}=\left(J_{x} F\right) G$; analogously $F_{*}^{p} G$ denotes the transport of $G$ along $F^{p}$ verifying $\left.F_{*}^{p} G\right|_{F^{p}}=\left(J_{x} F^{p}\right) G$. The upperscript (. $)^{[m]}$ stands for the homogeneous term of degree $m$ of the Taylor series expansion of the function or vector field into parentheses; (.) ${ }^{(\geq m)}$ stands for the terms of order greater or equal to $m$. Analogously, $R^{[m]}($. (resp. $\left.R^{\geq m}().\right)$ stands for the space of vector fields or functions whose components are polynomials of degree $m$ (resp. formal power series of degree $\geq m$ ) in the indeterminates. The results are local in nature and convergence problems are not addressed so that the involved transformations (coordinates change, feedback, output-injection) as well as the proposed solutions described by their asymptotic expansions will be referred to as formal ones.

## 2 Context and Problem Settlement

We consider a discrete-time system, controllable and observable in the first approximation around the equilibrium pair $(x=0, u=0)$, described by the differential/difference representation - DDR - introduced in [16].

$$
\begin{align*}
\zeta^{+} & =F(\zeta)  \tag{1}\\
\frac{d \zeta^{+}(v)}{d v} & =G\left(\zeta^{+}(v), v\right) ; \quad \zeta^{+}(0)=\zeta^{+}  \tag{2}\\
y & =h(\zeta) \tag{3}
\end{align*}
$$

In (1)-(3) $F(0)=0$ and $G$ admit the Taylor-type expansion around $v=0$, $G(., v):=G_{1}()+.\sum_{i \geq 1} \frac{v^{i}}{i!} G_{i+1}(),$. with $G_{1}():.=G(., 0), G_{1}(0) \neq 0$ and, for $i \geq 1, G_{i+1}():.=\left.\frac{\partial^{i} G(., v)}{\partial v^{i}}\right|_{v=0}$.

With respect to the usual representation of a discrete-time dynamics in the form of a map the following comments are in order.

- A nonlinear difference equation in the form of a map, $\zeta \rightarrow F(\zeta, v)$, can be recovered integrating (2) between 0 and $v_{k}$ with initialization at (1), $\zeta^{+}(0)=\zeta^{+}=F\left(\zeta_{k}\right)$; one has

$$
\left.\zeta_{k+1}=\zeta^{+}\left(v_{k}\right)=F\left(\zeta_{k}, v_{k}\right)=F\left(\zeta_{k}\right)+\int_{0}^{v_{k}} G\left(\zeta^{+}(w), w\right)\right) d w
$$

At the same time, one has

$$
y_{k+1}=h\left(\zeta^{+}\left(v_{k}\right)\right)=h\left(F\left(\zeta_{k}\right)\right)+\left.\int_{0}^{v_{k}} L_{G(., w)} h\left(\zeta^{+}(w)\right)\right|_{F\left(\zeta_{k}\right)} d w
$$

where $\left.L_{G(., w)} h\right|_{F\left(\zeta_{k}\right)}$ denotes the Lie derivative of $h$ along the vector field $G(., w)$, evaluated at $F\left(\zeta_{k}\right)$.

- Starting from a difference equation $\zeta \rightarrow F(\zeta, v)$, the existence of (1)(2) follows from the existence of $G(., v)$ verifying $G(F(., v), v))=\frac{\partial F(., v)}{\partial v}$. The invertibility of $F(., 0)$ is sufficient to prove that $G(., v)$ can be locally uniquely defined as $G(., v):=\left.\frac{\partial F(., v)}{\partial v}\right|_{F^{-1}(., v)}$. Sampled dynamics which are characterized by invertible drift term for sufficiently small sampling period do admit such a representation.

There is thus no loss of generality in starting from (1)-(2)-(3) since, under the assumptions of controllability and observability in the first approximation, a possible preliminary transformation can be performed to ensure drift invertibility and the existence of a DDR for both the investigated problems.

Throughout the paper, $\Sigma^{[\infty]}$ will denote the asymptotic expansion of the DDR

$$
\begin{align*}
\zeta^{+} & =A \zeta+\sum_{m \geq 2} F^{[m]}(\zeta) ; \quad \zeta^{+}(0)=\zeta^{+}  \tag{4}\\
\frac{d \zeta^{+}(v)}{d v} & =B+\sum_{m \geq 2} \sum_{i=1}^{m} \frac{v^{i-1}}{(i-1)!} G_{i}^{[m-i]}\left(\zeta^{+}(v)\right)  \tag{5}\\
y & =C \zeta+\sum_{m \geq 2} h^{[m]}(\zeta) \tag{6}
\end{align*}
$$

with controllable and observable matrices $(A, B, C)$. For any order of approximation $m \geq 2, \Sigma^{[m]}$ will denote its homogeneous approximation of degree $m$ around $(A, B, C)$; i.e.

$$
\begin{align*}
\zeta^{+} & =A \zeta+F^{[m]}(\zeta) ; \quad \zeta^{+}(0)=\zeta^{+}  \tag{7}\\
\frac{d \zeta^{+}(v)}{d v} & =B+\sum_{i=1}^{m} \frac{v^{i-1}}{(i-1)!} G_{i}^{[m-i]}\left(\zeta^{+}(v)\right)  \tag{8}\\
y & =C \zeta+h^{[m]}(\zeta) \tag{9}
\end{align*}
$$

Remark 1. (i) The $G_{i}^{[m-i]}$, s, $i \geq 2$ in (8) model nonlinearities with respect to the control variable. Setting $G_{i}^{[m-i]}=0$ for $i \geq 2$, (8) reduces to $B+G_{1}^{[m-1]}\left(\zeta^{+}(v)\right)$ and the results obtained are nicely comparable with those obtained in the continuous-time case for input-affine dynamics [18]. (ii) We
note that (7)-(9) correspond to homogeneous parts of order $m$ around $A$ and $C$ while equation (8) corresponds to the homogeneous part of order $m-1$ around $B$ because, after integration with respect to $v$, it results to be of order $m$ too. With reference to the representation (4)-(5-(6), the paper studies, through successive polynomial approximations, linearization of $\Sigma^{[\infty]}$ under "suitable" transformations.

### 2.1 Linear Equivalence by Feedback

Under the assumption of controllability in the first approximation around $(0,0)$ of $(1)-(2)$, a preliminary coordinates change and static state feedback can be applied to transform the matrices $A$ and $B$ into the controllable canonical form

$$
A_{C}=\left.J_{\zeta} F\right|_{\zeta=0}=\left(\begin{array}{ccccc}
0 & 1 & 0 & \ldots & 0  \tag{10}\\
0 & \ddots & \ddots & & \vdots \\
\vdots & & \ddots & \ddots & 0 \\
& & & \ddots & 1 \\
a_{0} & \ldots & \ldots & \ldots & a_{n-1}
\end{array}\right) ; \quad B_{C}=G_{1}(0)=\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
1
\end{array}\right)
$$

so obtaining a representation of the form $\Sigma^{[\infty]}$ (resp. $\Sigma^{[m]}$ ) denoted $\Sigma_{C}^{[\infty]}$ (resp. $\Sigma_{C}^{[m]}$ ) in the present set up. Moreover, without loss of generality, we assume $a_{0} \neq 0$.

A feedback transformation $\Gamma^{[\infty]}$ is defined as the successive application of homogeneous feedback transformations of degree $m \geq 2, \Gamma^{[m]}$; each $\Gamma^{[m]}$ is composed with a coordinates change and a static-state feedback of the form

$$
\begin{align*}
x & =\zeta+\phi^{[m]}(\zeta)  \tag{11}\\
v=\gamma^{[m]}(\zeta, u) & =u+\gamma_{0}^{[m]}(\zeta)+\sum_{i=1}^{m} \frac{u^{i}}{i!} \gamma_{i}^{[m-i]}(\zeta) \tag{12}
\end{align*}
$$

where $\phi^{[m]}$ and the $\gamma_{i}^{[m-i]}$, sor $i=0, \ldots, m$, are respectively $R^{n}$ and $R$-valued mappings. $\Gamma^{[m]}$ does not modify the linear part $\left(A_{C}, B_{C}\right)$ of $\Sigma_{C}^{[m]}$.

What about linearization of $\Sigma_{C}$ under the feedback transformations $\Gamma$ ?

### 2.2 Linear Equivalence by Output-Injection

Under the assumption of observability in the first approximation around $(0,0)$ of (1)-(3), a preliminary coordinates change and output-injection can be applied to transform the matrices $(A, C)$ into the observable canonical form $\left(A_{O}, C_{O}\right)$

$$
A_{O}=\left.J_{\zeta} F\right|_{\zeta=0}=\left(\begin{array}{ccccc}
0 & 0 & 0 & \ldots & a_{0}  \tag{13}\\
1 & \ddots & \ddots & & \vdots \\
\vdots & & \ddots & \ddots & \vdots \\
& & & \ddots & \vdots \\
0 & \ldots & \ldots & 1 & a_{n-1}
\end{array}\right) ; \quad C_{O}=(0, \ldots, 0,1)
$$

so obtaining a representation of the form $\Sigma^{[\infty]}$ (resp. $\Sigma^{[m}$ ) denoted by $\Sigma_{O}^{[\infty]}$ (resp. $\Sigma_{O}^{m]}$ ) in the present set up. Moreover, without loss of generality, we assume $a_{0} \neq 0$.

An output transformation $H^{[\infty]}$ is defined as the successive application of homogeneous output transformations of degree $m \geq 2, H^{[m]}$. Each $H^{[m]}$, is described by the coupled action of an homogeneous coordinates change (11) and an homogeneous output-injection of degree $m$, composed with two parts

$$
\alpha^{[m]}(y) \quad \text { and } \quad \beta^{[m-1]}(y, v)=\beta_{1}^{[m-1]}(y)+\sum_{i=2}^{m} \frac{v^{i-1}}{(i-1)!} \beta_{i}^{[m-i]}(y)
$$

where the $\alpha^{[m]}$ and the $\beta_{i}^{[m-i]}$, sfor $i=1, \ldots, m$, are $R^{n}$-valued mappings which act over the DDR as follows

$$
\begin{align*}
\zeta^{+} & \rightarrow \zeta^{+}+\alpha^{[m]}(y)  \tag{14}\\
\frac{d \zeta^{+}(v)}{d v} & \rightarrow \frac{d \zeta^{+}(v)}{d v}+\beta^{[m-1]}(y, v) \tag{15}
\end{align*}
$$

$H^{[m]}$ does not modify the linear part $\left(A_{O}, B, C_{O}\right)$ of $\Sigma_{O}^{[m]}$.
What about linearization of $\Sigma_{O}$ under the output transformations $H$ ?

### 2.3 Some Definitions

Definition 1. $\Sigma^{[m]}$ is locally linear equivalent by feedback (resp. by outputinjection) if there exists an homogeneous transformation $\Gamma^{[m]}$ (resp. $H^{[m]}$ ) which brings $\Sigma^{[m]}$ into the linear system $\left(A_{C}, B_{C}, C\right)$ (resp. $\left(A_{O}, B, C_{O}\right)$ ) modulo terms in $R^{\geq m+1}(\zeta, v)$.

Definition 1 refers to the problem of homogeneous linear equivalence by feedback at degree $m-\mathbf{H L E F}(\mathbf{m})$ - (resp. homogeneous linear equivalence by output-injection at degree $m-\operatorname{HLEI}(\mathbf{m})-$ ).

Definition 2. $\Sigma^{[\infty]}$ is locally linear equivalent by feedback (resp. by outputinjection) if there exists a transformation $\Gamma^{[\infty]}$ (resp. $H^{[\infty]}$ ) which brings $\Sigma^{[\infty]}$ into the linear system $\left(A_{C}, B_{C}, C\right)$ (resp. $\left(A_{O}, B, C_{O}\right)$ ). When the equivalence holds modulo terms in $R^{\geq M+1}(\zeta, v)$, an approximated solution is obtained.

Definition 2 refers to the problem of linear equivalence by feedback - LEF and approximate linear equivalence by feedback up to degree $M$ - ALEF(M) (resp. linear equivalence by output-injection - LEI - and approximate linear equivalence by output-injection up to degree $M-\mathbf{A L E I}(\mathbf{M})-$ ).

Up to what extent is it possible to simplify the nonlinearities of $\Sigma^{[\infty]}$ and thus to achieve linearization through these transformations? The problem is solved step-by-step. For each degree of approximation $m \geq 2$, we look for an homogeneous transformation under which $\Sigma^{[m]}$ is simplified at most as possible while leaving unchanged the linear part and parts of degree $<m$.

The resulting representations define the normal forms, as given in the following definition.

Definition 3. The iterated application of the $\Gamma^{[m]}$ 's (resp. the $H^{[m]}$ 's), each one for eliminating at most as possible parts of degree equal to $m$, give the general structures which cannot be more simplified. They will be called controller (observer) normal forms.

Roughly speaking normal forms are linked to the problem of maximally simplifying the given system making use of feedback or output-injection.

## 3 Controller Normal Forms

As noted, controller normal forms are in relation with the problem of feedback linearization. From [15], (see also different approaches proposed in [4]), the following results are recalled.

### 3.1 Geometric Conditions

Theorem 1. Linear equivalence by feedback. The LEF problem is solvable for (1)-(2) if and only if
(i) $\operatorname{span}\left(G_{2}, G_{3}, \ldots\right) \subset \operatorname{span}\left(G_{1}\right)$;
(ii) the distribution $\left(G_{1}, \ldots, F_{*}^{n-2} G_{1}\right)$ is involutive around 0 .

Proposition 1. Homogeneous linear equivalence by feedback at degree $m$. The HLEF(m) problem is solvable for (1)-(2) if and only if
(i) $\operatorname{span}\left(G_{2}^{[m-2]}, \ldots, G_{m}^{[0]}\right) \subset \operatorname{span}(B)$;
(ii) the distribution $\left(B+G_{1}^{[m-1]}, \ldots, A^{n-2} B+\left(F_{*}^{n-2} G_{1}\right)^{[m-1]}\right.$ is involutive around 0 modulo terms in $R^{\geq m-1}(\zeta)$.

### 3.2 Homological Equations

Given $\Sigma_{C}^{[m]}$, the $\mathbf{H L E F}(\mathbf{m})$ problem is solved by computing $\Gamma^{[m]}$ which cancels the terms of degree $m$ in (7) and of degree $m-1$ in (8). The computation goes through the solution of homogeneous algebraic equations, the so-called $m$-th degree homological equations. The terms which cannot be eliminated are named the $m$-th degree resonance terms which define the $m$-th degree normal form. Thanks to the introduced formalism, approximate feedback linear equivalence can be reported to the solvability of homological equations of increasing degree.

Let us work out the action of $\Gamma^{[m]}$ over $\Sigma_{C}^{[m]}$. First, the coordinates change $\phi^{[m]}$ transforms $\left(F^{[m]}, G_{i}^{[m-i]}\right)$ into $\left(\bar{F}^{[m]}, \bar{G}_{i}^{[m-i]}\right)$ below

$$
\begin{align*}
\bar{F}^{[m]}(.) & =F^{[m]}(.)+\phi^{[m]}\left(A_{C} .\right)-A_{C} \phi^{[m]}(.)  \tag{16}\\
\bar{G}_{1}^{[m-1]}(.) & =G_{1}^{[m-1]}(.)+\frac{d \phi^{[m]}(.)}{d \zeta} B_{C}  \tag{17}\\
\bar{G}_{i}^{[m-i]}(.) & =G_{i}^{[m-i-1]}(.) ; \quad i=2, \ldots, m . \tag{18}
\end{align*}
$$

The feedback action further transforms (16) to (18) into

$$
\begin{aligned}
\tilde{F}^{[m]}(.) & =F^{[m]}(.)+\phi^{[m]}\left(A_{C} .\right)-A_{C} \phi^{[m]}(.)+\gamma_{0}^{[m]}(.) B_{C} \\
\sum_{i=1}^{m} \frac{u^{i-1}}{(i-1)!} \tilde{G}_{i}^{[m-i]}(.) & =\frac{d \phi^{[m]}(.)}{d \zeta_{n}}+\sum_{i=1}^{m} \frac{u^{i-1}}{(i-1)!} G_{i}^{[m-i]}(.) \\
& +\sum_{i=1}^{m} \frac{u^{i-1}}{(i-1)!} \gamma_{i}^{[m-i]}\left(A_{C}^{-1} .-v A^{-1} B_{C}\right) B_{C}
\end{aligned}
$$

because, up to an error in $R^{\geq m}(\zeta)$

$$
\begin{aligned}
\zeta & =A_{C}^{-1} \zeta^{+}(v)-v A_{C}^{-1} B_{C} \\
d v & =d u+\sum_{i=1}^{m} \frac{u^{i-1}}{(i-1)!} \gamma_{i}^{[m-i]}(\zeta) d u \\
& =d u+\sum_{i=1}^{m} \frac{u^{i-1}}{(i-1)!} \gamma_{i}^{[m-i]}\left(A_{C}^{-1} \zeta^{+}(v)-v A_{C}^{-1} B_{C}\right) d u
\end{aligned}
$$

and up to an error in $R^{\geq m+1}(\zeta, v)$

$$
\begin{aligned}
\left.\zeta^{+}(v)\right|_{v=\gamma_{0}^{[m]}} & =\zeta^{+}(0)+\gamma_{0}^{[m]} B \\
x^{+}(v) & =\zeta^{+}(v)+\phi^{[m]}\left(\zeta^{+}(v)\right)
\end{aligned}
$$

In conclusion, $\Gamma^{[m]}$ brings the system $\Sigma_{C}^{[m]}$ into $\tilde{\Sigma}_{C}^{[m]}$ described by

$$
\begin{align*}
x^{+}= & A_{C} x+F^{[m]}(x)+\phi^{[m]}\left(A_{C} x\right)-A_{C} \phi^{[m]}(x)+\gamma_{0}^{[m]}(x) B_{C}  \tag{19}\\
\frac{d x^{+}(u)}{d u}= & \frac{d \phi^{[m]}\left(x^{+}(u)\right)}{d x_{n}}+\sum_{i=1}^{m} \frac{u^{i-1}}{(i-1)!} G_{i}^{[m-i]}\left(x^{+}(u)\right) \\
& +\sum_{i=1}^{m} \frac{u^{i-1}}{(i-1)!} \gamma_{i}^{[m-i]}\left(A_{C}^{-1} x^{+}(u)-u A_{C}^{-1} B_{C}\right) B_{C} . \tag{20}
\end{align*}
$$

Remark 2. We deduce from (20), setting $u=0$, that

$$
\begin{equation*}
\tilde{G}_{1}^{[m-1]}(.)=G_{1}^{[m-1]}(.)+\frac{d \phi^{[m]}(.)}{d \zeta_{n}}+\gamma_{1}^{[m-1]}\left(A_{C}^{-1} .\right) B_{C} \tag{21}
\end{equation*}
$$

while for $i \geq 2, \tilde{G}_{i}^{[m-i]}$ and $G_{i}^{[m-i]}$ differ from their last component only. To write down the expression of $\tilde{G}_{i}^{[m-i]}$ in terms of $G_{i}^{[m-i]}$ involve the expansion with respect to $u$ of $\gamma_{i}^{[m-i]}\left(A_{C}^{-1} \zeta-u A_{C}^{-1} B_{C}\right)$.
The following result is an immediate consequence of the equalities (19)-(20).
Proposition 2. The $\mathbf{H L E F}(\mathbf{m})$ problem is solvable if and only if there exist $\left(\phi^{[m]}, \gamma_{i}^{[m-i]} ; i=0, \ldots, m\right)$, satisfying

$$
\begin{align*}
-F^{[m]}(\zeta) & =\phi^{[m]}\left(A_{C} \zeta\right)-A_{C} \phi^{[m]}(\zeta)+\gamma_{0}^{[m]}(\zeta) B_{C}  \tag{22}\\
-\sum_{i=1}^{m} \frac{u^{i-1}}{(i-1)!} G_{i}^{[m-i]}(\zeta) & =\frac{d \phi^{[m]}(\zeta)}{d \zeta_{n}}+\sum_{i=1}^{m} \frac{u^{i-1}}{(i-1)!} \gamma_{i}^{[m-i]} A_{C}^{-1}\left(\zeta-u B_{C}\right) B_{C} . \tag{23}
\end{align*}
$$

Equations (22)-(23) are referred to as the controller homological equations at degree $m$.

Proposition 1 and Proposition 2 provide two equivalent criteria for the solvability of the HLEF(m) problem. While the explicit computation of the homogeneous transformation $\Gamma^{[m]}$ requires through Proposition 1 to solve partial a partial derivative equation, it requires through Proposition 2 to solve algebraic equations. This is a main constructive aspect of the normal forms approach.

### 3.3 The Normal Forms

Two types of normal forms, denoted in the sequel $\Sigma_{N F A}^{[m]}$ and $\Sigma_{N F B}^{[m]}$ respectively, can be obtained depending on how the computations are performed.
$\boldsymbol{\Sigma}_{\mathbf{N F A}}^{[\mathbf{m}]}$ - Looking at the first-type of controller homological equations (22) rewritten componentwise, we have

$$
\begin{align*}
-F_{1}^{[m]}(\zeta) & =\phi_{1}^{[m]}\left(A_{C} \zeta\right)-\phi_{2}^{[m]}(\zeta)  \tag{24}\\
& \vdots  \tag{25}\\
-F_{n-1}^{[m]}(\zeta) & =\phi_{n-1}^{[m]}\left(A_{C} \zeta\right)-\phi_{n}^{[m]}(\zeta)  \tag{26}\\
-F_{n}^{[m]}(\zeta) & =\phi_{n}^{[m]}\left(A_{C} \zeta\right)-\sum_{i=0}^{n-1} a_{i} \phi_{i+1}^{[m]}(\zeta)+\gamma_{0}^{[m]}(\zeta)
\end{align*}
$$

where $F_{i}^{[m]}: R^{n} \rightarrow R$ (resp. $\phi_{i}^{[m]}: R^{n} \rightarrow R$ ) indicates the $i$-th component of $F^{[m]}$ (resp. $\phi^{[m]}$ ), that is an homogeneous polynomial of order $m$ in the variables $\left(\zeta_{1}, \ldots, \zeta_{n}\right)$. From (24) to (25), we immediately deduce that for $j=2, \ldots, n, \phi_{j}^{[m]}$ can be used to cancel all the terms of order $m$ into the corresponding $(j-1)$-th component of the drift so getting the solution

$$
\phi_{j}^{[m]}(\zeta)=\phi_{j-1}^{[m]}\left(A_{C} \zeta\right)+F_{j-1}^{[m]}(\zeta)
$$

From (26), we immediately deduce that $\gamma_{0}^{[m]}$ can be used to cancel all the terms of order $m$ into the last component of the drift so getting the solution

$$
\gamma_{0}^{[m]}(\zeta)=-F_{n}^{[m]}(\zeta)-\phi_{n}^{[m]}\left(A_{C} \zeta\right)+\sum_{i=0}^{n-1} a_{i} \phi_{i+1}^{[m]}(\zeta)
$$

All the terms in the drift have been cancelled and all the coefficients in $\phi_{1}^{[m]}(\zeta)$ are kept free.
$\boldsymbol{\Sigma}_{\mathbf{N F B}}^{[\mathbf{m}]}$ - Looking now at the second-type of controller homological equations (23), indicating by $G_{i ; j}^{[m-i]}$, the $j$-th component of $G_{i}^{[m-i]}$, we easily verify that for $i=1, \ldots, m, \gamma_{i}^{[m-i]}\left(A_{C}^{-1} \zeta\right)$ can be used to cancel the last component $G_{i n}^{[m-i]}(\zeta)$ of $G_{i}^{[m-i]}(\zeta)$ while its remaining $n-1$ components cannot be modified except that of $G_{1}^{[m-1]}$. More precisely, from (21), $G_{1}^{[m-1]}$ has to satisfy for $i=1, \ldots, n-1$, the equality

$$
\begin{equation*}
-G_{1 ; i}^{[m-1]}(\zeta)=\frac{d \phi_{i}^{[m]}(\zeta)}{d \zeta_{n}} \tag{27}
\end{equation*}
$$

After some easy, even quite tedious, manipulations the following theorem can be proved.

Theorem 2. For any degree $m \geq 2$ and neglecting higher degree terms, any homogeneous discrete-time dynamics $\Sigma_{C}^{[m]}$ can be transformed under homogeneous feedback transformation $\Gamma^{[m]}$ into one of the two controller normal forms below.
The first type of normal form (linearity of the drift) $-\boldsymbol{\Sigma}_{\mathbf{N F A}}^{[\mathbf{m}]}$ :

$$
\begin{aligned}
x^{+} & =A_{C} x \\
\frac{d x_{1}^{+}(u)}{d u} & =\sum_{i=2}^{m} \frac{u^{i-1}}{(i-1)!} G_{i ; 1}^{[m-i]}\left(x^{+}(u)\right) \\
\frac{d x_{2}^{+}(u)}{d u} & =x_{1}^{+}(u) Q_{2 ; 1}^{[m-2]}\left(x_{1}^{+}(u), \ldots, x_{n}^{+}(u)\right)+\sum_{i=2}^{m} \frac{u^{i-1}}{(i-1)!} G_{i ; 2}^{[m-i]}\left(x^{+}(u)\right) \\
& \cdots \\
\frac{d x_{n-1}^{+}(u)}{d u} & =\sum_{i=1}^{n-2} x_{i}^{+}(u) Q_{n-1, i}^{[m-2]}\left(x_{i}^{+}(u), \ldots, x_{n}^{+}(u)\right)+\sum_{i=2}^{m} \frac{u^{i-1}}{(i-1)!} G_{i ; n-1}^{[m-i]}\left(x^{+}(u)\right) \\
\frac{d x_{n}^{+}(u)}{d u} & =1
\end{aligned}
$$

The second type of normal form $\left(G_{1}=B\right)-\boldsymbol{\Sigma}_{\mathbf{N F B}}^{[\mathbf{m}]}$ :

$$
\begin{aligned}
x_{1}^{+} & =x_{2}+x_{n} x_{1} F_{1 ; 1}^{[m-2]}\left(x_{1}, \ldots, x_{n}\right) \\
& \ldots \\
x_{n-2}^{+} & =x_{n-1}+\sum_{i=1}^{n-2} x_{n} x_{i} F_{n-2 ; i}^{[m-2]}\left(x_{i}, \ldots, x_{n}\right) \\
x_{n-1}^{+} & =x_{n} \\
x_{n}^{+} & =\sum_{i=0}^{n-1} a_{i} x_{i+1} \\
\frac{d x_{p}^{+}(u)}{d u} & =\sum_{i=2}^{m} \frac{u^{i-1}}{(i-1)!} G_{i ; p}^{[m-i]}\left(x^{+}(u)\right) ; \quad p=1, \ldots, n-1 \\
\frac{d x_{n}^{+}(u)}{d u} & =1 .
\end{aligned}
$$

Remark 3. (i) By construction, the homogeneous $m$-th degree normal forms are unique modulo transformations of degree $m$. (ii) By construction, the homogeneous $m$-th degree normal forms defined above are equivalent through transformations of degree $m$ and modulo approximations in $R^{\geq m+1}(x, u)$ to those defined in [1], [5], [14], [7], in the usual formalism.

As an homogeneous transformation of a given degree does not modify the lower degree terms, applying the results of Theorem 2 to each successive homogeneous part of degree $m$ and increasing the degree, Theorem 3 below describes the normal forms of a nonlinear discrete-time dynamics through feedback transformations.

Theorem 3. The nonlinear discrete-time dynamics $\Sigma^{[\infty]}$ can be transformed under feedback transformation $\Gamma^{[\infty]}$ into a dynamics exhibiting one of the two controller normal forms below.
The first type of normal form (linearity of the drift) $-\boldsymbol{\Sigma}_{\mathrm{NFA}}^{[\infty]}$ :

$$
\begin{aligned}
x^{+} & =A_{C} x \\
\frac{d x_{1}^{+}(u)}{d u} & =\sum_{i=2}^{\infty} \frac{u^{i-1}}{(i-1)!} G_{i ; 1}\left(x^{+}(u)\right) \\
\frac{d x_{2}^{+}(u)}{d u} & =x_{1}^{+}(u) Q_{2 ; 1}\left(x_{1}^{+}(u), \ldots, x_{n}^{+}(u)\right)+\sum_{i=2}^{\infty} \frac{u^{i-1}}{(i-1)!} G_{i ; 2}\left(x^{+}(u)\right) \\
& \cdots \\
\frac{d x_{n-1}^{+}(u)}{d u} & =\sum_{i=1}^{n-2} x_{i}^{+}(u) Q_{n-1, i}\left(x_{i}^{+}(u), \ldots, x_{n}^{+}(u)\right)+\sum_{i=2}^{\infty} \frac{u^{i-1}}{(i-1)!} G_{i ; n-1}\left(x^{+}(u)\right) \\
\frac{d x_{n}^{+}(u)}{d u} & =1
\end{aligned}
$$

where $Q_{j ; i}\left(x_{i}, \ldots, x_{n}\right)$ is a formal series defined by the formal summation

$$
Q_{j ; i}\left(x_{i}, \ldots, x_{n}\right)=\sum_{m=0}^{\infty} Q_{j ; i}^{[m]}\left(x_{i}, \ldots, x_{n}\right)
$$

The second type of normal form $\left(G_{1}=B_{C}\right)-\boldsymbol{\Sigma}_{\mathbf{N F B}}^{[\infty]}$ :

$$
\begin{aligned}
x_{1}^{+} & =x_{2}+x_{n} x_{1} F_{1 ; 1}\left(x_{1}, \ldots, x_{n}\right) \\
& \ldots \\
x_{n-2}^{+} & =x_{n-1}+\sum_{i=1}^{n-2} x_{n} x_{i} F_{n-2 ; i}\left(x_{i}, \ldots, x_{n}\right) \\
x_{n-1}^{+} & =x_{n} \\
x_{n}^{+} & =\sum_{i=0}^{n-1} a_{i} x_{i+1} \\
\frac{d x_{p}^{+}(u)}{d u} & =\sum_{i=2}^{\infty} \frac{u^{i-1}}{(i-1)!} G_{i ; p}\left(x^{+}(u)\right) ; \quad p=1, \ldots, n-1 \\
\frac{d x_{n}^{+}(u)}{d u} & =1
\end{aligned}
$$

where $F_{j ; i}\left(x_{i}, \ldots, x_{n}\right)$ is a formal series defined by the formal summation

$$
F_{j ; i}\left(x_{i}, \ldots, x_{n}\right)=\sum_{m=0}^{\infty} F_{j ; i}^{[m]}\left(x_{i}, \ldots, x_{n}\right) .
$$

Remark 4. Assuming the $G_{i}^{\prime} s$ equal to zero for $i \geq 2$ in $\Sigma^{\infty}$, discrete-time and continuous-time controller normal forms exhibit strongly comparable structures. More precisely, $\Sigma_{N F B}^{[\infty]}$ is the discrete-time equivalent of the continuoustime extended controller normal form introduced in [10], [9] while $\sum_{N F A}^{[\infty]}$ is the discrete-time equivalent of the continuous-time dual normal form introduced in [9], [18].

If Theorem 3 holds true with a summation over $m$ starting at $M$, approximate feedback linearization at degree $M$ hods and the linearizing feedback is obtained. Does M coincide with the maximum degree at which Proposition 1 holds true? Unfortunately, this is not necessarily the case since, while homogeneous normal forms at degree $m$ are uniquely defined, the normal forms are not, because homogeneous transformation of degree $m$, which cannot change the terms of degree $m$, can change terms of degree higher than $m$ and thus the homogeneous normal forms of degree higher than $m$. It can only be said that, if Proposition 1 holds till $M^{*}$, then there exists a normal form with a summation starting at $m=M^{*}$. The evaluation of such an $M^{*}$ can be linked to the solvability of the homological equations in terms of a set of suitable polynomial, the so called invariants as shown in the continuous-time [9], [18] and the discrete-time contexts [17].

## 4 Observer Normal Forms

Observer normal forms are linked to linear equivalence by output-injection; this problem can be rephrased in terms of equivalence through coordinates change to the canonical observer form, a linear dynamics with a nonlinear output-injection, [13]. In the usual formalism of maps it takes the form

$$
\begin{align*}
\zeta_{k+1} & =A_{O}^{\prime} \zeta_{k}+\psi\left(y_{k}, v_{k}\right)  \tag{28}\\
y & =C_{O} \zeta
\end{align*}
$$

with the pair of matrices $\left(A_{O}^{\prime}, C_{O}\right)$ in the canonical observer form (13) with $a_{i}=0$ for $i=0, \ldots, n-1$, and

$$
\psi(y, v)=\left(\begin{array}{c}
a_{0}  \tag{29}\\
\vdots \\
a_{n-2} \\
a_{n-1}
\end{array}\right) y+\left(\begin{array}{c}
b_{0} \\
\vdots \\
b_{n-2} \\
b_{n-1}
\end{array}\right) v+\psi^{[\geq 2]}(y, v)
$$

In the present context, the $D D R$ canonical observer form is

$$
\begin{align*}
\zeta^{+} & =A_{O}^{\prime} \zeta+\alpha(y)  \tag{30}\\
\frac{d \zeta^{+}(v)}{d v} & =G_{O}\left(\zeta_{1}^{+}(v), v\right)=B+G_{O}^{\geq 1}\left(\zeta_{1}^{+}(v), v\right) ; \quad \zeta^{+}(0)=\alpha(y)  \tag{31}\\
y & =C_{O} \zeta
\end{align*}
$$

It is a matter of computation to verify the following statement.
Proposition 3. The discrete-time canonical observer form (28) admits the $D D R$ canonical observer form (30), (31) and viceversa.
We just note that $\psi(y, v)$ in (29) can be recovered by integrating (31); i.e.

$$
\psi(y, v)=\alpha(y)+\int_{0}^{v} G_{O}\left(\zeta_{1}^{+}(w), w\right) d w \quad \text { with } \quad \zeta_{1}^{+}(0)=\alpha_{1}(y)
$$

and the output injection defined in (14)-(15) can be rewritten as

$$
\alpha^{\geq 2}(y)=\psi^{\geq 2}(y, 0) \quad \text { and } \beta^{\geq 1}(y, v)=G_{\bar{O}}^{\geq 1}\left(\psi_{1}(y, v), v\right)=\frac{\partial \psi^{\geq 2}(y, v)}{\partial v}
$$

The lemma below immediately follows from Definitions 1 and 2.
Lemma 1. The - $\mathbf{H L E I}(\mathbf{m})$ - problem is solvable iff there exists an homogeneous coordinates change of degree $m$ which transforms $\Sigma^{[m]}$ into

$$
\begin{align*}
\zeta^{+}(0) & =A_{O} \zeta+\alpha^{[m]}(y)  \tag{32}\\
\frac{d \zeta^{+}(v)}{d v} & =B+G_{O}^{[m-1]}\left(\zeta_{1}^{+}(v), v\right)  \tag{33}\\
y & =C_{O} \zeta
\end{align*}
$$

modulo terms in $R^{\geq m+1}(\zeta, v)$.

The homogeneous output-injection at degree $m$ being described by the pair $\left(\alpha^{[m]}(y), \beta^{[m-1]}(y, v)\right.$. with $G_{O}^{[m-1]}\left(\zeta_{1}^{+}(v), v\right)=\beta^{[m-1]}\left(\frac{\zeta_{1}^{+}(v)-b_{0} v}{a_{0}}, v\right)$ or equivalently $\beta^{[m-1]}(y, v)=G_{O}^{[m-1]}\left(a_{0} y+b_{0} v\right)$.

Lemma 2. The - LEI - problem is solvable iff there exists a coordinates change which transforms $\Sigma^{[\infty]}$ into the $D D R$ canonical observer form (30)(31). If the equivalence holds modulo terms in $R^{\geq M+1}(\zeta, v)$, an approximated solution is obtained.

Let us now recall the geometric conditions ensuring equivalence through output-injection to the DDR canonical observer form.

### 4.1 Geometric Conditions

As in the continuous-time case, given $\Sigma^{[\infty]}$, an instrumental tool is the vector field $r_{d 1}(\zeta)$ (see [3]), solution of

$$
\left.\left(\begin{array}{c}
d h  \tag{34}\\
\vdots \\
d\left(h \circ F^{n-2}\right) \\
d\left(h \circ F^{n-1}\right)
\end{array}\right)\right|_{\zeta} r_{d 1}(\zeta)=\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
1
\end{array}\right)
$$

and the $n-1$ vector fields $r_{d i}:=F_{*} r_{d i-1}=F_{*}^{i-1} r_{d 1}$ defined for $i=2, \cdots, n$, as the iterated transport of $r_{d 1}$ along $F$.

Theorem 4. Linear equivalence by output-injection. The LEI problem is solvable for (1)-(2) if and only if, given $r_{d i}$ for $i=1, \ldots, n$, the conditions below hold true locally around 0

- $A_{d 2}:\left[r_{d 1}, r_{d i}\right](\zeta)=0 \quad$ for $\quad i=2, \ldots, n$;
- $A_{d 3}:\left[G_{p}, r_{d i}\right](\zeta)=0 \quad$ for $\quad i=2, \ldots, n$ and $p \geq 0$.

Observability in the first approximation ensures the existence and uniqueness of $r_{d 1}$ satisfying (34). $A_{d 2}$ requires the nilpotency at the first order of the distribution generated by the vector fields $\left(r_{d 1}, \cdots r_{d n}\right)$ and guarantees the existence of a coordinates change as well as the specific structure of (30) while $A_{d 3}$ guarantees the specific structure of (31).

The vector fields $r_{d i}(\zeta)$ can be described by their asymptotic expansions $r_{d i}(\zeta)=r_{d i}+\sum_{m \geq 1} r_{d i}^{[m]}(\zeta)$ with constant parts $r_{d i}$ satisfying for $i=1, \ldots, n$

$$
\left(\begin{array}{c}
C \\
\vdots \\
C A^{n-2} \\
C A^{n-1}
\end{array}\right) r_{d 1}=\left(\begin{array}{c}
0 \\
\vdots \\
0 \\
1
\end{array}\right) ; \quad r_{d i}:=A^{i-1} r_{d 1}
$$

Referring now to the same property at degree $m$ yields the following statement.

Proposition 4. Homogeneous linear equivalence by output-injection at degree $m$. The $\mathbf{H L E I}(\mathbf{m})$ problem is solvable for (1)-(2) if and only if given $r_{d i}^{[m]}$, $s$, the conditions below hold true locally around 0

- $A_{d 2}^{[m]}:\left[r_{d 1}+r_{d 1}^{[m-1]}(\zeta), r_{d i}+r_{d i}^{[m-1]}(\zeta)\right]=0 \quad$ for $\quad i=2, \ldots, n$ modulo terms in $R^{\geq m-1}$
- $A_{d 3}^{[m]}:\left[B+G_{p}^{[m-1]}(\zeta), r_{d i}+r_{d i}^{[m-1]}(\zeta)\right]=0 \quad$ for $\quad i=2, \ldots, n \quad$ and $\quad p \geq 0$ modulo terms in $R^{\geq m-1}$.


### 4.2 Homological Equations

Hereafter, how the differential representation $\Sigma_{O}^{[m]}$ is transformed under homogeneous output transformation is discussed; the computations are performed modulo an error of order $m+1$ in the state and control variables (error in $R^{\geq m+1}$ ). The transformation $H^{[m]}$ being composed with two parts, $I d+\phi^{[m]}($. acts as a usual coordinates change so that $\left(F^{[m]}(),. G_{i}^{[m-i]}(),. i=(1, \ldots, m)\right)$ are transformed into $\left(\bar{F}^{[m]}(),. \bar{G}_{i}^{[m-i]}(),. i=(1, \ldots, m)\right)$ below

$$
\begin{align*}
\bar{F}^{[m]}(.) & =F^{[m]}(.)+\phi^{[m]} A_{O}-A_{O} \phi^{[m]}(.) \\
\bar{G}_{1}^{[m-1]}(.) & =G_{1}^{[m-1]}(.)+\frac{d \phi^{[m]}}{d x} B  \tag{35}\\
\bar{G}_{i}^{[m-i]}(.) & =G_{i}^{[m-i]}(.) ; \quad i=2, \ldots, m \\
\bar{h}^{[m]}(.) & =h^{[m]}(.)-C_{O} \phi^{[m]}(.)
\end{align*}
$$

because, up to an error in $R^{\geq m+1}, \zeta=x-\phi^{[m]}(x)$. The output-injection further transforms (35) into

$$
\begin{aligned}
\tilde{F}^{[m]}(.) & =\bar{F}^{[m]}(.)+\alpha^{[m]}\left(C_{O} .\right) ; \quad \tilde{h}^{[m]}(.)=\bar{h}^{[m]}(.) \\
\sum_{i=1}^{m} \frac{v^{i-1}}{(i-1)!} \tilde{G}_{i}^{[m-i]}(.) & =\sum_{i=1}^{m} \frac{v^{i-1}}{(i-1)!}\left(\bar{G}_{i}^{[m-i]}(.)+\beta_{i}^{[m-i]}(y)\right)
\end{aligned}
$$

In conclusion, $H^{[m]}$ brings $\Sigma_{O}^{[m]}$ into $\tilde{\Sigma}_{O}^{[m]}$ below

$$
\begin{aligned}
x^{+} & =A_{O} x+F^{[m]}(x)+\phi^{[m]}\left(A_{O} x\right)-A_{O} \phi^{[m]}(x)+\alpha^{[m]}\left(C_{O} x\right) \\
\frac{d x^{+}(v)}{d v} & =\frac{d \phi^{[m]}}{d x}\left(x^{+}(v)\right) B+\sum_{i=1}^{m} \frac{v^{i-1}}{(i-1)!} G_{i}^{[m-i]}\left(x^{+}(v)\right) \\
& +\sum_{i=1}^{m} \frac{v^{i-1}}{(i-1)!} \beta_{i}^{[m-i]}\left(\frac{x_{1}^{+}(v)-v b_{0}}{a_{0}}\right) \\
y & =C_{O} x+h^{[m]}(x)-C_{O} \phi^{[m]}(x)
\end{aligned}
$$

with

$$
\begin{equation*}
\tilde{G}_{1}^{[m-1]}(x):=\frac{d \phi^{[m]}(x)}{d x} B+G_{1}^{[m-1]}(x)+\beta_{1}^{[m-1]}\left(\frac{x_{1}}{a_{0}}\right) \tag{36}
\end{equation*}
$$

because, up to an error in $R^{\geq 2}, x_{1}^{+}(v)=a_{0} y+v b_{0}$. The computation of the $G_{i}^{[m-i]}\left(x^{+}(v)\right)$ 's for $i \geq 2$ involves the preliminary expansion with respect to $v$ of $\beta_{i}^{[m-i]}\left(\frac{x_{1}^{+}(v)-v b_{0}}{a_{0}}\right)$. With reference to the problem of of linear equivalence by output-injection we easily deduce the result below.

Proposition 5. The HLEI(m) problem is solvable if and only if there exist $\left(\phi^{[m]}(),. \alpha^{[m]}(),. \beta_{i}^{[m-i]}().\right)$ satisfying

$$
\begin{align*}
-F^{[m]}(\zeta)= & \phi^{[m]}\left(A_{O} \zeta\right)-A_{O} \phi^{[m]}(\zeta)+\alpha^{[m]}\left(C_{O} \zeta\right)  \tag{37}\\
-\sum_{i=1}^{m} \frac{u^{i-1}}{(i-1)!} G_{i}^{[m-i]}(\zeta)= & \frac{d \phi^{[m]}(\zeta)}{d \zeta} B+ \\
& \sum_{i=1}^{m} \frac{v^{i-1}}{(i-1)!} \beta^{[m-i]} C_{O} A_{O}^{-1}(\zeta-v B)  \tag{38}\\
& h^{[m]}(\zeta)=C_{O} \phi^{[m]}(\zeta) . \tag{39}
\end{align*}
$$

Equations (37)-(38)-(39) are referred to as observer homological equations at degree $m$.

Proposition 4 and Proposition 5 provide two equivalent criteria for the solvability of the HLEI(m) problem. While the explicit computation of the homogeneous transformation $H^{[m]}$ requires through Proposition 4 to find $r_{d 1}$ solving a partial derivative equation, it requires through Proposition 5 to solve algebraic equations. Once again, this represents a main constructive aspect of the normal forms approach.

### 4.3 The Normal Forms

Two types of normal forms, denoted in the sequel by $\Sigma_{O N F A}^{[m]}$ and $\Sigma_{O N F B}^{[m]}$ can be obtained depending on how the computations are performed. We preliminarily note that (39) can be exactly solved setting $\phi_{n}^{[m]}(\zeta)=h^{[m]}(\zeta)$. Rewriting now (37) componentwise, we get

$$
\begin{aligned}
-F_{1}^{[m]}(.) & =\phi_{1}^{[m]}\left(A_{O} .\right)-a_{0} \phi_{n}^{[m]}(.)+\alpha_{1}^{[m]}\left(\zeta_{n}\right) \\
-F_{2}^{[m]}(.) & =\phi_{2}^{[m]}\left(A_{O} .\right)-\phi_{1}^{[m]}(.)-a_{1} \phi_{n}^{[m]}(.)+\alpha_{2}^{[m]}\left(\zeta_{n}\right) \\
& \ldots \\
-F_{n}^{[m]}(.) & =\phi_{n}^{[m]}\left(A_{O} .\right)-\phi_{n-1}^{[m]}(.)-a_{n-1} \phi_{n}^{[m]}(.)+\alpha_{n}^{[m]}\left(\zeta_{n}\right)
\end{aligned}
$$

from which we deduce that all the nonlinearities of the type $\zeta_{n}^{m}$ in any component $F_{i}^{[m]}($.$) can be cancelled through an adequate choice of \alpha_{i}^{[m]}\left(\zeta_{n}\right)$. Further on, each component $\phi_{i}^{[m]}($.$) for i=1, \ldots, n-1$ can be used to solve the second to the last equation; the terms $\phi_{i n \ldots n} \zeta_{n}^{m}$ remaining free for $i=1, \ldots, n-1$.

It results that two type of normal forms can be described depending if one chooses to use these remaining freedom degrees to cancel terms in the first component of $F^{[m]}($.$) or if one chooses to cancel terms in (38). This will be$ differentiated later on. Let us now put in light in the equations (38) its first part for $i=1$

$$
-G_{1}^{[m-1]}(\zeta)=\frac{d \phi^{[m]}(\zeta)}{d \zeta} B+\beta_{1}^{[m-1]}\left(\frac{\zeta_{1}}{a_{0}}\right)
$$

from which we deduce that all the terms in $\zeta_{1}^{m-1}$ in $G_{1}^{[m-1]}(\zeta)$ can be cancelled through an adequate choice of $\beta_{1}^{[m-1]}\left(\frac{\zeta_{1}}{a_{0}}\right)$ from row 1 to $n$. To exactly describe the homological equation satisfied by the $G_{i}^{[m-i]}(\zeta)$ 's, $i=2, \ldots, m$ is more involved. It is however sufficient to note that

$$
-G_{i}^{[m-i]}(\zeta)=\chi_{i}\left(\beta_{1}^{[m-1]}\left(\frac{-v b_{0}}{a_{0}}\right), \ldots, \beta_{i-1}^{[m-i+1]}\left(\frac{-v b_{0}}{a_{0}}\right)\right)+\beta_{i}^{[m-i]}\left(\frac{\zeta_{1}}{a_{0}}\right)
$$

where each $\chi_{i}\left(\beta_{1}^{[m-1]}, \ldots, \beta_{i-1}^{[m-i+1]}\right)$ is a linear combination of its arguments and depends on the previous $\beta_{j}^{[m-j]}$. From this, we deduce that iteratively for each $i=2, \ldots, m$, all the terms in $\zeta_{1}^{[m-i]}$ in $G_{i}^{[m-i]}$ can be cancelled through an adequate choice of $\beta_{j}^{[m-i]}\left(\frac{\zeta_{1}}{a_{0}}\right)$ from row $j=1$ to $n$. When $m=i$, all the terms in the constant vector field $G_{m}^{[0]}$ can be cancelled by an adequate choice of $\beta_{m}^{[0]}$; i.e. setting

$$
\beta_{m}^{[0]}=-G_{m}^{[0]}-\sum_{i=1}^{m-1} \frac{(m-1)!}{(i-1)!} \beta_{i}^{[m-i]}\left(\frac{-b_{0}}{a_{0}}\right)
$$

Let us now differentiate the study. Taking in mind that the coefficients $\phi_{i n \ldots} \ldots$ are kept free for $i=1, \ldots, n-1$, let us use these coefficients to cancel either terms in $G_{1}^{[m-1]}(\zeta)$ or in $F_{1}^{[m]}(\zeta)$.

The first type of normal forms privileges cancellation of nonlinearities in the drift. To do so, considering again the first type of homological equations, we note that, due to the particular structure of the matrix $A_{O}$, it is possible to use the remaining coefficients $\phi_{\text {in } \ldots . n}$ for $i=1, \ldots, n-1$ to cancel $n-1$ terms in $\zeta_{i} \zeta_{n}^{m-1}$ in $F_{1}^{[m]}(\zeta)$ for $i=1, \ldots, n-1$. More precisely, each $\phi_{i n \ldots \ldots n}$ is used to cancel the corresponding coefficient of $\zeta_{i} \zeta_{n}^{m-1}$ in $F_{1}^{[m]}(\zeta)$. Arguing so, the first class of normal form $\boldsymbol{\Sigma}_{\mathbf{O N F A}}^{[\mathbf{m}]}$ is obtained.

The second type of normal forms privileges cancellation of nonlinearities in $G_{1}^{[m-1]}(\zeta)$. Considering again the homological equation associated with $G_{1}^{[m-1]}(\zeta)$, we note that full cancellation of $G_{1}^{[m-1]}(\zeta)$ is possible from row 1 to $n-1$ through and adequate choice of $\frac{d \phi_{j}^{[m]}(\zeta)}{d \zeta_{p}}$ for $j=1, \ldots, n-1$ because $\phi_{n}(\zeta)$ has been used to cancel nonlinear parts in the output mapping and for a fixed $p \in(1, \ldots, n)$ associated to the corresponding $b_{p-1} \neq 0$ (at least one $b_{i}$
is non zero due to the controllability assumption). Arguing so, terms of the form $\zeta_{p} F_{j+1}^{m-1}(\zeta)$ except $\zeta_{1}^{m}$ if $p=1$ are resonance terms in components 2 to $n$ of the drift. We conclude that all the nonlinearities are resonance terms in the last component $G_{1 n}^{[m-1]}(\zeta)$ except terms in $\zeta_{1}^{m-1}$ so getting the normal form below $\boldsymbol{\Sigma}_{\mathbf{O N F B}}^{[\mathrm{m}]}$.

Theorem 5. For any degree $m \geq 2$ and neglecting higher degree terms, any homogeneous discrete-time dynamics $\Sigma_{O}^{[m]}$ can be transformed under homogeneous output transformation $H^{[m]}$ into one of the two homogeneous normal forms at degree $m$ below.
The first type of observer normal form of degree m; $\boldsymbol{\Sigma}_{\mathbf{O N F A}}^{[\mathbf{m}]}$ :

$$
\begin{aligned}
x^{+} & =A_{O} x+\left(F_{1}^{[m]}(x), 0, \ldots, 0\right)^{T} \\
\frac{d x^{+}(v)}{d v} & =B+G_{1}^{[m-1]}\left(x^{+}(v)\right)+\sum_{i=2}^{m-1} \frac{v^{i-1}}{(i-1)!} G_{i}^{[m-i]}\left(x^{+}(v)\right) \\
y & =x_{n}
\end{aligned}
$$

where $F_{1}^{[m]}(x)$ is a polynomial of degree $m$ without terms in $x_{i} x_{n}^{m-1}$ for $i=$ $1, \ldots, n$; for $i=1, \ldots, m-1, G_{i}^{[m-i]}(x)$ is a vector of polynomials of degree $m-i$ without terms in $x_{1}^{m-i}$; moreover $G_{m}^{[0]}=0$.
The second type of observer normal form of degree $m ; \boldsymbol{\Sigma}_{\mathbf{O N F B a}}^{[\mathrm{m}]}$ :

$$
\begin{aligned}
x^{+} & =A_{O} x+\left(F_{1}^{[m]}(x), F_{2}^{[m]}(x), \ldots, F_{n}^{[m]}(x)\right)^{T} \\
\frac{d x^{+}(v)}{d v} & =B+\left(0, \ldots, 0, G_{1 n}^{[m-1]}\left(x^{+}(v)\right)\right)^{T}+\sum_{i=2}^{m-1} \frac{v^{i-1}}{(i-1)!} G_{i}^{[m-i]}\left(x^{+}(v)\right) \\
y & =x_{n}
\end{aligned}
$$

$\boldsymbol{\Sigma}_{\mathbf{O N F B a}}^{[\mathbf{m}]}\left(b_{p} \neq 0\right.$ for a fixed $\left.p \in(0, \ldots, n-2)\right): F_{1}^{[m]}(x)$ is a polynomial of degree $m$ without terms in $x_{i} x_{n}^{m-1}$ for $i=1, \ldots, n$; for $j=2, \ldots, n, F_{j}^{[m]}(x)=$ $x_{p} F_{j}^{[m-1]}\left(x_{1}, \ldots, x_{n}\right) . \boldsymbol{\Sigma}_{\mathbf{O N F B b}}^{[\mathbf{m}]}\left(b_{n-1} \neq 0\right): F_{1}^{[m]}(x)$ is a polynomial of degree $m$ without terms in $x_{n}^{m}$; for $j=2, \ldots, n, F_{j}^{[m]}(x)=x_{n} F_{j}^{[m-1]}\left(x_{1}, \ldots, x_{n}\right)$ without terms in $x_{n}^{m}$; Moreover, for both forms $G_{i}^{[m-i]}(x)$ is a vector of polynomials of degree $m-i$ without terms in $x_{1}^{m-i}$ for $i=2, \ldots, m-1$; the last row $G_{1 n}^{[m-1]}(x)$ does not contain terms in $x_{1}^{m-1} ; G_{m}^{[0]}=0$.

Applying iteratively the result of Theorem 5 to each homogeneous part of degree $m$, starting at $m=2$ and increasing the degree, Theorem 6 below describes the observer normal forms of a discrete-time system in its DDR.

Theorem 6. The nonlinear discrete-time system $\Sigma^{[\infty]}$ can be transformed under $H^{[\infty]}$ into a system exhibiting one of the two observer normal forms below.
The first type of observer normal form; $\mathbf{\Sigma}_{\mathbf{O N F A}}^{[\infty]}$ :

$$
\begin{aligned}
x^{+} & =A_{O} x+\left(F_{1}(x), 0, \ldots, 0\right)^{T} \\
\frac{d x^{+}(v)}{d v} & =B+G_{1}\left(x^{+}(v)\right) \sum_{i \geq 2} \frac{v^{i-1}}{(i-1)!} G_{i}\left(x^{+}(v)\right) \\
y & =x_{n}
\end{aligned}
$$

where $F_{1}(x)=\sum_{m=2}^{\infty} F_{1}^{[m]}(x)$ is a formal series which does not contain terms in $x_{i} F_{1}^{\geq 1}\left(x_{n}\right)$ for $i=1, \ldots, n$; for $i \geq 1, G_{i}(x)=\sum_{m=1}^{\infty} G_{i}^{[m]}(x)$ is a vector of formal series which does not contain terms in $G_{i}^{\geq 1}\left(x_{1}\right)$.
The second type of observer normal form; $\boldsymbol{\Sigma}_{\mathbf{O N F B}}^{[\infty]}$ :

$$
\begin{aligned}
x^{+} & =A_{O} x+\left(F_{1}(x), F_{2}(x), \ldots, F_{n}(x)\right)^{T} \\
\frac{d x^{+}(v)}{d v} & =B+\left(0, \ldots, 0, G_{1 n}\left(x^{+}(v)\right)\right)^{T}+\sum_{i \geq 2} \frac{v^{i-1}}{(i-1)!} G_{i}\left(x^{+}(v)\right) \\
y & =x_{n}
\end{aligned}
$$

$\boldsymbol{\Sigma}_{\mathbf{O N F B a}}^{[\infty]}\left(b_{p} \neq 0\right.$ for a fixed $\left.p \in(0, \ldots, n-2)\right): F_{1}(x)=\sum_{m=2}^{\infty} F_{1}^{[m]}(x)$ is a formal series which does not contain terms in $x_{i} F_{1}^{\geq 1}\left(x_{n}\right)$ for $i=1, \ldots, n$; for $j=2, \ldots, n, F_{j}(x)=x_{p} F_{j}^{\geq 1}\left(x_{1}, \ldots, x_{n}\right) . \boldsymbol{\Sigma}_{\mathbf{O N F B b}}^{[\infty]}\left(b_{n-1} \neq 0\right): F_{1}(x)=$ $\sum_{m=2}^{\infty} F_{1}^{[m]}(x)$ is a formal series which does not contain terms in $F_{1}^{\geq 2}\left(x_{n}\right)$; for $j=2, \ldots, n, F_{j}(x)=x_{n} F_{j}^{\geq 1}\left(x_{1}, \ldots, x_{n}\right)$ without terms in $F_{j}^{\geq 2}\left(x_{n}\right)$. For both forms, $G_{1 n}(x)=\sum_{m=1}^{\infty} G_{1 n}^{[m]}(x)$ is a formal series which does not contain terms in $G_{1 n}^{\geq 1}\left(x_{1}\right)$; for $i \geq 2, G_{i}(x)=\sum_{m=1}^{\infty} G_{i}^{[m]}(x)$ is a vector of formal series which does not contain terms in $G_{i}^{\geq 1}\left(x_{1}\right)$.

## 5 Conclusions

The paper describes controller and observer normal forms at any order $m$ for nonlinear discrete-time dynamics controllable and observable in the first approximation. Nonlinear discrete-time dynamics are described as coupled differential/difference equations rather than in the usual form of a map. Such a representation makes it possible a link between the resonance terms contained in these forms and the obstruction to the geometric properties ensuring feedback linearization or observer design with linear error dynamics.
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#### Abstract

Summary. The paper deals with dynamic feedback linearization of multi input continuous time affine systems. The geometric properties of a dynamic feedback linearizable system as well as those of the compensator which achieves linearization are here enlightened. On the basis of these geometric properties an algorithm for the computation of a dynamic feedback obtained from the composition of regular static state feedback laws and integrators is proposed. Our result is based on the geometric approach introduced by Isidori and coworkers in 1981 for dealing with nonlinear control problems.


## 1 Introduction

The use of a geometric framework for addressing control problems was first introduced, in the sixties, in the pioneering works of Morse and Wonham. In these papers control problems such as disturbance decoupling and noninteracting control were formulated and solved in the framework of linear geometry, using mathematical tools such as linear vector spaces and matrix theory. In [13], inspired by the approach of Morse and Wonham, the authors introduced the use of differential geometry and the concept of distributions for formulating and studying the problem of nonlinear noninteracting control, opening the way to a solution to this problem. These geometric concepts were also used to successfully address the static state feedback linearization problem and related problems, first investigated in ([5]), and solved in ([16], [11], [18], [19], [15], [17], [12], [21], [2], [6]).

The use of differential geometry played a fundamental role also for seeking dynamic solutions which were first considered in [14], [20] and [7]. In [8], sufficient conditions were given for the solvability of the problem via prolongations and diffeomorphism. A different approach based on algebraic techniques was instead proposed in [9], [10], where differentially flat systems were introduced. Necessary and sufficient conditions for the solvability of the problem were given in [1]. However these conditions are not constructive thus not allowing a direct computation of the dynamic compensator.

Recently in [3], the use of differential geometry allowed to propose an algorithm for the computation of a dynamic compensator consisting of prolongations, in the case of two input continuous affine systems. The general multi input case was instead considered in [4].

In the present paper we extend the results proposed in [4] by considering regular dynamic compensators for multi input continuous time affine systems.

## 2 Preliminaries

Consider the continuous time analytic system

$$
\begin{equation*}
\dot{x}=f(x)+\sum_{i=1}^{m} g_{i}(x) u_{i} \tag{1}
\end{equation*}
$$

where $x \in \mathbb{R}^{n}, f(x)$ and $g_{i}(x), i=1, \cdots, m$ are smooth maps defined on a open set of $\mathbb{R}^{n}$. The following notation will be used: given two smooth vector fields $f$ and $g_{i}, a d_{f} g_{i}:=\left[f, g_{i}\right]=\frac{\partial g_{i}}{\partial x} f-\frac{\partial f}{\partial x} g_{i}$, and $a d_{f}^{k} g_{i}=a d_{f}\left(a d_{f}^{k-1} g_{i}\right)$. We denote by $g=\left(g_{1}, \cdots, g_{m}\right)$, by $\mathcal{G}_{i}:=\operatorname{span}\left\{g, \cdots, a d_{f}^{i} g\right\}$, by $\overline{\mathcal{G}}_{i}$, the involutive closure of $\mathcal{G}_{i}$. Let us recall that the involutivity and constant dimensionality of the distributions $\mathcal{G}_{i}$ together with the controllability of the given dynamics are necessary and sufficient conditions for linear static feedback equivalence.

Assume now that (1) is linearizable over an open and dense set $\mathcal{U}_{0} \ni\left(x_{0}, 0\right)$ with a regular dynamic feedback of the form

$$
\begin{align*}
\dot{\zeta} & =\eta(x, \zeta)+\delta(x, \zeta) v \\
u & =\alpha(x, \zeta)+\beta(x, \zeta) v . \tag{2}
\end{align*}
$$

In the present section we first enlighten some properties of the linearizable dynamics (1) and then those of the regular dynamic feedback (2). These properties will allow us to define an algorithm for the computation of a solution.

### 2.1 The Original Dynamics Properties

Assume that the dynamics (1) is not static feedback linearizable. Then there exists an index $k$ such that the distributions $\mathcal{G}_{k+j}$ are involutive and of constant dimension on an open and dense subset $\mathcal{U}_{0}$, for any $j \geq 0$ whereas $\mathcal{G}_{k-1}$ is not involutive. Let $\rho_{k-1}$ be the dimension of $\mathcal{G}_{k-1}$ and $\rho_{k-1}+s$ the dimension of its involutive closure $\overline{\mathcal{G}}_{k-1}$, with $s \leq m$. Then there exist $s$ independent vector fields $\tau_{i}, i=1, \cdots, s$ which belong to $\mathcal{G}_{k}$ such that

$$
\begin{equation*}
\overline{\mathcal{G}}_{k-1}=\mathcal{G}_{k-1}+\operatorname{span}\left\{\tau_{i}, i=1, \cdots, s\right\} . \tag{3}
\end{equation*}
$$

Let us introduce the following definitions.

Definition 1. Let $k>0$ be the greatest index such that $\mathcal{G}_{k+l}$ is involutive for any $l \geq 0$ whereas $\mathcal{G}_{k-1}$ is not involutive. Let $\overline{\mathcal{G}}_{k-1}=\mathcal{G}_{k-1}+$ $\operatorname{span}\left\{\tau_{1}, \cdots, \tau_{s}, s \leq m\right\}$ be its involutive closure. The Non-Characteristic set $N C^{k}$ is given by
$N C^{k}=\left\{\left(a d_{f}^{l} g_{s_{j}}, a d_{f}^{r} g_{s_{t}}\right), s_{j}, s_{t} \in[1, m], l, r, \leq k-1:\left[a d_{f}^{l} g_{s_{j}}, a d_{f}^{r} g_{s_{t}}\right] \notin \mathcal{G}_{k-1}\right\}$
The $j$-th channel is said to be $k$-eligible if there exists at least one pair $\left(a d_{f}^{l} g_{j}, a d_{f}^{r} g_{s_{t}}\right) \in N C^{k}$.

Definition 2. Let $k>0$ be the greatest index such that $\mathcal{G}_{k+l}$ is involutive for any $l \geq 0$ whereas $\mathcal{G}_{k-1}$ is not involutive. Let $\overline{\mathcal{G}}_{k-1}=\mathcal{G}_{k-1}+$ $\operatorname{span}\left\{\tau_{1}, \cdots, \tau_{s}, s \leq m\right\}$ be its involutive closure. Then the $j$-th $k$-eligible channel is said to be $k$-unlocked if $a d_{f}^{k} g_{j} \notin \overline{\mathcal{G}}_{k-1}$ or $a d_{f}^{k} g_{j} \in \overline{\mathcal{G}}_{k-1}$ with $a d_{f}^{k} g_{j} \in \mathcal{G}_{k-1}+\operatorname{span}\left\{a d_{f}^{k} g_{l}, l=1, \cdots, m, l \neq j\right\}$. The $j$-th $k$-eligible channel is $k$-locked if it is not $k$-unlocked.

We recall the following result proven in [4], which was at the basis of the algorithm proposed in the same work for computing a set of prolongation indices in order to linearize a given dynamics by adding integrators.

Proposition 1. Let $k>0$ be the greatest index such that $\mathcal{G}_{k+i}$ is involutive for any $i \geq 0$ whereas $\mathcal{G}_{k-1}$ is not involutive. Assume that its involutive closure $\overline{\mathcal{G}}_{k-1}$ is given by $\overline{\mathcal{G}}_{k-1}=\mathcal{G}_{k-1}+\operatorname{span}\left\{\tau_{1}, \cdots, \tau_{s}\right\}=\mathcal{G}_{k-1}+$ $\operatorname{span}\left\{a d_{f}^{k} g_{1}, \cdots, a d_{f}^{k} g_{s}\right\}$. Then for any $i \geq 0$ the distribution

$$
\mathcal{G}_{k-1+i}+\operatorname{span}\left\{a d_{f}^{k+i} g_{1}, \cdots, a d_{f}^{k+i} g_{s}\right\}
$$

is involutive and of constant dimension.
The next proposition generalizes the previous result, by allowing the use of regular static state feedback.

Proposition 2. Let $k>0$ be the greatest index such that $\mathcal{G}_{k+i}$ is involutive for any $i \geq 0$ whereas $\mathcal{G}_{k-1}$ is not involutive. Assume that its involutive closure $\overline{\mathcal{G}}_{k-1}$ is given by $\overline{\mathcal{G}}_{k-1}=\mathcal{G}_{k-1}+\operatorname{span}\left\{\tau_{1}, \cdots, \tau_{s}\right\}$. Then for any index $j$ such that $a d_{f}^{k} g_{j} \notin \overline{\mathcal{G}}_{k-1}$ or $a d_{f}^{k} g_{j} \in \overline{\mathcal{G}}_{k-1}$ with $a d_{f}^{k} g_{j} \in \mathcal{G}_{k-1}+\operatorname{span}\left\{a d_{f}^{k} g_{l}, l=\right.$ $1, \cdots, m, l \neq j\}$, there exist a regular static state feedback $u=\beta(x) v$ such that denoting by $\tilde{g}=g \beta, \forall t \geq 0$ the distribution $\mathcal{G}_{k-1+t}+\operatorname{span}\left\{a d_{f}^{k+t} \tilde{g}_{l}, l=\right.$ $1 \cdots, m, l \neq j\}$ is involutive and of constant dimension, and $\overline{\mathcal{G}}_{k-1} \subseteq \mathcal{G}_{k-1}+$ $\operatorname{span}\left\{a d_{f}^{k} \tilde{g}_{l}, l=1 \cdots, m, l \neq j\right\}$.

Proof. Assume first that $a d_{f}^{k} g_{j} \notin \overline{\mathcal{G}}_{k-1}$. Denote by $\rho_{j}$ the rank of $\mathcal{G}_{j}$. Let $i \geq 0$ be the greatest index such that $n=\rho_{k+i}>\rho_{k+i-1}$. By assumption there exist $m_{1}=\rho_{k+i}-\rho_{k+i-1}$ independent functions $\lambda_{l}$ such that denoting by $\lambda^{1}=$ $\left(\lambda_{1}^{1}, \cdots, \lambda_{m_{1}}^{1}\right)^{T}, d \lambda^{1} \mathcal{G}_{k+i-1}=0$ while $d \lambda^{1}\left(a d_{f}^{k+i} g_{1} \cdots a d_{f}^{k+i} g_{m}\right) \neq 0$, with full row rank. Let $m_{2}=\rho_{k+i-1}-\rho_{k+i-2}-m_{1}$ and compute the $m_{2}$ functions
$\lambda^{2}=\left(\lambda_{1}^{2}, \cdots, \lambda_{m_{2}}^{2}\right)^{T}$, such that $\left(\left(\lambda^{1}\right)^{T},\left(L_{f} \lambda^{1}\right)^{T},\left(\lambda^{2}\right)^{T}\right)^{T}$ are independent, $d \lambda^{2} \mathcal{G}_{k+i-2}=0$ while

$$
\binom{d L_{f} \lambda^{1}}{d \lambda^{2}}\left(a d_{f}^{k+i-1} g_{1} \cdots a d_{f}^{k+i-1} g_{m}\right) \neq 0
$$

with full row rank. Let $m_{i}=\rho_{k+1}-\rho_{k}-(i-1) m_{1}-(i-2) m_{2}-\cdots m_{i-1}$ and compute the $m_{i}$ functions $\lambda^{i}=\left(\lambda_{1}^{i}, \cdots, \lambda_{m_{i}}^{i}\right)^{T}$, such that

$$
\left(\left(\lambda^{1}\right)^{T}, \cdots,\left(L_{f}^{i-1} \lambda^{1}\right)^{T}, \cdots,\left(\lambda^{i-1}\right)^{T},\left(L_{f} \lambda^{i-1}\right)^{T},\left(\lambda^{i}\right)^{T}\right)^{T}
$$

are independent, $d \lambda^{i} \mathcal{G}_{k}=0$ while

$$
\left(\begin{array}{c}
d L_{f}^{i-1} \lambda^{1} \\
\vdots \\
d \lambda^{i}
\end{array}\right)\left(a d_{f}^{k+1} g_{1} \cdots a d_{f}^{k+1} g_{m}\right) \neq 0
$$

with full row rank. Denote by $\bar{\rho}_{k-1}$ the rank of $\overline{\mathcal{G}}_{k-1}$, the involutive closure of $\mathcal{G}_{k-1}$, and let $m_{i+1}=\rho_{k}-\bar{\rho}_{k-1}-i m_{1}-\cdots-m_{i}$. Compute the $m_{i+1}$ functions $\lambda^{i+1}=\left(\lambda_{1}^{i+1}, \cdots, \lambda_{m_{i+1}}^{i+1}\right)^{T}$, such that

$$
\left(\left(\lambda^{1}\right)^{T}, \cdots,\left(L_{f}^{i} \lambda^{1}\right)^{T}, \cdots,\left(\lambda^{i}\right)^{T},\left(L_{f} \lambda^{i}\right)^{T},\left(\lambda^{i+1}\right)^{T}\right)
$$

are independent, $d \lambda^{i+1} \overline{\mathcal{G}}_{k-1}=0$ while

$$
\left(\begin{array}{c}
d L_{f}^{i} \lambda^{1}  \tag{4}\\
\vdots \\
d \lambda^{i+1}
\end{array}\right)\left(a d_{f}^{k} g_{1} \cdots a d_{f}^{k} g_{m}\right)=\left(\begin{array}{ccc}
a_{11} & \cdots & a_{1 m} \\
\vdots & \ddots & \vdots \\
a_{s 1} & \cdots & a_{s m}
\end{array}\right) \neq 0
$$

with full row rank $s=m_{1}+\cdots+m_{i+1}$. Let $r$ be the greatest index such that $d\left(L_{f}^{r} \lambda_{t}^{h}\right) a d_{f}^{k} g_{j}=a_{l j} \neq 0$. Set

$$
\begin{aligned}
& u_{i}=v_{i}, \quad i \neq j \quad i=1, \cdots, m \\
& u_{j}=v_{j}-\sum_{\substack{i=1 \\
i \neq j}}^{m} \frac{a_{l i}}{a_{l j}} v_{i}
\end{aligned}
$$

which corresponds to set on the closed loop system

$$
\begin{aligned}
& \tilde{g}_{i}=g_{i}-\frac{a_{l i}}{a_{l j}} g_{j}, \quad i \neq j \quad i=1, \cdots, m \\
& \tilde{g}_{j}=g_{j} .
\end{aligned}
$$

Correspondingly $d\left(L_{f}^{r} \lambda_{t}^{h}\right) a d_{f}^{k} \tilde{g}_{l}=0, l \neq j$, while $d\left(L_{f}^{r} \lambda_{t}^{h}\right) a d_{f}^{k} \tilde{g}_{j} \neq 0$. By assumption $a d_{f}^{k} \tilde{g}_{j} \notin \overline{\mathcal{G}}_{k-1}$. Assume now that for some index $i_{1} \geq 0$ the distribution

$$
\begin{equation*}
\mathcal{G}_{k-1+i_{1}}+\operatorname{span}\left\{a d_{f}^{k+i_{1}} \tilde{g}_{1}, \cdots, a d_{f}^{k+i_{1}} \tilde{g}_{l \neq j}, \cdots, a d_{f}^{k+i_{1}} \tilde{g}_{m}\right\} \tag{5}
\end{equation*}
$$

is not involutive. For $0 \leq i_{1} \leq r$ consider the set of independent functions $\left(\left(L_{f}^{i-i_{1}} \lambda^{1}\right)^{T}, \cdots,\left(\lambda^{i-i_{1}}\right)^{T}\right)^{T}$. By construction for $l \neq j, d\left(L_{f}^{r-i_{1}} \lambda_{t}^{h}\right) a d_{f}^{k+i_{1}} \tilde{g}_{l}=$ 0 , while $d\left(L_{f}^{r-i_{1}} \lambda_{t}^{h}\right) a d_{f}^{k+i_{1}} \tilde{g}_{j} \neq 0$. Consequently there should exist a Lie bracket

$$
\begin{aligned}
& {\left[a d_{f}^{k+i_{1}} \tilde{g}_{l \neq j}, a d_{f}^{s_{2}} \tilde{g}_{i_{2}}\right]=} \\
& \left.\quad \alpha a d_{f}^{k+i_{1}} \tilde{g}_{j}\right|_{\bmod \mathcal{G}_{k-1+i_{1}}+\operatorname{span}\left\{a d_{f}^{k+i_{1}} \tilde{g}_{1}, \cdots, a d_{f}^{k+i_{1}} \tilde{g}_{l \neq j}, \cdots, a d_{f}^{k+i_{1}} \tilde{g}_{m}\right\}}
\end{aligned}
$$

where if $s_{2}=k+i_{1}, i_{2} \neq j$. We should have that

$$
d L_{f}^{r-i_{1}} \lambda_{t}^{h}\left[a d_{f}^{k+i_{1}} \tilde{g}_{l \neq j}, a d_{f}^{s_{2}} \tilde{g}_{i_{2}}\right]=d L_{f}^{r-i_{1}} \lambda_{t}^{h} \alpha a d_{f}^{k+i_{1}} \tilde{g}_{j} \neq 0
$$

which is absurd since

$$
\begin{aligned}
d\left(L_{f}^{r-i_{1}} \lambda_{t}^{h}\right)\left[a d_{f}^{k} \tilde{g}_{l \neq j}, a d_{f}^{s_{2}} \tilde{g}_{i_{2}}\right]= & d\left(d\left(L_{f}^{r-i_{1}} \lambda_{t}^{h}\right) a d_{f}^{s_{2}} \tilde{g}_{i_{2}}\right) a d_{f}^{k+i_{1}} \tilde{g}_{l \neq j} \\
& -d\left(d\left(L_{f}^{r-i_{1}} \lambda_{t}^{h}\right) a d_{f}^{k+i_{1}} \tilde{g}_{l \neq j}\right) a d_{f}^{s_{2}} \tilde{g}_{i_{2}}=0 .
\end{aligned}
$$

Finally for $r<i_{1} \leq i$, by construction $\left(\begin{array}{c}d L_{f}^{i-i_{1}} \lambda^{1} \\ \vdots \\ d \lambda^{i-i_{1}} a d_{f}^{k+i_{1}}\end{array}\right) g_{j}=0$, which immediately proves the involutivity of the distribution (5). The case $i_{1}>i$ is trivial.

Consider now the case in which $a d_{f}^{k} g_{j} \in \overline{\mathcal{G}}_{k-1}$ with $a d_{f}^{k} g_{j} \in \mathcal{G}_{k-1}+$ $\operatorname{span}\left\{a d_{f}^{k} g_{l}, l=1, \cdots, m, l \neq j\right\}$, so that $a d_{f}^{k} g_{j}=\left.\sum_{\substack{i=1 \\ i \neq j}}^{m} \alpha_{i} a d_{f}^{k} g_{i}\right|_{\bmod \mathcal{G}_{k-1}}$. Set

$$
\begin{aligned}
& u_{l}=v_{l}-\sum_{\substack{i=1 \\
i \neq j}}^{m} \alpha_{i} v_{j}, \quad l \neq j, l=1, \cdots, m \\
& u_{j}=v_{j}
\end{aligned}
$$

so that on the closed loop system

$$
\begin{aligned}
& \tilde{g}_{l}=g_{l}, \quad l \neq j, l=1, \cdots, m \\
& \tilde{g}_{j}=g_{j}-\sum_{\substack{i=1 \\
i \neq j}}^{m} \alpha_{i} g_{i}
\end{aligned}
$$

and correspondingly $a d_{f}^{k} \tilde{g}_{j} \in \mathcal{G}_{k-1}$, which ensures the involutivity and constant dimensionality of the distributions

$$
\mathcal{G}_{k-1+i}+\operatorname{span}\left\{a d_{f}^{k} \tilde{g}_{l+i}, l=1, \cdots, m, l \neq j\right\} \quad i \geq 0
$$

### 2.2 The Dynamic Feedback Properties

Lemma 1. If in (2) $\beta(x, \zeta)$ is invertible over an open and dense set $\mathcal{U}_{0} \ni$ $\left(x_{0}, 0\right)$ then (1) is static feedback equivalent to a linear system over $\mathcal{U}_{0}$.

Proof. Since $\beta(x, \zeta)$ is invertible over an open and dense set $\mathcal{U}_{0} \ni\left(x_{0}, 0\right)$, then we can consider the static state feedback $v=\beta(x, \zeta)^{-1}(w-\alpha(x, \zeta))$. The obtained closed loop dynamics

$$
\begin{align*}
\dot{x} & =f(x)+g(x) w \\
\dot{\zeta} & =\bar{\eta}(x, \zeta)+\bar{\delta}(x, \zeta) w \tag{6}
\end{align*}
$$

will be static feedback equivalent to a linear system. Consequently the distributions $\mathcal{G}_{i}^{e}$ defined on the extended system must be involutive and of constant dimension locally around $\left(x_{0}, 0\right)$. Let us now note that since

$$
F=\binom{f(x)}{\bar{\eta}(x, \zeta)}, \quad G_{i}^{e}=\binom{g_{i}(x)}{\bar{\delta}_{i}(x, \zeta)}, i=1, \cdots, m
$$

consequently $a d_{F}^{j} G_{i}()=.\binom{a d_{f}^{j} g_{i}(x)}{*}, i=1, \cdots, m, j \geq 0$. Consider now two elements $a d_{F}^{j_{1}} G_{i_{1}}(),. a d_{F}^{j_{2}} G_{i_{2}}(),. j_{1}, j_{2} \leq j$, which belong to the distribution $\mathcal{G}_{j}^{e}$. The Lie bracket

$$
\begin{aligned}
{\left[a d_{F}^{j_{1}} G_{i_{1}}, a d_{F}^{j_{2}} G_{i_{2}}\right] } & =\binom{\left[a d_{f}^{j_{1}} g_{i_{1}}, a d_{f}^{j_{2}} g_{i_{2}}\right](x)}{*} \\
& \in \operatorname{span}\left\{\binom{g_{i}(x)}{*}, \cdots,\binom{a d_{f}^{j} g_{i}(x)}{*}, i=1, \cdots, m\right\}
\end{aligned}
$$

which implies that $\left[a d_{f}^{j_{1}} g_{i_{1}}, a d_{f}^{j_{2}} g_{i_{2}}\right] \in \mathcal{G}_{j}, \forall j_{1}, j_{2} \leq j$, i.e. the involutivity of the $\mathcal{G}_{j}$ 's. Moreover the constant dimensionality of $\mathcal{G}_{j}^{e}$ implies the constant dimensionality of $\mathcal{G}_{j}$ over an open and dense set $\mathcal{U}_{0}^{\prime} \subset \mathcal{U}_{0}$ so that (1) is static feedback linearizable on $\mathcal{U}_{0}^{\prime}$ which ends the proof.

The previous result can be used to point out some properties of the class of dynamic feedback laws which can be considered in order to achieve linearization. As we will show hereafter if we consider a dynamic compensator of minimal dimension in appropriate coordinates it can be written as a combination of a feedback which depends only on the state variables of the given system plus an integrator.

Lemma 2. Assume that (1) is dynamic feedback linearizable with the regular dynamic feedback (2) of dimension $\nu$. Let $\rho=\operatorname{rank} \beta(x, \zeta) \leq m$. Then there exists a diffeomorphism such that in the new coordinates, and after a possible reordering of the inputs, (2) can be written as

$$
\begin{align*}
\dot{\chi}_{i} & =\bar{\eta}_{i}(x, \chi)+\bar{\delta}_{i}(x, \chi) v, \quad i=a, b \\
u_{a} & =\bar{\alpha}_{a}(x, \chi)+\bar{\beta}_{a}(x, \chi) v  \tag{7}\\
u_{b} & =\chi_{a}+\bar{M}(x, \chi)\left(\bar{\alpha}_{a}(x, \chi)+\bar{\beta}_{a}(x, \chi) v\right)
\end{align*}
$$

with $\chi_{a}$ of dimension $m-\rho$ and correspondingly $\chi_{b}$ of dimension $\nu-m+\rho$.
Proof. By assumption in (2), $\rho=\operatorname{rank} \beta(x, \zeta) \leq m$. Moreover the dynamic feedback (2) is regular so that

$$
\operatorname{rank}\left(\left.\frac{\partial \alpha}{\partial \zeta} \right\rvert\, \beta\right)=m
$$

Consequently, after a possible reordering of the inputs, there exists a partition of the input vector $\left(u_{a}^{T}, u_{b}^{T}\right)^{T}$ with $u_{a}$ of dimension $\rho$ and $u_{b}$ of dimension $m-\rho$ such that the feedback $u=\alpha(x, \zeta)+\beta(x, \zeta) v$ can be rewritten as

$$
\begin{aligned}
& u_{a}=\alpha_{a}(x, \zeta)+\beta_{a}(x, \zeta) v \\
& u_{b}=\alpha_{b}(x, \zeta)+M(x, \zeta) u_{a}
\end{aligned}
$$

with $\beta_{a}$ of full row rank $\rho$ and rank $\frac{\partial \alpha_{b}}{\partial \zeta}=m-\rho$. We can then consider the coordinates change $\chi_{a}=\alpha_{b}(x, \zeta)$, and $\chi_{b}$ such that $\left(x^{T}, \chi_{a}^{T}, \chi_{b}^{T}\right)^{T}$ is an independent coordinates set. In these coordinates (2) reads (7).

Proposition 3. If the regular dynamic feedback (7) achieves linearization for (1), then also the regular dynamic feedback

$$
\begin{align*}
\dot{\chi}_{i} & =\bar{\eta}_{i}(x, \chi)+\bar{\delta}_{i}(x, \chi) v \quad i=a, b \\
u_{a} & =\bar{\alpha}_{a}(x, \chi)+\bar{\beta}_{a}(x, \chi) v  \tag{8}\\
u_{b} & =\chi_{a}+\bar{M}(x, 0)\left(\bar{\alpha}_{a}(x, \chi)+\bar{\beta}_{a}(x, \chi) v\right)
\end{align*}
$$

achieves linearization.
Proof. The proof, which is omitted for space reasons, is based on the analysis of the linear approximations of the closed-loop system obtained by first considering the dynamic feedback (7) and then the dynamic feedback (8). For the two closed loop systems the same output functions achieve defined relative degree $\left(r_{1}, \cdots, r_{m}\right)$ with $\sum_{i=1}^{m} r_{i}=n+\nu$.

Let us finally note that the dynamic feedback (8) can be rewritten as a regular static state feedback plus an integrator, i.e.

$$
\begin{align*}
& u_{a}=w_{a}, \quad u_{b}=\bar{M}(x, 0) w_{a}+\chi_{a}  \tag{9}\\
& \dot{\chi}_{a}=w_{b}
\end{align*}
$$

and a residual dynamics

$$
\begin{align*}
\dot{\chi}_{b} & =\bar{\eta}_{b}(x, \chi)+\bar{\delta}_{b}(x, \chi) v \\
w_{a} & =\bar{\alpha}_{a}(x, \chi)+\bar{\beta}_{a}(x, 0) v  \tag{10}\\
w_{b} & =\bar{\eta}_{a}(x, \chi)+\bar{\delta}_{a}(x, \chi) v .
\end{align*}
$$

Iterating the procedure on the residual dynamics (10) we can rewrite the dynamic feedback (8) as the composition of a dynamic feedback given by a chain of regular static state feedback laws and integrators, which characterize a compensator of minimal order plus a residual dynamics.

Hereafter we discuss the static state feedback and the dynamic extension actions, in order to understand the different steps of the proposed algorithm. To this end, let us first recall that dynamic feedback laws are required when for some index $k$, the distribution $\mathcal{G}_{k-1}$ is not involutive, while for any $i \geq 0$, $\mathcal{G}_{k+i}$ is involutive and of constant dimension on an open and dense set $\mathcal{U}_{0}$. As a consequence the involutive closure $\overline{\mathcal{G}}_{k-1}:=\mathcal{G}_{k-1}+\operatorname{span}\left\{\tau_{1}, \cdots, \tau_{s}\right\} \subseteq \mathcal{G}_{k}$.

## The Static State Feedback Action

Assume that the $j$-th channel is $k$-unlocked, so that it may be extended in order to achieve involutivity. The static state feedback is then used in order to guarantee that for any $i_{1} \geq 0$ the distributions

$$
\mathcal{G}_{k-1+i_{1}}+\operatorname{span}\left\{a d_{f}^{k+i_{1}} g_{l \neq j}, l=1, \cdots, m\right\}
$$

are involutive and of constant dimension on an open and dense set $\mathcal{U}_{0}$. According to the proof of Proposition 2 we recognize two different kind of static state feedback whether $a d_{f}^{k} g_{j} \notin \overline{\mathcal{G}}_{k-1}$ or $a d_{f}^{k} g_{j} \in \overline{\mathcal{G}}_{k-1}$ with $a d_{f}^{k} g_{j} \in$ $\mathcal{G}_{k-1}+\operatorname{span}\left\{a d_{f}^{k} g_{l \neq j}, l=1, \cdots, m\right\}$.

## Direction feedback

This feedback is used when $a d_{f}^{k} g_{j} \notin \overline{\mathcal{G}}_{k-1}$. According to the proof of Proposition 2 compute the decoupling matrix (4). Let the $l$-th row correspond to the output with maximal relative degree with respect to the $j$-th input. Set

$$
\begin{aligned}
& u_{i}=v_{i}, \quad m \quad i \neq j, \quad i=1, \cdots, m \\
& u_{j}=v_{j}-\sum_{\substack{i=1 \\
i \neq j}}^{m} \frac{a_{l i}}{a_{l j}} v_{i}
\end{aligned}
$$

which corresponds to set on the closed-loop system

$$
\begin{align*}
& \tilde{g}_{i}=g_{i}-\frac{a_{l i}}{a_{l j}} g_{j}, \quad i \neq j, \quad i=1, \cdots, m  \tag{11}\\
& \tilde{g}_{j}=g_{j} .
\end{align*}
$$

## Reduction feedback

This feedback is used when $a d_{f}^{k} g_{j} \in \overline{\mathcal{G}}_{k-1}$ with $a d_{f}^{k} g_{j}=\left.\sum_{\substack{i=1 \\ i \neq j}}^{m} \alpha_{i} a d_{f}^{k} g_{i}\right|_{\bmod \mathcal{G}_{k-1}}$.

Set

$$
\begin{align*}
& u_{l}=v_{l}-\sum_{\substack{i=1 \\
i \neq j}}^{m} \alpha_{i} v_{j}, \quad l \neq j, l=1, \cdots, m,  \tag{12}\\
& u_{j}=v_{j}
\end{align*}
$$

which corresponds to set on the closed-loop system

$$
\begin{align*}
& \tilde{g}_{l}=g_{l}, \quad{ }^{l} \neq j, l=1, \cdots, m \\
& \tilde{g}_{j}=g_{j}-\sum_{\substack{i=1 \\
i \neq j}}^{m} \alpha_{i} g_{i} \tag{13}
\end{align*}
$$

## The Dynamic Extension Action

The dynamic extension may be used in two different situations, which correspond respectively to the case in which there is at least one $k$-unlocked channel, and to the case in which there are no $k$-unlocked channels. These situations are discussed hereafter.

One unlocked channel - In this case there exists at least one channel which is $k$-unlocked. Let $j$ be such a channel and assume that the direction feedback or the reduction feedback has been used depending whether $a d_{f}^{k} g_{j} \notin \overline{\mathcal{G}}_{k-1}$ or $a d_{f}^{k} g_{j} \in \overline{\mathcal{G}}_{k-1}$ with $a d_{f}^{k} g_{j} \in \overline{\mathcal{G}}_{k-1}+\operatorname{span}\left\{a d_{f}^{k} g_{l \neq j}, l=1, \cdots, m\right\}$. Set

$$
\begin{equation*}
u_{j}=\chi_{j 1}, \quad \dot{\chi}_{j 1}=\bar{v}_{j} \tag{14}
\end{equation*}
$$

which corresponds to set an integrator on the input $j$. The extended system

$$
\begin{aligned}
\dot{x} & =f(x)+\tilde{g}_{j} \chi_{j 1}+\sum_{\substack{i=1 \\
i \neq j}}^{m} \tilde{g}_{i} v_{i} \\
\dot{\chi}_{j 1} & =\bar{v}_{j}
\end{aligned}
$$

is characterized by the following set of distributions
$\mathcal{G}_{l}^{e}=\operatorname{span}\left\{\frac{\partial}{\partial \chi_{j 1}}, \tilde{g} \frac{\partial}{\partial x}, \cdots, a d_{f}^{l-1} \tilde{g} \frac{\partial}{\partial x}\right\}+\operatorname{span}\left\{a d_{f}^{l} \tilde{g}_{i} \frac{\partial}{\partial x}, i=1, \cdots, m, i \neq j\right\}$
As a consequence due to Proposition 2, we have that the distribution $\mathcal{G}_{k+i_{1}}^{e}$ is involutive for any $i_{1} \geq 0$.
No unlocked channels - In this case there are no $k$-unlocked channels. We can then seek (if there exist) for the smallest index $i \leq n$ such that

$$
\mathcal{G}_{k-1}+\operatorname{span}\left\{a d_{f}^{k} g_{j_{1}}, \cdots, a d_{f}^{k+i} g_{j_{1}}, j_{1}=1, \cdots, m, j_{1} \neq j\right\} \equiv \mathcal{G}_{k+i}
$$

and the $j$-th channel is eligible. Set

$$
u_{j}=\chi_{j 1}, \quad\left\{\begin{array}{c}
\dot{\chi}_{j 1}=\chi_{j 2}  \tag{15}\\
\vdots \\
\dot{\chi}_{j i}=\bar{v}_{j}
\end{array}\right.
$$

which corresponds to set $i$ integrators on the $j$-th input and after the reduction feedback is used, leads to the one $k$-unlocked channel situation.

## 3 The Algorithm

We now propose an algorithm for the computation of a dynamic feedback which renders the extended system equivalent to a linear system. The algorithm is based on the results of the previous section.

## The Dynamic Feedback Linearization Algorithm

Step 0. Let $k$ be the first index such that $\mathcal{G}_{k+i}$ is involutive for any $i \geq 0$ and $\mathcal{G}_{k-1}$ is not involutive and compute its involutive closure $\overline{\mathcal{G}}_{k-1}$.
Step 1. Compute the Noncharacteristic set $N C^{k}$. If there is at least a $k$ unlocked channel go to Step 2, else compute the smallest index $i \leq n$ such that

$$
\mathcal{G}_{k-1}+\operatorname{span}\left\{a d_{f}^{k} g_{j_{1}}, \cdots, a d_{f}^{k+i} g_{j_{1}}, j_{1}=1, \cdots, m, j_{1} \neq j\right\} \equiv \mathcal{G}_{k+i}
$$

and the $j$-th channel is eligible. If such an index does not exist the algorithm ends, else apply the dynamic extension (15) on the $j$-th channel and go back to Step 0.
Step 2. Consider the set $\mathcal{I}=\{i \in[1, m]$ : the $i$-th channel is $k$-unlocked $\}$ of $k$-unlocked channels and define recursively

$$
\begin{aligned}
\mathcal{A}^{k-1} & :=\left\{\left(a d_{f}^{k-1} g_{i}, a d_{f}^{r} g_{s_{t}}\right):\left[a d_{f}^{k-1} g_{i}, a d_{f}^{r} g_{s_{t}}\right] \notin \mathcal{G}_{k-1}, i \in \mathcal{I}\right\} \\
& \vdots \\
\mathcal{A}^{l} & :=\mathcal{A}^{l+1} \cup\left\{\left(a d_{f}^{l} g_{i}, a d_{f}^{r} g_{s_{t}}\right):\left[a d_{f}^{l} g_{i}, a d_{f}^{r} g_{s_{t}}\right] \notin \mathcal{G}_{k-1}, i \in \mathcal{I}\right\}, l<k-1 .
\end{aligned}
$$

Let $\hat{l}$ be the first index such that $\mathcal{A}^{\hat{l}+1} \not \equiv \mathcal{A}^{0}$, while $\mathcal{A}^{\hat{l}} \equiv \mathcal{A}^{0}$ and consider the index set

$$
\mathcal{I}^{\hat{l}}:=\left\{i \in \mathcal{I}: \quad\left(a d_{f}^{\hat{l}} g_{i}, a d_{f}^{r} g_{s_{t}}\right) \in \mathcal{A}^{\hat{l}}\right\} .
$$

Let $i_{1}$ be the smallest index in $\mathcal{I}^{\hat{l}}$.
Step 3. If $a d_{f}^{k} g_{i_{1}} \notin \overline{\mathcal{G}}_{k-1}$ apply the direction feedback (11) and go to Step 5.
Step 4. If $a d_{f}^{k} g_{i_{1}} \in \mathcal{G}_{k-1}+\operatorname{span}\left\{a d_{f}^{k} g_{l \neq i_{1}}, l=1, \cdots, m\right\}$ and $a d_{f}^{k} g_{i_{1}} \notin \mathcal{G}_{k-1}$ apply the reduction feedback (12), compute the modified vector fields $a d_{f}^{t} \tilde{g}_{i_{1}}, t=0, \cdots, k$, and go back to Step 1.

Step 5. Set

$$
u_{i_{1}}=\zeta_{i 1}, \quad \dot{\zeta}_{i 1}=v_{i_{1}}
$$

Go back to Step 0 .

## 4 Some Examples

We end by proposing two examples which enlighten the different situations that can be encountered. In the first example the involutivity of the distributions is lost due to a Lie bracket which involves both channels. The direction feedback is used to solve the problem. In the second example the reduction feedback is used, and then since on the modified system there are no unlocked channels a dynamic extension is considered in order to solve the problem.

Example 1. Consider the system

$$
\begin{array}{lll}
\dot{x}_{1}=x_{2}+x_{3} x_{5}, & \dot{x}_{2}=x_{3}+x_{1} x_{5}, & \dot{x}_{3}=u_{1}+x_{2} x_{5} \\
\dot{x}_{4}=x_{5}, & \dot{x}_{5}=x_{6}, & \dot{x}_{6}=u_{1}+u_{2} .
\end{array}
$$

Step 0. The distributions $\mathcal{G}_{i}$, are given by

$$
\begin{aligned}
\mathcal{G}_{0} & =\operatorname{span}\left\{\frac{\partial}{\partial x_{3}}+\frac{\partial}{\partial x_{6}}, \frac{\partial}{\partial x_{6}}\right\}, \\
\mathcal{G}_{1} & =\mathcal{G}_{0}+\operatorname{span}\left\{-x_{5} \frac{\partial}{\partial x_{1}}-\frac{\partial}{\partial x_{2}}-\frac{\partial}{\partial x_{5}}, \frac{\partial}{\partial x_{5}}\right\},
\end{aligned}
$$

and $\mathcal{G}_{2} \equiv \mathbb{R}^{6}$ with

$$
\begin{aligned}
a d_{f}^{2} g_{1} & =\left(1+x_{3}-x_{6}\right) \frac{\partial}{\partial x_{1}}+\left(x_{1}+x_{5}^{2}\right) \frac{\partial}{\partial x_{2}}+\left(x_{2}+x_{5}\right) \frac{\partial}{\partial x_{3}}+\frac{\partial}{\partial x_{4}} \\
a d_{f}^{2} g_{2} & =x_{3} \frac{\partial}{\partial x_{1}}+x_{1} \frac{\partial}{\partial x_{2}}+x_{2} \frac{\partial}{\partial x_{3}}+\frac{\partial}{\partial x_{4}}
\end{aligned}
$$

The distribution $\mathcal{G}_{1}$ is not involutive, since

$$
\tau_{1}=\left[a d_{f} g_{1}, a d_{f} g_{2}\right]=-\frac{\partial}{\partial x_{1}}=\left.\gamma\left(a d_{f}^{2} g_{1}-a d_{f}^{2} g_{2}\right)\right|_{\bmod \mathcal{G}_{1}} .
$$

Its involutive closure $\overline{\mathcal{G}}_{1}=\mathcal{G}_{1}+\operatorname{span}\left\{\frac{\partial}{\partial x_{1}}\right\}$.
Step 1. We have $N C^{2}=\left(a d_{f} g_{1}, a d_{f} g_{2}\right)$. Both channels are 2-unlocked.
Step 2. $\mathcal{I}=\{1,2\}, A^{1} \equiv N C^{2}$ and $\mathcal{I}^{1}=\{1,2\}$. We thus choose $i_{1}=1$.
Step 3. Since $a d_{f}^{2} g_{1} \notin \overline{\mathcal{G}}_{1}$, according to Proposition 2 we get $\lambda=x_{4}$ and correspondingly $L_{g} L_{f}^{2} \lambda u=u_{1}+u_{2}$. Consequently we apply the direction feedback

$$
u_{1}=v_{1}-v_{2}, \quad u_{2}=v_{2}
$$

which corresponds to set on the closed-loop system $\tilde{g}_{1}=g_{1}$ and $\tilde{g}_{2}=g_{2}-g_{1}$.
Step 5. We apply the dynamic extension $v_{1}=\zeta_{1}, \zeta_{1}=w_{1}, v_{2}=w_{2}$.
The extended dynamics is static feedback equivalent to a linear system as it can be easily verified.

Example 2. Consider the system

$$
\begin{array}{lll}
\dot{x}_{1}=u_{1}, & \dot{x}_{2}=x_{1}, & \dot{x}_{3}=x_{2}+x_{6}+x_{2} u_{1} \\
\dot{x}_{4}=u_{2}+x_{1} u_{3}, & \dot{x}_{5}=x_{4}, & \dot{x}_{6}=x_{5}+x_{4} x_{2} \\
\dot{x}_{7}=u_{3} & &
\end{array}
$$

Step 0. The distributions $\mathcal{G}_{i}$ are given by

$$
\begin{aligned}
\mathcal{G}_{0} & =\operatorname{span}\left\{\frac{\partial}{\partial x_{1}}+x_{2} \frac{\partial}{\partial x_{3}}, \frac{\partial}{\partial x_{4}}, x_{1} \frac{\partial}{\partial x_{4}}+\frac{\partial}{\partial x_{7}}\right\} \\
\mathcal{G}_{1} & =\mathcal{G}_{0}+\operatorname{span}\left\{-\frac{\partial}{\partial x_{2}}+x_{1} \frac{\partial}{\partial x_{3}},-\frac{\partial}{\partial x_{5}}-x_{2} \frac{\partial}{\partial x_{6}},-x_{1} \frac{\partial}{\partial x_{5}}-x_{1} x_{2} \frac{\partial}{\partial x_{6}}\right\} \\
\mathcal{G}_{2} & =\mathcal{G}_{1}+ \\
& \operatorname{span}\left\{\frac{\partial}{\partial x_{3}}+x_{4} \frac{\partial}{\partial x_{6}}, x_{2} \frac{\partial}{\partial x_{3}}+\left(1-x_{1}\right) \frac{\partial}{\partial x_{6}}, x_{2} x_{1} \frac{\partial}{\partial x_{3}}+\left(x_{1}-x_{1}^{2}\right) \frac{\partial}{\partial x_{6}}\right\} \equiv \mathbb{R}^{7} .
\end{aligned}
$$

The distribution $\mathcal{G}_{1}$ is not involutive since

$$
\left[g_{1}, a d_{f} g_{1}\right]=2 \frac{\partial}{\partial x_{3}}=\tau_{1} \in \operatorname{span}\left\{a d_{f}^{2} g_{1}+\frac{x_{4}}{1-x_{1}} a d_{f}^{2} g_{2}\right\}
$$

and

$$
\begin{gathered}
{\left[a d_{f} g_{1}, a d_{f} g_{2}\right]=\frac{\partial}{\partial x_{6}}=\tau_{2} \in \operatorname{span}\left\{x_{2} a d_{f}^{2} g_{1}+a d_{f}^{2} g_{2}\right\} .} \\
{\left[a d_{f} g_{1}, a d_{f} g_{3}\right]=x_{1} \frac{\partial}{\partial x_{6}}=x_{1} \tau_{2} .}
\end{gathered}
$$

We thus have that $\overline{\mathcal{G}}_{1}=\mathcal{G}_{1}+\operatorname{span}\left\{a d_{f}^{2} g_{1}, a d_{f}^{2} g_{2}\right\}=\mathcal{G}_{2}$.
Step 1. We have $N C^{2}=\left\{\left(g_{1}, a d_{f} g_{1}\right),\left(a d_{f} g_{1}, a d_{f} g_{2}\right),\left(a d_{f} g_{1}, a d_{f} g_{3}\right)\right\}$ and $\mathcal{I}=3$.
Step 2. $\mathcal{A}^{1}=\left(a d_{f} g_{1}, a d_{f} g_{3}\right) \equiv \mathcal{A}^{0}$.
Step 4. Since $a d_{f}^{2} g_{3}=x_{1} a d_{f}^{2} g_{2}$, we apply the Reduction Feedback (12):

$$
u_{1}=v_{1}, \quad u_{2}=v_{2}-x_{1} v_{3}, \quad u_{3}=v_{3}
$$

which corresponds to set on the closed-loop system

$$
\tilde{g}_{1}=g_{1}, \tilde{g}_{2}=g_{2}, \tilde{g}_{3}=g_{3}-x_{1} g_{2}=\frac{\partial}{\partial x_{7}}
$$

We compute $a d_{f} \tilde{g}_{3}=0$ and go back to Step 1.
Step 1. We have now $N C^{2}=\left\{\left(g_{1}, a d_{f} g_{1}\right),\left(a d_{f} g_{1}, a d_{f} g_{2}\right)\right\}$. Channels one and two are locked, while channel three is not eligible. We must then look for the first index $i$ such that $\mathcal{G}_{1}+\operatorname{span}\left\{a d_{f}^{2} g_{j}, \cdots, a d_{f}^{2+i} g_{j}\right\} \equiv \mathbb{R}^{7}, j=1,2$. Let us
compute $a d_{f}^{3} g_{1}$ and $a d_{f}^{3} g_{2}$. We have

$$
a d_{f}^{3} g_{1}=-x_{4} \frac{\partial}{\partial x_{3}}, \quad a d_{f}^{3} g_{2}=\left(x_{1}-1\right) \frac{\partial}{\partial x_{3}}
$$

Consequently

$$
\overline{\mathcal{G}}_{1}=\mathcal{G}_{1}+\operatorname{span}\left\{a d_{f}^{2} g_{2}, a d_{f}^{3} g_{2}\right\}
$$

It is then necessary to put an integrator on the first input channel we have

$$
\begin{array}{lll}
\dot{x}_{1}=\zeta_{1}, & \dot{x}_{2}=x_{1}, & \dot{x}_{3}=x_{2}+x_{6}+x_{2} \zeta_{1}, \\
\dot{x}_{4}=v_{2} \\
\dot{x}_{5}=x_{4}, & \dot{x}_{6}=x_{5}+x_{4} x_{2}, & \dot{x}_{7}=v_{3}
\end{array} \dot{\zeta}_{1}=v_{1}, ~ l
$$

and we go back to Step 0 .
Step 0. For the extended system we get

$$
\begin{aligned}
\mathcal{G}_{0} & =\operatorname{span}\left\{\frac{\partial}{\partial \zeta_{1}}, \frac{\partial}{\partial x_{4}}, \frac{\partial}{\partial x_{7}}\right\} \\
\mathcal{G}_{1} & =\mathcal{G}_{0}+\operatorname{span}\left\{-\frac{\partial}{\partial x_{1}}-x_{2} \frac{\partial}{\partial x_{3}},-\frac{\partial}{\partial x_{5}}-x_{2} \frac{\partial}{\partial x_{6}}\right\} \\
\mathcal{G}_{2} & =\mathcal{G}_{1}+\operatorname{span}\left\{\frac{\partial}{\partial x_{2}}-x_{1} \frac{\partial}{\partial x_{3}}, x_{2} \frac{\partial}{\partial x_{3}}+\left(1-x_{1}\right) \frac{\partial}{\partial x_{6}}\right\} \\
\mathcal{G}_{3} & =\mathcal{G}_{2}+\operatorname{span}\left\{-\left(1+2 \zeta_{1}\right) \frac{\partial}{\partial x_{3}}-x_{4} \frac{\partial}{\partial x_{6}},\left(1+2 x_{1}\right) \frac{\partial}{\partial x_{3}}-\zeta_{1} \frac{\partial}{\partial x_{1}}\right\} \equiv \mathbb{R}^{8} .
\end{aligned}
$$

The distribution $\mathcal{G}_{2}$ is not involutive due to the Lie bracket

$$
\tau_{1}=\left[a d_{f} g_{1}, a d_{f}^{2} g_{1}\right]=2 \frac{\partial}{\partial x_{3}} \in \operatorname{span}\left\{a d_{f}^{3} g_{2}\right\}_{\bmod \mathcal{G}_{2}}
$$

Step 1. $N C^{3}=\left(a d_{f} g_{1}, a d_{f}^{2} g_{1}\right)$ and $\mathcal{I}=\{1\}$.
Step 2. $\mathcal{A}^{2} \equiv N C^{3}$ and $\mathcal{I}^{2}=\{1\}$.
Step 4. Since $a d_{f}^{3} g_{1}=-\left.\frac{1+2 \zeta_{1}}{1+2 x_{1}} a d_{f}^{3} g_{2}\right|_{\bmod \mathcal{G}_{2}}$ we set

$$
\hat{g}_{1}=\tilde{g}_{1}+\tilde{g}_{2} \frac{1+2 \zeta_{1}}{1+2 x_{1}}, \quad \hat{g}_{2}=\tilde{g}_{2}, \quad \hat{g}_{3}=\tilde{g}_{3}
$$

which corresponds to the reduction feedback

$$
v_{1}=w_{1}, \quad v_{2}=w_{2}+\frac{1+2 \zeta_{1}}{1+2 x_{1}} w_{1}, \quad v_{3}=w_{3}
$$

and we go back to Step 1.
Step 1div2. Since the second channel is not involved in any Lie bracket we still have that $N C^{3}=\left(a d_{f} \hat{g}_{1}, a d_{f}^{2} \hat{g}_{1}\right), \mathcal{A}^{2} \equiv N C^{3}$ and $\mathcal{I}^{2}=\{1\}$. Moreover $a d_{f}^{3} \hat{g}_{1} \in \mathcal{G}_{2}$ so that we go to Step 5.
Step 5. We set

$$
w_{1}=\zeta_{2}, \quad \dot{\zeta}_{2}=\tilde{w}_{1}
$$

The closed-loop system is then given by

$$
\begin{aligned}
& \dot{x}_{1}=\zeta_{1}, \dot{x}_{2}=x_{1}, \dot{x}_{3}=x_{2}+x_{6}+x_{2} \zeta_{1} \\
& \dot{x}_{4}=w_{2}+\frac{1+2 \zeta_{1}}{1+2 x_{1}} \zeta_{2}, \dot{x}_{5}=x_{4}, \dot{x}_{6}=x_{5}, \\
& \dot{x}_{7}=w_{3}, \dot{\zeta}_{1}=\zeta_{2}, \dot{\zeta}_{2}=\tilde{w}_{1} .
\end{aligned}
$$

Accordingly

$$
\begin{aligned}
\mathcal{G}_{0} & =\operatorname{span}\left\{\frac{\partial}{\partial \zeta_{2}}, \frac{\partial}{\partial x_{4}}, \frac{\partial}{\partial x_{7}}\right\} \\
\mathcal{G}_{1} & =\mathcal{G}_{0}+\operatorname{span}\left\{-\frac{\partial}{\partial \zeta_{1}}-\frac{1+2 \zeta_{1}}{1+2 x_{1}} \frac{\partial}{\partial x_{4}},-\frac{\partial}{\partial x_{5}}\right\} \\
\mathcal{G}_{2} & =\mathcal{G}_{1}+\operatorname{span}\left\{\frac{\partial}{\partial x_{1}}+x_{2} \frac{\partial}{\partial x_{3}}+\frac{2 \zeta_{1}\left(1+2 \zeta_{1}\right)}{\left(1+2 x_{1}\right)^{2}} \frac{\partial}{\partial x_{4}}+\frac{1+2 \zeta_{1}}{\left(1+2 x_{1}\right)} \frac{\partial}{\partial x_{5}}, \frac{\partial}{\partial x_{6}}\right\} \\
\mathcal{G}_{3} & \equiv \mathbb{R}^{9}
\end{aligned}
$$

which are involutive and of constant dimension thus ensuring that the extended system is feedback equivalent to a linear system.

## 5 Conclusions

In the present paper we have analyzed the geometric properties of a dynamic feedback linearizable system as well as those of the compensator which achieves linearization. On the basis of these geometric properties an algorithm for the computation of a dynamic feedback obtained from the composition of regular static state feedback laws and integrators has been proposed. The optimal choice of the input channel on which it is necessary to set integrators will be the objective of future work.
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## Part VI

Asymptotic Analysis

# The Steady-State Response of a Nonlinear Control System, Lyapunov Stable Attractors, and Forced Oscillations 

Chris I. Byrnes ${ }^{1}$ and David S. Gilliam ${ }^{2}$<br>${ }^{1}$ Washington University in St. Louis, MO-63130, USA<br>${ }^{2}$ Texas Tech University, Lubbock, TX 79409, USA

Summary. In this paper, we study the existence of periodic solutions to periodically forced systems in both the equilibrium and the nonequilibrium cases. In the equilibrium case, we prove an averaging theorem. Then, we develop the rigorous theory of the steady-state response of a nonlinear control system in order to derive some positive results on periodic forcing of autonomous systems with global Lyapunov attractors. Finally, on this occasion it is so much of a pleasure to thank Alberto Isidori for all he taught us and for all the joy we shared, and continue to share, in our research. Tanti auguri!

## 1 Averaging

In his plenary lecture at the 2001 IEEE CDC, Dennis Bernstein expressed the desirability of having Lyapunov-theoretic proof of the Averaging Theorem. While it turns that a Lyapunov-assisted proof makes things easier, this is not the principle purpose of this paper but rather serves as a neat pedagogical introduction to some of the more subtle results on the existence of "steady state" responses of nonlinear dynamical systems, as pioneered in [6], and discussed later in the paper.

Consider the system

$$
\dot{x}=f(x)+\varepsilon p(x, t, \varepsilon),
$$

where $x \in \mathbb{R}^{n}$ and $p(x, t+T, \varepsilon)=p(x, t, \varepsilon)$ for some (period) $T>0$. The nicest way to analyze a periodically forced system is to use what the Russians [8] have classically called the "toroidal cylinder", which is simply $\mathbb{R}^{n} \times S^{1}$, with coordinates $(x, \tau)$. On the toroidal cylinder, we consider the autonomous vector field $\tilde{f}$ defined by

$$
\begin{align*}
& \dot{x}=f(x)+\varepsilon p(x, \tau, \varepsilon),  \tag{1}\\
& \dot{\tau}=1
\end{align*}
$$

We now assume that the origin is locally exponentially stable for the unforced system (i.e., for $\varepsilon=0$ ). By the converse theorem of Lyapunov for locally exponentially stable equilibria, there exists a Lyapunov function $V$ for $\dot{x}=f(x)$ which is quadratic-like in the sense that there exist [4] positive constants ( $\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}$ ) such that

$$
\begin{align*}
\alpha_{1}\|x\|^{2} & \leq V(x) \leq \alpha_{2}\|x\|^{2},  \tag{2}\\
\dot{V}(x) & \leq-\alpha_{3}\|x\|^{2},  \tag{3}\\
\|\operatorname{grad} V(x)\| & \leq \alpha_{4}\|x\| \tag{4}
\end{align*}
$$

These equalities are important in understanding the topology of the sublevel and level sets of $V$. As far as we are aware, the first serious study of the topological questions was presented in [9], who proved that if a Lyapunov function was proper (the inverse image of compact sets are compact) then the sublevel sets are contractible and the level sets are homotopic to spheres. Since we shall not use these results (although one could) in our proof, we shall not go into more detail. Indeed, we mention them only for the sake of scholarship. The topological result we need is as stated below and is one that seems to be of independent interest. We believe it is well-known but, since we haven't seen a proof of it, we shall provide one. Recall that $V(0)=0$ and $\operatorname{grad} V(0)=0$ and that the Hessian of $V$ at $0, D^{2} V(0)$ is positive semidefinite, since 0 is a minimum of $V$. In this case, 0 is said to be a nondegenerate critical point provided the Hessian is nonsingular at 0 .

Lemma 1. Suppose 0 is a locally exponentially stable equilibrium for $\dot{x}=f(x)$ and that $V$ is a Lyapunov function satisfying (2)-(4). Then, for $c$ sufficiently small, $V^{-1}(c)$ is diffeomorphic to a sphere in $\mathbb{R}^{n}$ and $V^{-1}(-\infty, c]$ is diffeomorphic to a closed disc.

Proof. The left-hand side of (2) trivially implies that $D^{2} V(0)$ is positive definite and therefore, 0 is a nondegenerate critical point. Being a minimum, the Morse Lemma [7] implies that, near the origin, there is a smooth change of coordinates in which $V(x)$ is expressible as

$$
x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}
$$

from which our claims follow immediately.
We now consider the perturbed system.
Theorem 1. (Averaging) If 0 is a locally exponentially stable equilibrium for the system (1) when $\varepsilon=0$, then for $\varepsilon \ll \infty$ there exists a locally exponentially stable periodic orbit $\gamma_{\varepsilon}(t)$ of period $T$ whose amplitude is $O(\varepsilon)$.

Proof. As before, we will consider the augmented vector field $\tilde{f}$ defined by (1) but, in order to take advantage of the compactness of the sublevel sets of $V$,
we will view $\tilde{f}$ as evolving on a truncation of the toroidal cylinder, viz., the compact "Lyapunov can" defined as $M_{c}=V^{-1}(-\infty, c] \times S^{1}$.

For $\varepsilon=0$, the Lyapunov can is clearly positively invariant and contains the periodic orbit $\gamma_{0}=\{(0, \tau)\}$. We note that, for $\varepsilon=0$, the Poincarè map, $\mathcal{P}$, on the submanifold (with boundary) $\{(x, 0)\}$ is in fact the time- $T$ map $\Phi_{T}$ for the autonomous system. In particular, at $x=0$ and for $\varepsilon=0$, we have

$$
D \mathcal{P}(0,0)=D \Phi_{T}(0)=\exp T D f(0)
$$

Therefore, $\gamma_{0}$ is exponentially stable.
We now consider $\varepsilon \geq 0$ and claim $M_{c}$ can be rendered positively invariant. Indeed, on $M_{c}$ we have

$$
\dot{V}=L_{f} V+\varepsilon L_{p} V \leq-\alpha_{3}\|x\|^{2}+\varepsilon \alpha_{4}\|x\|\|p\|
$$

Setting $\|p\|=A$ and $\alpha_{4} A=\beta$, we obtain

$$
\dot{V} \leq-\alpha_{3}\|x\|^{2}+\varepsilon \beta\|x\| .
$$

Taking $\varepsilon \ll \infty$, we can conclude that $\widetilde{f}$ points inwards on $\partial M_{c}$. Denote the time $t$ map of $\widetilde{f}$ with initial condition $\left(x_{0}, \tau_{0}\right)$ by $\widetilde{\Phi}_{t}\left(x_{0}, \tau_{0}\right)$.

Since $M_{c}$ is positively invariant, and since $(\widetilde{f}, d \tau)=1>0$, for any initial condition $\left(x_{0}, 0\right)$, there is a minimum time $\widetilde{T}\left(x_{0}, 0\right)>0$, such that $\widetilde{\Phi}_{\widetilde{T}}\left(\left(x_{0}, 0\right)\right.$ lies in in the interior of the closed disk $V^{-1}(-\infty, c] \times\{0\}$ in $M_{c}$. In fact $\widetilde{T}=T$. In particular, the Poincaré map

$$
\mathcal{P}: V^{-1}(-\infty, c] \times\{0\} \rightarrow V^{-1}(-\infty, c] \times\{0\}
$$

is defined and has a fixed point, by the Brouwer Fixed Point Theorem. Therefore, the perturbed system, for $\varepsilon \ll \infty$, has a periodic orbit of period T in $M_{c}$ which, after setting $t=\tau$, is a periodic orbit of the perturbed system.

Taking a sequence $\left(c_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$, the same argument, mutatis mutandis, we find that there exists a sequence $\varepsilon_{n} \rightarrow 0$ as $n \rightarrow \infty$, such that for any $\varepsilon \leq \varepsilon_{n}, M_{c_{n}}$ is positively invariant. shows This shows that there exist periodic orbits of arbitrarily small amplitude evolving in a nested sequence of compact (tubular) neighborhoods of $\gamma_{0}$.

However, to conclude the existence of a stable periodic orbit of small amplitude, we first further augment the perturbed system by adding the state $\varepsilon$ which evolves according to $\dot{\varepsilon}=0$. We will denote the time- $T$ map for this augmented system by $\widetilde{\Phi_{T}^{\varepsilon}}$ and note that for any periodic orbit $\gamma$ in $M_{c}$ the Poincaré map along $\gamma$ coincides with the time $T$ map of the augmented system; i.e.,

$$
\mathcal{P}^{\varepsilon}(x, 0, \varepsilon)=\Phi^{\varepsilon_{T}}(x, \varepsilon)
$$

In particular, $\mathcal{P}^{\varepsilon}(x, 0, \varepsilon)$ is smooth in the initial data $(x, 0, \varepsilon)$. We now apply the Implicit Function Theorem to the fixed point equation

$$
x-\mathcal{P}^{\varepsilon}(x, 0, \varepsilon)=0
$$

to find a smooth branch $x(\varepsilon)$ of fixed points passing through the point $(0,0,0)$; i.e. such that $x(0)=0$. Explicitly, differentiating with respect to $x$ we obtain

$$
I-D \mathcal{P}^{\varepsilon}(x, 0, \varepsilon)=I-\Phi_{T}^{\varepsilon}(x, \varepsilon)
$$

Computing determinants and evaluating at $(x, \varepsilon)=(0,0)$ we obtain

$$
\operatorname{det}\left(I-D \mathcal{P}^{0}(0,0,0)\right)=\operatorname{det}(I-\exp \{T D f(0)\} \neq 0
$$

From this we conclude that there exists a smooth branch of fixed points $x(\varepsilon)$ passing through $x(0)=0$ and therefore there exist a smooth variation of periodic orbits $\gamma_{\varepsilon}$ of $\gamma_{0}$. Moreover, $D^{\mathcal{P}}(x, 0, \varepsilon)$ varies smoothly with the initial data $(x(\varepsilon), \varepsilon)$; in fact

$$
D \Phi_{T}^{\varepsilon}(x)=\exp \{T D f(x)\} \exp \{\varepsilon D p(T, x, \varepsilon)\}
$$

For $\varepsilon \ll \infty$, the second factor on the right side can be made arbitrarily close to 1 and, therefore, we conclude that for $\varepsilon \ll \infty$ the periodic orbit $\gamma_{\varepsilon}$ is hyperbolically stable.

Concerning the amplitude estimates, we begin by expressing the smooth branch of fixed points $x(\varepsilon)$ as a constant, $x(0)=0$, plus a Taylor remainder in $\varepsilon$, from which we see that $\|x(\varepsilon)\|=\mathcal{O}(\varepsilon)$. Next we integrate the perturbed system along the periodic orbit $\gamma_{\varepsilon}$, which we parameterize as $x_{\varepsilon}(t)$. Integrating the perturbed equation along $x_{\varepsilon}(t)$, we obtain

$$
x_{\varepsilon}(t)=x_{\varepsilon}(0)+\int_{0}^{t}\left(f\left(x_{\varepsilon}(\tau)\right)+\varepsilon p\left(\tau, x_{\varepsilon}(\tau), \varepsilon\right)\right) d \tau
$$

Since $f(0)=0$, expressing $f\left(x_{e}(\tau)\right)$ in a constant term $(\varepsilon=0)$ and a Taylor remainder yields

$$
\int_{0}^{t} f\left(x_{\varepsilon}(\tau)\right) d \mid \tau=\varepsilon \int_{0}^{t} R\left(x_{\varepsilon}(\tau)\right) d \tau
$$

which in norm is $\mathcal{O}(\varepsilon)$ for $0 \leq t \leq T$. The norm of the remaining integral is clearly $\mathcal{O}(\varepsilon)$ for $0 \leq t \leq T$ so that, by the triangle inequality, $\left\|x_{\varepsilon}(t)\right\|=\mathcal{O}(\varepsilon)$ for $0 \leq t \leq T$.

## 2 Limit Sets

In general, the problem of determining periodic solutions of periodically varying nonlinear systems can be seen as a special case of the more general problem of characterizing the "steady-state" response of a nonlinear system to specific classes of (periodic or even non-periodic) forcing inputs.

Traditionally, the idea of a separation between steady-state and transient response stems from the observation that, in any finite-dimensional timeinvariant linear system, (i) the forced response to an input which is a polynomial or exponential function of time normally includes a term which is a polynomial (of degree not exceeding that of the forcing input) or an exponential function (with an exponent whose rate of change is the same as that of the forcing input) of time, and (ii) if the unforced system itself is asymptotically stable, this term is the unique function of time to which the actual response converges as the initial time tends to $-\infty$ (regardless of what the state of the system at the initial time is).

For nonlinear control systems, the concept of steady-state response has only recently been formalized ([2], [3]). In the nonlinear case, we would still want to have an analogue of item (i) stated above, but any statement such as "the response is equal to the sum of the steady-state response and the transient response" can never serve as a definition since two of the three terms are undefined. We now understand that that some form of uniformity in the decay of the transient response, similar to Lyapunov stability, is a key at least for bounded sets of initial data. And the formalization we have made also makes item (ii) just as precise, by focusing on solutions that are bounded not only forward in time but also backward in time. We now illustrate these issues in the one-dimensional case.

Example 1. Consider the scalar dynamical system

$$
\dot{x}=x-x^{3} .
$$

Every solution is bounded forward in time so for each $x_{0}$ the $\omega$-limit set $\omega\left(x_{0}\right)$, as defined by G. D. Birkhoff in [1], is non-empty. For any bounded interval $B$ one might think that the steady-state response to initial conditions in $B$ would be

$$
\psi(B)=\bigcup_{x_{0} \in B} \omega\left(x_{0}\right)
$$

i.e. the union of the $\omega$-limits set of all points of $B$. In the one-dimensional case, all $\omega$ limits are equilibria. Here there are three equilibria, $\{-1,0,1\}$, of which 0 is asymptotically unstable and the other two are asymptotically stable. Therefore, $\Psi(B)=\{-1,0,1\}$, for any interval $B$ containing $[-1,1]$, but $\Psi(B)$ is not uniformly attractive even for $B$ bounded. Moreover, there are uncountably many points that are the limits of initial data with the initial time tending to $-\infty$, as the following Fig. 1 illustrates.

That is, taking an $x_{0}$ with $0<x_{0}<1$ and a decreasing sequence $\left(x_{n}\right)$ starting with $x_{0}$ and converging to 0 gives a sequence of times $t_{n}$ such that

$$
\Phi_{t_{n}}\left(x_{n}\right)=x_{0}
$$

Letting $-t_{n} \rightarrow-\infty$ gives a sequence of times and a sequence of initial data $\left(x_{n}\right)$ satisfying item (ii) discussed above.


Fig. 1. A picture of Example 1

This suggests taking $[-1,1]$ as the steady-state response of the dynamical system. One should also note that the above argument proves that $\{-1,0,1\}$ is not uniform attractive, while $[-1,1]$ is a globally attractive, Lyapunov stable attractor. We also note that it consists of all trajectories which are bounded both forward and backward in time.

In general, but not always, we will have to be satisfied with semiglobally attractivity, but we can retain Lyapunov stability. We now formalize what we saw in the above example.

Consider an autonomous ordinary differential equation

$$
\begin{equation*}
\dot{x}=f(x) \tag{5}
\end{equation*}
$$

with $x \in \mathbb{R}^{n}, t \in \mathbb{R}$, and let

$$
\phi:(t, x) \mapsto \phi(t, x)
$$

define its flow [5]. Suppose the flow is forward complete. The $\omega$-limit set of a subset $B \subset \mathbb{R}^{n}$, written $\omega(B)$, is the totality of all points $x \in \mathbb{R}^{n}$ for which there exists a sequence of pairs $\left(x_{k}, t_{k}\right)$, with $x_{k} \in B$ and $t_{k} \rightarrow \infty$ as $k \rightarrow \infty$, such that

$$
\lim _{k \rightarrow \infty} \phi\left(t_{k}, x_{k}\right)=x
$$

In case $B=\left\{x_{0}\right\}$ the set thus defined, $\omega\left(x_{0}\right)$, is precisely the $\omega$-limit set. As in Example 1, with a given set $B$, is it is also convenient to associate the set

$$
\psi(B)=\bigcup_{x_{0} \in B} \omega\left(x_{0}\right)
$$

i.e. the union of the $\omega$-limits set of all points of $B$. Clearly, by definition

$$
\psi(B) \subset \omega(B)
$$

but, as Example 1 shows, the equality may not hold.
G.D.Birkhoff has shown that, if $\phi\left(t, x_{0}\right)$ is bounded in positive time, the set $\omega\left(x_{0}\right)$ is non-empty, compact, invariant, and

$$
\lim _{t \rightarrow \infty} \operatorname{dist}\left(\phi\left(t, x_{0}\right), \omega\left(x_{0}\right)\right)=0
$$

More generally, recall that a set $A$ is said to uniformly attract ${ }^{3}$ a set $B$ under the flow of (5) if for every $\varepsilon>0$ there exists a time $\bar{t}$ such that

$$
\operatorname{dist}(\phi(t, x), A) \leq \varepsilon, \quad \text { for all } t \geq \bar{t} \text { and for all } x \in B
$$

With the above definitions we immediately obtain the following lemma.
Lemma 2. If $B$ is a nonempty bounded set for which there is a compact set $J$ which uniformly attracts $B$ (thus, in particular, if $B$ is any nonempty bounded set whose positive orbit has a bounded closure), then $\omega(B)$ is nonempty, compact, invariant and uniformly attracts $B$.

## 3 The Steady State Behavior of a Nonlinear System

Consider now again system (5), with initial conditions in a closed subset $X \subset \mathbb{R}^{n}$. Suppose the set $X$ is positively invariant, which means that for any initial condition $x_{0} \in X$, the solution $x\left(t, x_{0}\right)$ exists for all $t \geq 0$ and $x\left(t, x_{0}\right) \in X$ for all $t \geq 0$. The motions of this system are said to be ultimately bounded if there is a bounded subset $B$ with the property that, for every compact subset $X_{0}$ of $X$, there is a time $T>0$ such that $\left\|x\left(t, x_{0}\right)\right\| \in B$ for all $t \geq T$ and all $x_{0} \in X_{0}$. In other words, if the motions of the system are ultimately bounded, every motion eventually enters and remains in the bounded set $B$.

Remark 1. Note that, since by hypothesis $X$ is positively invariant, there is no loss of generality in assuming $B \subset X$ in the definition above. Note also that there exists a number $M$ such that $\left\|x\left(t, x_{0}\right)\right\| \leq M$ for all $t \geq 0$ and all $x_{0} \in B$. In fact, let $\mathrm{Cl}(B)$ denote the closure of $B$, which is a compact subset of $X$, and let $M_{1}$ the denote the maximum of $\|x\|$ as $x \in \mathrm{Cl}(B)$. By definition of ultimate boundedness, there is a time $T$ such that $\left\|x\left(t, x_{0}\right)\right\| \leq M_{1}$, for all $t \geq T$ and all $x_{0} \in \mathrm{Cl}(B)$. Moreover, since $x\left(t, x_{0}\right)$ depends continuously on $\left(t, x_{0}\right)$, there exists a number $M_{2}$ such that $\left\|x\left(t, x_{0}\right)\right\| \leq M_{2}$ for all $0 \leq t \leq T$ and all $x_{0}$ in $\mathrm{Cl}(B)$. Thus, the property in question is fulfilled with $M=\max \left\{M_{1}, M_{2}\right\}$. By virtue of this property, one can conclude from Lemma 2 that the set $\omega(B)$ is nonempty and has all the properties indicated in the Lemma itself. Finally, note that, for a system whose motions are ultimately bounded, the set $\omega(B)$ is a unique well-defined set, regardless of how $B$ is taken. In fact, let $B^{\prime}$ be

[^27]any other bounded subset of $X$ with the property indicated in the definition of ultimate boundedness. Then, it is not difficult to prove, using the various definitions, that $\omega\left(B^{\prime}\right) \subset \omega(B)$. Reversing the role of the two sets shows that $\omega(B) \subset \omega\left(B^{\prime}\right)$, i.e. that the two sets in question are identical.

For systems whose motions are ultimately bounded, the notion of steady state can be defined as follows.

Definition 1. Suppose the motions of system (5), with initial conditions in a closed and positively invariant set $X$, are ultimately bounded. A steady state motion is any motion with initial condition in $x(0) \in \omega(B)$. The set $\omega(B)$ is the steady state locus of (5) and the restriction of (5) to $\omega(B)$ is the steady state behavior of (5).

## 4 Examples

The notion thus introduced recaptures the classical notion of steady state for linear systems and provides a new powerful tool to deal with similar issues in the case of nonlinear systems.

Example 2. Consider a nonlinear system

$$
\begin{equation*}
\dot{x}=f(x, u) \tag{6}
\end{equation*}
$$

in the neighborhood of a locally exponentially stable equilibrium point. To this end, suppose that $f(0,0)=0$ and that the matrix

$$
F=\left[\frac{\partial f}{\partial x}\right](0,0)
$$

has all eigenvalues with negative real part. Then, it is well known (see e.g. [4, page 275]) that it is always possible to find a compact subset $X \subset \mathbb{R}^{n}$, which contains $x=0$ in its interior and a number $\sigma>0$ such that, if $\left\|x_{0}\right\| \in X$ and $\|u(t)\| \leq \sigma$ for all $t \geq 0$, the solution of (6) with initial condition $x(0)=x_{0}$ satisfies $\|x(t)\| \in X$ for all $t \geq 0$. Suppose that the input $u$ to (6) is produced by a signal generator of the form

$$
\begin{align*}
\dot{w} & =s(w) \\
u & =q(w) \tag{7}
\end{align*}
$$

with initial conditions chosen in a compact invariant set $W$ and, moreover, suppose that, $\|q(w)\| \leq \sigma$ for all $w \in W$. If this is the case, the set $X \times W$ is positively invariant for

$$
\begin{align*}
\dot{w} & =s(w) \\
\dot{x} & =f(x, q(w)), \tag{8}
\end{align*}
$$

and the motions of the latter are ultimately bounded, with $B=X \times W$. The set $\omega(B)$ may have a complicated structure but it is possible to show, by
means arguments similar to those which are used in the proof of the Center Manifold theorem, that if $X$ and $B$ are small enough the set in question can still be expressed as the graph of a map $x=\pi(w)$. In particular, the graph in question is precisely the center manifold of (8) at $(0,0)$ if $s(0)=0$ and the matrix

$$
S=\left[\frac{\partial s}{\partial w}\right](0)
$$

has all eigenvalues on the imaginary axis.
In particular, if for some $w_{0} \in W$ the integral curve of $\dot{w}=s(w)$ passing through $w_{0}$ at time $t=0$ is a periodic function of time, the associated steady state response of (6) is the periodic function $x(t)=\pi(w(t))$.

In the example above the set $\omega(B)$ can be expressed as the graph of a map $x=\pi(w)$. This means that, so long as this is the case, a system of the form (6) has a unique well defined steady state response to the input $u(t)=q(w(t))$. Of course, in general, this may not be the case and multiple steady state responses to a given input may occur. In general, the following property holds.

Lemma 3. Let $W$ be a compact set, invariant under the flow of (7). Let $X$ be a closed set and suppose that the motions of (8) with initial conditions in $W \times X$ are ultimately bounded. Then, the steady state locus of (8) is the graph of a set-valued map defined on the whole of $W$.

Example 3. Consider now the system

$$
\begin{align*}
& \dot{x}=y \\
& \dot{y}=x-x^{3}-y\left(-\frac{x^{2}}{2}+\frac{x^{4}}{4}+\frac{y^{2}}{2}+\frac{1}{4}-w\right) \tag{9}
\end{align*}
$$

in which $w$ is a constant input generated by the exosystem $\dot{w}=0$. For any fixed $w$, this system has three equilibria, at $(x, y)=(0,0)$ and $(x, y)=( \pm 1,0)$. We show now that, for any fixed $w$, all trajectories of system (9) are ultimately bounded. In fact, consider the positive semi-definite function

$$
V(x, y)=-\frac{x^{2}}{2}+\frac{x^{4}}{4}+\frac{y^{2}}{2}+\frac{1}{4}
$$

which is zero only at the two equilibria $(x, y)=( \pm 1,0)$ and such that, for any $c>0$, the sets $\Omega_{c}=\{(x, y): V(x, y) \leq c\}$ are bounded. Note that

$$
\dot{V}(x, y)=-y^{2}(V(x, y)-w) .
$$

If $w \leq 0, \dot{V}(x, y) \leq 0$ for all $(x, y)$ and therefore, by LaSalle's invariance principle, all trajectories which start in $\mathbb{R}^{2}$ converge to the largest invariant set contained in the locus where $y=0$, which only consists of the union of the three equilibria.

If $w>0, \dot{V}(x, y) \leq 0$ for all $(x, y)$ in the set $\{(x, y: V(x, y) \geq w\}$. Thus, again by LaSalle's invariance principle, all trajectories which start in the set
$\{(x, y: V(x, y) \geq w\}$ converge to the largest invariant set contained in the locus where either $y=0$ or $V(x, y)=w$. Since the locus $V(x, y)=w$, the boundary of $\Omega_{w}$, is itself invariant and the two equilibria $(x, y)=( \pm 1,0)$ are in $\Omega_{w}$, it is concluded that all trajectories which start in $\mathbb{R}^{2} \backslash \Omega_{w}$ converge either to the boundary of $\Omega_{w}$ or to the equilibrium $(x, y)=(0,0)$. On the other hand, the boundary of $\Omega_{w}$, for $0<w<1 / 4$ consists of two disjoint close curves while for $1 / 4 \geq w$ it consists of a single closed curve (a "figure eight" for $w=1 / 4$ ).

From this analysis it is easy to conclude what follows. For any pair of compact sets

$$
X=\{(x, y): \max \{|x|,|y| \leq r\} \quad W=\{w:|w| \leq r\}
$$

the positive orbit of $X \times W$ is bounded. Moreover, for large $r$, if $w \leq 0$, the set

$$
\mathcal{S S} \mathcal{L}_{w}=\omega(X \times W) \cup\left(\mathbb{R}^{2} \times\{w\}\right),
$$

i.e. the intersection of $\omega(X \times W)$ with the plane $\mathbb{R}^{2} \times\{w\}$ is a 1-dimensional manifold with boundary, diffeomorphic to a closed interval of $\mathbb{R}$. If $0<w<$ $1 / 4$, the set $\mathcal{S S} \mathcal{L}_{w}$ is the union of a 1-dimensional manifolds diffeomorphic to $\mathbb{R}$ and of two disjoint 2-dimensional manifold with boundary, each one diffeomorphic to a closed disc. If $1 / 4 \leq w$, the set $\mathcal{S S} \mathcal{L}_{w}$ is a 2-dimensional manifold with boundary, diffeomorphic to a closed disc for $1 / 4<w$, or to a "filled figure eight" for $w=1 / 4$. Different shapes of these sets, for various values of $w$, are shown in Figure 2. Again, we note that the steady-state locus consists of all trajectories which are bounded both forward and backward in time.

Example 4. We next consider the unforced van der Pol oscillator. In this case all trajectories are bounded forward in time, and the $\omega$-limits consist of the origin and the limit cycle. As in Example 1, their union is not Lyapunov stable nor is it uniformly attractive for initial data in any bounded set $B$ containing the limit cycle and the equilibrium.

Rather, for such a $B$, the limit cycle and its interior is $\omega(B)$. We note that $\omega(B)$ is globally attractive and, from the theory of dissipative systems as described in Lemma 1 [6], is Lyapunov stable and consists of all trajectories bounded both forward and backward in time.

Example 5. Consider the three-dimensional nonlinear system

$$
\begin{aligned}
& \dot{z}=-\left(z+w_{1}\right)^{3}+z+w_{1}^{3} \\
& \dot{w}_{1}=w_{2} \\
& \dot{w}_{2}=-w_{1} .
\end{aligned}
$$

We first note that $z=0$ is an invariant plane with dynamics of the harmonic oscillator. It is of great interest to understand the transverse (in the


Fig. 2. Steady state locus of Example 3
$z$-direction) stability of these periodic orbits. For this we use Poincarè's formula for the derivative of the Poincarè map $\mathcal{P}\left(z_{0}\right)$ :

$$
\begin{aligned}
\left.D \mathcal{P}\left(z_{0}\right)\right|_{z=0} & =\exp \left(\left.\int_{0}^{2 \pi} \operatorname{div}(f)\right|_{z=0} d t\right) \\
& =\exp \left(\int_{0}^{2 \pi}\left(-3 w_{1}^{2}+1\right) d t\right) \\
& =\exp \left(-3 A^{2} \pi+2 \pi\right)
\end{aligned}
$$

where $A^{2}=w_{1}^{2}+w_{2}^{2}$.
Therefore, periodic motions in the $\left(w_{1}, w_{2}\right)$ plane with amplitude $A$ are:
(a) transversely stable if $A>\sqrt{2 / 3}$;
(b) unstable if $A<\sqrt{2 / 3}$;
(c) critically stable if $A=\sqrt{2 / 3}$.

Indeed, $\mathcal{P}$ undergoes a pitchfork bifurcation at the critical amplitude $A_{c}=$ $\sqrt{2 / 3}$ :

$$
D \mathcal{P}_{c}(0)=1, \quad D \mathcal{P}_{c}^{2}(0)=0, \quad D \mathcal{P}_{c}^{3}(0)=-12 \pi
$$

This suggests the existence of multiple periodic orbits.


Fig. 3. Structure of the attractor in Example 5: the surface and its interior points

In order to understand the behavior of trajectories far from the plane $z=0$, we consider an old friend, $V(z, w)=\left(z^{2}+\|w\|^{2}\right)$, for which we find $\dot{V}<0$ when $|z|>2$. As before, if $A<\sqrt{2 / 3}$ the Lyapunov can $\emptyset_{1}^{2}+\emptyset_{2}^{2}=A^{2}$, $|z| \leq 2$ contains a periodic orbit. this we knew, taking $z=0$, but we also have a positive Lyapunov can $\emptyset_{1}^{2}+\emptyset_{2}^{2}=A^{2}, 0<\varepsilon \leq z \leq 2$, as well as a corresponding negative Lyapunov can.

Therefore, for $A<\sqrt{2 / 3}$, there exist periodic orbits for both $z>0$ and $z<0$. In order to check stability, we compute

$$
z^{2}(t)=\exp \left[-2 \int_{0}^{t}\left(\begin{array}{rl}
z^{2}(\tau) \\
& +3 w_{1}(\tau) z(\tau)+3 w_{1}^{2}(\tau) \\
& -1
\end{array}\right) d \tau\right] z^{2}(0) .
$$

Therefore, if $z\left(\cdot, z_{0}\right)$ is periodic in $t$ of period $2 k \pi$ and $z(t) \neq 0$ then

$$
\int_{0}^{2 k \pi} z^{2}(t) d t=k \pi\left(2-3 A^{2}\right)
$$

In particular, periodic orbits with $z(0) \neq 0$ can only exist if

$$
\left(2-3 A^{2}\right)>0 \text { or } A<\sqrt{2 / 3} .
$$

In this case

$$
D \mathcal{P}\left(z_{0}\right)=\exp \left[-2\left(2-3 A^{2}\right) \pi\right]<1
$$

and therefore each periodic $z(t)$ is hyperbolic and asymptotically stable for $z(t)>0$ or $z(t)<0$.

Using index theory, one can see that this implies there exists a unique periodic orbit for $z>0$ ( for $z<0$, resp.) and for $0<A<A_{c}$. and this orbit is exponentially orbitally stable. For the whole cylinder, then, with $|z| \leq 2$ there are three periodic orbits in this range of amplitudes, while for $A=0$ there are three equilibria at $(0,0,0)$ and $( \pm 1,0,0)$.
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Summary. The model reduction problem by moment's matching for linear and nonlinear systems is discussed. The linear theory is revisited to provide the basis for the development of the nonlinear theory.

## 1 Introduction

The model reduction problem for linear and nonlinear systems has been widely studied over the past decades. This problem has great importance in applications, because reduced order models are often used in analysis and design. This is the case, for example, in the study of mechanical systems, which is often based on models derived from a rigid body perspective that neglects the presence of flexible modes and elasticity; in the study of large scale systems, such as integrated circuits or weather forecast models, which relies upon the construction of simplified models that capture the main features of the system. From a theoretical point of view, the model reduction problem generates important theoretical questions and requires advanced tools from linear algebra, functional analysis and numerical analysis.

The model reduction problem can be simply, and informally, posed as follows. Given a system, described by means of linear or nonlinear differential equations together with an output map, compute a simpler system which approximates (in a sense to be specified) its behaviour. To render precise this problem formulation it is necessary to define two concepts.

Firstly, the meaning of the approximation. For linear systems one could introduce an approximation error given in terms of the frequency response of a suitably defined error system, or in terms of the response of the system for classes of input signals. For example, the methods, known as moment matching
methods, which zero the transfer function of the error system for specific frequencies, belong to this class [1]. This approach does not have a direct nonlinear counterpart, despite the recent developments in this direction [13] (see also the early contributions [18, 19, 17]). Alternatively, approximation errors expressed in terms of $H_{2}$ or $H_{\infty}$ norm of the error system have been considered both in the linear case $[21,14,3]$ and in the nonlinear case [26]. Finally, approximation errors based on the Hankel operator of the system have been widely considered [11]. This approach leads to the so-called balancing realization problem, which has been also studied in the nonlinear framework [25, 27, 10, 22].

Secondly, the concept of simplicity. For linear systems this is often understood in terms of the dimension of the system, i.e. an approximating system is simpler than the model to approximate if its state-space realization has fewer states. For nonlinear systems this dimensional argument may be inappropriate, as one has to take into consideration also the complexity of the functions involved in the state-space representation.

Of course, there are other important issues that have to be clarified, and investigated, in establishing a model reduction theory. In particular, one may require that properties of the model (such as stability or passivity) are retained by the approximation [2], and one has to consider the computational cost associated with the construction of the approximating system. These issues have been widely investigated in the linear framework, see for example the excellent monograph [1], but are largely open for nonlinear systems.

Goal of this work is to develop a theory of model reduction, based on the notion of moment, for nonlinear systems. In this process, we revisit the linear theory, providing new perspectives and results.

This work relies upon the theory of the steady-state response of nonlinear systems, center manifold theory and the tools arising in the theory of output regulation for nonlinear systems. These theories have been partly developed, and their use in control theory has been pioneered, by Alberto Isidori in a series of seminal and groundbreaking papers, see, for example, $[18,19,6,7$, 16]. They have been communicated to the author during private conversations, providing pre-prints of research in progress and in a series of lectures that, as an undergraduate, he had the fortune to attend in the Spring of 1990. It is remarkable, but not surprising, that these tools have far-reaching applicability.

## 2 Model Reduction by Moment Matching for Linear Systems - Revisited

### 2.1 The Notion of Moment

Consider a linear, single-input, single-output ${ }^{3}$, continuous-time system described by equations of the form

[^28]\[

$$
\begin{align*}
& \dot{x}=A x+B u,  \tag{1}\\
& y=C x,
\end{align*}
$$
\]

with $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}, y(t) \in \mathbb{R}$, and the associated transfer function

$$
\begin{equation*}
W(s)=C(s I-A)^{-1} B . \tag{2}
\end{equation*}
$$

Definition 1. [1] The 0-moment of system (1) at $s^{\star} \in \mathbb{C}$ is the complex number

$$
\eta_{0}\left(s^{\star}\right)=C\left(s^{\star} I-A\right)^{-1} B .
$$

The $k$-moment of system (1) at $s^{\star} \in \mathbb{C}$ is the complex number

$$
\eta_{k}\left(s^{\star}\right)=\frac{(-1)^{k}}{k!}\left[\frac{d^{k}}{d s^{k}}\left(C(s I-A)^{-1} B\right)\right]_{s=s^{\star}}=C\left(s^{\star} I-A\right)^{-(k+1)} B
$$

Moments can be also characterized, for almost all $s^{\star}$, in a time-domain setting, as shown in the following statements.

Lemma 1. Consider system (1) and $s^{\star} \in \mathbb{C}$. Suppose ${ }^{4} s^{\star} \notin \sigma(A)$. Then

$$
\eta_{0}\left(s^{\star}\right)=C \Pi,
$$

where $\Pi$ is the (unique) solution of the Sylvester equation

$$
\begin{equation*}
A \Pi+B=s^{\star} \Pi . \tag{3}
\end{equation*}
$$

Proof. By direct computation, equation (3) yields

$$
\Pi=\left(s^{\star} I-A\right)^{-1} B
$$

hence $C \Pi=\eta_{0}\left(s^{\star}\right)$.
Lemma 2. Consider system (1) and $s^{\star} \in \mathbb{C}$. Suppose $s^{\star} \notin \sigma(A)$. Then

$$
\left[\begin{array}{c}
\eta_{0}\left(s^{\star}\right) \\
\eta_{1}\left(s^{\star}\right) \\
\vdots \\
\eta_{k}\left(s^{\star}\right)
\end{array}\right]=\left(C \Pi \Psi_{k}\right)^{\prime},
$$

where

$$
\Psi_{k}=\operatorname{diag}\left(1,-1,1, \cdots,(-1)^{k}\right) \in \mathbb{R}^{(k+1) \times(k+1)}
$$

and $\Pi$ is the (unique) solution of the Sylvester equation

$$
\begin{equation*}
A \Pi+B L_{k}=\Pi \Sigma_{k} \tag{4}
\end{equation*}
$$

[^29]with
\[

L_{k}=\left[$$
\begin{array}{llll}
1 & 0 & \cdots & 0
\end{array}
$$\right] \in \mathbb{R}^{k+1},
\]

and

$$
\Sigma_{k}=\left[\begin{array}{ccccc}
s^{\star} & 1 & 0 & \cdots & 0 \\
0 & s^{\star} & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & s^{\star} & 1 \\
0 & \cdots & \cdots & 0 & s^{\star}
\end{array}\right] \in \mathbb{R}^{(k+1) \times(k+1)}
$$

Proof. Let

$$
\Pi=\left[\Pi_{0} \Pi_{1} \cdots \Pi_{k}\right]
$$

and note that equation (4) can be rewritten as

$$
\begin{aligned}
A \Pi_{0}+B & =s^{\star} \Pi_{0}, \\
A \Pi_{1} & =s^{\star} \Pi_{1}+\Pi_{0}, \\
& \vdots \\
A \Pi_{k} & =s^{\star} \Pi_{k}+\Pi_{k-1} .
\end{aligned}
$$

As a result,

$$
\begin{aligned}
\Pi_{0} & =\left(s^{\star} I-A\right)^{-1} B \\
\Pi_{1} & =-\left(s^{\star} I-A\right)^{-2} B \\
\Pi_{2} & =\left(s^{\star} I-A\right)^{-3} B \\
& \vdots \\
\Pi_{k} & =(-1)^{k}\left(s^{\star} I-A\right)^{-(k+1)} B
\end{aligned}
$$

hence the claim.
Remark 1. The pair $\left(L_{k}, \Sigma_{k}\right)$ is observable for any $s^{\star}$.
The main disadvantage of the above results is in the fact that one has to deal with complex matrices and $\Sigma_{k}$ and $L_{k}$ have a special structure. To remove this shortcoming note that moments are coordinates invariant and, by a property of real rational functions,

$$
\eta_{k}\left(\bar{s}^{\star}\right)=\overline{\eta_{k}\left(s^{\star}\right)}
$$

As a result, the following statements hold.
Lemma 3. Consider system (1) and $s^{\star} \in \mathbb{R}$. Suppose $s^{\star} \notin \sigma(A)$. Then the moments $\eta_{0}\left(s^{\star}\right), \ldots, \eta_{k}\left(s^{\star}\right)$ are in one-to-one relation with the matrix $C \Pi$, where $\Pi$ is the (unique) solution of the Sylvester equation

$$
\begin{equation*}
A \Pi+B L=\Pi S \tag{5}
\end{equation*}
$$

with $S$ any non-derogatory ${ }^{5}$ real matrix such that

$$
\begin{equation*}
\operatorname{det}(s I-S)=\left(s-s^{\star}\right)^{k+1} \tag{6}
\end{equation*}
$$

and $L$ such that the pair $(L, S)$ is observable.

[^30]Proof. By observability of the pair $(L, S)$ there is a unique invertible matrix $T$ such that $S=T^{-1} \Sigma_{k} T$ and $L=L_{k} T$. As a result, equation (5) becomes

$$
A \Pi+B L_{k} T=\Pi T^{-1} \Sigma_{k} T
$$

and this can be rewritten as

$$
T^{-1}\left(\tilde{A} \tilde{\Pi}+\tilde{B} L_{k}\right) T=T^{-1}\left(\tilde{\Pi} \Sigma_{k}\right) T
$$

with

$$
\tilde{\Pi}=T \Pi T^{-1}, \quad \tilde{A}=T A T^{-1}, \quad \tilde{B}=T B
$$

By Lemma 2, and invariance of the moments with respect to the coordinates in the state space, the moments $\eta_{0}\left(s^{\star}\right), \ldots, \eta_{k}\left(s^{\star}\right)$ can be univocally expressed in terms of $\tilde{\Pi}$, hence the claim.

Lemma 4. Consider system (1) and $s^{\star} \in \mathbb{C} \backslash \mathbb{R}$. Let $s^{\star}=\alpha^{\star}+i \omega^{\star}$. Suppose $s^{\star} \notin \sigma(A)$. Then the moments $\eta_{0}\left(s^{\star}\right), \eta_{0}\left(\bar{s}^{\star}\right), \ldots, \eta_{k}\left(s^{\star}\right)$ and $\eta_{k}\left(\bar{s}^{\star}\right)$ are in one-to-one relation with the matrix $C \Pi$, where $\Pi$ is the (unique) solution of the Sylvester equation

$$
\begin{equation*}
A \Pi+B L=\Pi S \tag{7}
\end{equation*}
$$

with $S$ any non-derogatory real matrix such that

$$
\begin{equation*}
\operatorname{det}(s I-S)=\left(\left(s-s^{\star}\right)\left(s-\bar{s}^{\star}\right)\right)^{k+1}=\left(s^{2}-2 \alpha^{\star} s+\left(\alpha^{\star}\right)^{2}+\left(\omega^{\star}\right)^{2}\right)^{k+1} \tag{8}
\end{equation*}
$$

and $L$ such that the pair $(L, S)$ is observable.
Proof. The proof is similar to the one of Lemma 3 hence omitted.
We complete this section with a property which is instrumental to derive a nonlinear enhancement of the notion of moment.

Theorem 1. Consider system (1), $s^{\star} \in \mathscr{C}$ and $k \geq 0$. Assume ${ }^{6} \sigma(A) \subset \mathbb{C}^{-}$ and $s^{\star} \in \mathbb{C}^{0}$. Let

$$
\begin{equation*}
\dot{\omega}=S \omega \tag{9}
\end{equation*}
$$

with $\omega(t) \in \mathbb{R}^{\kappa}$, where

$$
\kappa= \begin{cases}k+1 & \text { if } s^{\star} \in \mathbb{R}, \\ 2(k+1) & \text { if } s^{\star} \in \mathbb{C} \backslash \mathbb{R},\end{cases}
$$

and $S$ any non-derogatory real matrix with characteristic polynomial as in (6), if $s^{\star} \in \mathbb{R}$, or as in (8), if $s^{\star} \in \mathbb{C} \backslash \mathbb{R}$.

Consider the interconnection of systems (1) and (9) with $u=L \omega$, and $L$ such that the pair $(L, S)$ is observable.

Then the moments $\eta_{0}\left(s^{\star}\right), \ldots, \eta_{k}\left(s^{\star}\right)$ are in one-to-one relation with the (well-defined) steady-state response of the output of such interconnected system.
${ }^{6} \mathbb{C}^{-}$and $\mathscr{C}^{0}$ denote the left half of the complex plane and the imaginary axis, respectively.

Proof. We provide a proof which exploits arguments with a nonlinear counterpart (an elementary, alternative, proof can be obtained using Laplace transform arguments). The considered interconnected system is described by

$$
\begin{aligned}
& \dot{\omega}=S \omega \\
& \dot{x}=A x+B L \omega, \\
& y=C x .
\end{aligned}
$$

By the center manifold theorem [8, 15], which is applicable because of the assumptions on $\sigma(A)$ and $\sigma(S)$, this system has a globally well-defined invariant manifold (which is a hyperplane) given by

$$
\mathcal{M}=\left\{(x, \omega) \in \mathbb{R}^{n+\kappa} \mid x=\Pi \omega\right\}
$$

with $\Pi$ the (unique) solution of the Sylvester equation (5). Note that

$$
\overbrace{x-\Pi \omega}^{i}=A(x-\Pi \omega),
$$

hence $\mathcal{M}$ is attractive. As a result

$$
y(t)=C \Pi \omega(t)+C e^{A t}(x(0)-\Pi \omega(0))
$$

where the first term on the right-hand side describes the steady-state response of the system, and the second term on the right-hand side the transient response, which proves the claim.

### 2.2 Moment Matching

We are now in a position to define, precisely, the notions of reduced order model and of model reduction by moment matching.

Definition 2. The system

$$
\begin{align*}
\dot{\xi} & =F \xi+G u \\
\psi & =H \xi \tag{10}
\end{align*}
$$

with $\xi(t) \in \mathbb{R}^{\nu}$ and $\psi(t) \in \mathbb{R}$, is a $k$-order model at $s^{\star}$ of system (1) if system (10) has the same $i$-moment, with $i=0, \cdots, k$, at $s^{\star}$ as (1). In this case, system (10) is said to match the first $k+1$ moments of system (1) at $s^{\star}$. Furthermore, system (10) is a reduced order model of system (1) if $\nu<n$.

Theorem 2. Consider the system (1), the system (10) and $s^{\star} \in \mathbb{C}$. Suppose $s^{\star} \notin \sigma(A)$ and $s^{\star} \notin \sigma(F)$. System (10) matches the first $k+1$ moments of (1) at $s^{\star}$ if and only if

$$
\begin{equation*}
C \Pi=H P, \tag{11}
\end{equation*}
$$

where $\Pi$ is the (unique) solution of equation (5), $P$ is the (unique) solution of the equation

$$
\begin{equation*}
F P+G L=P S \tag{12}
\end{equation*}
$$

$S$ is as in Lemma 1, and the pair $(L, S)$ is observable.

Proof. The claim is a straightforward consequence of the definition of matching and of the results in Lemmas 3 and 4.

Remark 2. The results derived so-far are direct consequences of the definition of moment. However, to the best of the author's knowledge, they have not been presented in this form.

### 2.3 Model Reduction by Moment Matching with Prescribed Eigenvalues

The result established in Lemma 2 can, in principle, be used to solve the model reduction problem by moment matching for system (1) in two steps.

In the former one has to solve the Sylvester equation (5) in the unknown $\Pi$. In the latter one has to construct matrices $F, G, H$ and $P$ (possibly with specific properties) such that equations (11) and (12) hold.

This approach is unsatisfactory because it requires the computation of the moments, namely of the matrix $C \Pi$ and hence of $\Pi$, whereas most of the existing algorithms [1] are able to achieve moment matching without the need to compute moments. We discuss, and solve, this issue at the end of this section.

In the meanwhile we focus on the second step of the construction, assuming that the matrices $F$ and $S$ have the same dimensions, i.e. the order of the reduced model is equal to the number of the moments to match, and we impose the additional constraint that the eigenvalues of the matrix $F$ are given, i.e.

$$
\sigma(F)=\left\{\lambda_{1}, \cdots, \lambda_{\nu}\right\}
$$

for some given $\lambda_{i}$ 's such that $\sigma(F) \cap \sigma(S)=\emptyset$.
Let $P$ be any invertible matrix such that condition (11) holds, for some selection of the matrix $H^{7}$ and set

$$
G=P \Delta,
$$

with $\Delta$ such that

$$
\begin{equation*}
\sigma(S-\Delta L)=\sigma(F) \tag{13}
\end{equation*}
$$

Note that, by observability of the pair $(L, S)$, there is a matrix $\Delta$ such that condition (13) holds. Finally, let

$$
F=P(S-\Delta L) P^{-1}
$$

It is straightforward to conclude that this procedure yields the required matrices. Note finally that the matrix $P$ could be selected to assign a special structure to the reduced model and, in particular, to the matrix $F$.

[^31]To avoid the computation of the moments, i.e. of the matrix $\Pi$, one could proceed as follows. Consider system (1), $s^{\star} \in \mathscr{C}$ and construct a reduced order model achieving moment matching at $s^{\star}$ with any efficient algorithm that does not require the computation of the moments, see $[1,4,9,12,20]$. This yields a reducer order model for system (1) described by equations of the form

$$
\begin{align*}
& \dot{x}_{M}=A_{M} x_{M}+B_{M} u, \\
& y_{M}=C_{M} x_{M}, \tag{14}
\end{align*}
$$

where $x_{M}(t) \in \mathbb{R}^{\nu}$ and $y_{M}(t) \in \mathbb{R}$. To find a reduced order model with desired eigenvalues it is thus sufficient to apply the result in Lemma 2, and the construction in this section, to system (14).

## 3 Nonlinear Systems

### 3.1 The Notion of Moment

In this section we derive a nonlinear enhancement of the notion of moment. While most of the results in Section 2 do not have a direct nonlinear counterpart, we can use Lemma 1 to give a definition of moment.

To this end, consider a nonlinear, single-input, single-output, continuoustime system described by equations of the form ${ }^{8}$

$$
\begin{align*}
& \dot{x}=f(x, u), \\
& y=h(x) \tag{15}
\end{align*}
$$

with $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}, y(t) \in \mathbb{R}$, a signal generator described by the equations

$$
\begin{align*}
\dot{\omega} & =s(\omega), \\
\theta & =l(\omega), \tag{16}
\end{align*}
$$

with $\omega(t) \in \mathbb{R}^{\nu}$ and $\theta(t) \in \mathbb{R}$ and the interconnected system

$$
\begin{align*}
& \dot{\omega}=s(\omega), \\
& \dot{x}=f(x, l(\omega)),  \tag{17}\\
& y=h(x) .
\end{align*}
$$

Suppose, in addition, that the mappings $f(\cdot, \cdot), h(\cdot), s(\cdot)$ and $l(\cdot)$ are smooth and that $f(0,0)=0, h(0)=0, s(0)=0$ and $l(0)=0$. The signal generator captures the requirement that one is interested in studying the behaviour of system (15) only in specific circumstances. However, for this to make sense and to provide a generalization of the notion of moment, we need the following assumptions and definitions.

[^32]Assumption 1. There is a unique mapping $\pi(\omega)$, locally ${ }^{9}$ defined in a neighborhood of $\omega=0$, which solves the partial differential equation

$$
\begin{equation*}
f(\pi(\omega), l(\omega))=\frac{\partial \pi}{\partial \omega} s(\omega) \tag{18}
\end{equation*}
$$

Assumption 1 implies that the interconnected system (17) possesses an invariant manifold, described by the equation $x=\pi(\omega)$. Note that the (well-defined) dynamics of the system restricted to the invariant manifold are described by

$$
\dot{\omega}=s(\omega),
$$

i.e. are a copy of the dynamics of the signal generator (16).

Assumption 2. The signal generator (16) is observable, i.e. for any pair of initial conditions $\omega_{a}(0)$ and $\omega_{b}(0)$, such that $\omega_{a}(0) \neq \omega_{b}(0)$, the corresponding output trajectories $l\left(\omega_{a}(t)\right)$ and $l\left(\omega_{b}(t)\right)$ are such that

$$
\left.l\left(\omega_{a}(t)\right)-l\left(\omega_{b}(t)\right)\right) \not \equiv 0 .
$$

Definition 3. Consider system (15) and the signal generator (16). Suppose Assumptions 1 and 2 hold. The function $h(\pi(\omega)$ ), with $\pi(\omega)$ solution of equation (18), is the moment of system (15) at $s(\omega)$.

Definition 4. Consider system (15) and the signal generator (16). Suppose Assumption 1 holds. Let the signal generator (16) be such that $s(\omega)=0$ and $l(\omega)=\omega$. Then the function $h(\pi(\omega))$ is the 0 -moment of system (15) at $s^{\star}=0$.

Definition 5. Consider system (15) and the signal generator (16). Suppose Assumption 1 holds. Let the signal generator (16) be such that

$$
s(\omega)=\left[\begin{array}{cc}
0 & \omega^{\star} \\
-\omega^{\star} & 0
\end{array}\right] \omega, \quad l(\omega)=\left[\begin{array}{ll}
L_{1} & L_{2}
\end{array}\right] \omega
$$

with $\omega^{\star} \neq 0$ and $L_{1}^{2}+L_{2}^{2} \neq 0$. Then the function $h(\pi(\omega))$ is the 0 -moment of system (15) at $s^{\star}=i \omega^{\star}$.

The above definitions allow to derive a nonlinear counterpart of Lemma 1.
Theorem 3. Consider system (15) and the signal generator (16). Assume Assumption 2 holds. Assume the zero equilibrium of the system

$$
\dot{x}=f(x, 0)
$$

is locally exponentially stable and system (16) is Poisson stable.
Then Assumption 1 holds and the moment of system (15) at $s(\omega)$ coincides with the (locally well-defined) steady-state response of the output of the interconnected system (17).

[^33]Proof. To begin with note that, under the stated hypotheses, Assumption 1 holds by the center manifold theory [8] and the results in [19]. Moreover, by [19], the steady-state response of the system is (locally) well-defined, and this is given by $\pi(h(\omega))$, hence the claim.

Remark 3. While for linear systems it is possible to define $k$-moments for every $s^{\star} \in \mathscr{C}$ and for any $k \geq 0$, for nonlinear systems it may be difficult, or impossible, to provide general statements if the signal $\theta(t)$, generated by system (16), has unbounded trajectories. Therefore, if the signal generator is linear we consider only 0 -moments for $s^{\star} \in C^{0}$, whereas if the signal generator is nonlinear we assume that it generates bounded trajectories.

Example 1. Consider a linear system described by equations of the form (1) with $x(t) \in \mathbb{R}^{n}, n>3, u(t) \in \mathbb{R}, y(t) \in \mathbb{R}$ and the nonlinear signal generator (16) with $\omega=\left[\omega_{1}, \omega_{2}, \omega_{3}\right]^{\prime}$,

$$
s(\omega)=\left[\begin{array}{c}
\frac{I_{2}-I_{3}}{I_{1}} \omega_{2} \omega_{3} \\
\frac{I_{3}-I_{1}}{I_{2}} \omega_{3} \omega_{1} \\
\frac{I_{1}-I_{2}}{I_{3}} \omega_{1} \omega_{2}
\end{array}\right]
$$

with $I_{1}>0, I_{2}>0, I_{3}>0$, and $I_{i} \neq I_{j}$ for $i \neq j$, and

$$
l(\omega)=L \omega=\left[\begin{array}{lll}
L_{1} & L_{2} & L_{3}
\end{array}\right] \omega
$$

with $L_{1} L_{2} L_{3} \neq 0$. This signal generator, which describes the angular velocities of a free rigid body in space, is Poisson stable and, under the stated assumption on $L$, observable $[23,5]$.

Suppose system (1) is asymptotically stable. The moment of system (1) at $s(\omega)$ can be computed as follows. Let

$$
\pi(\omega)=\sum_{i} \pi_{i}(\omega)
$$

with

$$
\pi_{i}(\omega)=\left[\begin{array}{c}
\pi_{i}^{1}(\omega) \\
\pi_{i}^{2}(\omega) \\
\vdots \\
\pi_{i}^{n}(\omega)
\end{array}\right]
$$

and $\pi_{i}^{j}(\omega)$ a homogeneous polynomial of degree $i$ in $\omega$. Then equation (18) yields

$$
\pi_{1}(\omega)=-A^{-1} B L \omega, \quad \pi_{2}(\omega)=-A^{-2} B L \dot{\omega}, \cdots \pi_{i}(\omega)=-A^{-i} B L \frac{d^{i-1} \omega}{d t^{i-1}}, \cdots
$$

Hence, the moment of system (1) at $s(\omega)$ is given by

$$
C \pi(\omega)=-C A^{-1}\left[B L \omega+A^{-1} B L \dot{\omega} \cdots A^{-i+1} B L \frac{d^{i-1} \omega}{d t^{i-1}} \cdots\right]
$$

which is a polynomial series in $\omega$.
Remark 4. The discussion in the previous sections allows to derive a nonlinear enhancement of the notion of frequency response of a linear system. This relies upon the notion of steady-state response of a nonlinear system, as developed in $[18,19]$.

Consider system (15) and the signal generator (16). Let the signal generator (16) be such that

$$
s(\omega)=\left[\begin{array}{cc}
0 & \omega^{\star} \\
-\omega^{\star} & 0
\end{array}\right] \omega, \quad l(\omega)=\left[\begin{array}{ll}
L_{1} & L_{2}
\end{array}\right] \omega
$$

with $\omega^{\star} \neq 0$ and $L_{1}^{2}+L_{2}^{2} \neq 0$. Then, under the hypotheses of Theorem 3 , for all $\omega^{\star} \in \mathbb{R}$, Assumptions 1 holds and the output of the interconnected system (17) converges towards a locally well-defined steady state response, which, by definition, does not depend upon the initial condition $x(0)$. Moreover, the steady-state response is periodic. Suppose, in addition, that the steady-state response has the same period of $l(\omega)$. This implies that it can be written in Fourier series as

$$
h(\pi(\omega(t)))=\sum_{k=-\infty}^{\infty} c_{k} e^{i k \omega^{\star} t}
$$

Consider now the operator $\mathcal{P}_{+}$, which acts on a Fourier series as follows

$$
\mathcal{P}_{+}\left(\sum_{k=-\infty}^{\infty} \alpha_{k} e^{i k \omega^{\star} t}\right)=\sum_{k=0}^{\infty} \alpha_{k} e^{i k \omega^{\star} t}
$$

With this definition we can define the frequency response of the nonlinear system (15) as

$$
F\left(\omega(0), \omega^{\star}\right)=\frac{\mathcal{P}_{+}(h(\pi(\omega(t))))}{\mathcal{P}_{+}(l(\omega(t))}
$$

This function depends upon the frequency $\omega^{\star}$, just as in the linear case, and, unlike the linear case, upon the initial condition $\omega(0)$ of the signal generator. Note finally that if the system (15) were linear, hence described by the equations (1), then

$$
F\left(\omega(0), \omega^{\star}\right)=\left|W\left(i \omega^{\star}\right)\right| e^{i \angle W\left(i \omega^{\star}\right)}
$$

where $W(s)=C(s I-A)^{-1} B$.

### 3.2 Model Reduction by Moment Matching

Analogously to the linear case, we now introduce the notion of reduced order model and characterize the solution of the model reduction problem by moment matching.

Definition 6. The system

$$
\begin{align*}
\dot{\xi} & =\phi(\xi, u), \\
\psi & =\kappa(\xi) \tag{19}
\end{align*}
$$

with $\xi \in \mathbb{R}^{\nu}$, is a model at $s(\omega)$ of system (15) if system (15) has the same moment at $s(\omega)$ as (19). In this case, system (19) is said to match the moment of system (15) at $s(\omega)$. Furthermore, system (19) is a reduced order model of system (15) if $\nu<n$.

Theorem 4. Consider the system (15), the system (19) and the signal generator (16). Suppose Assumptions 1 and 2 hold. System (19) matches the moments of (15) at $s(\omega)$ if the equation

$$
\begin{equation*}
\phi(p(\omega), l(\omega))=\frac{\partial p}{\partial \omega} s(\omega) \tag{20}
\end{equation*}
$$

has a unique solution $p(\omega)$ such that

$$
\begin{equation*}
h(\pi(\omega))=\kappa(p(\omega)) \tag{21}
\end{equation*}
$$

where $\pi(\omega)$ is the solution of equation (18).
Proof. The claim is a direct consequence of the definition of moment.

### 3.3 Construction of an Asymptotically Stable Reduced Order Model

In this section we provide a nonlinear counterpart of the construction in Section 2.3. For, note that to construct a reduced order model it is necessary to determine mappings $\phi(\cdot, \cdot), \kappa(\cdot)$ and $p(\cdot)$ such that equations (20) and (21) hold, where $\pi(\omega)$ is the solution of equation (18).

To solve this problem we make the following assumptions.
Assumption 3. There exists mappings $\kappa(\omega)$ and $p(\omega)$ such that $k(0)=0$, $p(0)=0, p(\omega)$ is locally $C^{1}$, equation (21) holds and

$$
\operatorname{det} \frac{\partial p(\omega)}{\partial \omega}(0) \neq 0
$$

i.e. the mapping $p(\omega)$ possesses a local inverse $p^{-1}(\cdot)$.

Remark 5. Similarly to the linear case Assumption 3 holds selecting $p(\omega)=\omega$ and $k(\omega)=h(\pi(\omega))$.

Assumption 4. There is a mapping $\tilde{\phi}_{1}(\cdot)$ such that the zero equilibrium of the system

$$
\dot{z}=s(z)-\tilde{\phi}_{1}(z) l(z)
$$

is locally asymptotically stable.

Remark 6. In the linear case Assumption 4 holds by observability of the pair $(L, S)$. In the nonlinear case Assumption 4 holds if, for example, the pair

$$
\left(\frac{\partial l(\omega)}{\partial \omega}(0), \frac{\partial s(\omega)}{\partial \omega}(0)\right)
$$

is observable, or detectable. Note, however, that this is not necessary. $\triangleleft$
A direct computation shows that a reduced order model, for which the zero equilibrium is locally asymptotically stable, achieving moment matching, provided equation (20) has a unique solution $p(\omega)$, is described by

$$
\begin{aligned}
\dot{\xi} & =\phi_{0}(\xi)+\frac{\partial p(\omega)}{\partial \omega} \phi_{1}(\xi) u \\
\psi & =\kappa(\xi)
\end{aligned}
$$

where $\kappa(\xi)$ and $p(\omega)$ are such that Assumption 3 holds,

$$
\phi_{1}(\xi)=\tilde{\phi}_{1}\left(p^{-1}(\xi)\right),
$$

with $\tilde{\phi}_{1}(\cdot)$ as in Assumption 4, and

$$
\phi_{0}(\xi)=\left[\frac{\partial p(\omega)}{\partial \omega}\left(s(\omega)-\phi_{1}(p(\omega)) l(\omega)\right)\right]_{\omega=p^{-1}(\xi)}
$$

### 3.4 Model Reduction by 0 -Moment Matching at $s^{\star}=0$

In this section we focus on the model reduction problem with 0 -moment matching at $s^{\star}=0$. Such a problem can be solved, under specific assumptions, without the need to solve any partial differential equation, as detailed in the following statement.

Proposition 1 (0-moment matching at $s^{\star}=0$ ). Consider system (15) and the signal generator $\dot{\omega}=0, \theta=\omega$. Assume the zero equilibrium of the system

$$
\dot{x}=f(x, 0)
$$

is locally exponentially stable. Then the zero moment of system (15) is (locally) well defined and given by $h(\pi(\omega))$, with $\pi(\omega)$ the unique solution of the algebraic equation

$$
f(\pi(\omega), \omega)=0
$$

Finally, a reduced order model, for which the zero equilibrium is locally asymptotically stable is given by

$$
\begin{aligned}
& \dot{\xi}=-\phi_{1}(\xi)(\xi-u), \\
& \psi=h(\pi(\xi)),
\end{aligned}
$$

with $\phi_{1}(\xi)$ such that $\phi_{1}(0)>0$.

Proof. We simply need to show that equation (20) has a unique solution. For, note that, in this case, equation (20) rewrites as

$$
\left.-\phi_{1}(p(\omega))(p(\omega)-\omega)\right)=0
$$

which, by positivity of $\phi_{1}(\cdot)$, has indeed a unique solution.
Example 2. The averaged model of the DC-to-DC Ćuk converter is given by the equations [24]

$$
\begin{align*}
L_{1} \frac{d}{d t} i_{1} & =-(1-u) v_{2}+E \\
C_{2} \frac{d}{d t} v_{2} & =(1-u) i_{1}+u i_{3} \\
L_{3} \frac{d}{d t} i_{3} & =-u v_{2}-v_{4}  \tag{22}\\
C_{4} \frac{d}{d t} v_{4} & =i_{3}-G v_{4} \\
y & =v_{4}
\end{align*}
$$

where $i_{1}(t) \in \mathbb{R}^{+}$and $i_{3}(t) \in \mathbb{R}^{-}$describe currents, $v_{2}(t) \in \mathbb{R}^{+}$and $v_{4}(t) \in$ $\mathbb{R}^{-}$voltages, $L_{1}, C_{2}, L_{3}, C_{4}, E$ and $G$ positive parameters and $u(t) \in(0,1)$ a continuous control signal which represents the slew rate of a PWM circuit used to control the switch position in the converter.

The 0 -moment of the system at $s^{\star}=0$ is

$$
h(\pi(\omega))=\frac{\omega}{\omega-1} E
$$

and a locally asymptotically stable reduced order model achieving moment matching at $s^{\star}=0$ is

$$
\begin{aligned}
\dot{\xi} & =-\phi_{1}(\xi)(\xi-u), \\
\psi & =E \frac{\xi}{\xi-1}
\end{aligned}
$$

with $\phi_{1}(0)>0$, which is well-defined for $\xi \neq 1$. This is consistent with the fact that the 0 -moment at $s^{\star}=0$ is defined for $\omega \neq 1$.

## 4 Summary

The model reduction problem by moment matching for linear systems has been revisited with the goal to provide the basic tools to develop a theory for nonlinear systems. In addition, for linear systems, a novel model reduction procedure, which allows to assign the eigenvalues of the reduced order model, has been developed. In the case of nonlinear system we have provided an enhancement of the notion of moment, thus paving the way for the development of a nonlinear model reduction theory based on the notion of moment matching.
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Summary. The problem of global state regulation by output feedback is investigated for a family of uncertain nonlinear systems that are bounded by a triangular system with unknown parameters. The bounding system is allowed to depend linearly on the unmeasurable states but nonlinearly on the systems output. Using the idea of universal control, together with the recent advance in nonlinear output feedback design, we develop a non-identifier based output feedback control scheme achieving, in the presence of nonlinear parameterization, global asymptotic state regulation as well as boundedness of the closed-loop system. The main contribution of the paper is two-fold: 1) the polynomial growth condition imposed in the previous work [6] is removed in this work; 2) an extension to uncertain cascade systems with zero-dynamics is carried out under mild structural and ISS conditions.

## 1 Introduction

We consider a family of nonlinear systems with unknown parameters described by equations of the form

$$
\begin{align*}
\dot{x}_{1} & =x_{2}+\phi_{1}(x, \bar{\theta}) \\
\dot{x}_{2} & =x_{3}+\phi_{2}(x, \bar{\theta}) \\
& \vdots \\
\dot{x}_{n} & =u+\phi_{n}(x, \bar{\theta}) \\
y & =x_{1} \tag{1}
\end{align*}
$$

[^34]where $x=\left(x_{1}, \cdots, x_{n}\right)^{T} \in \mathbb{R}^{\mathrm{n}}, u \in \mathbb{R}$ and $y \in \mathbb{R}$ are the system state, input and output, respectively, $\bar{\theta} \in R^{s}$ is an unknown constant vector. The functions $\phi_{i}: R^{n} \times R^{s} \rightarrow R, i=1, \ldots, n$ are locally Lipschitz continuous in $x$, with $\phi_{i}(0, \bar{\theta})=0$, and need not to be precisely known.

The purpose of this work is to investigate the problem of global state regulation via output feedback for the nonlinear system (1) with parameter uncertainty. To address such a control problem, we make the following assumption throughout this paper.

Assumption 1. There exist a $C^{1}$ function $c(y) \geq 1$ and an unknown constant $\theta \geq 0$, such that for $i=1, \cdots, n$,

$$
\begin{equation*}
\left|\phi_{i}(x, \bar{\theta})\right| \leq\left(\left|x_{1}\right|+\cdots+\left|x_{i}\right|\right) c(y) \theta \tag{2}
\end{equation*}
$$

Under Assumption 1 with $\theta$ being a known constant, various results have been obtained for global stabilization of the uncertain system (1) by output feedback. In the work [12], global output feedback stabilization was proved, among the other things, to be possible for the two-dimensional system (1) (see Corollary 3.1 in [12]). For the $n$-dimensional nonlinear system (1), the same conclusion was obtained under the extra requirement that $c(y)$ in (2) be a polynomial function [11]. The polynomial restriction on $c(y)$ was removed later on in $[5,18]$, where global stabilization of (1) was shown to be possible by output feedback as long as $c(y)$ is a $C^{1}$ function of $y$. The results of $[5,18]$ were motivated by the work [10], where a novel idea was presented for updating the observer gain on line through a Riccati differential equation.

When $\theta$ in (2) is an unknown constant, the question of how to achieve global adaptive stabilization of the uncertain system (1) by output feedback was only investigated recently. Under Assumption 1 with $c(y)$ being a constant or a polynomial function of $y$, universal control schemes have been proposed in $[7,6]$, providing solutions to the problem of global state regulation of the nonlinearly parameterized system (1) by output feedback.

The objective of this paper is to show that the polynomial condition imposed on $c(y)$ [6] can be relaxed and Assumption 1 alone suffices to ensure the solvability of the global adaptive stabilization by output feedback for the nonlinear parameterized system (1). This will be done by constructing a reduced-order adaptive observer and a non-identifier based output feedback controller. Our controller takes advantage of both the output feedback control schemes proposed in $[5,18]$ and the universal control strategy $[17,3,1,13]$. Notably, the robust output feedback design in this paper is substantially different from the one in [6], which relies crucially on the linear structure of the dynamic output compensator, and hence is hard to be extended to the uncertain system (1) satisfying Assumption 1.

In the case when $c(y)$ is not a polynomial function, one of the major difficulties to be faced is that the idea of building a full-order observer in which the observer gain $L$ is dynamically tuned by the estimate error $e_{1}=x_{1}-\hat{x}_{1}$, as illustrated in $[7,6]$, is not feasible and cannot be adopted. This is because so
far, only a reduced-order (instead of full-order) observer based control scheme has been developed for the output feedback stabilization of system (1) without parameter uncertainty $[5,18]$.

Therefore, in the presence of both the unknown parameter $\theta$ and the nonpolynomial function $c(y)$, how to design a reduced-order adaptive observer as well as dynamic updated laws for the observer gains are two critical questions which need to be investigated. Another technical issue is: due to the use of a reduced-order observer, the proof of the boundedness of the system output $y=x_{1}$ is quite involved and requires a tedious argument, as indicated by Claim 3 in the appendix.

The main contribution of this paper is the following theorem which addresses not only the critical issues discussed above but also solves the problem of global state regulation of the uncertain system (1) via output feedback.

Theorem 1. Under Assumption 1, there exists a $C^{1}$ universal output feedback controller of the form

$$
\begin{align*}
\dot{\hat{z}}_{2} & =\hat{z}_{3}+r^{2} a_{3} y-\dot{r} a_{2} y-r a_{2} \hat{z}_{2}-r^{2} a_{2}^{2} y \\
\dot{\hat{z}}_{3} & =\hat{z}_{4}+r^{3} a_{4} y-2 r \dot{r} a_{3} y-r^{2} a_{3} \hat{z}_{2}-r^{3} a_{3} a_{2} y \\
& \vdots  \tag{3}\\
\dot{\hat{z}}_{n} & =u-(n-1) r^{n-2} \dot{r} a_{n} y-r^{n-1} a_{n} \hat{z}_{2}-r^{n} a_{n} a_{2} y \\
u & =-r^{n}\left[k_{2} \frac{\hat{z}_{2}+r a_{2} y+N y c^{2}(y)}{r}+k_{3} \frac{\hat{z}_{3}+r^{2} a_{3} y}{r^{2}}\right. \\
& \left.+\cdots+k_{n} \frac{\hat{z}_{n}+r^{n-1} a_{n} y}{r^{n-1}}\right] \tag{4}
\end{align*}
$$

with the gains $r=L M$ and $N$ being updated by

$$
\begin{align*}
\dot{M} & =-\alpha M+\Delta(y, N),  \tag{5}\\
\dot{L} & =M^{2} y^{2} c^{2}(y)+\frac{\left[\hat{z}_{2}+r a_{2} y+N y c^{2}(y)\right]^{2}}{r^{2}}  \tag{6}\\
\dot{N} & =y^{2} c^{2}(y) \tag{7}
\end{align*}
$$

such that for every $(x(0), \hat{z}(0)) \in R^{n} \times R^{n-1}$ and $M(0)=L(0)=N(0)=1$, all the states $(x, \hat{z}, M, L, N)$ of the closed-loop system (1)-(3)-(7) are well-defined and bounded $\forall t \in[0,+\infty)$. Moreover,

$$
\lim _{t \rightarrow+\infty}(x(t), \hat{z}(t))=(0,0)
$$

where $a_{i}>0$ and $b_{i}>0, i=2, \cdots, n$ are the coefficients of the Hurwitz polynomial $s^{n-1}+h_{2} s^{n-2}+\cdots+h_{n-1} s+h_{n}$ with $h_{i}=a_{i}$ or $h_{i}=k_{n-i+2}$, $\alpha>0$ is a suitable constant and $\Delta(y, N) \geq \alpha$ is a smooth function, both of them can be explicitly determined, for instance, by (26)-(27).
Remark 1. For the sake of simplicity, we use the notation $\dot{r}=\dot{L} M+L \dot{M}$ in the compensator (3) directly. From the gain-update laws (5)-(7), it is clear that $\dot{r}$ is a function of $\left(L, M, N, \hat{z}_{2}, x_{1}\right)$ and hence (3) is implementable. $\triangleleft$

Remark 2. The dynamic output compensator (3)-(7) is composed of the reduced-order observer (3), the controller (4) and the gain update laws (5)(7). While the reduced-observer based feedback controller (3)-(4) and the gain updated law (5) are, as done in $[18,5]$, used to achieve global stabilization of the nonlinear system (1), the gain tuning laws (6)-(7) for $L$ and $N$ are motivated by the design of universal controllers [ $6,4,14,2,19]$, and employed to handle the parameter uncertainty of the controlled plant (1). In contrast to the previous work [6] in which the adaptive control scheme relied heavily on the linear structure of an output compensator and a full-order observer, here we design the reduced-order observer (3) and nonlinear output feedback control law (4) to deal with the non-polynomial growth condition (2). Another difference is that in addition to the observer gains $L(t)$ and $M(t)$, an extra gain $N(t)$ is also introduced and needs to be updated dynamically. As we shall see in the next section, the introduction of the two dynamic gain update laws (6)-(7) are key in proving Theorem 1.

A preliminary version of this work [8] was presented at the American Control Conference, Minneapolis, in June, 2006.

## 2 Proof of the Main Result

In this section, we give a constructive proof of the main result of this paper: Theorem 1. The proof reveals the key idea and motivation behind the construction of the universal output feedback controller (3)-(7) which results in, under Assumption 1, a solution to the problem of global state regulation of the uncertain system (1) via output feedback.

To make the proof easy to follow, we break it up into four parts.

## (1) A Reduced-Order Observer and the Closed-Loop System

We begin by observing that (3) can be viewed as a reduced-order observer that estimates the unmeasurable states $z_{i}=x_{i}-r^{i-1} a_{i} x_{1}, i=2, \cdots, n$. With this observation in mind, define the estimated states $\hat{x}_{i}=\hat{z}_{i}+r^{i-1} a_{i} x_{1}$ for $i=2, \cdots, n$. Then, it is easy to verify that

$$
\begin{align*}
\dot{\hat{x}}_{2} & =\hat{x}_{3}+r a_{2}\left(x_{2}-\hat{x}_{2}\right)+r a_{2} \phi_{1}(x, \bar{\theta}) \\
& \vdots  \tag{8}\\
\dot{\hat{x}}_{n} & =u+r^{n-1} a_{n}\left(x_{2}-\hat{x}_{2}\right)+r^{n-1} a_{n} \phi_{1}(x, \bar{\theta})
\end{align*}
$$

which is nothing but a reduced-order, "state estimator" for the partial state $\left(x_{2}, \cdots, x_{n}\right)$ of the uncertain system (1).

Let $e_{i}=x_{i}-\hat{x}_{i}=x_{i}-\hat{z}_{i}-r^{i-1} a_{i} x_{1}, i=2, \cdots, n$ be the estimated errors. From (1) and (8), it is easy to see that the error dynamics are given by

$$
\begin{align*}
\dot{e}_{2} & =e_{3}-r a_{2} e_{2}+\phi_{2}(x, \bar{\theta})-r a_{2} \phi_{1}(x, \bar{\theta}) \\
& \vdots  \tag{9}\\
\dot{e}_{n} & =-r^{n-1} a_{n} e_{2}+\phi_{n}(x, \bar{\theta})-r^{n-1} a_{n} \phi_{1}(x, \bar{\theta}) .
\end{align*}
$$

As done in $[5,18]$, we introduce the change of coordinates

$$
\begin{array}{lr}
\xi_{2}=\frac{\hat{x}_{2}+N y c^{2}(y)}{r}, & \varepsilon_{2}=\frac{e_{2}}{r}  \tag{10}\\
\xi_{i}=\frac{\hat{x}_{i}}{r^{i-1}}, & \varepsilon_{i}=\frac{e_{i}}{r^{i-1}}, \quad i=3, \cdots, n .
\end{array}
$$

In the new coordinates, (8)-(9) can be rewritten as

$$
\begin{align*}
& \dot{\xi}_{2}=r \xi_{3}+a_{2} r \varepsilon_{2}+a_{2} \phi_{1}(\cdot)-\frac{\dot{r}}{r} \xi_{2}+\frac{1}{r} \dot{N} y c^{2}(y) \\
& \\
& \quad \begin{array}{l}
+\frac{N}{r} \frac{\partial\left(y c^{2}(y)\right)}{\partial y}\left(r \varepsilon_{2}+r \xi_{2}-N y c^{2}(y)+\phi_{1}(\cdot)\right) \\
\\
\dot{\xi}_{n}
\end{array}=\frac{u}{r^{n-1}}+a_{n} r \varepsilon_{2}+a_{n} \phi_{1}(\cdot)-(n-1) \frac{\dot{r}}{r} \xi_{n}  \tag{11}\\
& \dot{\varepsilon}_{2}
\end{align*}=r \varepsilon_{3}-r a_{2} \varepsilon_{2}+\frac{\phi_{2}(\cdot)}{r}-a_{2} \phi_{1}(\cdot)-\frac{\dot{r}}{r} \varepsilon_{2} .
$$

In view of (4)-(11)-(12) and (10), the closed-loop system can be expressed in the following compact form

$$
\begin{align*}
\dot{\varepsilon}= & r A \varepsilon+\Phi(\cdot)-\mathbf{a} \phi_{1}(\cdot)-\frac{\dot{r}}{r} D_{n-1} \varepsilon \\
\dot{x}_{1}= & r \varepsilon_{2}+r \xi_{2}-N y c^{2}(y)+\phi_{1}(\cdot)  \tag{13}\\
\dot{\xi}= & r B \xi+\mathbf{a}\left(r \varepsilon_{2}+\phi_{1}(\cdot)\right)-\frac{\dot{r}}{r} D_{n-1} \xi \\
& +\frac{\mathbf{b}}{r}\left[N \frac{\partial\left(y c^{2}(y)\right)}{\partial y}\left(r \varepsilon_{2}+r \xi_{2}-N y c^{2}(y)+\phi_{1}(\cdot)\right)+y^{3} c^{4}(y)\right]
\end{align*}
$$

where $r=L M$ and the gains $L(t), M(t)$ and $N(t)$ are tuned by (5)-(7). In addition,

$$
\begin{aligned}
& \Phi(\cdot)=\left[\frac{\phi_{2}(x, \bar{\theta})}{r}, \frac{\phi_{3}(x, \bar{\theta})}{r^{2}}, \cdots, \frac{\phi_{n}(x, \bar{\theta})}{r^{n-1}}\right]^{T} \\
& \varepsilon=\left(\varepsilon_{2}, \cdots, \varepsilon_{n}\right)^{T}, \xi=\left(\xi_{2}, \cdots, \xi_{n}\right)^{T}, \mathbf{a}=\left(a_{2}, \cdots, a_{n}\right)^{T} \\
& \mathbf{b}=(1,0, \cdots, 0)^{T} \in R^{n-1}, D_{n-1}=\operatorname{diag}\{1, \cdots, n-1\} \text { and }
\end{aligned}
$$

$$
A=\left[\begin{array}{cccc}
-a_{2} & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-a_{n-1} & 0 & \cdots & 1 \\
-a_{n} & 0 & \cdots & 0
\end{array}\right], \quad B=\left[\begin{array}{cccc}
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1 \\
-k_{2} & -k_{3} & \cdots & -k_{n}
\end{array}\right]
$$

Observe that starting from every $\left(x_{1}(0), \xi(0), \varepsilon(0)\right) \in \mathbb{R} \times \mathbb{R}^{\mathrm{n}-1} \times \mathbb{R}^{\mathrm{n}-1}$ and $N(0)=L(0)=M(0)=1$, the closed-loop system (13)-(5)-(7) satisfies a local Lipschitz condition in a neighborhood of the initial condition (by construction, $L(t) \geq 1, M(t) \geq 1$ and $N(t) \geq 1$ for some small $t>0$ ), and hence has a unique solution $\left(N(t), L(t), M(t), x_{1}(t), \xi(t), \varepsilon(t)\right)$ on a small time interval $[0, T)$. Without loss of generality, suppose that this solution can be extended to the maximal interval $\left[0, T_{f}\right.$ ) for some $T_{f}$, with $0<T_{f} \leq+\infty$.

## (2) Stability Analysis

Using the matrix lemma in [11, 5], we can suitably choose the coefficients $a_{i}$ and $k_{i}$ in the Hurwitz matrices $A$ and $B$ defined above, so that there exist $P=P^{T}>0$ and $Q=Q^{T}>0$ satisfying

$$
\begin{align*}
A^{T} P+P A \leq-I, & c_{1} I \leq D P+P D \leq c_{2} I \\
B^{T} Q+Q B \leq-2 I, & c_{3} I \leq D Q+Q D \leq c_{4} I \tag{14}
\end{align*}
$$

where $D=D_{n-1}-\frac{1}{2} I$ and $c_{i}>0, i=1, \cdots, 4$ are real constants.
Now, consider the Lyapunov function

$$
\begin{equation*}
V_{1}=m r \varepsilon^{T} P \varepsilon+r \xi^{T} Q \xi+\frac{1}{2} y^{2} \tag{15}
\end{equation*}
$$

where $m=\|Q \mathbf{a}\|^{2}+1$. A simple calculation gives

$$
\begin{align*}
\dot{V}_{1} \leq & -m r^{2}\|\varepsilon\|^{2}+2 m r \varepsilon^{T} P \Phi(\cdot)-2 m r \varepsilon^{T} P \mathbf{a} \phi_{1}(\cdot)-m \dot{r} \varepsilon^{T}(D P+P D) \varepsilon \\
& -\dot{r} \xi^{T}(D Q+Q D) \xi-2 r^{2}\|\xi\|^{2}+2 \xi^{T} Q\left(r^{2} \mathbf{a} \varepsilon_{2}+r \mathbf{a} \phi_{1}(\cdot)+\mathbf{b} y^{3} c^{4}(y)\right) \\
& +2 \xi^{T} Q \mathbf{b} N \frac{\partial\left(y c^{2}(y)\right)}{\partial y}\left[r \varepsilon_{2}+r \xi_{2}-N y c^{2}(y)+\phi_{1}\right] \\
& +y\left(r \varepsilon_{2}+r \xi_{2}-N y c^{2}(y)+\phi_{1}(\cdot)\right) . \tag{16}
\end{align*}
$$

From the gain updated laws (5)-(6), it is easy to prove that $\forall t \in\left[0, T_{f}\right)$, $L(t) \geq L(0)=1$ and $M(t) \geq M(0)=1$. Hence, $r(t)=L(t) M(t) \geq r(0)=1$. Using this fact, one can deduce from (10) and Assumption 1 that

$$
\begin{aligned}
\left|\Phi_{i}(\cdot)\right|=\left|\frac{1}{r^{i-1}} \phi_{i}(x, \bar{\theta})\right| \leq & \frac{1}{r^{i-1}} \theta c(y)\left(|y|+N|y| c^{2}(y)+r\left|\xi_{2}\right|+\cdots\right. \\
& \left.+r^{i-1}\left|\xi_{i}\right|+r\left|\varepsilon_{2}\right|+\cdots+r^{i-1}\left|\varepsilon_{i}\right|\right) \\
\leq & \theta c(y)\left[\frac{1}{r}|y|\left(1+N c^{2}(y)\right)+(n-1)^{\frac{1}{2}}(\|\varepsilon\|+\|\xi\|)\right]
\end{aligned}
$$

and

$$
\|\Phi(\cdot)\| \leq \frac{(n-1)^{\frac{1}{2}}}{r} \theta c(y)|y|\left(1+N c^{2}(y)\right)+\theta(n-1) c(y)(\|\varepsilon\|+\|\xi\|) .
$$

The last inequality, in turn, leads to

$$
\begin{aligned}
& \left|2 m r \varepsilon^{T} P \Phi(\cdot)\right| \leq 2 m\|P\|(n-1)^{\frac{1}{2}} \theta\|\varepsilon\| c(y)|y|\left(1+N c^{2}(y)\right) \\
& +2 m r\|P\|(n-1) \theta\|\varepsilon\| c(y)(\|\varepsilon\|+\|\xi\|) \\
& \leq \theta_{1}\|\varepsilon\|^{2}+\left(\left(1+N c^{2}(y)\right)^{2}+c^{4}(y)\right)\|\varepsilon\|^{2}+\theta_{1} c^{2}(y) y^{2} \\
& \\
& +\frac{r^{2}}{8}\|\varepsilon\|^{2}+\frac{r^{2}}{8}\|\xi\|^{2}(17)
\end{aligned}
$$

where $\theta_{1}$ is a suitable unknown constant depending on $\theta$.
Without loss of generality, from now on we use $\theta_{1} \geq 1$ to represent a generic unknown constant depending on $\theta$, which may be implicitly changed from places to places.

By the completion of square, the following estimations can be obtained:

$$
\begin{align*}
\left|2 m r \phi_{1}(\cdot) \varepsilon^{T} P \mathbf{a}\right| & \leq \frac{r^{2}}{8}\|\varepsilon\|^{2}+\theta_{1} c^{2}(y) y^{2} \\
\left|2 r^{2} \varepsilon_{2} \xi^{T} Q \mathbf{a}\right| & \leq\|Q \mathbf{a}\|^{2} r^{2}\|\varepsilon\|^{2}+r^{2}\|\xi\|^{2} \\
\left|2 r \phi_{1}(\cdot) \xi^{T} Q \mathbf{a}\right| & \leq \frac{r^{2}}{8}\|\xi\|^{2}+\theta_{1} c^{2}(y) y^{2} \tag{18}
\end{align*}
$$

and

$$
\begin{align*}
&\left|2 N \frac{\partial\left(y c^{2}(y)\right)}{\partial y} \phi_{1} \xi^{T} Q \mathbf{b}\right| \leq N^{2}\left(\frac{\partial\left(y c^{2}(y)\right)}{\partial y}\right)^{2}\|\xi\|^{2}+\theta_{1} c^{2}(y) y^{2}  \tag{19}\\
&\left|2 N \frac{\partial\left(y c^{2}(y)\right)}{\partial y}\left(r \varepsilon_{2}+r \xi_{2}\right) \xi^{T} Q \mathbf{b}\right| \leq \frac{r^{2}}{8}\left(\|\xi\|^{2}+\|\varepsilon\|^{2}\right) \\
&+16\|Q \mathbf{b}\|^{2}\left(N \frac{\partial\left(y c^{2}(y)\right)}{\partial y}\right)^{2}\|\xi\|^{2} \tag{20}
\end{align*}
$$

Moreover, observe that

$$
\begin{align*}
& \left|2\left(y^{3} c^{4}(y)-N^{2} y c^{2}(y) \frac{\partial\left(y c^{2}(y)\right)}{\partial y}\right) \xi^{T} Q \mathbf{b}\right| \\
\leq & \left(y^{4} c^{6}(y)+N^{4} c^{2}(y)\left(\frac{\partial\left(y c^{2}(y)\right)}{\partial y}\right)^{2}\right)\|\xi\|^{2}+2\|Q \mathbf{b}\|^{2} c^{2}(y) y^{2} \tag{21}
\end{align*}
$$

and

$$
\begin{equation*}
y\left(r \varepsilon_{2}+r \xi_{2}-N y c^{2}(y)+\phi_{1}(\cdot)\right) \leq \frac{r^{2}}{8}\left(\varepsilon_{2}^{2}+\xi_{2}^{2}\right)-\left(N-\theta_{1}\right) c^{2}(y) y^{2} \tag{22}
\end{equation*}
$$

Now, substituting the estimations (17)-(22) into (16) yields

$$
\begin{align*}
\dot{V}_{1} \leq & -\frac{r^{2}}{2}\|\varepsilon\|^{2}+h_{1}(y, N)\|\varepsilon\|^{2}+\theta_{1}\|\varepsilon\|^{2}-m \dot{r} \varepsilon^{T}(D P+P D) \varepsilon-\frac{r^{2}}{2}\|\xi\|^{2} \\
& -\dot{r} \xi^{T}(D Q+Q D) \xi-\left[N-\theta_{1}\right] c^{2}(y) y^{2}+h_{2}(y, N)\|\xi\|^{2} \tag{23}
\end{align*}
$$

where

$$
\begin{align*}
& h_{1}(y, N)=\left(1+N c^{2}(y)\right)^{2}+c^{4}(y)  \tag{24}\\
& \begin{aligned}
& h_{2}(y, N)=\left(1+16\|Q \mathbf{b}\|^{2}\right) N^{2}\left(\frac{\partial\left(y c^{2}(y)\right)}{\partial y}\right)^{2}+y^{4} c^{6}(y) \\
&+N^{4} c^{2}(y)\left(\frac{\partial\left(y c^{2}(y)\right)}{\partial y}\right)^{2}
\end{aligned}
\end{align*}
$$

Using the gain update laws (5)-(6) and the fact that $\dot{r}=\dot{L} M+L \dot{M} \geq L \dot{M}$ (because $M(t) \geq M(0)=1) \forall t \in\left[0, T_{f}\right)$, it is not difficult to deduce from (14) that

$$
\begin{aligned}
-m \dot{r} \varepsilon^{T}(D P+P D) \varepsilon & \leq-m L \dot{M} \varepsilon^{T}(D P+P D) \varepsilon \\
& \leq c_{2} m r \alpha\|\varepsilon\|^{2}-c_{1} m \Delta(y, N)\|\varepsilon\|^{2}
\end{aligned}
$$

and

$$
-\dot{r} \xi^{T}(D Q+Q D) \xi \leq c_{4} r \alpha\|\xi\|^{2}-c_{3} \Delta(y, N)\|\xi\|^{2}
$$

With this in mind, it follows from (23) that $\forall t \in\left[0, T_{f}\right)$

$$
\begin{aligned}
\dot{V}_{1} \leq & -\left(\frac{r^{2}}{2}-\theta_{1}-c_{2} m \alpha r\right)\|\varepsilon\|^{2}-\left(\frac{r^{2}}{2}-c_{4} r \alpha\right)\|\xi\|^{2}-\left(N-\theta_{1}\right) c^{2}(y) y^{2} \\
& -\left(c_{1} m \Delta(y, N)-h_{1}(y, N)\right)\|\varepsilon\|^{2}-\left(c_{3} \Delta(y, N)-h_{2}(y, N)\right)\|\xi\|^{2} .
\end{aligned}
$$

By choosing the parameter $\alpha$ and $\Delta(y, N)$ as

$$
\begin{align*}
& 0<\alpha<\frac{1}{4\left(c_{4}+2 \lambda_{\max }(Q)\right)}  \tag{26}\\
& \Delta(y, N) \geq \frac{1}{c_{1} m} h_{1}(\cdot)+\frac{1}{c_{3}} h_{2}(\cdot)+\alpha \tag{27}
\end{align*}
$$

we arrive at $\forall t \in\left[0, T_{f}\right)$

$$
\begin{align*}
\dot{V}_{1} & \leq-\left(\frac{r}{2}-\theta_{1}\right) r\|\varepsilon\|^{2}-\frac{r^{2}}{4}\|\xi\|^{2}-\left(N-\theta_{1}\right) c^{2}(y) y^{2} \\
& \leq-\left(\frac{L}{2}-\theta_{1}\right) r\|\varepsilon\|^{2}-\frac{M^{2}}{4}\|\xi\|^{2}-\left(N-\theta_{1}\right) c^{2}(y) y^{2} . \tag{28}
\end{align*}
$$

With the aid of the Lyapunov inequality (28), it can be proved that all the states $\left(x_{1}, \xi, \varepsilon, L, M, N\right)$ of the closed-loop system (13)-(5)-(6)-(7) are bounded on $\left[0, T_{f}\right)$, as illustrated below.

## (3) Boundedness of the Closed-Loop System

It is worth pointing out that the boundedness of the closed-loop system would follow immediately from the Lyapunov inequality (28), if $\theta$ was a known constant. For instance, one can pick constant gains $L=2 \theta_{1}+\frac{1}{2}$ and $N=\theta_{1}+\frac{1}{4}$ in (28), so that $\dot{V}_{1} \leq-\frac{1}{4}\left(\|\varepsilon\|^{2}+\|\xi\|^{2}+y^{2}\right)($ as $c(y) \geq 1)$, which implies the boundedness of $\varepsilon, \xi$ and $y$ on $\left[0, T_{f}\right)$.

When $\theta$ is an unknown constant, the boundedness of the states, i.e. $\left(x_{1}, \xi, \varepsilon, L, M, N\right)$, does not follow straightforwardly from (28) and a delicate analysis based on the inequality (28) is needed. Clearly, one cannot find constant gains $L$ and $N$ making the coefficients $\frac{L}{2}-\theta_{1}$ and $N-\theta_{1}$ positive, because they depend on the unknown parameter $\theta$.

Fortunately, with the help of the proposed gain update laws (5)-(7), we can deduce from the Lyapunov inequality (28) the following important conclusion.

Proposition 1. All the state variables of the closed-loop system (13)-(5)-(6)(7), i.e., the dynamic gains $(L, M, N)$ and the states $(y, \varepsilon, \xi)$, are bounded on the maximal interval $\left[0, T_{f}\right)$.

The proof of Proposition 1 involves tedious contradiction arguments and hence is given in the appendix. Using Proposition 1, one concludes immediately that $T_{f}=+\infty$. If not, $T_{f}$ would be the finite-escape time of the closed-loop system. Therefore, the dynamic system (13)-(5)-(6)-(7) would blow up at $t=T_{f}$, a contradiction to the fact that the system (13)-(5)-(6)-(7) is bounded on the maximal interval $\left[0, T_{f}\right)$, and hence by continuity also bounded at $t=T_{f}$.

In summary, from the Lyapunov inequality (28) it is concluded that the closed-loop system (13)-(5)-(6)-(7) has a unique solution and is bounded on $[0,+\infty)$.

## (4) Convergence of the States $(\varepsilon, y, \xi)$ of System (13)

Using the boundedness of $N, L, M, x_{1}, \varepsilon, \xi$ on $[0,+\infty)$, one can show that $y, \varepsilon$ and $\xi$ are not only $L_{\infty}$ but also $L_{2}$. In fact, the $L_{2}$ property of $y$ follows from (7) and the fact that $c(y) \geq 1$. The boundedness of $\int_{0}^{\infty}\|\varepsilon\|^{2} d t$ can be deduced from (10)-(44) and the inequality (50), together with the fact that $1 \leq M<+\infty$ and $1 \leq L<+\infty$. Similarly, the square integrability of $\xi$ follows from (51) and (44).

Finally, it is easy to see from the closed-loop system (13)-(5)-(6)-(7) that $\dot{x}_{1}(t), \dot{\varepsilon}(t), \dot{\xi}(t) \in L_{\infty}$. By the Barbalat's Lemma, we have

$$
\lim _{t \rightarrow+\infty} x_{1}(t)=0, \quad \lim _{t \rightarrow+\infty} \varepsilon(t)=0 \quad \text { and } \quad \lim _{t \rightarrow+\infty} \xi(t)=0,
$$

which, in turn, leads to

$$
\lim _{t \rightarrow+\infty}\left(x(t), \hat{z}_{2}(t), \cdots, \hat{z}_{n}(t)\right)=0
$$

## 3 Extension and Discussion

So far, we have addressed the problem of global state regulation by output feedback for the uncertain system (1) satisfying Assumption 1. The purpose of this section is to discuss briefly how Theorem 1 can be extended, under appropriate conditions, to a class of uncertain systems with zero-dynamics of the form

$$
\begin{align*}
\dot{Z} & =f(Z, x, \bar{\theta}) \\
\dot{x}_{1} & =x_{2}+\phi_{1}(Z, x, \bar{\theta}) \\
\dot{x}_{2} & =x_{3}+\phi_{2}(Z, x, \bar{\theta}) \\
& \vdots \\
\dot{x}_{n} & =u+\phi_{n}(Z, x, \bar{\theta}) \\
y & =x_{1} \tag{29}
\end{align*}
$$

where $Z \in R^{m}$ and $x \in R^{n}$ are the system states, and the functions $f$ : $\mathbb{R}^{\mathrm{m}} \times \mathbb{R}^{\mathrm{n}} \times \mathbb{R}^{\mathrm{s}} \rightarrow \mathbb{R}^{\mathrm{m}}$ and $\phi_{i}: \mathbb{R}^{\mathrm{m}} \times \mathbb{R}^{\mathrm{n}} \times \mathbb{R}^{\mathrm{s}} \rightarrow \mathbb{R}, \mathrm{i}=1, \cdots, \mathrm{n}$, are locally Lipschitz continuous in $(Z, x)$ with $f(0,0, \bar{\theta})=0$ and $\phi_{i}(0,0, \bar{\theta})=0 \forall \bar{\theta}$.

Remark 3. In view of the separation lemma introduced in [9] (see Lemma 2.5), it is not difficult to show that if $\phi_{i}(\cdot)$ is $C^{1}$ with respect to all the variables and $\phi_{i}(0,0, \bar{\theta})=0, \phi_{i}(\cdot)$ can always be decomposed into the form

$$
\begin{align*}
& \left|\phi_{i}(Z, x, \bar{\theta})\right| \leq \bar{\alpha}_{i}(\bar{\theta}, Z)\|Z\|+\bar{\beta}_{i}(\bar{\theta}, x)\|x\| \\
& \quad \leq \alpha_{i}(\bar{\theta}) \gamma_{i}(Z)\|Z\|+\beta_{i}(\bar{\theta}) b_{i}(x)\left(\left|x_{1}\right|+\cdots+\left|x_{n}\right|\right) \tag{30}
\end{align*}
$$

where $\alpha_{i}(\bar{\theta}) \geq 1, \gamma_{i}(Z) \geq 1 \quad \beta_{i}(\bar{\theta}) \geq 1$ and $b_{i}(x) \geq 1$ are $C^{1}$ functions. $\triangleleft$
Note that global stabilization of system (29) via output feedback is usually impossible without imposing certain growth conditions on $\phi_{i}(\cdot)$, particularly, on the unmeasurable states $\left(Z, x_{2}, \cdots, x_{n}\right)$. Keeping this in mind and in view of Remark 3 as well as the assumption of Theorem 1, it is natural to assume that system (29) satisfies the following conditions.

Assumption 2. There exist smooth functions $\gamma: R^{m} \mapsto[1,+\infty), c: R \mapsto$ $[1,+\infty)$ and an unknown constant $\theta \geq 0$ such that for $i=1, \cdots, n$,

$$
\begin{equation*}
\left|\phi_{i}(Z, x, \bar{\theta})\right| \leq \theta \gamma(Z)\|Z\|+\theta c(y)\left(\left|x_{1}\right|+\cdots+\left|x_{i}\right|\right) . \tag{31}
\end{equation*}
$$

Assumption 3. There is a $C^{2}$ Lyapunov function $U_{0}(Z)$, which is positive definite and proper, such that

$$
\begin{equation*}
\frac{\partial U_{0}(Z)}{\partial z} f(Z, x, \bar{\theta}) \leq-\|Z\|^{2}+\theta \hat{K}_{0}(y) y^{2} \tag{32}
\end{equation*}
$$

where $\hat{K}_{0}(y) \geq 0$ is a known smooth function.

It is not difficult to see that Assumption 2 is a natural generalization of Assumption 1, while Assumption 3 is an ISS condition [16] imposed on the zero-dynamics.

Remark 4. Using the idea of changing supply rate [15], one can construct the Lyapunov function

$$
\begin{equation*}
V_{0}(Z)=\int_{0}^{U_{0}(Z)} \rho(s) d s \tag{33}
\end{equation*}
$$

with $\rho(s)>0$ being a $C^{0}$ nondecreasing function. By construction, $V_{0}(Z)$ is $C^{1}$, positive definite and proper. From Assumption 3 it follows that for a given smooth function $\gamma(z)$ in (31), there is a nondecreasing function $\rho(s)$ such that

$$
\begin{equation*}
\dot{V}_{0}=\rho\left(U_{0}(Z)\right) \frac{\partial U_{0}}{\partial Z} f(Z, x, \bar{\theta}) \leq-\|Z\|^{2}-\gamma^{2}(Z)\|Z\|^{2}+\theta K_{0}(y) y^{2} \tag{34}
\end{equation*}
$$

where $K_{0}(y) \geq 1$ is a known smooth function.
With the help of Remark 4 and $K_{0}(y)$ obtained in (34), the following result can be established.

Theorem 2. Under Assumptions 2 and 3, the problem of global state regulation of the uncertain cascade system (29) is solvable by output feedback, in particular, by the dynamic output compensator (3)-(7) in which $c(y)$ is replaced by $c(y)+K_{0}(y)$.

Proof. This result can be proved by using a constructive method that is in the spirit of Theorem 1. In what follows, we give only a sketchy proof.

First of all, using the same change coordinates as in (10) in which $c(y)$ is replaced by $c(y)+K_{0}(y)$, it is easy to see that the closed-loop system can be put in the form

$$
\begin{align*}
\dot{Z}= & f(Z, x, \bar{\theta}) \\
\dot{\varepsilon}= & r A \varepsilon+\Phi(\cdot)-\mathbf{a} \phi_{1}(\cdot)-\frac{\dot{r}}{r} D \varepsilon \\
\dot{x}_{1}= & r \varepsilon_{2}+r \xi_{2}-N y\left(c(y)+K_{0}(y)\right)^{2}+\phi_{1}(\cdot)  \tag{35}\\
\dot{\xi}= & r B \xi+\mathbf{a}\left(r \varepsilon_{2}+\phi_{1}(\cdot)\right)-\frac{\dot{r}}{r} D \xi+\mathbf{b} \frac{y^{3}\left(c(y)+K_{0}(y)\right)^{4}}{r} \\
& +\mathbf{b} N \frac{\partial\left(y\left(c(y)+K_{0}(y)\right)^{2}\right)}{\partial y}\left(r \varepsilon_{2}+r \xi_{2}-N y\left(c(y)+K_{0}(y)\right)^{2}+\phi_{1}(\cdot)\right)
\end{align*}
$$

Similar to section 2, without loss of generality, suppose that the closed-loop system (35) has a unique solution on the maximal interval [ $0, T_{f}$ ), with $0<$ $T_{f} \leq+\infty$.

Now, choose the Lyapunov function

$$
V_{1}=\sigma V_{0}(Z)+m r \varepsilon^{T} P \varepsilon+r \xi^{T} Q \xi+\frac{1}{2} x_{1}^{2}
$$

with $\sigma=16 m^{2}\|P \mathbf{a}\|^{2}+16\|Q \mathbf{a}\|^{2}+\|Q \mathbf{b}\|^{2}$ and $m=\|Q \mathbf{a}\|^{2}+1$.
Following the stability analysis of Theorem 1, it is not difficult to arrive at $\forall t \in\left[0, T_{f}\right)$

$$
\dot{V}_{1} \leq-\|Z\|^{2}-\left(\frac{L}{2}-\theta\right) r\|\varepsilon\|^{2}-\frac{M^{2}}{4}\|\xi\|^{2}-(N-\theta)\left(c(y)+K_{0}(y)\right)^{2} y^{2}
$$

Then, one can prove that the gains $N$ and $L$ are bounded on $\left[0, T_{f}\right)$ by using the same contradiction argument as done in Section 2. The boundedness of $N$ on $\left[0, T_{f}\right)$ implies that $Z$ and $\int_{0}^{t} \gamma^{2}(Z)\|Z\|^{2} d t$ are bounded on $\left[0, T_{f}\right)$. The rest of the proof is almost identical to that of Theorem 1. In conclusion, it can be shown that all the states of closed-loop system are bounded on $[0,+\infty)$ and

$$
\lim _{t \rightarrow+\infty} Z(t)=0, \quad \lim _{t \rightarrow+\infty} x(t)=0, \quad \text { and } \quad \lim _{t \rightarrow+\infty} \hat{z}(t)=0
$$

thus completing the proof of Theorem 2.
We conclude this section with a prototype example that demonstrates the effectiveness of Theorem 1.

Example 1. Consider the uncertain nonlinear system

$$
\begin{align*}
\dot{x}_{1} & =x_{2} \\
\dot{x}_{2} & =u+\theta_{2}\left(1+\left|x_{1}\right|^{\theta_{1}}\right) x_{2} \\
y & =x_{1} \tag{36}
\end{align*}
$$

where $\theta_{1}$ and $\theta_{2}$ represent unknown constants with $\theta_{1} \geq 0$.
When $\theta_{1}$ is known and only $\theta_{2}$ is unknown, global state regulation of the nonlinear system (36) can be achieved by output feedback, for instance, using the work [6].

In the case when $\theta_{1}$ and $\theta_{2}$ are both unknown, how to globally regulate all the states of system (36) by output feedback is an unsolved problem and cannot be dealt with by [6]. However, observe that the uncertain system (36) satisfies Assumption 1. Indeed, no matter how big of $\theta_{1}$, there exist an unknown constant $\theta=\left|\theta_{2}\right| e^{\frac{\theta_{1}^{2}}{2}} \geq 0$ and a smooth function $c(y)=e^{\frac{y^{2}}{2}}$, such that

$$
\left|\theta_{2}\left(1+\left|x_{1}\right|^{\theta_{1}}\right) x_{2}\right| \leq \theta e^{\frac{y^{2}}{2}}\left|x_{2}\right|
$$

According to Theorem 1, one can construct the universal output feedback controller (3)-(4)-(5)-(6)-(7), with the observer parameter $a_{2}=1$, controller parameter $k_{2}=1, \alpha=0.25$ and


Fig. 1. Transient response of the closed-loop system (36)-(3)-(4)-(5)-(6)-(7)

$$
\Delta(y, N)=4\left(N^{4}+1\right) e^{y^{2}}+0.25
$$

The simulation results shown in Figure 1 were obtained with the system parameters $\theta_{1}=2$ and $\theta_{2}=1$. The initial conditions are $\left(x_{1}(0), x_{2}(0), \hat{z}_{2}(0)\right)=$ $(-1,1.5,-1)$ and $N(0)=L(0)=M(0)=1$.

## 4 Conclusion

In this paper, we have removed the restriction that $c(y)$ be a polynomial function - a crucial condition assumed in [6], and generalized the universal output feedback stabilization result obtained in [6] to a larger class of uncertain nonlinear systems such as (1) satisfying Assumption 1 or the cascade system (29) with zero dynamics. These were made possible by developing a non-identifier based output feedback control scheme which takes advantage of a reducedorder observer design and further elaborates the universal control idea proposed in [6] by introducing, in addition to the observer gains $L(t)$ and $M(t)$, an extra gain $N(t)$ that also needs to be updated dynamically.

## A Proof of Proposition 1

We prove the Proposition 1 via a contradiction argument.
Suppose the closed-loop system (13)-(5)-(7) is not bounded on the maximal interval $\left[0, T_{f}\right)$. As a result,

$$
\begin{equation*}
\lim _{t \rightarrow T_{f}} \sup \left\|\left(N(t), L(t), M(t), x_{1}(t), \xi(t), \varepsilon(t)\right)\right\|=+\infty \tag{37}
\end{equation*}
$$

In what follows, we shall show that (37) leads to a contradiction.

Claim 1: The dynamic gain $N$ is bounded on the maximal interval $\left[0, T_{f}\right)$.

To see why, suppose that $\lim _{t \rightarrow T_{f}} \sup N(t)=\lim _{t \rightarrow T_{f}} N(t)=+\infty$. By construction, $M(t) \geq M(0)=1, \forall t \in\left[0, T_{f}\right)$. As a consequence, $\dot{L}=M^{2} \dot{N}+\xi_{2}^{2} \geq$ $N, \forall t \in\left[0, T_{f}\right)$. This, in turn, results in $\lim _{t \rightarrow T_{f}} \sup L(t)=\lim _{t \rightarrow T_{f}} L(t) \geq$ $N\left(T_{f}\right)=+\infty$. Thus, there exists a finite time $t_{1}^{*} \in\left[0, T_{f}\right)$, such that

$$
N(t) \geq \theta_{1}+1 \quad \text { and } \quad L(t) \geq 2 \theta_{1}+2 \quad \forall t \in\left[t_{1}^{*}, T_{f}\right)
$$

This, in view of (28), yields

$$
\dot{V}_{1} \leq-\|\varepsilon\|^{2}-\frac{1}{4}\|\xi\|^{2}-c^{2}(y) y^{2}, \quad \forall t \in\left[t_{1}^{*}, T_{f}\right)
$$

Consequently,

$$
\begin{equation*}
\int_{t_{1}^{*}}^{T_{f}} c^{2}(y) y^{2} d t \leq V_{1}\left(r\left(t_{1}^{*}\right), x_{1}\left(t_{1}^{*}\right), \xi\left(t_{1}^{*}\right), \varepsilon\left(t_{1}^{*}\right)\right)=C \tag{38}
\end{equation*}
$$

From (38), it follows that

$$
+\infty=N\left(T_{f}\right)-N\left(t_{1}^{*}\right)=\int_{t_{1}^{*}}^{T_{f}} \dot{N}(t) d t=\int_{t_{1}^{*}}^{T_{f}} c^{2}(y) y^{2} d t \leq C
$$

thus a contradiction.
In conclusion, the dynamic gain $N$ is well-defined and bounded on $\left[0, T_{f}\right)$. From $\dot{N}=c^{2}(y) y^{2}$, it is deduced that $\int_{0}^{T_{f}} c^{2}(y) y^{2} d t<+\infty$.
Claim 2: The dynamic gain $L$ is bounded on the maximal interval $\left[0, T_{f}\right.$ )

If not, by construction, $L$ is a monotone nondecreasing function. Thus, $\lim _{t \rightarrow T_{f}} \sup L(t)=\lim _{t \rightarrow T_{f}} L(t)=+\infty$. Then, there exists a finite time $t_{2}^{*} \in\left[0, T_{f}\right)$, such that

$$
L(t) \geq 2 \theta_{1}+2 \quad \text { when } \quad t_{2}^{*} \leq t<T_{f}
$$

This, together with (28), yields

$$
\begin{equation*}
\dot{V}_{1} \leq-\|\varepsilon\|^{2}-\frac{1}{4}\|\xi\|^{2}-\left(N-\theta_{1}\right) \dot{N}, \quad \forall t \in\left[t_{2}^{*}, T_{f}\right) \tag{39}
\end{equation*}
$$

Using (39) and the boundedness of $N$ on $\left[0, T_{f}\right.$ ), we arrive at

$$
\begin{gather*}
V_{1}\left(T_{f}\right) \leq-\int_{t_{2}^{*}}^{T_{f}}\left(N-\theta_{1}\right) d N+V_{1}\left(t_{2}^{*}\right)=\text { constant }  \tag{40}\\
\quad \int_{t_{2}^{*}}^{T_{f}} \xi_{2}^{2} d t \leq-4 \int_{t_{2}^{*}}^{T_{f}}\left(N-\theta_{1}\right) d N+4 V_{1}\left(t_{2}^{*}\right)=C_{1} \tag{41}
\end{gather*}
$$

According to (15) and (40), it is clear that $y$ is bounded on $\left[0, T_{f}\right)$. The boundedness of $N$ and $y$ on $\left[0, T_{f}\right)$ implies that the function $\Delta(y, N)$ defined by (27) is bounded on $\left[0, T_{f}\right.$ ) by a constant, say $\beta$. With this in mind, it is deduced from (5) that

$$
\begin{equation*}
\dot{M}=-\alpha M+\Delta(y, N) \leq-\alpha M+\beta, \quad \forall t \in\left[0, T_{f}\right) \tag{42}
\end{equation*}
$$

which leads to the conclusion that $|M(t)| \leq C, \forall t \in\left[0, T_{f}\right)$, where $C>0$ is a suitable constant.

Using this fact, together with (7) and (41), we deduce from (6) that

$$
\begin{aligned}
+\infty & =L\left(T_{f}\right)-L\left(t_{2}^{*}\right)=\int_{t_{2}^{*}}^{T_{f}} M^{2} c^{2}(y) y^{2} d t+\int_{t_{2}^{*}}^{T_{f}} \xi_{2}^{2} d t \\
& \leq C^{2}\left(N\left(T_{f}\right)-N\left(t_{2}^{*}\right)\right)+C_{1},
\end{aligned}
$$

which leads to a contradiction. Hence, $L$ must be bounded on $\left[0, T_{f}\right.$ ). As a consequence, $\int_{0}^{T_{f}}\left(M^{2} c^{2}(y) y^{2}+\xi_{2}^{2}\right) d t<+\infty$.

Claim 3: The state $x_{1}$ is bounded on the maximal interval $\left[0, T_{f}\right)$.
The proof of boundedness of $y=x_{1}$ here is quite complicated and substantially different from the case when $c(y)$ is a polynomial function [6]. This is the price we have to pay due to the use of the reduced-order observer (3) instead of the full-order observer in [6]. Notably, the boundedness property of $x_{1}$ is not straightforward to establish even in the absence of parameter uncertainty.

In what follows, we shall prove claim 3 using a Lyapunov argument that is similar to the part (2) in Section 2.

Recall that the closed-loop system can be represented as (see (9), (11) and (13))

$$
\begin{align*}
\dot{x}_{1} & =e_{2}+r \xi_{2}-N y c^{2}(y)+\phi_{1}(\cdot) \\
\dot{e}_{2} & =e_{3}-r a_{2} e_{2}+\phi_{2}(\cdot)-r a_{2} \phi_{1}(\cdot) \\
& \vdots \\
\dot{e}_{n} & =-r^{n-1} a_{n-1} e_{2}+\phi_{n}(\cdot)-r^{n-1} a_{n} \phi_{1}(\cdot)  \tag{43}\\
\dot{\xi} & =r B \xi+\mathbf{a}\left(r \varepsilon_{2}+\phi_{1}(\cdot)\right)-\frac{\dot{r}}{r} D_{n-1} \xi+\frac{\mathbf{b}}{r}\left[N \frac { \partial ( y c ^ { 2 } ( y ) ) } { \partial y } \left(r \varepsilon_{2}+r \xi_{2}-N y c^{2}(y)\right.\right. \\
& \left.\left.+\phi_{1}(\cdot)\right)+y^{3} c^{4}(y)\right] .
\end{align*}
$$

Introduce the change of coordinates

$$
\begin{equation*}
\delta_{1}=\frac{x_{1}}{r^{*}}, \quad \delta_{i}=\frac{e_{i}}{r^{* i}} \quad i=2, \cdots, n, \quad \eta=\frac{\xi}{r^{*}} \tag{44}
\end{equation*}
$$

where $r^{*}=L^{*} M$ with $L^{*}$ being a sufficiently large constant.

In the new coordinates, (43) can be written as (by adding $r^{*} \mathbf{g} \delta_{1}$ and subtracting the same term)

$$
\begin{align*}
\dot{\delta}=r^{*} G \delta & +r^{*} \mathbf{g} \delta_{1}-r \Gamma \delta_{2}+\Phi^{*}(\cdot)-\frac{\dot{M}}{M} D_{n} \delta \\
& +\left(\mathbf{b}^{T}, 0\right)^{T}\left(r \eta_{2}-N \frac{y c^{2}(y)}{r^{*}}\right) \\
\dot{\eta}=r B \eta & +\mathbf{a}\left(r^{*} \delta_{2}+\frac{\phi_{1}}{r^{*}}\right)-\frac{\dot{r}}{r} D_{n-1} \eta-\frac{\dot{M}}{M} \eta \\
& +\frac{\mathbf{b}}{r r^{*}}\left[N \frac { \partial ( y c ^ { 2 } ( y ) ) } { \partial y } \left(r^{* 2} \delta_{2}+r r^{*} \eta_{2}\right.\right. \\
& \left.\left.-N y c^{2}(y)+\phi_{1}(\cdot)\right)+c^{4}(y) y^{3}\right] \tag{45}
\end{align*}
$$

where $D_{n}=\operatorname{diag}\{1, \cdots, n\}, \delta=\left(\delta_{1}, \cdots, \delta_{n}\right)^{T}, \eta=\left(\eta_{2}, \cdots, \eta_{n}\right)^{T}, \mathbf{g}=$ $\left(g_{1}, \cdots, g_{n}\right)^{T}, \Gamma=\left[0, a_{2}, a_{3} \frac{L}{L^{*}}, \cdots, a_{n}\left(\frac{L}{L^{*}}\right)^{n-2}\right]^{T}$ and

$$
G=\left[\begin{array}{cccc}
-g_{1} & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-g_{n-1} & 0 & \cdots & 1 \\
-g_{n} & 0 & \cdots & 0
\end{array}\right], \quad \Phi^{*}(\cdot)=\left[\begin{array}{c}
\frac{1}{r^{*}} \phi_{1}(x, \bar{\theta}) \\
\frac{1}{r^{* 2}} \phi_{2}(x, \bar{\theta})+\frac{r a_{2} \phi_{1}(x, \bar{\theta})}{r^{* 2}} \\
\vdots \\
\frac{1}{r^{* n}} \phi_{n}(x, \bar{\theta})+\frac{r^{n-1} a_{n} \phi_{1}(x, \bar{\theta})}{r^{* n}}
\end{array}\right]
$$

The parameters $g_{i}>0, i=1, \cdots, n$ are chosen in such way that the polynomial $s^{n}+g_{1} s^{n-1}+\cdots+g_{n-1} s+g_{n}$ is Hurwitz, and there exists a matrix $R=R^{T}>0$ satisfying

$$
\begin{equation*}
G^{T} R+R G \leq-I, \quad 0<c_{5} I \leq \bar{D} R+R \bar{D} \leq c_{6} I \tag{46}
\end{equation*}
$$

with $\bar{D}=D_{n}-\frac{1}{2} I$.
Now, consider the Lyapunov function

$$
V_{2}(r, \delta, \eta)=m r^{*} \delta^{T} R \delta+r \eta^{T} Q \eta
$$

A straightforward but tedious calculation shows that the derivative of $V_{2}$ along system (45) satisfies

$$
\begin{align*}
\dot{V}_{2} \leq & -m r^{*}\|\delta\|^{2}+2 m r^{* 2} \delta_{1} \delta^{T} R \mathbf{g}+2 m r^{*} \delta^{T} R \Phi^{*}(\cdot)-2 r^{2}\|\eta\|^{2} \\
& +2 r r^{*} \eta^{T} Q \mathbf{a} \delta_{2}+2 m r^{*}\left(r \eta_{2}-N \frac{y c^{2}(y)}{r^{*}}\right) \delta^{T} R\left(\mathbf{b}{ }^{T}, 0\right)^{T} \\
& -2 m r^{*} r \delta_{2} \delta^{T} R \Gamma+2 r \eta^{T} Q \mathbf{a} \frac{\phi_{1}(\cdot)}{r^{*}}-\dot{r} \eta^{T}(D Q+Q D) \eta \\
& -m \dot{r}^{*} \delta^{T}(\bar{D} R+R \bar{D}) \delta-2 L \dot{M} \eta^{T} Q \eta+2 \eta^{T} \frac{Q \mathbf{b}}{r^{*}} y^{3} c^{4}(y) \\
& +2 \eta^{T} Q \mathbf{b} N \frac{\partial\left(y c^{2}(y)\right)}{\partial y}\left(r^{*} \delta_{2}+r \eta_{2}-\frac{N y c^{2}(y)-\phi_{1}(\cdot)}{r^{*}}\right) . \tag{47}
\end{align*}
$$

Following a similar procedure in the part (2) of Section 2 (see the estimations of each term in (16)), one can obtain

$$
\begin{aligned}
\dot{V}_{2} \leq & -\left(\frac{L^{*}}{2}-\theta_{1}\right) L^{*} M^{2}\|\delta\|^{2} \\
& +\theta_{1}\left(y^{2}+c^{2}(y) y^{2}+\xi_{2}^{2}\right)-\frac{r^{2}}{4}\|\eta\|^{2} \\
& -\left(c_{5} m L^{*} \Delta(y, N)-2 h_{1}(y, N)\right)\|\delta\|^{2}
\end{aligned}
$$

where $\theta_{1}$ is a unknown constant depending on $\theta$.
With the relation (27) in mind, one can choose a sufficiently large constant $L^{*}$, for instance, $L^{*} \geq \max \left\{2 \theta_{1}+2, \frac{2 c_{1}}{c_{5}}\right\}$, such that

$$
\begin{equation*}
\dot{V}_{2} \leq-M^{2}\left(\|\delta\|^{2}+\frac{1}{4}\|\eta\|^{2}\right)+\theta_{1}\left(\left(1+c^{2}(y)\right) y^{2}+\xi_{2}^{2}\right) \tag{48}
\end{equation*}
$$

From (48), it follows that

$$
\begin{array}{r}
V_{2}\left(r\left(T_{f}\right), \delta\left(T_{f}\right), \eta\left(T_{f}\right)\right) \leq \theta_{1} \int_{0}^{T_{f}}\left(y^{2}+\dot{N}+\xi_{2}^{2}\right) d t+V_{2}(0) \\
\int_{0}^{T_{f}} M^{2}\|\delta\|^{2} d t \leq \theta_{1} \int_{0}^{T_{f}}\left(y^{2}+\dot{N}+\xi_{2}^{2}\right) d t+V_{2}(0) \\
\int_{0}^{T_{f}} M^{2}\|\eta\|^{2} d t \leq 4\left(\theta_{1} \int_{0}^{T_{f}}\left(y^{2}+\dot{N}+\xi_{2}^{2}\right) d t+V_{2}(0)\right. \tag{51}
\end{array}
$$

Using the boundedness of $\int_{0}^{T_{f}} c^{2}(y) y^{2} d t, \int_{0}^{T_{f}}\left(M^{2} c^{2}(y) y^{2}+\xi_{2}^{2}\right) d t$ and $\int_{0}^{T_{f}} y^{2} d t$ (as $c^{2}(y) \geq 1$ ) which are proved in Claim 1 and Claim 2, we concludes from (50) and (51) that $\int_{0}^{T_{f}} M^{2}\|\delta\|^{2} d t$ and $\int_{0}^{T_{f}} M^{2}\|\eta\|^{2} d t$ are bounded. Consequently, $\int_{0}^{T_{f}} \frac{e_{2}^{2}}{M^{2}} d t$ is bounded. From (49) and the definition of $V_{2}(\cdot)$, it is concluded that $M^{\frac{1}{2}}\|\delta\|, M^{\frac{1}{2}}\|\eta\|$ are also bounded on $\left[0, T_{f}\right)$.

Now, we are ready to prove the boundedness of $x_{1}$ on the interval $\left[0, T_{f}\right.$ ). Choose $V_{3}\left(x_{1}\right)=\frac{1}{2} x_{1}^{2}$. Then, it is easy to see that (by the completion of square)

$$
\begin{align*}
\dot{V}_{3} & \leq x_{1}\left(e_{2}+r \xi_{2}-N y c^{2}(y)+\phi_{1}(\cdot)\right) \\
& \leq\left(L^{2}+1\right) M^{2} y^{2}+\xi_{2}^{2}+\frac{e_{2}^{2}}{M^{2}}-(N-\theta) c^{2}(y) y^{2} \\
& \leq\left(L^{2}+1\right) \dot{L}+\frac{e_{2}^{2}}{M^{2}}-(N-\theta) \dot{N} . \tag{52}
\end{align*}
$$

By the boundedness of $L$ and $N$ on $\left[0, T_{f}\right)$, we have $\forall t \in\left[0, T_{f}\right)$

$$
V_{3}\left(x_{1}(t)\right)-V_{3}\left(x_{1}(0)\right) \leq(\bar{L}+1) \int_{0}^{t} \dot{L} d t+\int_{0}^{t} \frac{e_{2}^{2}}{M^{2}} d t-\int_{0}^{t}(N-\theta) d N
$$

which yields

$$
V_{3}\left(x_{1}(t)\right) \leq \text { constant } \quad \forall t \in\left[0, T_{f}\right)
$$

As a consequence, $x_{1}$ is bounded on $\left[0, T_{f}\right)$.
Claim 4: The dynamic gain $M$ is bounded on the maximal interval $\left[0, T_{f}\right)$.

Since both $y$ and $N$ are bounded on $\left[0, T_{f}\right)$, the boundedness of $M$ on $\left[0, T_{f}\right)$ follows immediately from the inequality (42).

Claim 5: The states $(\varepsilon, \xi)$ are bounded on the maximal interval $\left[0, T_{f}\right)$.
Using the fact that $M$ and $L$ are bounded on the maximal interval $\left[0, T_{f}\right)$, together with the boundedness of $M^{\frac{1}{2}}\|\delta\|$ and $M^{\frac{1}{2}}\|\eta\|$ concluded from (49), implies that $\varepsilon$ and $\xi$ are bounded on $\left[0, T_{f}\right)$.
Putting the five claims together, it is easy to see that Proposition 1 holds.
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# Hybrid Feedback Stabilization of Nonlinear Systems with Quantization Noise and Large Delays 
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Summary. Control systems over networks with a finite data rate can be conveniently modeled as hybrid (impulsive) systems. For the class of nonlinear systems in feedforward form, we design a hybrid controller which guarantees stability, in spite of the measurement noise due to the quantization, and of an arbitrarily large delay which affects the communication channel. The rate at which feedback packets are transmitted from the sensors to the actuators is shown to be arbitrarily close to the infimal one.

This paper is dedicated to Professor Alberto Isidori on the occasion of his 65th birthday, with admiration and gratitude.

## 1 Introduction

The problem of controlling systems under communication constraints has attracted much interest in recent years. In particular, many papers have investigated how to cope with the finite bandwidth of the communication channel in the feedback loop. For the case of linear systems (cf. e.g. [2, 7, 9, 8, 23, 27, 3]) the problem has been very well understood, and an elegant characterization of the minimal data rate - that is the minimal rate at which the measured information must be transmitted to the actuators - above which stabilization is always possible is available. Loosely speaking, the result shows that the minimal data rate is proportional to the inverse of the product of the unstable eigenvalues of the dynamic matrix of the system. Controlling using the minimal data rate is interesting not only from a theoretical point of view, but also from a practical one, even in the presence of communication channels with a large bandwidth. Indeed, having control techniques which employ a small number of bits to encode the feedback information implies for instance that the number of different tasks which can be simultaneously carried out is
maximized, results in explicit procedures to convert the analog information provided by the sensors into the digital form which can be transmitted, and improves the performance of the system ([15]). We refer the reader to [25] for an excellent survey on the topic of control under data rate constraints.

The problem for nonlinear systems has been investigated as well (cf. [16, $18,24,6,13,4]$ ). In [16], the author extends the results of [2] on quantized control to nonlinear systems which are input-to-state stabilizable. For the same class, the paper [18] shows that the approach in [27] can be employed also for continuous-time nonlinear systems, although in [18] no attention is paid on the minimal data rate needed to achieve the result. In fact, if the requirement on the data rate is not strict, as it is implicitly assumed in [18], it is shown in [6] that the results of [18] actually hold for the much broader class of stabilizable systems. The paper [24] shows, among the other results, that a minimal data rate theorem for local stabilizability of nonlinear systems can be proven by focusing on linearized system. To the best of our knowledge, non local results for the problem of minimal data rate stabilization of nonlinear systems are basically missing. Nevertheless, the paper [4] has pointed out that, if one restricts the attention to the class of nonlinear feedforward systems, then it is possible to find the infimal data rate above which stabilizability is possible. We recall that feedforward systems represent a very important class of nonlinear systems, which has received much attention in recent years (see e.g. [29, 22, 12, $10,19]$, to cite a few), in which many physical systems fall ([11]), and for which it is possible to design stabilizing control laws in spite of saturation on the actuators. When no communication channel is present in the feedback loop, a recent paper ([20], see also [21]) has shown that any feedforward nonlinear system can be stabilized regardless of an arbitrarily large delay affecting the control action.

In this contribution, exploiting the results of [20], we show that the minimal data rate theorem of [4] holds when an arbitrarily large delay affects the channel (in [4], instantaneous delivery through the channel of the feedback packets was assumed). Note that the communication channel not only introduces a delay, but also a quantization error and an impulsive behavior [26], since the packets of bits containing the feedback information are sent only at discrete times. Hence, the methods of [20], which are studied for continuoustime delay systems, can not be directly used to deal with impulsive delay systems in the presence of measurement errors. In addition, our result requires an appropriate redesign, not only of the parameters in the feedback law of [20], but also of the encoder and the decoder of [4]. See [17] for another approach to control problems in the presence of delays and quantization.

In the next section, we present some preliminary notions useful to formulate the problem. The main contribution is stated in Section 3. Building on the coordinate transformations of [28, 20], we introduce in Section 4 a form for the closed-loop system which is convenient for the analysis discussed in Section 5). For the sake of simplicity, not all the proofs are presented, and they can be found in [5]. In the conclusions, it is emphasized how the proposed
solution is also robust with respect to packet drop-out. The rest of the section summarizes the notation adopted in the paper.
Notation. Given an integer $1 \leq i \leq \nu$, the vector $\left(a_{i}, \ldots, a_{\nu}\right) \in \mathbb{R}^{\nu-i+1}$ will be succinctly denoted by the corresponding uppercase letter with index $i$, i.e. $A_{i}$. For $i=1$, we will equivalently use the symbol $A_{1}$ or simply $a$. $I_{i}$ denotes the $i \times i$ identity matrix. $\mathbf{0}_{i \times j}$ (respectively, $\mathbf{1}_{i \times j}$ ) denotes an $i \times j$ matrix whose entries are all 0 (respectively, 1 ). When only one index is present, it is meant that the matrix is a (row or column) vector.

If $x$ is a vector, $|x|$ denotes the standard Euclidean norm, i.e. $|x|=\sqrt{x^{T} x}$, while $|x|_{\infty}$ denotes the infinity norm $\max _{1 \leq i \leq n}\left|x_{i}\right|$. The vector $\left(x^{T} y^{T}\right)^{T}$ will be simply denoted as $(x, y) . \mathbb{Z}_{+}$(respectively, $\mathbb{R}_{+}$) is the set of nonnegative integers (real numbers), $\mathbb{R}_{+}^{n}$ is the positive orthant of $\mathbb{R}^{n}$. A matrix $M$ is said to be Schur stable if all its eigenvalues are strictly inside the unit circle.

The symbol $\operatorname{sgn}(x)$, with $x$ a scalar variable, denotes the sign function which is equal to 1 if $x>0,0$ if $x=0$, and equal to -1 otherwise. If $x$ is an $n$-dimensional vector, then $\operatorname{sgn}(x)$ is an $n$-dimensional vector whose $i$ th component is given by $\operatorname{sgn}\left(x_{i}\right)$. Moreover, $\operatorname{diag}(x)$ is an $n \times n$ diagonal matrix whose element $(i, i)$ is $x_{i}$.

Given a vector-valued function of time $x(\cdot): \mathbb{R}_{+} \rightarrow \mathbb{R}^{n}$, the symbol $\|x(\cdot)\|_{\infty}$ denotes the supremum norm $\|x(\cdot)\|_{\infty}=\sup _{t \in \mathbb{R}_{+}}|x(t)|$. In the paper, two time scales are used, one denoted by the variable $t$ in which the delay is $\theta$, and the other one denoted by $r$, in which the delay is $\tau$. Depending on the time scale, the following two norms are used: $\left\|x_{t}\right\|=\sup _{-\theta \leq \varsigma \leq 0}|x(t+\varsigma)|$, $\left\|x_{r}\right\|=\sup _{-\tau \leq \sigma \leq 0}|x(r+\sigma)|$. Moreover, $x\left(\bar{t}^{+}\right)$represents the right limit $\lim _{t \rightarrow \bar{t}^{+}} x(t)$.

The saturation function [20] $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ is an odd $\mathcal{C}^{1}$ function such that $0 \leq \sigma^{\prime}(s) \leq 1$ for all $s \in \mathbb{R}, \sigma(s)=1$ for all $s \geq 21 / 20$, and $\sigma(s)=s$ for all $0 \leq s \leq 19 / 20$. Furthermore, $\sigma_{i}(s)=\varepsilon_{i} \sigma\left(s / \varepsilon_{i}\right)$, with $\varepsilon_{i}$ a positive real number.

## 2 Preliminaries

Consider a nonlinear system in feedforward form $[29,22,12,19]$, that is a system of the form

$$
\dot{x}(t)=f(x(t), u(t)):=\left(\begin{array}{c}
x_{2}(t)+h_{1}\left(X_{2}(t)\right)  \tag{1}\\
\ldots \\
x_{n}(t)+h_{n-1}\left(X_{n}(t)\right) \\
u(t)
\end{array}\right)
$$

where $x_{i}(t) \in \mathbb{R}, X_{i}(t)$ is the vector of state variables $x_{i}(t), x_{i+1}(t), \ldots, x_{n}(t)$, $u(t) \in \mathbb{R}$, each function $h_{i}$ is $C^{2}$, and there exists a positive real number $M>0$ such that for all $i=1,2, \ldots, n-1$, if $\left|X_{i+1}\right|_{\infty} \leq 1$, then

$$
\begin{equation*}
\left|h_{i}\left(X_{i+1}\right)\right| \leq M\left|X_{i+1}\right|^{2} . \tag{2}
\end{equation*}
$$

We additionally assume that a bound on the compact set of initial conditions is available to both the encoder and the decoder, namely a vector $\bar{\ell} \in \mathbb{R}_{+}^{n}$ is known for which

$$
\begin{equation*}
\left|x_{i}\left(t_{0}\right)\right| \leq \bar{\ell}_{i}, \quad i=1,2, \ldots, n \tag{3}
\end{equation*}
$$

We investigate the problem of stabilizing the system above, when the measurements of the state variables travel through a communication channel. There are several ways to model the effect of the channel. In the present setting, we assume that there exists a sequence of strictly increasing transmission times $\left\{t_{k}\right\}_{k \in \mathbb{Z}_{+}}$, satisfying

$$
\begin{equation*}
T_{m} \leq t_{k+1}-t_{k} \leq T_{M}, \quad k \in \mathbb{Z}_{+} \tag{4}
\end{equation*}
$$

for some positive and known constants $T_{m}, T_{M}$, at which a packet of $N\left(t_{k}\right)$ bits, encoding the feedback information, is transmitted. The packet is received at the other end of the channel $\theta$ units of time later, namely at the times $\theta_{k}:=t_{k}+\theta$. In problems of control under communication constraints, it is interesting to characterize how often the sensed information is transmitted to the actuators. In this contribution, as a measure of the data rate employed by the communication scheme we adopt the average data rate [27] defined as

$$
\begin{equation*}
R_{a v}=\lim \sup _{k \rightarrow+\infty} \sum_{j=0}^{k} \frac{N\left(t_{j}\right)}{t_{k}-t_{0}} \tag{5}
\end{equation*}
$$

where $\sum_{j=0}^{k} N\left(t_{j}\right)$ is the total number of bits transmitted during the time interval $\left[t_{0}, t_{k}\right]$. An encoder carries out the conversion of the state variable into packets of bits. At each time $t_{k}$, the encoder first samples the state vector to obtain $x\left(t_{k}\right)$, and then determines a vector $y\left(t_{k}\right)$ of symbols which can be transmitted through the channel. We recall below the encoder which has been proposed in [4], inspired by [27, 18], and then propose a modification to handle the presence of the delay. The encoder in [4] is as follows:

$$
\begin{array}{rlrl}
\dot{\xi}(t) & =f(\xi(t), u(t)) & & \\
\dot{\ell}(t) & =\mathbf{0}_{n} & t \neq t_{k} \\
\xi\left(t^{+}\right) & =\xi(t)+g_{\mathcal{E}}(x(t), \xi(t), \ell(t)) &  \tag{6}\\
\ell\left(t^{+}\right) & =\Lambda \ell(t) & t=t_{k} \\
y\left(t^{+}\right) & =\operatorname{sgn}(x(t)-\xi(t)) & t & =t_{k}
\end{array}
$$

where $\xi, \ell$ is the encoder state, $y$ is the feedback information transmitted through the channel, $\Lambda$ is a Schur stable matrix, and $g_{\mathcal{E}}(x, \xi, \ell)=$ $4^{-1} \operatorname{diag}[\operatorname{sgn}(x-\xi)] \ell$. Note that each component of $y$ takes value in $\{0, \pm 1\}$, therefore $y$ can be transmitted as a packet of bits of finite length. In particular, if $\xi_{i}$ is on the left of $x_{i}$ then +1 is transmitted, if it is on the right, then -1 is transmitted. The system above is an impulsive system ( $[1,14]$ ) and its behavior is easily explained. At $t=t_{0}$, given an initial condition $\xi\left(t_{0}\right), \ell\left(t_{0}\right)$,
the updates $\xi\left(t_{0}^{+}\right), \ell\left(t_{0}^{+}\right)$of the encoder state and $y\left(t^{+}\right)$of the output are obtained. The former update serves as initial condition for the continuous-time dynamics, and the state $\xi(t), \ell(t)$ is computed over the interval $\left[t_{0}, t_{1}\right]$. At the endpoint of the interval, a new update $\xi\left(t_{1}^{+}\right), \ell\left(t_{1}^{+}\right)$is obtained and the procedure can be iterated an infinite number of times to compute the solution $\xi(t), \ell(t)$ for all $t$.

At the other end of the channel lies a decoder, which receives the packets $y\left(t_{k}\right)$, and reconstructs the state of the system. The decoder is very similar to the encoder. In fact, we have:

$$
\begin{align*}
\dot{\psi}(t) & =f(\psi(t), u(t)) \\
\dot{\nu}(t) & =\mathbf{0}_{n} \quad t \neq t_{k}  \tag{7}\\
\psi\left(t^{+}\right) & =\psi(t)+g_{\mathcal{D}}(y(t), \nu(t)) \\
\nu\left(t^{+}\right) & =\Lambda \nu(t) \quad t=t_{k}
\end{align*}
$$

with $g_{\mathcal{D}}(y, \nu)=4^{-1} \operatorname{diag}(y) \nu$. The control law is

$$
\begin{equation*}
u(t)=\alpha(\psi(t)) \tag{8}
\end{equation*}
$$

where $\alpha$ is the nested saturated function specified later. Note that this control law is feasible because the decoder and the actuator are co-located. If the encoder and the decoder agree to set their initial conditions to the same value, then it is not hard to see $([4])$ that $\xi(t)=\psi(t)$ and $\ell(t)=\nu(t)$ for all $t$. Moreover, one additionally proves that $\xi(t)$ is an asymptotically correct estimate of $x(t)$, and the latter converges to zero [4].

When a delay affects the channel, the decoder does not know the first state sample throughout the interval $\left[t_{0}, t_{0}+\theta\right]$, and hence it can not provide any feedback control action. The control is therefore set to zero. As the successive samples $y\left(t_{k}\right)$ are all received at times $\theta_{k}=t_{k}+\theta$, the decoder becomes aware of the value of $\xi \theta$ units of time later. Hence, the best one can expect is to reconstruct the value of $\xi(t-\theta)$ (see Lemma 1 below), and to this purpose the following decoder is proposed:

$$
\begin{array}{rlr}
\dot{\psi}(t) & =f(\psi(t), \alpha(\psi(t-\theta))) & \\
\dot{\nu}(t) & =\mathbf{0}_{n} & t \neq \theta_{k} \\
\psi\left(t^{+}\right) & =\psi(t)+g_{\mathcal{D}}(y(t-\theta), \nu(t))  \tag{9}\\
\nu\left(t^{+}\right) & =\Lambda \nu(t) & t=\theta_{k} \\
u(t) & =\alpha(\psi(t)) . &
\end{array}
$$

We also need to modify the encoder. Indeed, as mentioned in the case with no delay, for the encoder to work correctly, the control law (8), and hence $\psi(t)$, must be available to the encoder. To reconstruct this quantity, the following equations are added to the encoder (6):

$$
\begin{array}{rlr}
\dot{\omega}(t) & =f(\omega(t), \alpha(\omega(t-\theta))) & t \neq \theta_{k} \\
\omega\left(t^{+}\right) & =\omega(t)+g_{\mathcal{E}}(x(t-\theta), \xi(t-\theta), \ell(t-\theta)) & t=\theta_{k}
\end{array}
$$

As in $[28,20]$, we shall adopt a linear change of coordinates in which the control system takes a special form convenient for the analysis. Differently from [4], this change of coordinates plays a role also in the encoding/decoding procedure. Indeed, denoted by $\Phi$ the nonsingular matrix which defines the change of coordinates, and which we define in detail in Section 4, the functions $g_{\mathcal{E}}, g_{\mathcal{D}}$ which appear in (11) and, respectively, (9) are modified as

$$
g_{\mathcal{E}}(x, \xi, \ell)=(4 \Phi)^{-1} \operatorname{diag}[\operatorname{sgn}(\Phi(x-\xi))] \ell, \quad g_{\mathcal{D}}(y, \nu)=(4 \Phi)^{-1} \operatorname{diag}(y) \nu
$$

the initial conditions of the encoder and decoder are set as

$$
\begin{gather*}
\left\|\omega_{\theta_{0}}\right\|=0, \quad \xi\left(t_{0}\right)=\mathbf{0}_{n}, \quad \ell\left(t_{0}\right)=2 \Phi \bar{\ell} \\
\left\|\psi_{\theta_{0}}\right\|=0, \quad \nu\left(\theta_{0}\right)=2 \Phi \bar{\ell} \tag{10}
\end{gather*}
$$

and, finally, the vector $y$ which is transmitted through the channel take the expression

$$
y\left(t^{+}\right)=\operatorname{sgn}(\Phi(x(t)-\xi(t))) .
$$

Overall, the equations which describe the encoder are:

$$
\begin{array}{rlrl}
\dot{\omega}(t) & =f(\omega(t), \alpha(\omega(t-\theta))) & t \neq \theta_{k} \\
\dot{\xi}(t) & =f(\xi(t), \alpha(\omega(t))) & & t \neq t_{k} \\
\dot{\ell}(t) & =\mathbf{0}_{n} & & \\
\omega\left(t^{+}\right) & =\omega(t)+g_{\mathcal{E}}(x(t-\theta), \xi(t-\theta), \ell(t-\theta)) & t=\theta_{k}  \tag{11}\\
\xi\left(t^{+}\right) & =\xi(t)+g_{\mathcal{E}}(x(t), \xi(t), \ell(t)) & \\
\ell\left(t^{+}\right) & =\Lambda \ell(t) & & \\
y\left(t^{+}\right) & =\operatorname{sgn}(\Phi(x(t)-\xi(t))) & t=t_{k} .
\end{array}
$$

The following can be easily proven.
Lemma 1. In the above setting, we have: (i) $\omega(t)=\psi(t)$ for all $t \geq t_{0}$, (ii) $\xi(t-\theta)=\psi(t)$ and $\nu(t-\theta)=\ell(t)$ for all $t \geq \theta_{0}$.

As anticipated, the encoder and decoder we introduced above are such that the internal state of the former is exactly reconstructed from the internal state of the latter. This also implies that in the analysis to come it is enough to focus on the equations describing the process and the decoder only.

## 3 Main Result

The problem we tackle in this paper is, given any value of the delay $\theta$, find the matrices $\Lambda, \Phi$ in (11) and (9), and the control (8) which guarantee the state of the entire closed-loop system to converge to the origin. As recalled in the previous section, at times $t_{k}$, the measured state is sampled, packed into a sequence of $N\left(t_{k}\right)$ bits, and fed back to the controller. In other words, the information flows from the sensors to the actuators with an average rate
$R_{a v}$ given by (5). In this setting, it is therefore meaningful to formulate the problem of stabilizing the system while transmitting the minimal amount of feedback information per unit of time, that is using the minimal average data rate. The problem can be formally cast as follows.
Definition 1. System (1) is semi-globally asymptotically and locally exponentially stabilizable using an average data rate arbitrarily close to the infimal one if, for any $\bar{\ell} \in \mathbb{R}_{+}^{n}, \theta>0, \hat{R}>0$, an encoder (11), a decoder (9), initial conditions (3), (10), and a controller (8) exist such that for the closed-loop system with state $X:=(x, \omega, \xi, \ell, \psi, \nu)$, we have the following properties.
(i) The origin is a stable equilibrium point;
(ii) There exist a compact set $C$ containing the origin, and $T>0$, such that $X(t) \in C$ for all $t \geq T$;
(iii) For all $t \geq T$, for some positive real numbers $k, \delta$,

$$
|X(t)| \leq k\left\|X_{T}\right\| \exp (-\delta(t-T))
$$

(iv) $R_{a v}<\hat{R}$.

Remark 1. It is straightforward to verify that the origin is indeed an equilibrium point for the closed-loop system. Moreover, item (iii) explains what is meant by stabilizability using an average data rate arbitrarily close to the infimal one. As a matter of fact, (iv) requires that the average data rate can be made arbitrarily close to the zero, which of course is the infimal data rate. It is "infimal" rather than "minimal", because we could never stabilize an open-loop unstable system such as (1) with a zero data rate (no feedback). $\triangleleft$

Compared with the papers [29, 22, 12, 19], concerned with the stabilization problem of nonlinear feedforward systems, the novelty here is due to the presence of impulses, quantization noise which affects the measurements and delays which affect the control action (on the other hand, we neglect parametric uncertainty, considered in [19]). In [30], it was shown robustness with respect to measurement errors for non-impulsive systems with no delay. In [20], the input is delayed, but neither impulses nor measurement errors are present. Impulses and measurement errors are considered in [4], where the minimal data rate stabilization problem is solved, but instantaneous delivery of the packets is assumed.
We state the main result of the paper.
Theorem 1. System (1) is semi-globally asymptotically and locally exponentially stable with an average data rate arbitrarily close to the infimal one.
Remark 2. The proof is constructive and explicit expressions for $\Lambda, \Phi$, and the controller are determined.

Remark 3. This result can be viewed as a nonlinear generalization of the wellknown data rate theorem for linear systems. Indeed, the linearization of the feedforward system at the origin is a chain of integrators, for which the minimal data rate theorem for linear systems states that stabilizability is possible using an average data rate arbitrarily close to zero.

## 4 Change of Coordinates

Building on the coordinate transformations in [20,28], we put the system composed of the process and the decoder in a special form. Before doing this, we recall that for feedforward systems encoders, decoders and controllers are designed in a recursive way $[28,29,22,12,20,4]$. In particular, at each step $i=1,2, \ldots, n$, one focuses on the last $n-i+1$ equations of system (1), design the last $n-i+1$ equations of the encoder and the decoder, the first $i$ terms of the nested saturated controller, and then proceed to the next step, where the last $n-i$ equations of (1) are considered. To this end, it is useful to introduce additional notation to denote these subsystems. In particular, for $i=1,2, \ldots, n$, we denote the last $n-i+1$ equations of (1) by

$$
\dot{X}_{i}(t)=H_{i}\left(X_{i+1}(t), u(t)\right)=\left(\begin{array}{c}
x_{i+1}(t)+h_{i}\left(X_{i+1}(t)\right)  \tag{12}\\
\ldots \\
x_{n}(t)+h_{n-1}\left(X_{n}(t)\right) \\
u(t)
\end{array}\right)
$$

with $u(t)=\alpha(\psi(t))$, while for the last $n-i+1$ equations of the decoder (9) we adopt the notation

$$
\begin{array}{lr}
\dot{\Psi}_{i}(t)=H_{i}\left(\Psi_{i+1}(t), u(t-\theta)\right) \\
\dot{N}_{i}(t)=\mathbf{0}_{n-i+1} \quad t \neq \theta_{k} \\
\Psi_{i}(t)=\Psi_{i}\left(t^{-}\right)+\left(4 \Phi_{i}\right)^{-1} \operatorname{diag}\left(Y_{i}(t-\theta)\right) N_{i}\left(t^{-}\right)  \tag{13}\\
N_{i}(t)=\Lambda_{i} N_{i}\left(t^{-}\right) \quad t=\theta_{k}
\end{array}
$$

where $N_{i}$ denotes the components from $i$ to $n$ of $\nu$. Moreover, for given positive constants $L \leq M, \kappa \geq 1$, with $M$ defined in (2), we define the non singular positive matrices ${ }^{1} \Phi_{i}$ as:

$$
\begin{gather*}
\Phi_{i} X_{i}:=\left[\begin{array}{c}
p_{i}\left(\frac{M}{L} \kappa^{i-1} x_{i}, \ldots, \frac{M}{L} \kappa^{n-1} x_{n}\right) \\
\ldots \\
p_{n}\left(\frac{M}{L} \kappa^{n-1} x_{n}\right)
\end{array}\right], ~ \tag{14}
\end{gather*}
$$

where the functions $p_{i}, q_{i}: \mathbb{R}^{n-i+1} \rightarrow \mathbb{R}$ are $[28,20]$

$$
\begin{aligned}
& p_{i}\left(a_{i}, \ldots, a_{n}\right)=\sum_{j=i}^{n} \frac{(n-i)!a_{j}}{(n-j)!(j-i)!} \\
& q_{i}\left(a_{i}, \ldots, a_{n}\right)=\sum_{j=i}^{n} \frac{(-1)^{i+j}(n-i)!a_{j}}{(n-j)!(j-i)!}
\end{aligned}
$$

[^35]with $p_{i}\left(q_{i}\left(a_{i}, \ldots, a_{n}\right), \ldots, q_{n}\left(a_{n}\right)\right)=a_{i}, q_{i}\left(p_{i}\left(a_{i}, \ldots, a_{n}\right), \ldots, p_{n}\left(a_{n}\right)\right)=a_{i}$. Finally, let us also introduce the change of time scale
\[

$$
\begin{equation*}
t=\kappa r, \tag{15}
\end{equation*}
$$

\]

and the input coordinate change

$$
\begin{equation*}
v(r)=\kappa p_{n}\left(\frac{M}{L} \kappa^{n-1} u(\kappa r)\right) . \tag{16}
\end{equation*}
$$

Then we have the following.
Lemma 2. Let $i \in\{1,2, \ldots, n\}$ and

$$
\begin{equation*}
\tau:=\theta / \kappa, \quad r_{k}:=t_{k} / \kappa, \quad \rho_{k}:=\theta_{k} / \kappa . \tag{17}
\end{equation*}
$$

The change of coordinates (15), (16), and

$$
\begin{align*}
& Z_{i}(r)=\Phi_{i} X_{i}(\kappa r) \\
& E_{i}(r)=\Phi_{i}\left(\Psi_{i}(\kappa r)-X_{i}(\kappa(r-\tau))\right),  \tag{18}\\
& P_{i}(r)=N_{i}(\kappa r)
\end{align*}
$$

transforms system (12)-(13) into

$$
\begin{array}{rlrl}
\dot{Z}_{i}(r)= & \Gamma_{i} Z_{i}(r)+\mathbf{1}_{n-i+1} v(r)+\varphi_{i}\left(Z_{i+1}(r)\right) & & \\
\dot{E}_{i}(r)= & \Gamma_{i} E_{i}(r)+\varphi_{i}\left(E_{i+1}(r)+Z_{i+1}(r-\tau)\right) & & \\
& -\varphi_{i}\left(Z_{i+1}(r-\tau)\right) & r \neq \rho_{k} \\
\dot{P}_{i}(r)= & \mathbf{0}_{n-i+1} & &  \tag{19}\\
Z_{i}\left(r^{+}\right)= & Z_{i}(r) & r=\rho_{k}, \\
E_{i}\left(r^{+}\right) & =E_{i}(r)+4^{-1} \operatorname{diag}\left(\operatorname{sgn}\left(-E_{i}(r)\right)\right) P_{i}(r) & & \\
P_{i}\left(r^{+}\right) & =\Lambda_{i} P_{i}(r) &
\end{array}
$$

where

$$
\Gamma_{i}:=\left[\begin{array}{cccccc}
0 & 1 & 1 & \ldots & 1 & 1 \\
0 & 0 & 1 & \ldots & 1 & 1 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & \ldots & 0 & 1 \\
0 & 0 & 0 & \ldots & 0 & 0
\end{array}\right], \quad \varphi_{i}\left(Z_{i+1}\right):=\left[\begin{array}{c}
f_{i}\left(Z_{i+1}\right) \\
f_{i+1}\left(Z_{i+2}\right) \\
\ldots \\
f_{n-1}\left(Z_{n}\right) \\
0
\end{array}\right] .
$$

Proof. It is shown in [20] that, (15), (16) and $Z_{i}(r)=\Phi_{i} X_{i}(\kappa r)$ transforms (12) into

$$
\begin{align*}
\dot{Z}_{i}(r) & =F_{i}\left(Z_{i+1}(r), v(r)\right) \\
& :=\left[\begin{array}{c}
\sum_{j=i+1}^{n} z_{j}(r)+v(r)+f_{i}\left(Z_{i+1}(r)\right) \\
\sum_{j=i+2}^{n} z_{j}(r)+v(r)+f_{i+1}\left(Z_{i+2}(r)\right) \\
\vdots \\
v(r)
\end{array}\right], \tag{20}
\end{align*}
$$

where

$$
\begin{equation*}
\left|f_{i}\left(Z_{i+1}\right)\right| \leq P\left|Z_{i+1}\right|^{2}, \quad P=n^{3}(n!)^{3} L \kappa^{-1} \tag{21}
\end{equation*}
$$

provided that $\left|Z_{i+1}\right|_{\infty} \leq(M \kappa) /(L(n+1)!$ ). Clearly, the equation (20) is equal to the first equation of (19). Bearing in mind (20), and by differentiating $E_{i}$ defined in (18), we obtain

$$
\begin{align*}
\dot{E}_{i}(r)= & F_{i}\left(E_{i+1}(r)+Z_{i+1}(r-\tau), v(r-\tau)\right)-F_{i}\left(Z_{i+1}(r-\tau), v(r-\tau)\right) \\
= & \Gamma_{i}\left(E_{i}(r)+Z_{i}(r-\tau)\right)+\mathbf{1}_{n-i+1} v(r-\tau)+\varphi_{i}\left(E_{i+1}(r)+Z_{i+1}(r-\tau)\right) \\
& -\Gamma_{i}\left(Z_{i}(r-\tau)\right)-\mathbf{1}_{n-i+1} v(r-\tau)-\varphi_{i}\left(Z_{i+1}(r-\tau)\right) \\
= & \Gamma_{i} E_{i}(r)+\varphi_{i}\left(E_{i+1}(r)+Z_{i+1}(r-\tau)\right)-\varphi_{i}\left(Z_{i+1}(r-\tau)\right) \tag{22}
\end{align*}
$$

for $r \neq \rho_{k}$, while for $r=\rho_{k}$, we have:

$$
\begin{align*}
E_{i}\left(\rho_{k}^{+}\right) & =\Phi_{i}\left(\Psi_{i}\left(\kappa \rho_{k}^{+}\right)-X_{i}\left(\kappa\left(\rho_{k}-\tau\right)^{+}\right)\right) \\
& =\Phi_{i}\left(\Psi_{i}\left(\theta_{k}^{+}\right)-X_{i}\left(t_{k}^{+}\right)\right) \\
& =\Phi_{i}\left(\Psi_{i}\left(\theta_{k}\right)+\left(4 \Phi_{i}\right)^{-1} \operatorname{diag}\left(Y_{i}\left(t_{k}^{+}\right)\right) N_{i}\left(\theta_{k}\right)-X_{i}\left(t_{k}\right)\right) \\
& =\Phi_{i}\left(\Psi_{i}\left(\theta_{k}\right)-X_{i}\left(t_{k}\right)\right)+4^{-1} \operatorname{diag}\left(\operatorname{sgn}\left(\Phi_{i}\left[X_{i}\left(t_{k}\right)-\Xi_{i}\left(t_{k}\right)\right]\right)\right) N_{i}\left(\theta_{k}\right) \\
& =\Phi_{i}\left(\Psi_{i}\left(\theta_{k}\right)-X_{i}\left(t_{k}\right)\right)+4^{-1} \operatorname{diag}\left(\operatorname{sgn}\left(\Phi_{i}\left[X_{i}\left(t_{k}\right)-\Psi_{i}\left(\theta_{k}\right)\right]\right)\right) N_{i}\left(\theta_{k}\right), \tag{23}
\end{align*}
$$

where the last equality descends from (ii) in Lemma 1, and implies

$$
\begin{equation*}
E_{i}\left(\rho_{k}^{+}\right)=E_{i}\left(\rho_{k}\right)+4^{-1} \operatorname{diag}\left(\operatorname{sgn}\left(-E_{i}\left(\rho_{k}\right)\right)\right) N_{i}\left(\theta_{k}\right) \tag{24}
\end{equation*}
$$

The thesis then follows if we observe that the variable $P_{i}$ defined in (18) satisfies

$$
\begin{align*}
\dot{P}_{i}(r) & =\mathbf{0}_{n-i+1} \quad r \neq \rho_{k} \\
P_{i}\left(r^{+}\right) & =\Lambda_{i} P_{i}(r) r=\rho_{k} . \tag{25}
\end{align*}
$$

Before ending the section, we specify the nested saturated controller $u(t)=$ $\alpha(\psi(t))$ which is shown to stabilize the closed-loop system in the next section. In particular, we have

$$
\begin{aligned}
\alpha(\psi(t))= & -\frac{L}{M \kappa^{n}} \sigma_{n}\left(p_{n}\left(\kappa^{n-1} \frac{M}{L} \psi_{n}(t)\right)+\sigma_{n-1}\left(p _ { n - 1 } \left(\kappa^{n-2} \frac{M}{L} \psi_{n-1}(t),\right.\right.\right. \\
& \left.\kappa^{n-1} \frac{M}{L} \psi_{n}(t)\right)+\ldots+\sigma_{i}\left(p_{i}\left(\kappa^{i-1} \frac{M}{L} \psi_{i}(t), \ldots, \kappa^{n-1} \frac{M}{L} \psi_{n}(t)\right)\right. \\
& \left.\left.+\lambda_{i-1}(t)\right) \ldots\right),
\end{aligned}
$$

with

$$
\begin{aligned}
\lambda_{i-1}(t)= & \sigma_{i-1}\left(p_{i-1}\left(\kappa^{i-2} \frac{M}{L} \psi_{i-1}(t), \ldots, \kappa^{n-1} \frac{M}{L} \psi_{n}(t)\right)\right. \\
& \left.+\ldots+\sigma_{1}\left(p_{1}\left(\frac{M}{L} \psi_{1}(t), \ldots, \kappa^{n-1} \frac{M}{L} \psi_{n}(t)\right)\right) \ldots\right)
\end{aligned}
$$

and where the saturation levels $\varepsilon_{i}$ of $\sigma_{i}(r)=\varepsilon_{i} \sigma\left(r / \varepsilon_{i}\right)$ are chosen as follows:

$$
\begin{equation*}
1=80 \varepsilon_{n}=80^{2} \varepsilon_{n-1}=\ldots=80^{n} \varepsilon_{1} . \tag{26}
\end{equation*}
$$

In the new coordinates $(15)-(16),(18)$, the controller takes the form

$$
\begin{align*}
v(r)= & -\sigma_{n}\left(e_{n}(r)+z_{n}(r-\tau)+\sigma_{n-1}\left(e_{n-1}(r)+z_{n-1}(r-\tau)+\right.\right. \\
& \left.\left.\ldots+\sigma_{i}\left(e_{i}(r)+z_{i}(r-\tau)+\hat{\lambda}_{i-1}(r)\right) \ldots\right)\right), \tag{27}
\end{align*}
$$

with $\hat{\lambda}_{i-1}(r)=\sigma_{i-1}\left(e_{i-1}(r)+z_{i-1}(r-\tau)+\ldots+\sigma_{1}\left(e_{1}(r)+z_{1}(r-\tau)\right) \ldots\right)$.

## 5 Analysis

In the previous sections, we have introduced the encoder, the decoder and the controller. In this section, in order to show the stability property, we carry out a step-by-step analysis, where at each step $i$, we consider the subsystem (19) in closed-loop with (27). We first introduce two lemmas which are at the basis of the iterative construction. The first one, which, in a different form, was basically given in [4], shows that the decoder asymptotically tracks the state of the process under a boundedness assumption. The proof we present here is more straightforward than the original one.

Lemma 3. Suppose (3) is true. If for some $i=1,2, \ldots, n$ there exists a positive real number $\bar{Z}_{i+1}$ such that ${ }^{2}$

$$
\left\|Z_{i+1}(\cdot)\right\|_{\infty} \leq \overline{\mathrm{Z}}_{i+1}
$$

and, for all $r \geq \rho_{0}$,

$$
\left|e_{j}(r)\right| \leq p_{j}(r) / 2, \quad j=i+1, i+2, \ldots, n
$$

with ${ }^{3}$

$$
P_{i+1}\left(\rho^{+}\right)=\Lambda_{i+1} P_{i+1}(\rho) \quad \rho=\rho_{k},
$$

and $\Lambda_{i+1}$ a Schur stable matrix, then for all $r \geq \rho_{0}$,

$$
\left|e_{i}(r)\right| \leq p_{i}(r) / 2
$$

with $p_{i}\left(r^{+}\right)=p_{i}(r) / 2$, for $r=\rho_{k}$, if $i=n$, and

$$
\left[\begin{array}{c}
p_{i}\left(r^{+}\right)  \tag{28}\\
P_{i+1}\left(r^{+}\right)
\end{array}\right]=\left[\begin{array}{cc}
1 / 2 & * \\
\mathbf{0}_{n-i} & \Lambda_{i+1}
\end{array}\right]\left[\begin{array}{c}
p_{i}(r) \\
P_{i+1}(r)
\end{array}\right] r=\rho_{k}
$$

if $i \in\{1,2, \ldots, n-1\}$, where $*$ is a $1 \times(n-i)$ row vector depending on $\bar{Z}_{i+1}$, $\bar{\ell}$, and $T_{M}$.

[^36]Proof. Recall first (22), (24). Furthermore, by (10), the definition of $\Phi$, and (3), $\left|e_{j}\left(\rho_{0}\right)\right| \leq p_{j}\left(\rho_{0}\right) / 2$ for $j=i, i+1, \ldots, n$. For $i=n$, as $\left|e_{n}\left(\rho_{0}\right)\right| \leq p_{n}\left(\rho_{0}\right) / 2$, it is immediately seen that

$$
\left|e_{n}\left(\rho_{0}^{+}\right)\right|=\left|e_{n}\left(\rho_{0}\right)+4^{-1} \operatorname{sgn}\left(-e_{n}\left(\rho_{0}\right)\right) p_{n}\left(\rho_{0}\right)\right| \leq 4^{-1} p_{n}\left(\rho_{0}\right)
$$

which proves that $\left|e_{n}\left(\rho_{0}^{+}\right)\right| \leq p_{n}\left(\rho_{0}^{+}\right) / 2$, provided that $\Lambda_{n}=1 / 2$. As $\dot{e}_{n}(r)=$ 0 , then $\left|e_{n}(r)\right| \leq p_{n}\left(\rho_{0}^{+}\right) / 2$ for $r \in\left[\rho_{0}, \rho_{1}\right)$. As $\dot{p}_{n}(r)=0$, also $\left|e_{n}\left(\rho_{1}\right)\right| \leq$ $p_{n}\left(\rho_{1}\right) / 2$, and iterative arguments prove that $\left|e_{n}(r)\right| \leq p_{n}\left(\rho_{k}^{+}\right) / 2$ on each interval $\left[\rho_{k}, \rho_{k+1}\right)$. Notice that the single trivial eigenvalue of $\Lambda_{n}$ is strictly less than the unity. The first equation of (22) writes as:

$$
\begin{aligned}
\dot{e}_{i}(r) & =\mathbf{1}_{n-i} E_{i+1}(r)+\varphi_{i}\left(E_{i+1}(r)+Z_{i+1}(r-\tau)\right)-\varphi_{i}\left(Z_{i+1}(r-\tau)\right) \\
& =\left(\mathbf{1}_{n-i}+\left[\frac{\partial \varphi_{i}\left(y_{i+1}\right)}{\partial y_{i+1}}\right]_{\alpha(r) E_{i+1}(r)+Z_{i+1}(r-\tau)}\right) E_{i+1}(r)
\end{aligned}
$$

with $\alpha(r) \in[0,1]$ for all $r$. As both $E_{i+1}$ and $Z_{i+1}$ are bounded, it is not hard to see [4] that there exists a positive real number $F_{i}$ depending on $\overline{\mathrm{Z}}_{i+1}$ and $\bar{\ell}$, such that, for $r \in\left[\rho_{k}, \rho_{k+1}\right)$,

$$
e_{i}(r) \leq e_{i}\left(\rho_{k}^{+}\right)+F_{i}\left(\rho_{k+1}-\rho_{k}\right) \sum_{j=i+1}^{n} p_{j}\left(\rho_{k}^{+}\right) / 2
$$

with $\left|e_{i}\left(\rho_{0}^{+}\right)\right| \leq p_{i}\left(\rho_{0}\right) / 4$. By iteration, the thesis is inferred provided that

$$
\begin{aligned}
p_{i}\left(\rho_{k}^{+}\right) & =\frac{1}{2} p_{i}\left(\rho_{k}\right)+F_{i} T_{M} \mathbf{1}_{n-i} \Lambda_{i+1} P_{i+1}\left(\rho_{k}\right) \\
& \geq \frac{1}{2} p_{i}\left(\rho_{k}\right)+F_{i}\left(\rho_{k+1}-\rho_{k}\right) \sum_{j=i+1}^{n} p_{j}\left(\rho_{k}^{+}\right)
\end{aligned}
$$

Note that, by the definition of $p_{i}\left(\rho_{k}^{+}\right)$above, $P_{i}\left(\rho_{k}^{+}\right)=\Lambda_{i} P_{i}\left(\rho_{k}\right)$, with $\Lambda_{i}$ the matrix in (28), that shows $\Lambda_{i}$ to be a Schur stable matrix provided that so is $\Lambda_{i+1}$.

The following remark will be useful later on.
Remark 4. From the proof of the lemma, it is possible to see that, if $\|z(\cdot)\|_{\infty} \leq$ $Z$, for some $Z>0$, then $e$ and $p$ in (19) (with $i=1$ ) obey the equations ${ }^{4}$

$$
\begin{array}{ll}
\dot{e}(r)=A(r) e(r) & \\
\dot{p}(r)=\mathbf{0}_{n} & r \neq \rho_{k} \\
e(r)=e\left(r^{-}\right)+4^{-1} \operatorname{diag}\left[\operatorname{sgn}\left(-e\left(r^{-}\right)\right)\right] p\left(r^{-}\right) &  \tag{29}\\
p(r)=\Lambda p\left(r^{-}\right) & r=\rho_{k}
\end{array}
$$

[^37]with
\[

A(r):=\left[$$
\begin{array}{ccccc}
0 & a_{12}(r) & a_{13}(r) & \ldots & a_{1 n-1}(r)  \tag{30}\\
0 & 0 & a_{23}(r) & \ldots & a_{2 n-1}(r) \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
a_{2 n}(r) \\
0 & 0 & 0 & \ldots & 0
\end{array}
$$ a_{n-1 n}(r)\right]
\]

and where the off-diagonal components of $A$, rather than as functions of $(r, e(r), z(r-\tau)$ ), are viewed as bounded (unknown) functions of $r$, whose absolute value can be assumed without loss of generality to be upper bounded by a positive constant depending on $Z, \bar{\ell}$ and $T_{M}$.

The next statement, based on Lemma 10 in [20], shows that a controller exists which guarantees the boundedness of the state variables, a property required in the latter result. Note that the arguments of the proof in [20] hold even in the presence of a "measurement" disturbance $e$ induced by the quantization, which can be possibly large during the transient but it is decaying to zero asymptotically.

Lemma 4. Consider the system

$$
\dot{Z}(r)=-\varepsilon \sigma\left[\frac{1}{\varepsilon}(Z(r-\tau)+e(r)+\lambda(r))\right]+\mu(r)
$$

where $Z \in \mathbb{R}, \varepsilon$ is a positive real number, and additionally:

- $\lambda(\cdot)$ and $\mu(\cdot)$ are continuous functions for which positive real numbers $\lambda_{*}$ and $\mu_{*}$ exist such that, respectively, $|\lambda(r)| \leq \lambda_{*},|\mu(r)| \leq \mu_{*}$, for all $r \geq r_{0}$;
- $e(\cdot)$ is a piecewise-continuous function for which a positive time $r_{*}$ and a positive number $e_{*}$ exist such that $|e(r)| \leq e_{*}$, for all $r \geq r_{*}$.

If

$$
\tau \in\left(0, \frac{1}{24}\right], \quad \lambda_{*} \in\left(0, \frac{\varepsilon}{80}\right], e_{*} \in\left(0, \frac{\varepsilon}{80}\right], \quad \mu_{*} \in\left(0, \frac{\varepsilon}{80}\right],
$$

then there exist positive real numbers $Z_{*}$ and $R \geq 0$ such that $\|Z(\cdot)\|_{\infty} \leq Z_{*}$, and for all $r \geq R$,

$$
|Z(r)| \leq 4\left(\lambda_{*}+\mu_{*}+e_{*}\right) .
$$

Remark 5. The upper bounds on $\lambda_{*}, e_{*}, \mu_{*}$ could be lowered to $\varepsilon / 40$ and the result would still hold. The more conservative bounds are needed in forthcoming applications of the lemma.

To illustrate the iterative analysis in a concise manner, the following is very useful (cf. [20]).

Inductive Hypothesis There exists $\overline{\mathrm{Z}}_{i}>0$ such that $\left\|Z_{i}(\cdot)\right\| \leq \overline{\mathrm{Z}}_{i}$. Moreover, for each $j=i, i+1, \ldots, n,\left|e_{j}(r)\right| \leq p_{j}(r) / 2$, for all $r \geq \rho_{0}$, and there exists $R_{i}>\tau$ such that for all $r \geq R_{i}$,

$$
\left|z_{j}(r)\right| \leq \frac{1}{4} \varepsilon_{j}, \quad\left|e_{j}(r)\right| \leq \frac{1}{2 n} \cdot \frac{1}{80^{j-i+2}} \varepsilon_{j}
$$

Initial step $(i=n)$ The initial step is trivially true, provided that $\tau \leq 1 / 24$, and $\varepsilon_{n}=1 / 80$. Indeed, consider the closed-loop system (19), (27) with $i=n$, to obtain:

$$
\begin{array}{rlrl}
\dot{z}_{n}(r) & =-\sigma_{n}\left(z_{n}(r-\tau)+e_{n}(r)+\hat{\lambda}_{n-1}(r)\right) & \\
\dot{e}_{n}(r) & =0 & & \\
\dot{p}_{n}(r) & =0 & &  \tag{31}\\
z_{n}\left(r^{+}\right) & =z_{n}(r) & \\
e_{n}\left(r^{+}\right) & =e_{n}(r)+4^{-1} \operatorname{sgn}\left(-e_{n}(r)\right) p_{n}(r) & & \\
p_{n}\left(r^{+}\right) & =\Lambda_{n} p_{n}(r) & r=\rho_{k},
\end{array}
$$

where we set $\Lambda_{n}:=1 / 2$. By Lemma 3 and (31), $\left|e_{n}(r)\right| \leq \varepsilon_{n} / 80$ from a certain time $R_{n}^{\prime}$ on. Applying Lemma 4 to the $z_{n}$ sub-system, we conclude that $\left\|z_{n}(\cdot)\right\|_{\infty} \leq \overline{\mathrm{Z}}_{n}$, and there exists a time $R_{n}>R_{n}^{\prime}$ such that $\left|z_{n}(r)\right| \leq \varepsilon_{n} / 4$, and $\left|e_{n}(r)\right| \leq \varepsilon_{n-1} /(n \cdot 160)$ for all $r \geq R_{n}$, the latter again by Lemma 3 .

Inductive step The inductive step is summarized in the following result.
Lemma 5. Let

$$
\begin{equation*}
P \leq P_{m} \leq\left[20 \cdot(80)^{n} n\right]^{-1}, \quad \tau \leq \tau_{m} \leq\left[4 \cdot 80^{n+1} n(n+2)\right]^{-1} \tag{32}
\end{equation*}
$$

If the inductive hypothesis is true for some $i \in\{2, \ldots, n\}$, then it is also true for $i-1$.

Applying this lemma repeatedly, one concludes that, after a finite time, the state converge to the linear operation region for all the saturation functions, and the closed-loop system starts evolving according to the equations (cf. Remark 4)

$$
\begin{array}{rlrl}
\dot{z}(r) & =A_{1} z(r)+A_{2} z(r-\tau)+A_{2} e(r)+\varphi(z(r)) & \\
\dot{e}(r) & =A(r) e(r) & & \\
\dot{p}(r) & =\mathbf{0}_{n} & & \\
z\left(r^{+}\right) & =z(r) &  \tag{33}\\
e\left(r^{+}\right) & =e(r)+4^{-1} \operatorname{diag}[\operatorname{sgn}(-e(r))] p(r) & \\
p\left(r^{+}\right) & =\Lambda p(r) & r=\rho_{k},
\end{array}
$$

where:
(i) $\quad A_{1}, A_{2}$ are matrices for which there exist $q=\left(1+n^{2}\right)^{n-1}, a=n$, and $Q=Q^{T}>0$ such that

$$
\left(A_{1}+A_{2}\right)^{T} Q+Q\left(A_{1}+A_{2}\right) \leq-I
$$

with $\|Q\| \leq q$ and $\left\|A_{1}\right\|,\left\|A_{2}\right\| \leq a$;
(ii) there exists $\gamma>0$ such that $\varphi(z(r)):=\left[f_{1}\left(Z_{2}(r)\right) \ldots f_{n-1}\left(Z_{n}(r)\right) 0\right]^{T}$ satisfies

$$
|\varphi(z)| \leq \gamma|z| ;
$$

(iii) $A(r)$ is as in (30);
(iv) $\Lambda$ is the Schur stable matrix designed following the proof of Lemma 3.

Remark 6. It can be shown that the same arguments used for the proofs of the Lemma 3 to 5 lead to the conclusion that there always exists a sufficiently small neighborhood of initial conditions for the system (19), (27), with $i=1$, such that the entire state evolves in a set where all the saturation functions operate in their linear region. This remark is important to conclude Lyapunov stability of the closed-loop system.

In [20] the authors investigate the stability property of

$$
\dot{z}(r)=A_{1} z(r)+A_{2} z(r-\tau)+\varphi(z(r)),
$$

that is the first component of system (33), with $e=0$ and no impulses. In the present case, $e$ is due to the quantization noise and drives the $z$-subsystem. The "driver" subsystem is composed of the ( $e, p$ ) equations of (33). Hence, we have to study the stability of a cascade system with impulses. To this end, concisely rewrite the ( $e, p$ ) equations of the system above as ([1])

$$
\begin{align*}
\dot{\epsilon}(r) & =B(r) \epsilon(r) r \neq \rho_{k}  \tag{34}\\
\epsilon\left(r^{+}\right) & =g_{k}(\epsilon(r)) \quad r=\rho_{k}
\end{align*}
$$

with $\epsilon=(e, p),\left|g_{k}(\epsilon)\right| \geq|\epsilon| / 2$, and notice the following consequence of Lemma 3 above, and [1], Theorem 15.2.

Corollary 1. There exists a function $V(r, \epsilon)=V(r, e, p): \mathbb{R}_{+} \times \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow$ $\mathbb{R}_{+}$such that, for all $r \in \mathbb{R}_{+}$and for all $\epsilon=(e, p) \in \mathbb{R}^{n} \times \mathbb{R}^{n}$ for which $|e| \leq|p| / 2$, satisfies

$$
\begin{aligned}
c_{1}|\epsilon|^{2} & \leq V(r, \epsilon) \\
\frac{\partial V}{\partial r}+\frac{\partial V}{\partial \epsilon} B(r) \epsilon(r) & \leq-c_{3}|\epsilon|^{2} \\
V\left(r^{+}, g_{k}(\epsilon)\right) & \leq V(r, \epsilon) r=\rho_{k} \\
\left|\frac{\partial V(r, \epsilon)}{\partial \epsilon}\right| & \leq c_{4}|\epsilon|
\end{aligned}
$$

for some positive constants $c_{i}, i=1, \ldots, 4$.
The corollary points out that there exists an exponential Lyapunov function for the system (34). Based on this function, one can build a LyapunovKrasowskii functional to show that the origin is exponentially stable for the entire cascade impulsive system (33), thus extending Lemma 11 in [20] in the following way.

Lemma 6. Consider system (33), for which the conditions (i)-(iv) hold. If

$$
\gamma \leq \frac{1}{8 q} \quad \text { and } \quad \tau \leq \min \left\{\frac{1}{16 a^{2}(8 a q+1)^{2}}, \frac{1}{32 q^{2} a^{4}}, 2\right\}
$$

then, for all $r \geq \rho_{0}$, for some positive real numbers $k, \delta$, we have

$$
|(z(r), \epsilon(r))| \leq k \|(z, \epsilon)_{\rho_{0}}| | \exp \left(-\delta\left(r-\rho_{0}\right)\right)
$$

We can now state the following stability result for the system (19), (27).
Proposition 1. Consider the closed-loop system (19), (27) and let $\left|e_{i}\left(\rho_{0}\right)\right| \leq$ $p_{i}\left(\rho_{0}\right) / 2$ for all $i=1,2, \ldots, n$. If (26) holds,

$$
\begin{equation*}
L \leq \min \left\{M, \frac{M \kappa}{(n+1)!}\right\} \tag{35}
\end{equation*}
$$

and

$$
\begin{align*}
0 \leq \tau \leq \tau_{m}= & {\left[\operatorname { m a x } \left\{4 \cdot(80)^{n+1} n(n+2), 16 n^{2}\left(8 n\left(1+n^{2}\right)^{n-1}+1\right)^{2},\right.\right.} \\
& \left.\left.32\left(1+n^{2}\right)^{2(n-1)} n^{4}\right\}\right]^{-1}  \tag{36}\\
0 \leq P \leq P_{m}= & {\left[\max \left\{20 \cdot 80^{n+1} n, 8\left(1+n^{2}\right)^{n-1} \sqrt{n(n-1)}\right\}\right]^{-1} }
\end{align*}
$$

then the following properties hold.
(i) The origin of the closed-loop system is stable;
(ii) There exist a compact neighborhood $\hat{C}$ of the origin and $R>0$ such that, for all $r \geq R$, the state belongs to $\hat{C}$;
(ii) For all $r \geq R$, for some positive real numbers $\hat{k}, \hat{\delta}$,

$$
\begin{equation*}
|(z(r), e(r), p(r))| \leq \hat{k}\left\|(z, e, p)_{R}\right\| \exp (-\hat{\delta}(r-R)) \tag{37}
\end{equation*}
$$

Proof. Bearing in mind (21) and that $\varepsilon_{i}<1$, for $i=1,2, \ldots, n$, and $(M \kappa) /(L(n+1)!) \geq 1$, then $\gamma$ in (ii) after (33) is seen to be equal to $\sqrt{n(n-1)} P$, and the condition $P \leq\left[8\left(1+n^{2}\right)^{n-1} \sqrt{n(n-1)}\right]^{-1}$ in (36) actually implies $\gamma \leq 1 /(8 q)$. Analogously, one can check that the requirements on $\tau$ and $P$ in (36) imply that all the conditions in Lemma 5 and 6 are true. These lemma (see also Remark 6) allow us to infer the thesis.

The proof of the main result of the paper simply amounts to rephrase the proposition above in the original coordinates. This is straightforward and we omit it. We only discuss briefly the issue of the minimality of the data rate. By definition of $R_{a v}$, it is always possible to guarantee that $R_{a v}<\hat{R}$, provided that $T_{m} \geq 2 n / \hat{R}$. Now the stability results we presented hold for a given value of $T_{m}$ which may or may not fulfill the inequality above. Suppose it does not. Can we increase $T_{m}$ above $2 n / \hat{R}$ and still have stability? The answer is yes, for the value of $T_{m}$ (and hence of $T_{M} \geq T_{m}$ ) affects the entries of $A(r)$ and $\Lambda$, but the exponential stability of the ( $e, p$ ) equations (and therefore of system
(29)) remains true, as it is evident from the proof of Lemma 3. Hence, the arguments above still apply and minimality of the data rate is proven.

We stress that the proof of the result is constructive, that is we give the explicit expressions of the encoder, the decoder and the controller which solve the problem. As a matter of fact, the equations of encoder and the decoder are introduced in (11) and, respectively, (9). The matrices $\Lambda$ and $\Phi$ appearing there are, respectively, designed in Lemma 3, and defined in (14). The parameters of the nested saturated controller are $L, \kappa$ and the saturation levels $\varepsilon_{i}$. The latter are defined in (26). The former must be chosen in such a way that (35) and (36) are satisfied. Bearing in mind the definitions (17), (21), it is easy to see that, for any value of the delay $\theta$, there exist a sufficiently large value of $\kappa$ and a sufficiently small value of $L$ such that (35) and (36) are true. These values will be, respectively, larger and smaller than the corresponding values given in [20], as the presence of the quantization error requires a stronger control action.

## 6 Conclusion

We have shown that minimal data rate stabilization of nonlinear systems is possible even when the communication channel is affected by an arbitrarily large transmission delay. The system has been modeled as the feedback interconnection of a couple of impulsive nonlinear control systems with the delay affecting the feedback loop. In suitable coordinates, the closed-loop system turns out to be described by a cascade of impulsive delay nonlinear control systems, and semi-global asymptotic plus local exponential stability has been shown. The proof relies, among other things, on the design of a LyapunovKrasowskii functional for an appropriate cascade impulsive time-delay system. If the encoder is endowed with a device able to detect abrupt changes in the rate of growth of $x_{n}$, or if a dedicated channel is available to inform the encoder about the transmission delays, then it is not difficult to derive the same kind of stability result for the case when the delays are time-varying and upperbounded by $\theta$. Similarly, by adjusting $T_{M}$ in (4), it is possible to show that the solution proposed in this paper is also robust with respect to packet drop-outs. The same kind of approach appears to be suitable for other problems of control over communication channel with finite data rate, delays and packet drop-out.
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