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Preface

In the past decade, singular systems with time delays have attracted tremen-
dous interest from the systems and control areas. The reason is mainly
twofold: 1) singular systems have come to play an important role in modelling
practical systems, e.g. power systems, biological systems, economic systems,
and 2) time delay frequently occurs in a great number of dynamical systems
including electrical networks, biological systems and nuclear reactor, and is
a source of the generation of some complex and bad behaviours (oscillations,
instability, poor performance). On the other hand, as an important class of
random systems, Markov jump systems can better describe many practical
systems, especially when random abrupt changes, which are induced by a
variety of reasons such as unexpected events, changes in subsystem intercon-
nections, sudden environmental disturbance and so on, occur in the systems.
All kinds of techniques have been presented to study the analysis and synthe-
sis problems for Markov jump systems, as well as the applications of such type
of systems. In the past few years, the study on singular time-delay systems
with Markov jumping parameters has also become the subject of extensive
research that has received a lot of attention.

This book provides the recent advances in analysis and synthesis of singular
time-delay systems with or without Markov jumping parameters. First, a
review on the latest developments in the literature is presented in Chapter
1. Then this book will provide two parts:

Part I: Some developments on analysis and synthesis of singular systems
with time delays. There are seven chapters in this part. Specifically, the robust
stabilization problem is considered for discrete-time singular systems with
time delay and norm bounded parametric uncertainties in Chapter 2. The
problems ofH∞ control and reliable passive control are addressed for singular
time-delay systems in Chapter 3 and Chapter 4, respectively. In Chapter
5, the problem of dissipativity analysis is investigated for continuous-time
and discrete-time singular systems with time-varying delays. Chapter 6 and
Chapter 7 study the problems of L2 − L∞ and H∞ filtering for singular
systems with time delays, respectively. In Chapter 8, the problem of H∞
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filter design is discussed for discrete-time networked singular systems subject
to multiple stochastic time-varying communication delays and probabilistic
missing measurements.

Part II: Some developments on analysis and synthesis of singular Markov
jump systems with time delays. There are six chapters in this part. Specif-
ically, the problem of delay-dependent stability analysis is considered for
discrete-time singular Markov jump systems with time-varying delay and
partially unknown transition probabilities in Chapter 9. The H∞ control for
singular Markov jump systems with time delays is presented in Chapter 10.
In Chapter 11, the problem of delay-dependent passivity analysis is studied
for singular Markov jump systems with time delays. The mode-independent
l2−l∞ filter design for discrete-time singular Markov jump systems with time-
varying delays in given in Chapter 12. Both mode-independent and mode-
dependent H∞ filters are designed for singular Markov jump systems with
time delays in Chapter 13 and Chapter 14, respectively.

Zhejiang University, China Zheng-Guang Wu
Zhejiang University, China Hongye Su
The University of Adelaide,

and Victoria University, Australia Peng Shi
Zhejiang University, China Jian Chu
February 2013



Symbols and Acronyms

R field of real numbers
R

n n-dimensional real Euclidean space
R

m×n space of all m× n real matrices
I identity matrix
0 zero matrix
A > 0 symmetric positive definite
A � 0 symmetric positive semi-definite
A < 0 symmetric negative definite
A � 0 symmetric negative semi-definite

A1/2 symmetric square root of A � 0, i.e., A1/2A1/2 = A
AT transpose of matrix A
A−1 inverse of matrix A
A+ Moore-Penrose inverse of matrix A
rank(A) rank of matrix A
ρ(A) spectral radius of matrix A
σmax(A) maximum singular value of matrix A
σmin(A) minimum singular value of matrix A
λmax(A) maximum eigenvalue of matrix A
λmin(A) minimum eigenvalue of matrix A
det(A) determinant of matrix A
deg(·) degree of a polynomial
diag{· · · } block-diagonal matrix
|| · || Euclidean norm of a vector and its induced norm of a matrix
sup supremum
inf infimum
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N[a, b] {a, a+ 1, · · · , b− 1, b}, where a and b are integers with a < b
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Ω sample space
F σ-algebra of subsets of Ω
P probability measure on F
Pr{x} probability of x
Pr{x|y} probability of x given y
E {x} expectation of x
E {x|y} expectation of x conditional on y
LMI linear matrix inequality
BRL bounded real lemma
SSs singular systems
MJSs Markov jump systems
SMJSs singular Markov jump systems
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1

Introduction

1.1 Singular Systems (SSs) with Time-Delays

During the past several decades, a great deal of research interest has been
devoted to the study on analysis and synthesis of SSs. This stems from
the fact that SS models are very suitable to describe a lot of practical
systems including large-scale interconnected systems [96], mechanical engi-
neering systems [60], power systems [121], chemical processes [72], circuit
systems [132], and economic systems [97]. In many references, SSs are also
named as differential-algebraic equation systems, implicit systems, descriptor
systems, semistate systems, and generalized state-space systems (or general-
ized systems). Among these names, the name descriptor systems can better
provide a natural description of the engineering economic systems [132] and
thus is also very popular in the literature.

It has be shown that SSs are essentially different from state-space systems.
One of the most important differences between the two types of systems is
that singular systems usually contain three kinds of modes, that is, finite
dynamic modes, infinite dynamic modes and non-dynamic modes, while state-
space systems only have finite dynamic modes [21]. It should be pointed out
that for a singular system, owing to infinite dynamic modes and non-dynamic
modes, the existence and uniqueness of its solution cannot be always ensured
and it may also have undesired impulsive behavior. Thus, when dealing with
the analysis and synthesis of SSs, we not only need to consider stability, which
is the most fundamental problem of systems, but also have to investigate
regularity and non-impulsiveness (for continuous-time case) or causality (for
discrete-time case) simultaneously, whereas for state-space systems the latter
two issues do not arise due to the fact that the regularity and absence of
impulses or causality are guaranteed definitely in state-space systems [178].
It is therefore the study of SSs is much more complicated and interesting
than that of state-space systems.

Considering the importance of SSs both in practice and in theory, a lot
of researchers from a variety of engineering areas have paid considerable
attention to the study of SSs. In particular, in the last two decades there

Z.-G. Wu et al.: Anal. & Synth. of Singular Syst. with Time-Delays, LNCIS 443, pp. 1–9.
DOI: 10.1007/978-3-642-37497-5_1 c© Springer-Verlag Berlin Heidelberg 2013



2 1 Introduction

has been a surge of research activities and thus extensive results have been
presented by all kinds of methods in the literature, and a lot of funda-
mental and important notions and results in systems and control theory
based on state-space systems have been successfully extended to SSs in-
cluding controllability, observability, stability and stabilization, guaranteed
cost control, H∞ control and filtering, model reduction, sliding mode control
and so on. For more details on the related results, we refer the readers to
[18, 80, 107, 119, 130, 141, 142, 145, 146, 177, 181, 185, 189, 191, 198, 208]
and the references therein.

It is well known that time delay, which is frequently encountered in various
engineering systems such as nuclear reactors, rolling mills, hydraulic systems,
manufacturing processes, and so on [49, 52], is often a source of the generation
of oscillation and a source of instability of control systems [71]. Therefore,
it is naturally important and necessary to study time-delay systems, which
have been a fascinating subject of research attracting constant attention from
the mathematical and control communities during the past several decades.
A great number of approaches have been proposed to study the analysis,
control and filtering problems for time-delay systems in order to meet the
needs of practical engineering. Among these approaches, the linear matrix
inequality (LMI) method appears to be very popular, the advantage of which
lies in the fact that LMIs can be converted to a convex optimization problem
which can be handled efficiently via standard numerical software [10]. The
existing results on time-delay systems can be classified into two types, that is,
delay-independent results and delay-dependent results; the former does not
include any information on the size of delay while the latter employs such
information. Generally speaking, the delay-independent results are regarded
as more conservative than the delay-dependent results, especially when the
time delay is comparatively small. Therefore, delay-dependent problems on
time-delay systems have received visible research attention and a wealth of
approaches have been proposed such as model transformation approach [77],
bounding techniques (Park inequality [115], Moon inequality [113], Jensen
inequality [49, 54]), descriptor system approach [36, 37], discretized Lyapunov
functional method [48, 49], free-weighting matrix approach [57–59, 150, 151],
delay partitioning technique [73, 117], etc. A survey of the recent results on
time-delay systems can be found in [180].

It is not surprising that, in the past ten years, singular time-delay systems
have been explored extensively by lots of researchers. Up to now, various
methods and techniques have been developed for the study of SSs with time-
delays in a wide range of research topics. It is worth pointing out that the
development of singular time-delay systems is also mainly based on the well
known Lyapunov theory, but unfortunately the traditional Lyapunov theo-
rem for state-space systems with time-delays cannot be directly applied to
singular time-delay systems [52, 81]. Based on the Barbalat lemma [47], a
singular version of Lyapunov Theorem has been proposed in [35], based on
which sufficient conditions for delay-dependent/delay-independent stability
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and for robustness of stability with respect to small delays have been given
by LMIs. In [38], the singular version of Lyapunov Theorem has been further
adopted to SSs with time-delays, and the H∞ filtering, the state-feedback
and the output-feedback H∞ control problems have been solved. The singu-
lar version of Lyapunov Theorem has also been used to study fuzzy singular
time-delay systems in the extended Takagi-Sugeno (T-S) fuzzy model in [81],
where sufficient conditions have been derived for the stability and stabiliza-
tion. However, in [35, 38], the decomposition and transformation of original
system coefficient matrices are required and the derived results are not for-
mulated in terms of the coefficient matrices of the original system, which
make the analysis and design procedures complex and unreliable. In [175],
the problems of robust stability and stabilization for uncertain SSs with state
delay have been investigated and the following notable stable condition has
been proposed.

Lemma 1.1. System {
Eẋ(t) = Ax(t) +Adx(t− d),

x(t) = φ(t), t ∈ [−d, 0] (1.1)

is regular, impulse free and stable if there exist matrices Q > 0 and P such
that

EPT = PET � 0 (1.2)[
APT + PAT +Q AdP

T

∗ −Q
]
< 0 (1.3)

Based on the above lemma, necessary and sufficient conditions for gener-
alized quadratic stability and generalized quadratic stabilization have been
presented in terms of LMIs, respectively. An obvious and important merit of
the results given in [175] is that all the given results are expressed by using
the original system matrices and thus no system decomposition is required,
which can avoid certain numerical problems arising from decomposition of
matrices and thus make the analysis and design procedures relatively simple
and reliable. It is worth pointing out that Lemma 1.1 and the techniques
adopted in [175] play important roles in the study of SSs with time delays,
and have been routinely used in the literature. Up to now, various approaches
have been developed to the analysis and synthesis of SSs with time delays
in a wide range of related research topics, including stability and stabiliza-
tion [30, 51, 81, 158, 218], guaranteed cost control [70, 140, 194], sliding mode
control [23, 53, 149], H∞ control [29, 166, 173, 186, 187], dissipativity analy-
sis [34, 154], H∞ filtering [86, 93, 94, 201, 219], dissipative filtering [33], and
fault detection [13].

The past few decades have witnessed a significant progress on the theory
of Markov jump systems (MJSs), which is arguably one of the most active
research areas in systems and control. The reason is mainly that as a spe-
cial class of hybrid systems, MJSs have great ability to model the dynamic
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systems whose structure is subject to random abrupt variation mainly due
to, for example, changing in subsystem interconnections, random component
failures or repairs, sudden environmental changes, uncontrolled configura-
tion changes, and sudden variations of the operating points of a nonlinear
system [20]. As a result, many essential results have been reported on the
theory of analysis, control and filtering of MJSs [2, 17, 19, 22, 27, 66, 68,
88, 95, 98, 110, 114, 126, 136, 147, 152, 165, 174, 203, 206], and the impor-
tant applications of such type of systems can be found in diverse fields, e.g.
robot manipulations, economic systems, networked control systems, multi-
agent control systems, aircraft control systems, fault tolerant systems, power
systems [1, 62, 127].

In recent years, some attention has also been paid to SMJSs and a
few results have been reported by various techniques. For example, in
[162, 164, 169, 171, 178], necessary and sufficient conditions for stochastic
admissibility have been obtained in terms of LMIs for continuous-time and
discrete-time SMJSs. It should be mentioned that the results reported in
[169, 171, 178] require the complete knowledge of transition probabilities
(rates) of the Markov chain (process) that describes the switching of the
system modes. However, in fact, it is very hard and expensive to obtain pre-
cisely all the transition probabilities (rates) even for a simple system [8]. To
overcome the deadlock, [8] and [164] have discussed the case of unknown
transition probabilities, and thus the proposed results are more general and
powerful than these of [169, 171, 178]. The problems of guaranteed cost con-
trol and H∞ control for SMJSs have been addressed in [4, 74, 178]. In [211],
the observer design problem has been investigated for a class of SMJSs with
nonlinear perturbations, and the full-order and reduced-order observers have
been designed such that the dynamics of each estimation error is guaran-
teed to be globally exponentially stable in the mean square. The problem
of fault detection filter design for SMJSs with intermittent measurements
has been addressed in [197], where a fault detection filter has been designed
such that the residual system is stochastically admissible and satisfies some
expected performances. Nevertheless, compared to the rich results for MJSs
and SMJSs, the study of SMJSs with time delay has received much less at-
tention. When time delays appear in SMJSs, the problems of stability and
stabilization have been discussed for continuous-time cases in [9, 160] and
discrete-time cases in [104, 216], respectively. In [133], the guaranteed cost
control has been considered for SMJSs with time-varying delay, and an ex-
istence condition of the guaranteed cost state feedback controller has been
derived. The H∞ control problem has been investigated for SMJSs with time
delay in [85, 105, 159, 215], where several BRLs have been given based on
LMI approach and the design methods of desired controller have also been
propsoed. The results on filtering for SMJSs with time delays can be found
in [84, 156, 170]. In [148], the problem of sliding mode control has been dis-
cussed for SMJSs with time delay and an SMC law has been given to drive
the system trajectories onto the predefined switching surface.
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1.2 Book Organization

So far a large number of important and interesting results have been proposed
for singular time-delay systems with or without Markov jumping parameters.
However, there lacks of a monograph to provide the up-to-date advances in
the literature. Thus, the main purpose of this book is to fill such gap by
providing some recent developments in the analysis and synthesis issues for
SSs with time delay and SMJSs with time delay. The materials adopted in
the book are mainly based on research results of the authors.

Besides this short Introduction, this book is organized into two main parts;
i.e., Part I: SSs with time delays and Part II: SMJSs with time delays.

Some developments on analysis and synthesis of SSs with time delays is
presented in Part I, which starts with Chapter 2 and consists of seven relevant
but independent chapters as follows.

Chapter 2 studies the robust stabilization problem for uncertain discrete-
time SSs with time delays. In terms of strict LMI and a finite sum inequality,
a delay-dependent criterion is obtained for the nominal systems to be admis-
sible. Based on the criterion, a state feedback controller, which guarantees
that, for all uncertainties, the resulting closed-loop system is regular, causal
and stable, is constructed. An explicit expression for the desired controller is
also given. The obtained results include both delay-independent and delay-
dependent cases.

Chapter 3 investigates the problem of delay-dependent H∞ control for
SSs with state delay. In terms of LMI approach, a delay-dependent BRL is
presented to ensure the system to be regular, impulse free and stable with
H∞ performance condition via an augmented Lyapunov functional. Based
on the BRL obtained, the delay-dependent condition for the existence of H∞
state feedback controller is presented via strict LMI. An explicit expression
for the desired state feedback controller is also given.

Chapter 4 is devoted to the problem of reliable passive control for SSs
with time-varying delays. The aim of the addressed reliable passive control
problem is to design a state feedback controller such that, for all possible
actuator failures, the resultant closed-loop system is regular, impulse-free,
exponentially stable, and passive. A delay-dependent condition is established
to guarantee the considered system to be regular, impulse-free, exponentially
stable, and passive. Based on the derived condition, the reliable passive con-
trol problem is solved, and an explicit expression for the desired controller is
given.

Chapter 5 addresses the dissipativity analysis problem for continuous-
time/discrete-time SSs with time-varying delays. Some delay-dependent cri-
terion are established to guarantee the dissipativity of the underlying systems
using the delay partitioning technique. All the results given are not only de-
pendent upon the time delay, but also dependent upon the number of delay
partitions.
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Chapter 6 focuses on the problem of delay-dependent L2 − L∞ filtering
for SSs with time delays. Attention is focused on the design of full-order
filter that guarantees the delay-dependent exponentially admissible and a
prescribed noise attenuation level in L2 − L∞ sense for the filtering error
dynamics. The desired filter can be constructed by solving certain LMIs.

Chapter 7 is concerned with the delay-dependent H∞ filtering problem
for SSs with time-varying delays in a range. In terms of LMI approach, the
delay-range-dependent BRLs are proposed, which guarantee the considered
system to be regular, impulse free and exponentially stable while satisfying a
prescribed H∞ performance level. The sufficient conditions are proposed for
the existence of linear H∞ filter.

Chapter 8 deals with the problem of H∞ filter design for discrete-time net-
worked SSs with both multiple stochastic time-varying communication delays
and probabilistic missing measurements. Two kinds of stochastic time-varying
communication delays, namely stochastic discrete delays and stochastic dis-
tributed delays, are simultaneously considered. The purpose of the addressed
filtering problem is to design a filter such that, for the admissible random
measurement missing and communication delays, the filtering error dynam-
ics is asymptotically stable in the mean square with a prescribed H∞ perfor-
mance index. In terms of LMI method, a sufficient condition is established
that ensures the asymptotical stability in the mean square with a prescribed
H∞ performance index of the filtering error dynamics and then the filter
parameters are characterized by the solution to a LMI.

Some developments on analysis and synthesis of SMJSs with time delays
presented in Part II, which starts with Chapter 9 and consists of six relevant
but independent chapters as follows.

Chapter 9 considers the problem of delay-dependent stability analysis for
a class of discrete-time SMJSs with time-varying delay. The transition prob-
abilities in Markov chain are assumed to be partially unknown. In terms
of LMI approach, the delay-dependent criteria are proposed to ensure the
underlying system to be regular, causal and stochastically stable.

Chapter 10 studies the problem of delay-dependent H∞ control for SMJSs
with time delays. The aim of the problem is to design a state feedback con-
troller, which guarantees that the resultant closed-loop system is not only
regular, impulse free and stochastically stable, but also satisfies a prescribed
H∞ performance level for all delays no larger than a given upper bound in
terms of LMI approach. A strict LMI condition is developed to guarantee the
existence of the desired state feedback controller. An explicit expression for
the desired controller is also given.

In Chapter 11, the problem of delay-dependent passivity analysis is stud-
ied for SMJSs with time-varying/time-invariant delays. By use of the delay
partitioning method, some delay-dependent passivity conditions are derived
for the considered systems via novel Lyapunov functionals including mode-
dependent double integral terms. Some stochastic stability criteria are also
given. All the results reported in this paper not only depend upon the time
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delays, but also depend upon their partitioning, which aims at reducing the
conservatism.

Chapter 12 is devoted to the problem of mode-independent l2 − l∞ filter
design for discrete-time SMJSs with time-varying delays. By using the delay
partitioning technique, a delay-dependent condition is established to guaran-
tee the filtering error systems to be stochastically admissible and achieve a
prescribed l2 − l∞ performance index. Based on the derived condition, the
full-order and reduced-order filters with mode-independent characterization
are designed in a unified framework. The corresponding filter parameters can
be obtained by solving a set of LMIs.

Chapter 13 studies the problem of mode-independent H∞ filtering for
SMJSs with time delay. In terms of LMI approach, a delay-dependent BRL
is proposed for the considered system to be stochastically admissible while
achieving the prescribed H∞ performance condition. Based on the BRL and
under partial knowledge of the jump rates of the Markov process, both delay-
dependent and delay-independent sufficient conditions that guarantee the
existence of the desired filter are presented. The explicit expression of the
desired filter gains is also characterized by solving a set of strict LMIs.

Chapter 14 presents the synthesis design procedure of a mode-dependent
H∞ filter for SMJSs with time delays. A delay-dependent BRL is given to
ensure that the system achieves mean-square exponentially admissible and
guarantees a prescribed H∞ performance index in terms of LMI approach.
Based on the BRL, the H∞ filtering problem is solved and the desired filter
can be constructed by solving the corresponding LMIs.

1.3 Some Lemmas

Before ending this chapter, we give the following lemmas, which will be used
throughout this book.

Lemma 1.2. [118] Given matrices Ω, Γ and Ξ with appropriate dimensions
and with Ω symmetrical, then

Ω + ΓFΞ + ΞTFTΓT < 0 (1.4)

holds for any F satisfying FTF � I, if and only if there exists a scalar ε > 0
such that

Ω + εΓΓT + ε−1ΞTΞ < 0. (1.5)

Lemma 1.3. [10, 178] The matrix inequality[
Z1 Z2

∗ Z3

]
� 0 (1.6)

holds if and only if

Z1 � 0, Z1 − Z2Z
+
3 Z

T
2 � 0, Z2(I − Z3Z

+
3 ) = 0. (1.7)



8 1 Introduction

Lemma 1.4. (Jensen Inequality)[49, 125]: For any matrix W > 0 with
appropriate dimension, scalars γ1 and γ2 satisfying γ2 > γ1, and a vector
function ω : [ γ1, γ2 ] → R

n such that the integrations concerned are well
defined, then

(γ2 − γ1)

γ2∫
γ1

ω(α)TWω(α) dα �

⎡
⎣ γ2∫
γ1

ω(α) dα

⎤
⎦
T

W

⎡
⎣ γ2∫
γ1

ω(α) dα

⎤
⎦ . (1.8)

Lemma 1.5. (Discretized Jensen Inequality)[67]: For any matrix W > 0
with appropriate dimension, integers γ1 and γ2 satisfying γ2 > γ1, and vector
function ω : N[γ1, γ2] → R

n such that the sums concerned are well defined,
then

(γ2 − γ1 + 1)

γ2∑
α=γ1

ω(α)TWω(α) �
γ2∑

α=γ1

ω(α)TW

γ2∑
α=γ1

ω(α). (1.9)

Lemma 1.6. For any matrices T1, Y1, Y2, E and Z > 0 with appropriate
dimensions, an integer d > 0, and a vector function x : [ k−d, k ] → R

n such
that the sums concerned are well defined, then

−
k−1∑

α=k−d

η(α)TZη(α) � 2ξ(k)T

⎡
⎣Y1EY2E
T1E

⎤
⎦ [x(k)− x(k − d)]

+ dξ(k)T

⎡
⎣Y1Y2
T1

⎤
⎦Z−1

⎡
⎣Y1Y2
T1

⎤
⎦
T

ξ(k). (1.10)

where

η(k) = Ex(k + 1)− Ex(k),

ξ(k) =
[
x(k)T η(k)T x(k − d)T

]T
.

Proof. See Appendix.

Lemma 1.7. For any given matrix

[
Z1 Z2

∗ Z3

]
> 0 with appropriate dimension,

a scalar d > 0, and a vector function x : [ t − d, t ] → R
n such that the

integrations concerned are well defined, then

−d
∫ t

t−d

[
x(α)
Eẋ(α)

]T [
Z1 Z2

∗ Z3

] [
x(α)
Eẋ(α)

]
dα

�

⎡
⎣ x(t)

x(t− d)∫ t
t−d

x(α)dα

⎤
⎦
T ⎡
⎣−ETZ3E ETZ3E −ETZT

2

ETZ3E −ETZ3E ETZT
2

−Z2E Z2E −Z1

⎤
⎦
⎡
⎣ x(t)

x(t− d)∫ t
t−d

x(α)dα

⎤
⎦ .

(1.11)
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Proof. See Appendix.

Lemma 1.8. For any matrix

[
M S
∗ M

]
� 0 with appropriate dimension, in-

tegers d1, d2 and d(k) satisfying d1 � d(k) � d2, and a vector function
x : N[k − d2, k − d1] → R

n such that the sums concerned are well defined,
then

−d12
k−d1−1∑
α=k−d2

ζ(α)TMζ(α) � �(k)TΩ�(k), (1.12)

where d12 = d2 − d1, ζ(α) = x(α + 1)− x(α) and

�(k) =
[
x(k − d1)

T x(k − d(k))T x(k − d2)
T
]T
,

Ω =

⎡
⎣−M M − S S

∗ −2M + S + ST −S +M
∗ ∗ −M

⎤
⎦ .

Remark 1.9. Lemma 1.8 is a special case of the lower bounds lemma of [116],
which is presented in a form more convenient for the application in this
book. It is noted that if S = 0, the finite sum inequality (1.12) reduces to
[129, inequality (11)]. Thus, inequality (1.12) is tighter than the existing one.

Lemma 1.10. [125, 199] Suppose that a positive continuous function f(t)
satisfies

f(t) � ζ1 sup
t−d�s�t

f(s) + ζ2e
−εt, (1.13)

where ε > 0, 0 < ζ1 < 1, 0 < ζ1e
εd < 1 ζ2 > 0 and d > 0, then

f(t) � e−εt sup
−d�s�0

f(s) +
ζ2e

−εt

1− ζ1eεd
. (1.14)

Lemma 1.11. Suppose that a positive continuous stochatic function f(t) sat-
isfies

E {f(t)} � ζ1E { sup
t−d�s�t

f(s)}+ ζ2e
−εt, (1.15)

where ε > 0, 0 < ζ1 < 1, 0 < ζ1e
εd < 1 ζ2 > 0 and d > 0, then

E {f(t)} � e−εtE { sup
−d�s�0

f(s)}+ ζ2e
−εt

1− ζ1eεd
. (1.16)

Remark 1.12. The proof of Lemma 1.11 can be carried out similarly to that of
[199, Lemma 2]. It is noted that Lemma 1.11 is the stochastic case of Lemma
1.10.



Part I

Singular Systems (SSs) with Time-Delays



2

Robust Stabilization for Uncertain
Discrete-Time SSs with State Delay

2.1 Introduction

The problems of delay-dependent stability analysis and stabilization for
singular time-delay systems have received increasing attention. Based on
LMI approach, several delay-dependent stability criteria have been given in
[7, 38, 187]. In [128], the delay-dependent robust stabilization problem for
uncertain singular time-delay systems has been investigated by using model
transformation and bounding technique for cross terms, and several LMI
conditions for the solvability of this problem have been obtained. The prob-
lem has also been discussed in [120], where neither model transformation
nor bounding technique for cross terms is needed in the development of the
results.

It should be pointed out that all of the above mentioned works have been
developed in the context of continuous-time singular time-delay systems. It
seems that the corresponding results for discrete-time case are relatively few.
In [14, 15, 176, 188], the robust stability problem has been discussed for
discrete-time SSs with state delay and uncertainty, and several robust stabil-
ity and D-stability conditions have been established. But it should be pointed
out that in the above mentioned results, some additional assumptions on the
system are needed in the development of the results. Based on LMI method,
the delay-dependent robust stability problem has been discussed for discrete-
time SSs with state delay and norm bounded parametric uncertainties in
[63, 64], and several delay-dependent and delay-independent stability criteria
have been derived. Because the results of [63, 64] are formulated by LMI
and no additional assumption on the system is necessary, the results pro-
posed in [63, 64] are more desired and have computational advantages over
[14, 15, 176, 188]. However, the delay-dependent robust stabilization problem
has not been solved in the above mentioned papers.

Based on LMI approach and a finite sum inequality, the problem of ro-
bust stabilization for discrete-time SSs with time-delay and norm bounded
parametric uncertainties is addressed in this chapter. The aim of the problem

Z.-G. Wu et al.: Anal. & Synth. of Singular Syst. with Time-Delays, LNCIS 443, pp. 13–25.
DOI: 10.1007/978-3-642-37497-5_2 c© Springer-Verlag Berlin Heidelberg 2013
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is to design a state feedback controller which renders, for all uncertainties,
the resulting closed-loop system is regular, causal and stable. The robust
stability condition and robust stabilizability condition of the considered sys-
tem are proposed by strict LMIs. These strict LMI-based conditions include
delay-dependent and delay-independent results and all obtained results are
formulated by the coefficient matrices of the original systems, which avoids
the decomposition of the given system matrices. Two examples are provided
to demonstrate that the results given in this chapter improve the existing
ones.

2.2 Preliminaries

Consider the following uncertain discrete-time SS with state delay:⎧⎪⎨
⎪⎩
Ex(k + 1) = (A+ΔA)x(k) + (Ad +ΔAd)x(k − d)

+ (B +ΔB)u(k),

x(k) = φ(k), k ∈ N[−d, 0],
(2.1)

where x(k) ∈ R
n is the state, u(k) ∈ R

m is the control input, d > 0 is an inte-
ger representing the time delay, and φ(k) is the compatible initial condition.
The matrixE ∈ R

n×n may be singular and it is assumed that rankE = r � n.
A, Ad and B are known real constant matrices with appropriate dimensions.
ΔA, ΔAd and ΔB are unknown matrices representing norm-bounded para-
metric uncertainties and are assumed to be of the following form,[

ΔA ΔAd ΔB
]
=MF (k)

[
N1 N2 N3

]
, (2.2)

where M , N1, N2 and N3 are known real constant matrices with appropriate
dimensions, and F (k) ∈ R

q×k is an unknown real and possibly time-varying
matrix satisfying

F (k)TF (k) � I. (2.3)

The nominal unforced system of (2.1) can be written as{
Ex(k + 1) = Ax(k) +Adx(k − d),

x(k) = φ(k), k ∈ N[−d, 0]. (2.4)

Definition 2.1. [21, 178]

1. The pair (E,A) is said to be regular if det(zE −A) �≡ 0,
2. The pair (E,A) is said to be causal if deg(det(zE −A)) = rankE.

Definition 2.2. [178]

1. System (2.4) is said to be regular and causal, if the pair (E,A) is regular
and causal,
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2. System (2.4) is said to be stable if for any scalar ε > 0, there exits a
scalar δ(ε) > 0 such that, for any compatible initial conditions φ(k) satisfying
sup−d�k�0 ‖φ(k)‖ � δ(ε), the solution x(k) of system (2.4) satisfies ‖x(k)‖ �
ε for any k � 0, moreover lim

k→∞
x(k) = 0,

3. System (2.4) is said to be admissible if it is regular, causal and stable.

Before closing this section, we present the following result which will be used
in the proof of the further results.

Lemma 2.3. System (2.4) is stable, if there exit scalars α > 0 and β > 0,
and a discrete-time functional V (k) = V (x(k), x(k − 1), · · · , x(k − d)) such
that for any x(k) satisfying system (2.4),

0 � V (k) � α sup
k−d�i�k

‖x(i)‖2,

ΔV (k) = V (k + 1)− V (k) � −β‖x(k)‖2. (2.5)

Proof. From (2.5), we obtain that for any k � 0,

−V (0) � V (k + 1)− V (0) =

k∑
i=0

ΔV (i) � −β
k∑

i=0

||x(i)||2. (2.6)

Hence, for any x(k) satisfying system (2.4), we have

k∑
i=0

||x(i)||2 � 1

β
V (0) � α

β
sup

−d�i�0
‖φ(i)‖2. (2.7)

Therefore, ‖x(k)‖ is small enough for small enough sup−d�i�0 ‖φ(i)‖. More-
over, Series

∑∞
i=0 ||x(i)||2 converge, which implies that limk→∞ x(k) = 0.

According to Definition 2.2, system (2.4) is stable. This completes the proof.

Remark 2.4. It is noted that Lemma 2.3 proposes a simple and effective
method to determine the stability of system (2.4). It can be viewed as a
discrete-time counterpart of [35, Lemma 1], which is used to demonstrate the
stability for continuous-time SSs with time delay.

Remark 2.5. In [14, 178, 184], to establish the stability conditions for the
same system, the considered system is converted into delay-free systems by
augmentation approach. However, for large known delay, this method will
lead to large-dimensional systems, which makes the proof procedure compli-
cated and unreliable. Furthermore, for unknown delay or time-varying delay
the augmentation method become difficult to apply. For Lemma 2.3, however,
not only it is not necessary to convert the considered systems, but also the
stability analysis problem for systems with unknown delay or time-varying
delay can be solved. Hence, Lemma 2.3 is rather powerful and general to
establish stability conditions for discrete-time SSs with time delay.
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2.3 Main Results

2.3.1 Stability Analysis

The delay-dependent and delay-independent conditions will be established
based on the LMI approach for system (2.1) with u(k) = 0 to be regular,
causal and stable for all uncertainties. Initially, the following theorem is pre-
sented for system (2.4) to be regular, causal and delay-dependent stable.

Theorem 2.6. System (2.4) is admissible, if there exist matrices P1 > 0,
Q > 0, Z > 0, S, Se Sd, P2, P3, P4, Y1, Y2 and T1 such that

Λ =

⎡
⎢⎢⎣
Ξ11 Ξ12 Ξ13 dY1
∗ Ξ22 Ξ23 dY2
∗ ∗ Ξ33 dT1
∗ ∗ ∗ −dZ

⎤
⎥⎥⎦ < 0, (2.8)

where R ∈ R
n×(n−r) is any full column rank matrix satisfying ETR = 0, and

Ξ11 = PT
2 (A− E) + (A− E)TP2 + Y1E + ETY T

1 +Q,

Ξ12 = ETP1 + SRT − PT
2 + (A− E)TP3 + ETY T

2 ,

Ξ13 = − Y1E + PT
2 Ad + ETTT

1 + (A− E)TP4,

Ξ22 = SeR
T +RST

e − P3 − PT
3 + P1 + dZ,

Ξ23 = − Y2E + PT
3 Ad − P4 +RST

d ,

Ξ33 = −Q− T1E − ETTT
1 + PT

4 Ad +AT
d P4.

Proof. From (2.8), it is easy to show that[
Ω1 S̃1R̃

TÃd + ÃTR̃S̃T
2 − Ỹ Ẽ + ẼTT̃T

∗ −Q̃+ S̃2R̃
TÃd + ÃT

d R̃S̃
T
2 − T̃ Ẽ − ẼTT̃T

]
< 0, (2.9)

where

Ω1 = ÃTP̃ Ã− ẼTP̃ Ẽ + S̃1R̃
TÃ+ ÃTR̃S̃T

1 + Ỹ Ẽ + ẼTỸ T + Q̃,

Ẽ =

[
E 0
0 0

]
, Ã =

[
E I

A− E −I
]
, Ãd =

[
0 0
Ad 0

]
,

P̃ =

[
P1 0
0 0

]
, Ỹ =

[
Y1 0
Y2 0

]
, T̃ =

[
T1 0
0 0

]
, Q̃ =

[
Q 0
0 dZ

]
,

S̃1 =

[
S PT

2

Se P
T
3

]
, S̃2 =

[
Sd P

T
4

0 0

]
, R̃ =

[
R 0
0 I

]
.

Since rank Ẽ = rankE = r � n, there exist nonsingular matrices M and N
such that

Ê = MẼN =

[
Ir 0
0 0

]
. (2.10)
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Denote

Â =MÃN =

[
A11 A12

A21 A22

]
, (2.11a)

P̂ = M−T P̃M−1 =

[
P11 P12

P21 P22

]
, (2.11b)

Ŷ = NTỸ M−1 =

[
Y11 Y12
Y21 Y22

]
, (2.11c)

Ŝ = NT S̃1 =

[
S1

S2

]
, (2.11d)

R̂ = M−T R̃ =

[
0
I

]
H, (2.11e)

where H ∈ R
(2n−r)×(2n−r) is any nonsingular matrix. From (2.9), it is easy

to see that

−ẼTP̃ Ẽ + S̃1R̃
TÃ+ ÃTR̃S̃T

1 + Ỹ Ẽ + ẼTỸ T < 0. (2.12)

Pre-multiplying and post-multiplying (2.12) by NT and N , respectively, we
have [

� �
� S2H

TA22 +AT
22HS

T
2

]
< 0, (2.13)

where “�” represents matrices that are not relevant in the following dis-
cussion. From (2.13), we can obtain that A22 is nonsingular, which implies
the pair (Ẽ, Ã) is regular and causal. Noting the fact that det(zE − A) =
det(zẼ − Ã), we can easily see that the pair (E,A) are regular and causal.
Hence, according to Definition 2.2, system (2.4) is regular and causal.

Next we will show that system (2.4) is stable. To the end, we propose the
following Lyapunov functional:

V (k) = V1(k) + V2(k) + V3(k), (2.14)

where

V1(k) =x(k)
TETP1Ex(k),

V2(k) =

−1∑
β=−d

k−1∑
α=k+β

[Ex(α+ 1)− Ex(α)]TZ[Ex(α+ 1)− Ex(α)],

V3(k) =

k−1∑
α=k−d

x(α)TQx(α).

It is clear that 0 � V (k) � α supk−d�i�k ‖x(i)‖2, where α = λmax(E
TP1E)+

dλmax(Q) + 4d2λmax(E
TZE). Since ΔV1(k), ΔV2(k) and ΔV3(k) yield the

relation
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ΔV1(k) =x(k + 1)TETP1Ex(k + 1)− x(k)TETP1Ex(k),

=[Ex(k + 1)− Ex(k)]TP1[Ex(k + 1)− Ex(k)]

+ 2x(k)TETP1[Ex(k + 1)− Ex(k)], (2.15)

ΔV2(k) �d[Ex(k + 1)− Ex(k)]TZ[Ex(k + 1)− Ex(k)]

−
k−1∑

α=k−d

[Ex(α + 1)− Ex(α)]TZ[Ex(α+ 1)− Ex(α)], (2.16)

ΔV3(k) =x(k)
TQx(k)− x(k − d)TQx(k − d). (2.17)

By Lemma 1.6, we have

ΔV2(k) � d[Ex(k + 1)− Ex(k)]TZ[Ex(k + 1)− Ex(k)]

+ 2ξ(k)T

⎡
⎣Y1EY2E
T1E

⎤
⎦ [x(k)− x(k − d)]

+ dξ(k)T

⎡
⎣Y1EY2E
T1E

⎤
⎦Z−1

⎡
⎣Y1EY2E
T1E

⎤
⎦
T

ξ(k), (2.18)

where ξ(k) =
[
x(k)T (Ex(k + 1)− Ex(k))T x(k − d)T

]T
. On the other

hand, we can find that, for any appropriately dimensioned matrices S, Se

Sd, P2, P3 and P4, the following equalities hold:

α(k) = 2[x(k)TPT
2 + [Ex(k + 1)− Ex(k)]TPT

3 + x(k − d)TPT
4 ]

× [(A− E)x(k) − [Ex(k + 1)− Ex(k)] +Adx(k − d)]

= 0, (2.19)

β(k) = 2[x(k)TSRT + [Ex(k + 1)− Ex(k)]TSeR
T + x(k − d)TSdR

T]

× [Ex(k + 1)− Ex(k)]

= 0. (2.20)

Hence,

ΔV (k) = ΔV1(k) +ΔV2(k) +ΔV3(k) + α(k) + β(k)

� ξ(k)TΠξ(k), (2.21)

where

Π =

⎡
⎣Ξ11 Ξ12 Ξ13

∗ Ξ22 Ξ23

∗ ∗ Ξ33

⎤
⎦+ d

⎡
⎣Y1EY2E
T1E

⎤
⎦Z−1

⎡
⎣Y1EY2E
T1E

⎤
⎦
T

.

By Schur complement, Π < 0 can be obtained from (2.8). Therefore,
ΔV (k) � −β‖x(k)‖2, where β = −λmax(Π) > 0. Thus, according to Lemma
2.3, system (2.4) is stable. This completes the proof.
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Remark 2.7. It is noted that Theorem 2.6 proposes a strict LMI-based delay-
dependent criterion guaranteeing the considered system to be admissible. In
the case when E = I, that is, system (2.4) reduces to a state-space time-delay
system, it is easy to show that Theorem 2.6 coincides with [41, Proposition
2]. Therefore, Theorem 2.6 can be viewed as an extension of existing results
on state-space systems with time-delay to SSs with time-delay.

Remark 2.8. From the proof of Theorem 2.6, it is clear to see that the finite
sum inequality (1.10) plays an important role in the derivation of the delay-
dependent condition. Neither model transformation nor bounding technique
for cross-terms is involved. Hence, the conservatism inherited from these ideas
will no longer exit in Theorem 2.6.

Remark 2.9. In the computation of ΔV (k), two null terms α(k) and β(k) are
introduced to get less restriction solution. Hence, the free-weighting matrix
approach, which has been widely used to deal with the delay-dependent prob-
lem for state-space time-delay systems, is extended to discrete-time SSs with
time delay in Theorem 2.6. It is worth pointing out that β(k) for state-space
time-delay systems will vanish because of the nonsingularity of E.

The delay-dependent result for uncertain system (2.1) with u(k) = 0 can be
described as the following theorem.

Theorem 2.10. System (2.1) with u(k) = 0 is admissible, if there exist ma-
trices P1 > 0, Q > 0, Z > 0, S, Se, Sd, P2, P3, P4, Y1, Y2 and T1 such that⎡

⎢⎢⎢⎢⎣
Ω11 Ξ12 Ω13 dY1 PT

2 M
∗ Ξ22 Ξ23 dY2 PT

3 M
∗ ∗ Ω33 dT1 PT

4 M
∗ ∗ ∗ −dZ 0
∗ ∗ ∗ ∗ −I

⎤
⎥⎥⎥⎥⎦ < 0, (2.22)

where R, Ξ12, Ξ22 and Ξ23 are given in Theorem 2.6, and

Ω11 = PT
2 (A− E) + (A− E)TP2 + Y1E + ETY T

1 +Q+NT
1 N1,

Ω13 = − Y1E + PT
2 Ad + ETTT

1 + (A− E)TP4 +NT
1 N2,

Ω33 = −Q− T1E − ETTT
1 + PT

4 Ad +AT
d P4 +NT

2 N2.

Proof. Using Schur complement, based on (2.22), we have

Λ+DDT +NTN < 0, (2.23)

where Λ is the same as the left-hand side of (2.8), and

D =
[
MTP2 M

TP3 M
TP4 0

]T
,

N =
[
N1 0 N2 0

]
.
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By Lemma 1.2, it follows from (2.23) that⎡
⎢⎢⎣
Ψ11 Ψ12 Ψ13 dY1
∗ Ξ22 Ψ23 dY2
∗ ∗ Ψ33 dT1
∗ ∗ ∗ −dZ

⎤
⎥⎥⎦ < 0, (2.24)

where

Ψ11 = PT
2 (A+ΔA− E) + (A+ΔA− E)TP2 + Y1E + ETY T

1 +Q,

Ψ12 = ETP1 + SRT − PT
2 + (A+ΔA− E)TP3 + ETY T

2 ,

Ψ13 = − Y1E + PT
2 (Ad +ΔAd) + ETTT

1 + (A+ΔA− E)TP4,

Ψ23 = − Y2E + PT
3 (Ad +ΔAd)− P4 +RST

d ,

Ψ33 = −Q− T1E − ETTT
1 + PT

4 (Ad +ΔAd) + (Ad +ΔAd)
TP4.

According to Theorem 2.6, we have the desired result immediately. This com-
pletes the proof.

If the matrices, in (2.22), Y1 = Y2 = T1 = 0 and Z = εI/d(ε→ 0), then The-
orem 2.10 provides the delay-independent result, which is stated as follows.

Corollary 2.11. System (2.1) with u(k) = 0 is admissible, if there exist
P1 > 0, Q > 0, S, Se, Sd, P2, P3 and P4 such that⎡

⎢⎢⎣
Ω11 Ω12 Ω13 P

T
2 M

∗ Ω22 Ω23 P
T
3 M

∗ ∗ Ω33 P
T
4 M

∗ ∗ ∗ −I

⎤
⎥⎥⎦ < 0, (2.25)

where R ∈ R
n×(n−r) is any full column rank matrix satisfying ETR = 0, and

Ω11 = PT
2 (A− E) + (A− E)TP2 +Q+NT

1 N1,

Ω12 = ETP1 + SRT − PT
2 + (A− E)TP3,

Ω13 = PT
2 Ad + (A− E)TP4 +NT

1 N2,

Ω22 = SeR
T +RST

e − P3 − PT
3 + P1,

Ω23 = PT
3 Ad − P4 +RST

d ,

Ω33 = −Q+ PT
4 Ad +AT

d P4 +NT
2 N2.

Remark 2.12. It is noted that a delay-independent condition is established in
Corollary 2.11 for system (2.1) with u(k) = 0 to be admissible for all uncer-
tainties by strict LMI, which is contrast to that in [184], where a nonstrict
LMI condition has been reported. Compared with a nonstrict LMI condition,
testing a strict LMI condition can avoid some numerical problems arising
from equality constraints. Thus, the result in this chapter is elegant than
that of [184] from the mathematical point of view.
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2.3.2 Stabilization

A state feedback controller u(k) = Kx(k),K ∈ R
m×n will be designed for sys-

tem (2.1) such that the resultant closed-loop system is delay-dependent/delay-
independent admissible for all uncertainties.

We first consider the nominal system of system (2.1) described by{
Ex(k + 1) = Ax(k) +Adx(k − d) +Bu(k),

x(k) = φ(k), k ∈ N[−d, 0]. (2.26)

In the following theorem, we make use of Theorem 2.6 to design the controller
for the above system such that the resultant closed-loop system is delay-
dependent admissible.

Theorem 2.13. For given scalars ε1, ε2 and ε3, system (2.26) is admissible,
if there exist matrices P1 > 0, Q > 0, Z > 0, S, Se, Sd, P , X, Y1, Y2 and
T1 such that

Ω =

⎡
⎢⎢⎣
Ξ11 Ξ12 Ξ13 dY1
∗ Ξ22 Ξ23 dY2
∗ ∗ Ξ33 dT1
∗ ∗ ∗ −dZ

⎤
⎥⎥⎦ < 0, (2.27)

where R ∈ R
n×(n−r) is any full column rank matrix satisfying ER = 0, and

Ξ11 = ε1P
T(A− E)T + ε1(A− E)P + ε1(BX +XTBT)+Y1E

T + EY T
1 +Q,

Ξ12 = EP1 + SRT − ε1P
T + ε2(A− E)P + ε2BX + EY T

2 ,

Ξ13 = − Y1E + ε1P
TAT

d + ETT
1 + ε3(A− E)P + ε3BX,

Ξ22 = SeR
T +RST

e − ε2P
T − ε2P + P1 + dZ,

Ξ23 = − Y2E
T + ε2P

TAT
d − ε3P +RST

d ,

Ξ33 = −Q − T1E
T − ETT

1 + ε3P
TAT

d + ε3AdP.

Furthermore, if (2.27) is solvable, the desired controller gain is given as

K = XP−1. (2.28)

Proof. Applying the controller u(k) = Kx(k) to system (2.26) yields

Ex(k + 1) = (A+BK)x(k) +Adx(k − d). (2.29)

Noting the fact that det(zE − (A + BK)) = det(zET − (A + BK)T), and
the solutions to det(zE − (A + BK)− z−dAd) = 0 are the same as those of
det(zET− (A+BK)T− z−dAT

d ) = 0, as long as the regularity, causality and
stability are concerned, we can see that the above system is equivalent to the
following system,

ETζ(k + 1) = (A+BK)Tζ(k) +AT
d ζ(k − d). (2.30)
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Replacing E by ET, A by (A+ BK)T, Ad by AT
d in (2.8), and setting P2 =

ε1P , P3 = ε2P , P4 = ε3P and X = KP , we can obtain (2.27) immediately.
This completes the proof.

The result of Theorem 2.13 can be extended to the uncertain case and the
following result can be obtained.

Theorem 2.14. For given scalars ε1, ε2 and ε3, system (2.1) is admissible,
if there exist a scalar ε > 0, and matrices P1 > 0, Q > 0, Z > 0, S, Se, Sd,
P , X, Y1, Y2 and T1 such that⎡
⎢⎢⎢⎢⎢⎢⎣

Ξ11 + εMMT Ξ12 Ξ13 dY1 ε1(N1P +N3X)T ε1N2P
T

∗ Ξ22 Ξ23 dY2 ε2(N1P +N3X)T ε2N2P
T

∗ ∗ Ξ33 + εMMT dT1 ε3(N1P +N3X)T ε3N2P
T

∗ ∗ ∗ −dZ 0 0
∗ ∗ ∗ ∗ −εI 0
∗ ∗ ∗ ∗ ∗ −εI

⎤
⎥⎥⎥⎥⎥⎥⎦
< 0,

(2.31)
where R, Ξ11, Ξ12, Ξ13, Ξ22, Ξ23 and Ξ33 are given in (2.27). Furthermore,
if (2.31) is solvable, the desired controller gain is given in (2.28).

Proof. Replacing A, Ad and B with A + ΔA, Ad + ΔAd and B + ΔB, re-
spectively, (2.27) can be written as

Ω + Ξ

[
F (k) 0
0 F (k)

]
Φ+ ΦT

[
F (k) 0
0 F (k)

]T
ΞT < 0, (2.32)

where Ω is given in (2.27),

Ξ =

[
MT 0 0 0
0 0 MT 0

]T
,

Φ =

[
ε1(N1P +N3X) ε2(N1P +N3X) ε3(N1P +N3X) 0

ε1N2P ε2N2P ε3N2P 0

]
.

By Lemma 1.2, it is easy to see that (2.32) holds for any F (k) satisfying (2.3)
if and only if there exist a scalar ε > 0 such that

Ω + εΞΞT + ε−1ΦTΦ < 0. (2.33)

Applying Schur complement, (2.33) is equivalent to (2.31). This completes
the proof.

Remark 2.15. It can be seen that without any additional assumption on
system matrices, the condition for solvability of the delay-dependent robust
control problem for system (2.1) is formulated by strict LMI. Moreover, the
design procedures of the desired controller involve no decomposition of sys-
tem, which can get around certain numerical problems arising from decom-
position of matrices and thus make the design procedures relatively simple
and reliable.
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If the matrices, in (2.31), Y1 = Y2 = T1 = 0 and Z = ρI/d(ρ→ 0), Theorem
2.14 provides the following delay-independent result.

Corollary 2.16. For given scalars ε1, ε2 and ε3, system (2.1) is admissible,
if there exist a scalar ε > 0, and matrices P1 > 0, Q > 0, Z > 0, S, Se, Sd,
P and X such that⎡

⎢⎢⎢⎢⎣
Ξ11 Ξ12 Ξ13 ε1(N1P +N3X)T ε1N2P

T

∗ Ξ22 Ξ23 ε2(N1P +N3X)T ε2N2P
T

∗ ∗ Ξ33 ε3(N1P +N3X)T ε3N2P
T

∗ ∗ ∗ −εI 0
∗ ∗ ∗ ∗ −εI

⎤
⎥⎥⎥⎥⎦ < 0, (2.34)

where R ∈ R
n×(n−r) is any full column rank matrix satisfying ER = 0, and

Ξ11 = ε1P
T(A− E)T + ε1(A− E)P + ε1(BX +XTBT) +Q+ εMMT,

Ξ12 = EP1 + SRT − ε1P
T + ε2(A− E)P + ε2BX,

Ξ13 = ε1P
TAT

d + ε3(A− E)P + ε3BX,

Ξ22 = SeR
T +RST

e − ε2P − ε2P + P1,

Ξ23 = ε2P
TAT

d − ε3P +RST
d ,

Ξ33 = −Q + ε3P
TAT

d + ε3AdP + εMMT.

Furthermore, if (2.34) is solvable, the desired controller gain is given in
(2.28).

Remark 2.17. Note that Corollary 2.16 provides the delay-independent state
feedback controller design method for the resultant closed-loop system to
be admissible for all uncertainties. It can be found that the condition in
Corollary 2.16 is a strict LMI which can be checked easily. [178, Theorem
9.6] and [184] also established the state feedback controller design methods
for the same system. But it should be pointed out that the design method
in [184], which is formulated by nonstrict LMIs, is invalid when the uncertain
unforced systems are not admissible for all uncertainties. Moreover, solving
the condition of [178, Theorem 9.6] is not a easy task because of the existing of
the nonlinear term, and thus the design process is relatively more complicated
and unreliable. Considering the above, the results in this chapter are more
general and elegant than those in [178, Theorem 9.6] and [184].

Remark 2.18. In the case when Ad = 0, system (2.1) reduces to a SS with
delay free. It is easy to find that Corollary 2.16 with ε1 = ε2 = 1 and Se = 0
coincides with [65, Corollary 1]. In view of this, Corollary 2.16 can be viewed
as an extension of existing results on discrete-time SSs to discrete-time SSs
with time delay. The corresponding result on continuous-time SSs with time
delay can be found in [178].
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2.4 Numerical Examples

In this section, two numerical examples are introduced to demonstrate the
effectiveness of the proposed methods.

Example 2.19. Consider the following uncertain system,

[
2 0
0 0

]
x(k + 1) =

[
0.9977 + 0.1α 1.1972

0.1001 A22

]
x(k) +

[−1.1972 1.5772
0 0.9754 + 0.1α

]
x(k − d),

where α is an uncertain parameter satisfying |α| � ᾱ.
To compare our delay-dependent condition with that of [63], we assume

the time delay d = 1 and A22 = −1.9. By the method in [63], the system
is regular, causal and stable for any α satisfying |α| � 3.5055. While by the
result in Theorem 2.10, we find ᾱ = 4.0038, which is 14.21% larger than
that in [63]. Table 2.1 also lists the comparisons of ᾱ, when the time delay
d = 2, 3 and 4 with A22 = −1.9. Table 2.2 gives the comparison results
on ᾱ for various A22 and d = 2 by different methods. It can be seen the
delay-dependent condition proposed in this chapter gives better results.

Table 2.1. Example 2.19: Comparisons of ᾱ with different d

d 1 2 3 4

[63] 3.5055 1.9464 0.8033 0.1563
Theorem 2.10 4.0038 2.1359 1.0325 0.2853

Improvement rate 14.21% 9.74% 28.53% 82.53%

Table 2.2. Example 2.19: Comparisons of ᾱ with different Ad22

A22 -1.6 -1.8 -2 -2.2 -2.4 -2.6

[63] 1.5588 1.8384 2.0326 2.1404 2.1642 2.1567
Theorem 2.10 1.7046 2.0053 2.2533 2.4508 2.6040 2.7209

Improvement rate 9.35% 9.08% 10.86% 14.50% 20.33% 26.16%

Example 2.20. Consider system (2.1) with the following parameters,

E =

⎡
⎣1 1 0
0 1 0
0 0 0

⎤
⎦ , A =

⎡
⎣1 0 0
0 2 1.5
1 2 0

⎤
⎦ , Ad =

⎡
⎣0.2 0.8 0
0.6 0 0.5
1 0.5 2

⎤
⎦ ,

B =

⎡
⎣ 1 2
1.2 1
1.5 2

⎤
⎦ , M =

⎡
⎣0.0490.052
0.051

⎤
⎦ , N1 = N2 =

⎡
⎣0.020.02
0.2

⎤
⎦
T

, N3 =
[
0.2 0.5

]
.

In this example, we assume that the time delay d = 5. The purpose is the
design of a state feedback controller such that, for all uncertainties, the re-
sultant closed-loop system is regular, impulse free and stable. To this end,
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we choose R =
[
0 0 1

]T
, ε1 = ε2 = 1.02 and ε3 = −0.05. Using Matlab LMI

Control Toolbox to solve LMI (2.31), we get the state feedback controller has
the following gain,

K =

[
0.2933 −2.6839 −3.3725
−1.7937 1.3987 −0.5579

]
.

While the result of [184] fails to give the desired state feedback controller.
Therefore, the result in this chapter improves the existing one.

2.5 Conclusion

The delay-dependent and delay-independent robust control problems for
discrete-time SSs with time delay and norm bounded parametric uncertain-
ties have been studied by introducing a finite sum inequality. The obtained
results are all formulated by strict LMI and no decomposition of system ma-
trices is involved, which makes the analysis and design relatively simple and
reliable. When the LMI is feasible, the desired state feedback controller can
be constructed directly. The effectiveness and reduced conservatism of the
results proposed has been demonstrated via two numerical examples.
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H∞ Control for SSs with Time-Delay

3.1 Introduction

In the past decade, several delay-independent BRLs for singular time-delay
systems have been provided and the delay-independent H∞ control problem
has been solved via the state feedback controller in [69, 186]. In terms of LMI
approach, the problem of delay-dependentH∞ control for singular time-delay
systems has been solved in [3, 38, 193]. Several delay-dependent BRLs have
been obtained and the design algorithms of desired controllers, including state
feedback controller and output feedback controller, have also been given. It
should be pointed out that, in [38, 193], the decomposition and transfor-
mation of original system coefficient matrices are required, which make the
analysis and design procedures complex and unreliable. When norm-bounded
parameter uncertainties arise, the delay-dependent robust H∞ control prob-
lem for singular time-delay systems has been discussed in [200, 213], and some
delay-dependent BRLs and sufficient conditions for the solvability of the prob-
lem have been obtained. The free-weighting matrix method has been used to
deal with the delay-dependent H∞ control problem for singular time-delay
systems in [166, 187], and the obtained results have improved the conser-
vatism of the results of [3, 38, 193, 200, 213] to a certain extent. It is should
be pointed out that the proposed results of [3, 166, 187, 200, 213] are all for-
mulated in terms of non-strict LMIs, whose solutions are difficult to calculate
since equality constraints are often fragile and usually not met perfectly.

In this chapter, an augmented Lyapunov functional is proposed to discuss
the delay-dependent H∞ control problem for SSs with time-delay. Owing to
the augmented Lyapunov functional, an improved delay-dependent BRL is
derived, which guarantees the SSs with time-delay to be regular, impulse free
and stable while satisfying a prescribed H∞ performance level. Based on the
BRL obtained, a strict LMI-based method is proposed to solve the delay-
dependent H∞ control problem and the desired state feedback controller can
be constructed by solving a strict LMI. Numerical examples show that the
proposed methods are much less conservative than the existing ones.

Z.-G. Wu et al.: Anal. & Synth. of Singular Syst. with Time-Delays, LNCIS 443, pp. 27–36.
DOI: 10.1007/978-3-642-37497-5_3 c© Springer-Verlag Berlin Heidelberg 2013
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3.2 Problem Formulation

Consider the following SS with tim-delay:⎧⎪⎨
⎪⎩
Eẋ(t) = Ax(t) +Adx(t − d) +Bu(t) +Bωω(t),

z(t) = Cx(t) +Du(t),

x(t) = φ(t), t ∈ [−d, 0],
(3.1)

where x(t) ∈ R
n is the state, u(t) ∈ R

m is the control input, ω(t) ∈ R
p is

the disturbance input that belongs to L2[0,∞), z(t) ∈ R
s is the controlled

output, d > 0 is the constant time delay, and φ(t) ∈ Cn,d is a compatible
vector valued initial function. The matrix E ∈ R

n×n may be singular and it
is assumed that rankE = r � n. A, Ad, B, Bω, C and D are known real
constant matrices with appropriate dimensions.

Definition 3.1. [178]

1. System (1.1) is said to be regular and impulse free, if the pair (E,A) is
regular and impulse free,
2. System (1.1) is said to be stable if for any scalar ε > 0, there exits a
scalar δ(ε) > 0 such that, for any compatible initial conditions φ(t) satisfying
sup−d�t�0 ‖φ(t)‖ � δ(ε), the solution x(t) of system (1.1) satisfies ‖x(t)‖ � ε
for any t � 0, moreover lim

t→∞x(t) = 0,

3. System (1.1) is said to be admissible if it is regular, causal and stable.

In this chapter, we are interested in designing a state feedback controller

u(t) = Kx(t), (3.2)

where K ∈ R
m×n is the gain to be determined.

The aim of this chapter is, for a given scalar γ > 0, to develop a state
feedback controller (3.2) such that the following requirements are satisfied:

1. The closed-loop system with ω(t) ≡ 0 is admissible,
2. The closed-loop system possesses H∞ performance γ, that is, under the
zero initial condition, the closed-loop system satisfies

Jzω =

∫ ∞

0

(
z(t)Tz(t)− γ2ω(t)Tω(t)

)
dt < 0, (3.3)

for any nonzero ω(t) ∈ L2[0,∞). In this case, the closed-loop system is said
to be admissible with H∞ performance γ.

3.3 Main Results

In this section, we will solve the delay-dependent H∞ control problem for
system (3.1) in terms of LMI approach.
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3.3.1 BRL

A delay-dependent BRL is given which guarantees system (3.1) with u(t) ≡
0 to be regular, impulse free, and stable while satisfying a prescribed H∞
performance γ.

Theorem 3.2. For a given scalar γ > 0, system (3.1) with u(t) ≡ 0 is
admissible with H∞ performance γ, if there exist matrices Q > 0,[

P1 P2

PT
2 P3

]
> 0,

[
Z1 Z2

ZT
2 Z3

]
> 0,

S, T1 and T2 such that

Ξ =

⎡
⎢⎢⎢⎢⎢⎢⎣

Ξ11 Ξ12 Ξ13 Ξ14 TT
1 Bω CT

∗ Ξ22 T
T
2 Ad P2 TT

2 Bω 0
∗ ∗ Ξ33 Ξ34 0 0
∗ ∗ ∗ −Z1 0 0
∗ ∗ ∗ ∗ −γ2I 0
∗ ∗ ∗ ∗ ∗ −I

⎤
⎥⎥⎥⎥⎥⎥⎦
< 0, (3.4)

where R ∈ R
n×(n−r) is any matrix with full column and satisfies ETR = 0,

and

Ξ11 = TT
1 A+ATT1 + ETP2 + PT

2 E +Q− ETZ3E + d2Z1,

Ξ12 = ETP1 + SRT − TT
1 +ATT2 + d2Z2,

Ξ13 = TT
1 Ad + ETZ3E − ETP2,

Ξ14 = P3 − ETZT
2 ,

Ξ22 = − T2 − TT
2 + d2Z3,

Ξ33 = −Q− ETZ3E,

Ξ34 = − P3 + ETZT
2 .

Proof. Firstly, we prove system (3.1) with u(t) ≡ 0 is regular, impulse free
and stable. To this end, we consider system (1.1). It follows from (3.4) that⎡

⎣Ξ11 Ξ12 Ξ13

∗ Ξ22 T
T
2 Ad

∗ ∗ Ξ33

⎤
⎦− d2

⎡
⎣Z1 Z2 0
∗ Z3 0
∗ ∗ 0

⎤
⎦ < 0. (3.5)

Let

V =

[
I AT 0
0 AT

d I

]
, (3.6)

and pre- and post multiplying (3.5) by V and V T, respectively, we get[
Υ11 Υ12

∗ Ξ33

]
< 0, (3.7)
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where

Υ11 = ETP2 + PT
2 E +Q− ETZ3E + ETP1A+ SRTA+ATP1E +ATRST,

Υ12 = − ETP2 + ETZ3E + ETP1Ad + SRTAd.

Choose two nonsingular matrices M and N such that

MEN =

[
Ir 0
0 0

]
. (3.8)

Noting that ETR = 0 and rankR = n− r, we can get

M−TR =

[
0
H

]
, (3.9)

where H ∈ R
(n−r)×(n−r) is any nonsingular matrix. Write

MAN =

[
A11 A12

A21 A22

]
, NTS =

[
S1

S2

]
. (3.10)

Pre- and post multiplying Υ11 < 0 by NT and N , respectively, and then
using the expressions in (3.8), (3.9) and (3.10), we have

S2H
TA22 +AT

22HS
T
2 < 0, (3.11)

which implies A22 is nonsingular. Therefore, the pair (E,A) is regular and
impulse free. Thus, according to Definition 3.1, system (1.1) is regular and
impulse free.

Next, we shall show the stability of system (1.1). For any t � d, choose
the following Lyapunov functional:

V (xt) = V1(xt) + V2(xt) + V3(xt), (3.12)

where

V1(xt) =

[
Ex(t)∫ t

t−d
x(α)dα

]T [
P1 P2

PT
2 P3

] [
Ex(t)∫ t

t−d
x(α)dα

]
,

V2(xt) =

∫ t

t−d

x(α)TQx(α)dα,

V3(xt) = d

∫ 0

−d

∫ t

t+β

[
x(α)
Eẋ(α)

]T [
Z1 Z2

∗ Z3

] [
x(α)
Eẋ(α)

]
dαdβ,

where xt = x(t + θ), −2d � θ � 0. Then, the time-derivative of V (xt) along
the solution of system (1.1) gives

V̇1(xt) = 2

[
x(t)∫ t

t−d x(α) dα

]T [
ETP1 + SRT ETP2

PT
2 P3

] [
Eẋ(t)

x(t)− x(t − d)

]
, (3.13)
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V̇2(xt) = x(t)TQx(t)− x(t− d)TQx(t− d), (3.14)

V̇3(xt) � d2
[
x(t)
Eẋ(t)

]T [
Z1 Z2

∗ Z3

] [
x(t)
Eẋ(t)

]

− d

∫ t

t−d

[
x(α)
Eẋ(α)

]T [
Z1 Z2

∗ Z3

] [
x(α)
Eẋ(α)

]
dα. (3.15)

On the other hand, for any appropriately dimensional matrices T1 and T2,
the following equation is true:

α(t) = 2
[
x(t)TTT

1 + (Eẋ(t))TTT
2

]
[Eẋ(t) +Ax(t) +Adx(t− d)]

= 0.
(3.16)

Hence, taking into account to Lemma 1.7 and (3.4), we have that there exists
a scalar λ > 0 such that

V̇ (xt) = V̇1(xt) + V̇2(xt) + V̇3(xt) + α(t)

�

⎡
⎢⎢⎣

x(t)
Eẋ(t)
x(t − d)∫ t

t−d x(α)dα

⎤
⎥⎥⎦
T ⎡
⎢⎢⎣
Ξ11 Ξ12 Ξ13 Ξ14

∗ Ξ22 T
T
2 Ad P2

∗ ∗ Ξ33 Ξ34

∗ ∗ ∗ −Z1

⎤
⎥⎥⎦
⎡
⎢⎢⎣

x(t)
Eẋ(t)
x(t − d)∫ t

t−d x(α)dα

⎤
⎥⎥⎦

< − λ‖x(t)‖2.

(3.17)

Note that the regularity and the absence of impulses of the pair (E,A) imply
that there always exist two nonsingular matrices M̃ and Ñ such that

M̃EÑ =

[
Ir 0
0 0

]
, M̃AÑ =

[
A1 0
0 In−r

]
. (3.18)

Write

M̃AdÑ =

[
Ad1 Ad2

Ad3 Ad4

]
, ÑTQÑ =

[
Q11 Q12

∗ Q22

]
,

ÑTS =

[
S11

S21

]
, M̃−TR =

[
0

H̃

]
, (3.19)

where H̃ ∈ R
(n−r)×(n−r) is any nonsingular matrix. Pre- and post multiplying

(3.7) by

[
Ñ 0

0 Ñ

]T
and

[
Ñ 0

0 Ñ

]
, respectively, and then using the expressions

in (3.18) and (3.19), we have[
S21H̃

T + H̃ST
21 +Q22 S21H̃

TAd4

∗ −Q22

]
< 0, (3.20)

which implies [175]
ρ(Ad4) < 1. (3.21)
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Noting this, (3.12) and (3.17) and following a line similar to that in the proof
of Theorem 1 of [175], we can deduce that system (1.1) is stable.

In the following, we will establish the H∞ performance of system (3.1)
with u(t) ≡ 0. Under zero initial condition, it can be shown that for any
nonzero ω(t) ∈ L2[0,∞),

Jzω =

∫ ∞

0

(
z(t)Tz(t)− γ2ω(t)Tω(t)

)
dt

�
∫ ∞

0

(
z(t)Tz(t)− γ2ω(t)Tω(t) + V̇ (xt)

)
dt

�
∫ ∞

0

ζ(t)TΩζ(t) dt,

(3.22)

where

ζ(t) =

⎡
⎢⎢⎢⎢⎣

x(t)
Eẋ(t)
x(t− d)∫ t

t−d x(α)dα

ω(t)

⎤
⎥⎥⎥⎥⎦ , Ω =

⎡
⎢⎢⎢⎢⎣
Ξ11 Ξ12 Ξ13 Ξ14 TT

1 Bω

∗ Ξ22 T
T
2 Ad P2 TT

2 Bω

∗ ∗ Ξ33 Ξ34 0
∗ ∗ ∗ −Z1 0
∗ ∗ ∗ ∗ −γ2I

⎤
⎥⎥⎥⎥⎦+

⎡
⎢⎢⎢⎢⎣
C
0
0
0
0

⎤
⎥⎥⎥⎥⎦

T ⎡
⎢⎢⎢⎢⎣
C
0
0
0
0

⎤
⎥⎥⎥⎥⎦ .

by applying Schur complement to (3.4), we have Ω < 0. Therefore, Jzω < 0
for any nonzero ω(t) ∈ L2[0,∞). This completes the proof.

Remark 3.3. A new version of BRL for system (3.1) with u(t) ≡ 0 is pro-
posed in Theorem 3.2, which is formulated by strict LMI with the coeffi-
cient matrices of the original system. Thus, the BRL is contrast to those
of [3, 166, 187, 200, 213], where some nonstrict LMI conditions have been
reported, and is also different from the conditions of [38, 193], where the
decomposition of the given systems has been used. Testing such a strict LMI-
based condition can avoid some numerical problems arising from equality
constraints and decomposition of the original system. Thus, the BRL in this
chapter is more elegant and has computational advantages from the mathe-
matical point of view.

Remark 3.4. It is noted choosing P2 = P3 = Z1 = Z2 = 0, the Lyapunov
functional (3.12) reduces that of [187], and thus the Lyapunov functional
(3.12) is more generalized and includes more weighting matrices. Therefore,
Theorem 3.2 has less conservatism than the result of [187], which will be
demonstrated by numerical examples in Section 3.4.

3.3.2 H∞ Controller Design

In the following theorem, we will apply Theorem 3.2 to design the state
feedback controller (3.2) for system (3.1) such that the resultant closed-loop
system is regular, impulse free and stable with H∞ performance γ.
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Theorem 3.5. For a given scalar γ > 0, system (3.1) is admissible with H∞
performance γ, if there exist matrices Q > 0,

P =

[
P1 P2

PT
2 P3

]
> 0, Z =

[
Z1 Z2

ZT
2 Z3

]
> 0,

S, G and V such that

Ξ =

⎡
⎢⎢⎢⎢⎢⎢⎣

Ξ11 Ξ12 Ξ13 Ξ14 Ξ15 Bω

∗ Ξ22 G
TAT

d P2 Ξ15 0
∗ ∗ Ξ33 Ξ34 0 0
∗ ∗ ∗ −Z1 0 0
∗ ∗ ∗ ∗ −γ2I 0
∗ ∗ ∗ ∗ ∗ −I

⎤
⎥⎥⎥⎥⎥⎥⎦
< 0, (3.23)

where R ∈ R
n×(n−r) is any matrix with full column and satisfies ER = 0 and

Ξ11 = GTAT + V TBT +AG+BV + EP2 + PT
2 E

T +Q− EZ1E
T + d2Z1,

Ξ12 = EP1 + SRT −GT +AG+BV + d2Z2,

Ξ13 = GTAT
d + EZ3E

T − EP2,

Ξ14 = P3 − EZT
2 ,

Ξ15 = GTCT + V TDT,

Ξ22 = −G−GT + d2Z3,

Ξ33 = −Q− EZ3E
T,

Ξ34 = − P3 + EZT
2 .

Furthermore, if (3.23) is solvable, the desired controller gain is given as

K = V G−1. (3.24)

Proof. Substituting the state feedback controller u(t) = Kx(t) to system
(3.1) yields the following closed-loop system{

Eẋ(t) = (A+BK)x(t) +Adx(t− d) +Bωω(t),

z(t) = (C +DK)x(t).
(3.25)

Since det(sE− (A+BK)) = det(sET− (A+BK)T), the pair (E, (A+BK))
is regular, impulse free if and only if the pair (ET, (A+BK)T) is regular and
impulse free. Moreover, since the solution of det(sE− (A+BK)−e−dsAd) =
0 is the same as that of det(sET − (A + BK)T − e−dsAT

d ) = 0 and the
det(sET − (A+BK)T − e−dsAT

d ) = 0 and the

‖G(s)‖∞ = sup
ω∈[0,∞)

σmax{(C +DK)(jωE − (A+BK)− e−djωAd)
−1Bω}

(3.26)
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is equal to

‖H(s)‖∞
= sup

ω∈[0,∞)

σmax{BT
ω (jωE

T − (A+BK)T − e−djωAT
d )

−1(C +DK)T},
(3.27)

as long as the regularity, absence of impulses and stability with H∞ perfor-
mance are the only concern, system (3.25) is equivalent to system{

ETẋ(t) = (A+BK)Tx(t) +AT
d x(t− d) + (C +DK)Tω(t),

z(t) =BT
ωx(t).

(3.28)

Hence, applying Theorem 3.2 to the above system and setting T1 = T2 = G,
and V = KG yields (3.23) straightforwardly. This completes the proof.

Remark 3.6. Note that Theorem 3.5 provides a sufficient condition for the
solvability of delay-dependent H∞ control problem for system (3.1). The de-
sired state feedback controller can be obtained by solving the strict LMI
(3.23), which do not require any parameter tuning and decomposition or
transformation of the original system, and thus can be solved numeri-
cally very efficiently by using LMI toolbox of Matlab. While the decom-
position or transformation of system matrices is needed in [38, 193] and
equality constraints appear in the state feedback controller design processes
of [3, 166, 187, 200, 213]. Thus, Theorem 3.5 is much more general and el-
egant than the existing ones. Moreover, if (3.23) is feasible, it follows from
Ξ22 = −G−GT + d2Z3 < 0 that G is nonsingular and thus the desired state
feedback gain K can be readily obtained.

3.4 Numerical Examples

In this section, some examples are used to demonstrate that the methods
presented in this chapter are effective and are the improvement over the
existing methods.

Example 3.7. Consider the following system:[
1 0
0 0

]
ẋ(t) =

[
0.6341 0.5413
−0.6121 −1.1210

]
x(t) +

[−0.4500 0
0 −0.1210

]
x(t− d)

By comparing the stability criterion in Theorem 3.2 with those of [5, 35, 38,
120, 193, 213] for the above system, we have Table 3.1. It is clear that, for
this example, the stability criterion we derived is less conservative than those
reported in the above-mentioned papers.
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Table 3.1. Example 3.7: Comparisons of maximum allowed time delay d

[5] [35] [38, 193] [120, 213] Theorem 3.2

– 2.1328 2.1372 2.4841 2.4865

Example 3.8. To compare the delay-dependent BRL in Theorem 3.2 with the
existing ones, we consider system (3.1) with u(t) ≡ 0 and

E =

[
1 0
0 0

]
, A =

[
0.6 0.5
−0.6 −1

]
,

Ad =

[−0.7 0
0 −0.2

]
, Bω =

[
0.5
2

]
,

C =
[
0.5 0.5

]
.

For a given γ > 0, the maximum allowed time delay d satisfying the LMI
in (3.4) can be calculated by solving a quasi-convex optimization problem.
Similarly, for a given d > 0, the minimum allowed γ satisfying the LMI in
(3.4) can also be calculated by solving a quasi-convex optimization problem.
Table 3.2 and Table 3.3 give the comparison results on the maximum allowed
time delay d for given γ > 0 and the minimum allowed γ for given d > 0,
respectively, via the methods in [3, 38, 166, 187, 193, 213] and Theorem 3.2
in our chapter. Additionally, the result of [3] can not deal with the above
system. Thus, the BRL in Theorem 3.2 of this chapter is less conservative
than those in [3, 38, 166, 187, 193, 213].

Table 3.2. Example 3.8: Comparisons of maximum allowed time delay d

γ 2.4 2.6 2.8 3.0 3.2

[213] 0.4760 0.5237 0.5607 0.5906 0.6156
[38, 193] 1.0533 1.1334 1.1864 1.2237 1.2512
[166, 187] 1.1102 1.2261 1.3061 1.3626 1.4034
Theorem 3.2 1.2865 1.3559 1.3973 1.4272 1.4525

Table 3.3. Example 3.8: Comparisons of minimum γ

d 1.00 1.05 1.10 1.15 1.20

[213] 6.3722 6.6540 6.9438 7.2440 7.5590
[38, 193] 2.3056 2.3933 2.5054 2.6547 2.8653
[166, 187] 2.2630 2.3205 2.3857 2.4604 2.5479
Theorem 3.2 2.0346 2.0751 2.1221 2.1774 2.2438
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Example 3.9. To show the reduced conservatism of the H∞ control result in
Theorem 3.5 in this chapter, we now consider the following system[38]:{

Eẋ(t) =Adx(t− d) +Bu(t) +Bωω(t),

z(t) =Cx(t) +Du(t),

where

E =

[
1 0
0 0

]
, Ad =

[−1 0
1 −1

]
,

B =

[−0.5
1

]
, Bω =

[
1
1

]
,

C =
[
1 0.2

]
, D = 0.1.

For a given time delay d = 1.2, the minimum γ is 21 and 15.0268 can be
obtained using the methods of [38] and [187], respectively. However, by re-
sorting to Theorem 3.5 in this chapter, for the same time delay, the minimum
γ = 9.6754 by solving the strict LMI (3.23), which is 53.93% and 35.61%
larger than those in [38] and [187], respectively. Furthermore, the state feed-
back controller achieving the minimum γ = 9.6754 can be obtained as

u(t) =
[
0.4834 −2.3868

]
x(t).

While the result of [3] can not deal with the H∞ control problem for the
above system. Therefore, Theorem 3.5 in this chapter is less conservative
than [3, 38, 187].

3.5 Conclusion

The problem of delay-dependent H∞ control for SSs with state delay has
been solved by LMI approach and an augmented Lyapunov functional. A
new version of delay-dependent BRL and the design method of the desired
state feedback controller have been established. The obtained results are all
formulated by strict LMIs involving no decomposition of system matrices,
which can be tested easily by the LMI control toolbox and make the analysis
and design relatively simple and reliable. Numerical examples have been given
to demonstrate the reduced conservatism of the obtained stability, BRL as
well as H∞ control results in this chapter.



4

Reliable Passive Control for SSs
with Time-Varying Delays

4.1 Introduction

It has been shown that the notion of passivity plays an important role in the
analysis and design of linear and nonlinear systems, especially for high-order
systems, and thus the passivity analysis approach has been used for a long
time to deal with the control problems for some kinds of systems, see for
instance, [12, 40, 75, 79, 155, 172, 190], and the references therein. The prob-
lem of robust passive control for uncertain singular time-delay systems has
been considered in [76], where three types of controllers have been discussed,
namely, state feedback controller, observer-based state feedback controller,
and dynamic output feedback controller, and the controllers have been con-
structed to ensure the resultant closed-loop systems generalized quadratically
stable and passive with dissipation η. However, the delay-independent ap-
proach has been applied in [76] to obtain the results, which have been proved
to be more conservative than the ones with the delay-dependent approach.
By the free-weighting matrix method, the problems of robust passivity anal-
ysis and passivity-based sliding mode control have been addressed for a kind
of uncertain singular time-delay systems in [149], where a delay-dependent
sufficient condition has been proposed in terms of LMI, which guarantees the
sliding mode dynamics to be generalized quadratically stable and robustly
passive, and the passification solvability condition has been also established.
It should be mentioned that the involved time delays in [76, 149] are time-
invariant, which limits the scope of applications of the given results.

On the other hand, much effort has been devoted to the reliable control
since unexpected failures may result in substantial damage, and can even be
hazardous to plant personnel and the environment. In the literature to date,
several approaches in reliable control have been proposed, see for instance,
[131, 135, 137, 195, 196] and the references therein. Up to now, to the best of
our knowledge, the issue of reliable passive control for SSs with time-varying
delays and actuator failures has not been fully investigated and remains to
be important and challenging.

Z.-G. Wu et al.: Anal. & Synth. of Singular Syst. with Time-Delays, LNCIS 443, pp. 37–52.
DOI: 10.1007/978-3-642-37497-5_4 c© Springer-Verlag Berlin Heidelberg 2013
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In this chapter, the problem of reliable passive control is discussed for
SSs with time-varying delays and actuator failures by using LMI approach.
The main objective is to design a state feedback controller such that, for all
possible actuator failures, the resultant closed-loop system is delay-dependent
exponentially admissible and passive. The delay-dependent conditions are
proposed to guarantee the existence of the desired state feedback controller.
Some numerical examples are exploited in order to illustrate the effectiveness
of the proposed results.

4.2 Problem Formulation

Consider the following SS with time-varying delays:⎧⎪⎨
⎪⎩
Eẋ(t) = Ax(t) +Adx(t− d(t)) +Bu(t) +Bωω(t),

z(t) = Cx(t) + Cdx(t− d(t)) +Dωω(t),

x(t) = φ(t), t ∈ [−d2, 0],
(4.1)

where x(t) ∈ R
n is the state, u(t) ∈ R

m is the control input, z(t) ∈ R
s is

the controlled output, and ω(t) ∈ R
p is the disturbance input that belongs to

L2[0,∞), and φ(t) ∈ Cn,d2 is a compatible vector valued initial function. The
matrix E ∈ R

n×n may be singular and it is assumed that rankE = r � n. A,
Ad, B, Bω, C, Cd and Dω are known real constant matrices with appropriate
dimensions. d(t) is a time-varying continuous function that satisfies 0 < d1 �
d(t) � d2 and ḋ(t) � μ, where d1 and d2 are the lower and upper bounds of
time-varying delay d(t), respectively, and 0 � μ < 1 is the variation rate of
time-varying delay d(t).

When the actuators experience failures, we use uF (t) to describe the con-
trol signal sent from actuators. Consider the following actuator failure model
with failure parameter α [195]:

uF (t) = αu(t), (4.2)

where α = diag{α1, α2, . . . , αm} with

0 � αi � αi � ᾱi � 1, i = 1, 2, . . . ,m. (4.3)

Note that the parameters αi and ᾱi characterize the admissible failures of
the i-th actuator. Obviously, when αi = ᾱi = 0, the failure model (4.2)
corresponds to the case of the i-th actuator outage. When 0 < αi < ᾱi < 1,
it corresponds to the case of partial failure of the i-th actuator. When αi =
ᾱi = 1, it implies that there is no failure in the i-th actuator. Denote [137]

α̂ = diag

{
ᾱ1 + α1

2
,
ᾱ2 + α2

2
, . . . ,

ᾱm + αm

2

}
,

α̌ = diag

{
ᾱ1 − α1

2
,
ᾱ2 − α2

2
, . . . ,

ᾱm − αm

2

}
, (4.4)
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and rewrite α as follows

α = α̂+Δ = α̂+ diag {δ1, δ2, . . . , δm} , (4.5)

where

|δi| � ᾱi − αi

2
, i = 1, 2, . . . ,m.

In this chapter, we consider the following controller

u(t) = Kx(t), (4.6)

where K ∈ R
m×n is the controller gain to be designed. Substituting uF (t)

for u(t) in (4.1), and considering (4.2) and (4.6), the resultant closed-loop
system can be described by{

Eẋ(t) = (A+BαK)x(t) +Adx(t− d(t)) +Bωω(t),

z(t) = Cx(t) + Cdx(t− d(t)) +Dωω(t).
(4.7)

Definition 4.1. [125, 199]

1. System {
Eẋ(t) = Ax(t) +Adx(t− d(t)),

x(t) = φ(t), t ∈ [−d2, 0],
(4.8)

is said to be exponentially stable, if there exist scalars α > 0 and β > 0 such
that ‖x(t)‖ � αe−βt‖φ(t)‖d2 , t > 0.
2. System (4.8) is said to be exponentially admissible, if it is regular, impulse
free and exponentially stable.

In this chapter, we aim to design the state feedback controller (4.6) such that
system (4.7) simultaneously satisfies the following two requirements:

(i) System (4.7) with ω(t) = 0 is exponentially admissible,
(ii) Under zero initial condition, there exists a scalar γ > 0 such that

2

∫ t∗

0

ω(t)Tz(t)dt � −γ
∫ t∗

0

ω(t)Tω(t)dt, ∀t∗ > 0. (4.9)

In this case, system (4.7) is said to be exponentially admissible and passive.

4.3 Main Results

4.3.1 Exponential Stability and Passivity Analysis

The following theorem provides a sufficient condition under which system
(4.8) is exponentially admissible.
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Theorem 4.2. System (4.8) is exponentially admissible, if there exist matri-
ces P , Y , Z1 > 0, Z2 > 0, Z3 > 0, S1 > 0 and S2 > 0 such that

ETP = PTE � 0, (4.10)

⎡
⎢⎢⎢⎢⎢⎢⎣

Ξ11 E
TS1E PTAd 0 d1A

TS1 d12A
TS2

∗ Ξ22 Ξ23 ETY E 0 0
∗ ∗ Ξ33 Ξ34 d1A

T
d S1 d12A

T
d S2

∗ ∗ ∗ Ξ44 0 0
∗ ∗ ∗ ∗ −S1 0
∗ ∗ ∗ ∗ ∗ −S2

⎤
⎥⎥⎥⎥⎥⎥⎦
< 0, (4.11)

[
S2 Y
∗ S2

]
> 0, (4.12)

where d12 = d2 − d1 and

Ξ11 = PTA+ATP + Z1 + Z2 + Z3 − ETS1E,

Ξ22 = − Z1 − ETS1E − ETS2E,

Ξ23 = ETS2E − ETY E,

Ξ33 = − (1− μ)Z2 − 2ETS2E + ETY E + ETY TE,

Ξ34 = − ETY E + ETS2E,

Ξ44 = − Z3 − ETS2E.

Proof. Firstly, we prove the regularity and absence of impulses of system
(4.8). Since rankE = r � n, there exist two nonsingular matrices G and H
such that

GEH =

[
Ir 0
0 0

]
. (4.13)

Denote

GAH =

[
A1 A2

A3 A4

]
, G−TPH =

[
P̄1 P̄2

P̄3 P̄4

]
. (4.14)

From (4.10) and using the expressions in (4.13) and (4.14), it can be found
that P̄2 = 0. Then, pre-multiplying and post-multiplying Ξ11 < 0 by HT and
H , respectively, we have

AT
4 P̄4 + P̄T

4 A4 < 0, (4.15)

which implies A4 is nonsingular and thus the pair (E,A) is regular and im-
pulse free. Hence, by Definition 3.1, system (4.8) is regular and impulse free.

Next we will show that system (4.8) is stable. To the end, we consider the
following Lyapunov functional for system (4.8):

V (xt) = V1(xt) + V2(xt) + V3(xt), (4.16)
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where

V1(xt) = x(t)TETPx(t),

V2(xt) =

∫ t

t−d1

x(s)TZ1x(s)ds+

∫ t

t−d(t)

x(s)TZ2x(s)ds,

+

∫ t

t−d2

x(s)TZ3x(s)ds,

V3(xt) = d1

∫ 0

−d1

∫ t

t+β

ẋ(s)TETS1Eẋ(s)dsdβ

+ d12

∫ −d1

−d2

∫ t

t+β

ẋ(s)TETS2Eẋ(s)dsdβ,

where {xt = x(t+θ),−2d2 � θ � 0}. Calculating the time derivative of V (xt)
along the solutions of system (4.8) yields

V̇1(xt) = 2x(t)TPTEẋ(t), (4.17)

V̇2(xt) � x(t)T(Z1 + Z2 + Z3)x(t) − x(t− d1)
TZ1x(t− d1)

− (1− μ)x(t− d(t))TZ2x(t− d(t)) − x(t− d2)
TZ3x(t− d2),

(4.18)

V̇3(xt) = ẋ(t)TET(d21S1 + d212S2)Eẋ(t)− d1

∫ t

t−d1

ẋ(s)TETS1Eẋ(s)ds

− d12

∫ t−d1

t−d2

ẋ(s)TETS2Eẋ(s)ds. (4.19)

Applying Jensen inequality, we have that

−d1
∫ t

t−d1

ẋ(s)TETS1Eẋ(s)ds

� −
∫ t

t−d1

ẋ(s)TETdsS1

∫ t

t−d1

ẋ(s)TEẋ(s)ds

=

[
x(t)

x(t− d1)

]T [−ETS1E ETS1E
∗ −ETS1E

] [
x(t)

x(t− d1)

]
. (4.20)

On the other hand, when d1 < d(t) < d2, we have that

−d12
∫ t−d1

t−d2

ẋ(s)TETS2Eẋ(s)ds

= − d12

∫ t−d1

t−d(t)

ẋ(s)TETS2Eẋ(s)ds− d12

∫ t−d(t)

t−d2

ẋ(s)TETS2Eẋ(s)ds
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� − d12
d(t)− d1

∫ t−d1

t−d(t)

ẋ(s)TETdsS2

∫ t−d1

t−d(t)

Eẋ(s)ds

− d12
d2 − d(t)

∫ t−d(t)

t−d2

ẋ(s)TETdsS2

∫ t−d(t)

t−d2

Eẋ(s)ds

= −
∫ t−d1

t−d(t)

ẋ(s)TETdsS2

∫ t−d1

t−d(t)

Eẋ(s)ds

−
∫ t−d(t)

t−d2

ẋ(s)TETdsS2

∫ t−d(t)

t−d2

Eẋ(s)ds

− d2 − d(t)

d(t)− d1

∫ t−d1

t−d(t)

ẋ(s)TETdsS2

∫ t−d1

t−d(t)

Eẋ(s)ds

− d(t)− d1
d2 − d(t)

∫ t−d(t)

t−d2

ẋ(s)TETdsS2

∫ t−d(t)

t−d2

Eẋ(s)ds. (4.21)

Based on the lower bounds lemma of [116], it can be found from (4.12) that

⎡
⎣
√

d2−d(t)
d(t)−d1

∫ t−d1

t−d(t)Eẋ(s)ds

−
√

d(t)−d1

d2−d(t)

∫ t−d(t)

t−d2
Eẋ(s)ds

⎤
⎦
T [

S2 Y
∗ S2

]⎡⎣
√

d2−d(t)
d(t)−d1

∫ t−d1

t−d(t)Eẋ(s)ds

−
√

d(t)−d1

d2−d(t)

∫ t−d(t)

t−d2
Eẋ(s)ds

⎤
⎦ � 0,

(4.22)

which implies

− d2 − d(t)

d(t)− d1

∫ t−d1

t−d(t)

ẋ(s)TETdsS2

∫ t−d1

t−d(t)

Eẋ(s)ds

− d(t)− d1
d2 − d(t)

∫ t−d(t)

t−d2

ẋ(s)TETdsS2

∫ t−d(t)

t−d2

Eẋ(s)ds

� −
∫ t−d1

t−d(t)

ẋ(s)TETdsY

∫ t−d(t)

t−d2

Eẋ(s)ds

−
∫ t−d(t)

t−d2

ẋ(s)TETdsY T

∫ t−d1

t−d(t)

Eẋ(s)ds. (4.23)

We can get from (4.21) and (4.23) that

−d12
∫ t−d1

t−d2

ẋ(s)TETS2Eẋ(s)ds

� −
[∫ t−d1

t−d(t)
Eẋ(s)ds∫ t−d(t)

t−d2
Eẋ(s)ds

]T [
S2 Y
∗ S2

][∫ t−d1

t−d(t)
Eẋ(s)ds∫ t−d(t)

t−d2
Eẋ(s)ds

]

=

⎡
⎣ x(t− d1)
x(t− d(t))
x(t− d2)

⎤
⎦
T

Θ

⎡
⎣ x(t− d1)
x(t − d(t))
x(t− d2)

⎤
⎦ , (4.24)
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where

Θ =

⎡
⎣−ETS2E ETS2E − ETY E ETY E

∗ −2ETS2E + ETY E + ETY TE −ETY E + ETS2E
∗ ∗ −ETS2E

⎤
⎦ .

Note that when d(t) = d1 or d(t) = d2, we have
∫ t−d1

t−d(t)
Eẋ(s)ds = 0 or∫ t−d(t)

t−d2
Eẋ(s)ds = 0, respectively. Thus, (4.24) still holds based on Jensen

inequality. Then, we get from (4.17)-(4.20) and (4.24) that

V̇ (xt) � ζ(t)TΣζ(t), (4.25)

where

ζ(t) =

⎡
⎢⎢⎣

x(t)
x(t − d1)
x(t− d(t))
x(t − d2)

⎤
⎥⎥⎦ , Σ =

⎡
⎢⎢⎣
Ξ11 E

TS1E PTAd 0
∗ Ξ22 Ξ23 ETY E
∗ ∗ Ξ33 Ξ34

∗ ∗ ∗ Ξ44

⎤
⎥⎥⎦+

⎡
⎢⎢⎣
AT

0
AT

d

0

⎤
⎥⎥⎦S
⎡
⎢⎢⎣
AT

0
AT

d

0

⎤
⎥⎥⎦
T

.

and S = d21S1 + d212S2. According to Schur complement, we get from (4.11)
that Σ < 0, which guarantees there exists a scalar λ > 0 such that

V̇ (t) < −λ||x(t)||2. (4.26)

Set

Ĝ =

[
Ir −A2A

−1
4

0 A−1
4

]
G. (4.27)

It is easy to get

ĜEH =

[
Ir 0
0 0

]
, ĜAH =

[
Â1 0

Â3 I

]
, (4.28)

where Â1 = A1 −A2A
−1
4 A3 and Â3 = A−1

4 A3. Denote

ĜAdH =

[
Ad1 Ad2

Ad3 Ad4

]
, Ĝ−TPH =

[
P1 P2

P3 P4

]
, HTZ2H =

[
Z11 Z21

∗ Z22

]
. (4.29)

It can be seen from (4.11) that

⎡
⎢⎢⎣
I
I
I
I

⎤
⎥⎥⎦
T ⎡
⎢⎢⎣
Ξ11 E

TS1E PTAd 0
∗ Ξ22 Ξ23 ETY E
∗ ∗ Ξ33 Ξ34

∗ ∗ ∗ Ξ44

⎤
⎥⎥⎦
⎡
⎢⎢⎣
I
I
I
I

⎤
⎥⎥⎦ < 0, (4.30)

which implies
PT(A+Ad) + (A+Ad)

TP < 0. (4.31)
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It is easy to find that matrix P satisfying the above inequality is nonsingular.
Thus, considering (4.10), we can deduce that P1 > 0 and P2 = 0. Define

ζ̂(t) =

[
ζ1(t)
ζ2(t)

]
= H−1x(t), (4.32)

then system (4.8) is equivalent to the following system:⎧⎪⎪⎨
⎪⎪⎩

ζ̇1(t) = Â1ζ1(t) +Ad1ζ1(t− d(t)) +Ad2ζ2(t− d(t)),

−ζ2(t) = Â3ζ1(t) +Ad3ζ1(t− d(t)) +Ad4ζ2(t− d(t)),

ζ̂(t) = ψ(t) = H−1φ(t), t ∈ [−d2, 0].
(4.33)

To prove the exponential stability of system (4.8), we define a function as

W (xt, t) = eεtV (xt, t), (4.34)

where the scalar ε > 0. Taking its time derivative yields

Ẇ (xt, t) = εeεtV (xt, t) + eεtV̇ (xt, t)

� εeεtV (xt, t)− λeεt||x(t)||2. (4.35)

Integrating both sides of (4.35) from 0 to t, we get that

W (xt, t) �W (x0, 0) +

∫ t

0

eεs
[
εV (xs, s)− λ‖x(s)‖2] ds. (4.36)

By using the similar analysis method of [108], it can be seen from (4.16),
(4.34) and (4.36) that, if the scalar ε is chosen small enough, a scalar k > 0
can be found such that for any t > 0,

V (xt, t) � ke−εt‖φ(t)‖2d2
. (4.37)

Since λmin(P1)‖ζ1(t)‖2 � x(t)TETPx(t) � V (xt, t), it can be shown from
(4.37) that for any t > 0

‖ζ1(t)‖2 � αe−εt‖φ(t)‖2d2
, (4.38)

where α = λmin(P1)
−1k. Define

e(t) = Â3ζ1(t) +Ad3ζ1(t− d(t)), (4.39)

then, from (4.38), a scalar m > 0 can be found such that for any t > 0,

‖e(t)‖2 � me−εt‖φ(t)‖2d2
. (4.40)

To study the exponential stability of ζ2(t), we construct a function as

J(t) = ζ2(t)
TZ22ζ2(t)− ζ2(t− d(t))TZ22ζ2(t− d(t)). (4.41)
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By pre-multiplying the second equation of (4.33) with ζ2(t)
TPT

4 , we obtain
that

0 = 2
[
ζ2(t)

TPT
4 ζ2(t) + ζ2(t)

TPT
4 Ad4ζ2(t− d(t)) + ζ2(t)

TPT
4 e(t)

]
. (4.42)

Adding (4.42) to (4.41) yields that

J(t) = ζ2(t)
T(PT

4 + P4 + Z22)ζ2(t) + 2ζ2(t)
TPT

4 Ad4ζ2(t− d(t))

− ζ2(t− d(t))TZ22ζ2(t− d(t)) + 2ζ2(t)
TPT

4 e(t)

�
[

ζ2(t)
ζ2(t− d(t))

]T [
PT
4 + P4 + Z22 P

T
4 Ad4

∗ −Z22

] [
ζ2(t)

ζ2(t− d(t))

]
+ η1ζ2(t)

Tζ2(t) + η−1
1 e(t)TP4P

T
4 e(t),

(4.43)

where η1 is any positive scalar. On the other hand, we can get from (4.11)
that[
Z2 − ETS1E + PTA+ATP PTAd

∗ −Z2 − 2ETS2E + ETY E + ETY TE

]
< 0.

(4.44)

Pre-multiplying and post-multiplying (4.44) by

[
H 0
0 H

]T
and

[
H 0
0 H

]
, respec-

tively, a scalar η2 > 0 can be found such that[
PT
4 + P4 + Z22 P

T
4 Ad4

∗ −Z22

]
� −

[
η2I 0
0 0

]
. (4.45)

On the other hand, since η1 can be chosen arbitrarily, η1 can be chosen small
enough such that η2− η1 > 0. Then a scalar η3 > 1 can always be found such
that

Z22 − (η1 − η2)I � η3Z22. (4.46)

It follows from (4.41), (4.43), (4.45) and (4.46) that

ζ2(t)
TZ22ζ2(t) � η−1

3 ζ2(t− d(t))TZ22ζ2(t− d(t)) + (η1η3)
−1e(t)TP4P

T
4 e(t),
(4.47)

which infers
f(t) � η−1

3 sup
t−d2�s�t

f(s) + ξe−δt, (4.48)

where 0 < δ < min{ε, d−1
2 ln η3}, ξ = (η1η3)

−1m‖P4‖2‖φ(t)‖2d2
and f(t) =

ζ2(t)
TZ22ζ2(t). Therefore, applying Lemma 1.10 to (4.48) yields that

‖ζ2(s)‖2 � λ−1
min(Z22)λmax(Z22)e

−δt‖ζ2(s)‖2d2
+
λ−1
min(Z22)ξe

−δt

1− η−1
3 eδd2

. (4.49)

We can find from (4.38) and (4.49) that system (4.8) is exponentially stable.
This completes the proof.
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Remark 4.3. It is noted that a sufficient condition is established in Theo-
rem 4.2 to guarantee the exponential admissibility of SSs with time-varying
delays. Based on the lower bounds lemma of [116], a matrix Y is intro-

duced to deal with the terms − d2−d(t)
d(t)−d1

∫ t−d1

t−d(t) ẋ(s)
TETdsS2

∫ t−d1

t−d(t)Eẋ(s)ds

and − d(t)−d1

d2−d(t)

∫ t−d(t)

t−d2
ẋ(s)TETdsS2

∫ t−d(t)

t−d2
Eẋ(s)ds in (4.21). However, the

above two terms are ignored by [50, 163] and not fully considered in [219],
which may lead to conservatism to some extent. Thus, our result derived here
is expected to have less conservatism than those of [50, 163, 219].

Next, let us deal with the problem of passivity analysis for the following
system, ⎧⎪⎨

⎪⎩
Eẋ(t) = Ax(t) +Adx(t− d(t)) +Bωω(t),

z(t) = Cx(t) + Cdx(t− d(t)) +Dωω(t),

x(t) = φ(t), t ∈ [−d2, 0].
(4.50)

Theorem 4.4. System (4.50) is exponentially admissible and passive, if there
exist matrices P , Y , Z1 > 0, Z2 > 0, Z3 > 0, S1 > 0 and S2 > 0, and a
scalar γ > 0 such that

ETP = PTE � 0, (4.51)

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ξ11 E
TS1E PTAd 0 PTBω − CT d1A

TS1 d12A
TS2

∗ Ξ22 Ξ23 ETY E 0 0 0
∗ ∗ Ξ33 Ξ34 −CT

d d1A
T
d S1 d12A

T
d S2

∗ ∗ ∗ Ξ44 0 0 0
∗ ∗ ∗ ∗ −γI −Dω −DT

ω d1B
T
ωS1 d12B

T
ωS2

∗ ∗ ∗ ∗ ∗ −S1 0
∗ ∗ ∗ ∗ ∗ ∗ −S2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0,

(4.52)[
S2 Y
∗ S2

]
> 0, (4.53)

where d12, Ξ11, Ξ22, Ξ23, Ξ33, Ξ34 and Ξ44 are given in Theorem 4.2.

Proof. It is obvious that (4.51)-(4.53) implies (4.10)-(4.12) hold which, ac-
cording to Theorem 4.2, guarantees the exponential admissibility of system
(4.50) with ω(t) = 0. For the passivity analysis, we consider Lyapunov func-
tional (4.16) for system (4.50). Following the similar method employed in
Theorem 4.2, we can get that

V̇ (xt)− 2ω(t)Tz(t)− γω(t)Tω(t) � ζ̄(t)TΣ̂ζ̄(t), (4.54)
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where

ζ̄(t) =

⎡
⎢⎢⎢⎢⎣

x(t)
x(t − d1)
x(t− d(t))
x(t − d2)
ω(t)

⎤
⎥⎥⎥⎥⎦ ,

Σ̂ =

⎡
⎢⎢⎢⎢⎣
Ξ11 E

TS1E PTAd 0 PTBω − CT

∗ Ξ22 Ξ23 ETY E 0
∗ ∗ Ξ33 Ξ34 −CT

d

∗ ∗ ∗ Ξ44 0
∗ ∗ ∗ ∗ −γI −Dω −DT

ω

⎤
⎥⎥⎥⎥⎦+

⎡
⎢⎢⎢⎢⎣
AT

0
AT

d

0
BT

ω

⎤
⎥⎥⎥⎥⎦S
⎡
⎢⎢⎢⎢⎣
AT

0
AT

d

0
BT

ω

⎤
⎥⎥⎥⎥⎦

T

.

and S = d21S1 + d212S2. According to Schur complement, we get from (4.52)
that Σ̂ < 0, which implies

V̇ (xt)− 2ω(t)Tz(t)− γω(t)Tω(t) � 0. (4.55)

Integrating both sides of the inequality (4.55) with respect to t over the time
period [0, t∗] gives rise to

V (xt∗)− V (x0)− 2

∫ t∗

0

ω(t)Tz(t)dt− γ

∫ t∗

0

ω(t)Tω(t)dt � 0. (4.56)

Under the zero initial condition, we have that V (xt∗) � 0 and V (x0) = 0,
and thus the inequality (4.56) guarantees (4.9), which means system (4.50)
is passive. This completes the proof.

Remark 4.5. Based on Theorem 4.2, Theorem 4.4 provides a delay-dependent
condition on passivity analysis for SSs with time-varying delays. It is noted
that the involved matrix E of [149] has been assumed to be diag{Ir, 0}, which
sometimes makes the analysis procedure relatively intricate and complicated,
though this assumption is without loss of generality. Moreover, the considered
time delay in [149] is time-invariant, which limits the scope of applications
of the proposed results. Thus, the condition given in this chapter is more
desirable and elegant than that of [149].

4.3.2 Reliable Controller Design

According to the passivity analysis condition given in Theorem 4.4, we are
now in the position to provide a solution to the reliable passive control prob-
lem for system (4.1). The design method of the desired state feedback con-
troller is established in the following theorem.

Theorem 4.6. System (4.7) is exponentially admissible and passive, if there
exist matrices L, Ŷ , V , Ẑ1 > 0, Ẑ2 > 0, Ẑ3 > 0, Ŝ1 > 0, Ŝ2 > 0 and
M = diag{m1,m2, · · · ,mi} > 0, and a scalar γ > 0 such that
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LTET = EL � 0, (4.57)

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ξ̂11 EŜ1E
T AdL 0 Ξ̂15 d1FT d12FT BMα̌ V T

∗ Ξ̂22 Ξ̂23 EŶ1E
T 0 0 0 0 0

∗ ∗ Ξ̂33 Ξ̂34 −LTCT
d d1L

TAT
d d12L

TAT
d 0 0

∗ ∗ ∗ Ξ̂44 0 0 0 0 0

∗ ∗ ∗ ∗ Ξ̂55 d1B
T
ω d12B

T
ω 0 0

∗ ∗ ∗ ∗ ∗ Ξ̂66 0 d1BMα̌ 0

∗ ∗ ∗ ∗ ∗ ∗ Ξ̂77 d12BMα̌ 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ −M 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −M

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0,

(4.58)[
Ŝ2 Ŷ

∗ Ŝ2

]
> 0, (4.59)

where d12 is given in Theorem 4.2 and

Ξ̂11 = AL +Bα̂V + (AL +Bα̂V )T + Ẑ1 + Ẑ2 + Ẑ3 − EŜ1E
T,

Ξ̂15 = Bω − LTCT,

Ξ̂22 = − Ẑ1 − EŜ1E
T − EŜ2E

T,

Ξ̂23 = EŜ2E
T − EŶ ET

Ξ̂33 = − (1− μ)Ẑ2 − 2EŜ2E
T + EŶ ET + EŶ TET,

Ξ̂34 = − EŶ ET + EŜ2E
T,

Ξ̂44 = − Ẑ3 − EŜ2E
T,

Ξ̂55 = − γI −Dω −DT
ω ,

Ξ̂66 = Ŝ1 − LT − L,

Ξ̂77 = Ŝ2 − LT − L,

F = AL +Bα̂V.

Furthermore, if (4.57)-(4.59) are solvable, the desired controller gain is given
as

K = V L−1. (4.60)

Proof. Setting L = P−1, and pre- and post-multiplying (4.51) by LT and
L, respectively, we have (4.57). Furthermore, replacing A in (4.52) with A+
BαK, we have
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ξ̄11 E
TS1E PTAd 0 PTBω − CT Ξ̄16 Ξ̄17

∗ Ξ22 Ξ23 ETY E 0 0 0
∗ ∗ Ξ33 Ξ34 −CT

d d1A
T
d S1 d12A

T
d S2

∗ ∗ ∗ Ξ44 0 0 0

∗ ∗ ∗ ∗ Ξ̂55 d1B
T
ωS1 d12B

T
ωS2

∗ ∗ ∗ ∗ ∗ −S1 0
∗ ∗ ∗ ∗ ∗ ∗ −S2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (4.61)

where

Ξ̄11 = PT(A+BαK) + (A+BαK)TP

+ Z1 + Z2 + Z3 − ETS1E,

Ξ̄16 = d1(A+BαK)TS1,

Ξ̄17 = d12(A+BαK)
T
S2.

On the other hand, define J = diag{L,L, L, L, I, S−1
1 , S−1

2 }, Ẑ1 = LTZ1L,

Ẑ2 = LTZ2L, Ẑ3 = LTZ3L, Ŝ1 = LS1L
T, Ŝ2 = LS2L

T, Ŷ = LY LT, and
V = KL. Then, pre- and post-multiplying the left-hand side of (4.61) by JT

and J , respectively, we can find that (4.61) is equivalent to

Σ̂ + Λ1ΔΛT
2 + Λ2Δ

TΛT
1 < 0, (4.62)

where

Σ̂ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ξ̂11 EŜ1E
T AdL 0 Bω − LTCT d1FT d12FT

∗ Ξ̂22 Ξ̂23 EŶ ET 0 0 0

∗ ∗ Ξ̂33 Ξ̂34 −LTCT
d d1L

TAT
d d12L

TAT
d

∗ ∗ ∗ Ξ̂44 0 0 0
∗ ∗ ∗ ∗ −γI −Dω −DT

ω d1B
T
ω d12B

T
ω

∗ ∗ ∗ ∗ ∗ −LTŜ−1
1 L 0

∗ ∗ ∗ ∗ ∗ ∗ −LTŜ−1
2 L

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

Λ1 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

B
0
0
0
0

d1B
d12B

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,Λ2 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

V T

0
0
0
0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

Noting Ŝ1 > 0 and Ŝ2 > 0, we have

−LTŜ−1
1 L � Ŝ1 − LT − L,

−LTŜ−1
2 L � Ŝ2 − LT − L.

(4.63)



50 4 Reliable Passive Control for SSs with Time-Varying Delays

By Schur complement, and combining (4.58) and (4.63), we can obtain

Σ̂ + Λ1Mα̌2ΛT
1 + Λ2M

−1ΛT
2 < 0. (4.64)

From (4.4), (4.5) and the elementary inequality xTy+yTx � εxTx+ε−1yTy,
we have that (4.64) holds implies (4.62) holds. On the other hand, pre- and
post-multiplying the left side of (4.53) by diag{L,L} and diag{LT, LT}, re-
spectively, we can find that (4.53) is equivalent to (4.59). This completes the
proof.

It is noted that the equality constraint is involved in Theorem 4.6, which
may lead to some numerical problems when checking such nonstrict LMI
condition since equality constraint is often fragile and usually not met per-
fectly. Applying the similar methods of [175, 178, 200], we introduce the
matrix G ∈ R

n×(n−r) satisfying EG = 0 and rankG = n − r, and define
L = L1E

T + GWT, where L1 > 0 and W ∈ R
n×(n−r). Then, we have the

following theorem.

Theorem 4.7. System (4.7) is exponentially admissible and passive, if there
exist matrices L1 > 0, W , Ŷ , V , Ẑ1 > 0, Ẑ2 > 0, Ẑ3 > 0, Ŝ1 > 0,
Ŝ2 > 0 and M = diag{m1,m2, · · · ,mi} > 0, and a scalar γ > 0 such that
(4.58)|L=L1ET+GWT and (4.59) hold. Furthermore, if (4.58)|L=L1ET+GWT

and (4.59) are solvable, the desired controller gain is given as

K = V (L1E
T +GWT)−1. (4.65)

Remark 4.8. Notice that Theorem 4.7 provides a sufficient condition for the
solvability of the reliable passive control problem for SS with time-varying
delays. It is noted that the minimum passivity performance γ can be readily
found by solving the following convex optimization problem using the LMI
toolbox in MATLAB: Minimize γ subject to (4.58)|L=L1ET+GWT and (4.59)

over L1 > 0, W , Ŷ , V , Ẑ1 > 0, Ẑ2 > 0, Ẑ3 > 0, Ŝ1 > 0, Ŝ2 > 0 and
M = diag{m1,m2, · · · ,mi} > 0.

Remark 4.9. It is worth pointing out that by applying the similar method,
the other conditions of this chapter can also be transformed to strict LMI
conditions. Thus, all the developed results in the chapter can be checked
easily by using the existing powerful tools like the LMI toolbox of Matlab or
any equivalent tool.

4.4 Numerical Examples

In this section, two examples are presented to demonstrate the effectiveness
of the results developed in this chapter.
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Example 4.10. Consider system (4.8) with [163]

E =

[
9 3
6 2

]
, A =

[−13.1 −13.7
−15.4 −23.8

]
, Ad =

[−18.6 −10.4
−25.2 −16.8

]
.

In this example, we choose μ = 0.5. Table 4.1 lists the allowable upper bound
d2 for various d1 by different methods. It is seen from Tables 4.1 that the
stability criterion proposed here gives less conservative results than those in
[50, 163, 219].

Table 4.1. Example 4.10: Comparisons of the allowed d2 for various d1

d1 1.4 1.6 1.8 2.0 2.2

[163] 2.1121 2.1450 2.2841 2.4328 2.5852

[50] (α → 0) 2.1121 2.1450 2.2841 2.4328 2.5852

[219] 2.2314 2.2761 2.4041 2.5383 2.6777

Theorem 4.2 2.3372 2.3730 2.4923 2.6181 2.7494

It is assumed that d(t) = 1.85 + 0.45 sin((0.5/0.45)t). A straightforward
calculation gives d2 = 2.3, d1 = 1.4 and μ = 0.5. Fig. 4.1 shows the the
trajectories of the state responses of system (4.8), from which we find that
the corresponding state responses converge to zeros.

0 5 10 15 20 25 30 35 40
−2.5

−2

−1.5

−1

−0.5

0

0.5

1

1.5

2

Time t

 

 
x1(t)
x2(t)

Fig. 4.1. Example 4.10: State responses of system (4.8)
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Example 4.11. Consider system (4.1) with

E =

[
1 2
0 0

]
, A =

[
0 1
0 0

]
, Ad =

[
0 0.5
0.2 −1

]
, B =

[
2
5

]
,

Bω =

[
1
0.5

]
, C =

[
1 2
]
, Cd =

[
3 1
]
, Dω = 3.

In this example, it is assumed that d1 = 0.2, d2 = 0.8, μ = 0.5, α1 = 0.4
and ᾱ1 = 0.7. Our purpose is to design a state feedback controller (4.6) such
that the closed-loop system is exponentially admissible and passive. Applying
Theorem 4.7, the gain of the state feedback controller (4.6) is given as

K =
[−0.1310 −1.6874

]
,

and the obtained minimum passivity performance γ = 0.7180. Under the
above given gain, Fig. 4.2 shows the trajectories of the state responses of sys-
tem (4.7), from which we find that the corresponding state responses converge
to zeros.
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−12
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x1(t)
x2(t)

Fig. 4.2. Example 4.11: State responses of system (4.7)

4.5 Conclusion

In this chapter, the problem of passive control has been investigated for SSs
with time-varying delays and actuator failures. Based on the lower bounds
lemma of [116], a delay-dependent condition has been established to ensure
the considered system to be regular, impulse-free, exponentially stable and
passive. The state feedback controller has been designed to ensure, for all
possible actuator failures, the resultant closed-loop system is exponentially
admissible and passive. Numerical examples have been carried out to demon-
strate the effectiveness of the proposed methods.
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Dissipativity Analysis for SSs
with Time-Varying Delays

5.1 Introduction

It has been shown that the theory of dissipative systems plays an impor-
tant role in system and control areas, and thus has been attracting a great
deal of attention. The dissipative theory gives a framework for the analy-
sis and design of control systems using an input-output description based
on energy-related considerations [11]. It serves as a powerful or even indis-
pensable tool in characterizing important system behaviors such as stability
and passivity, and has close connections with passivity theorem, the bounded
real lemma, the Kalman-Yakubovich lemma, and the circle criterion. With
the advancement of LMI approach, many interesting and important results on
dissipativity analysis and synthesis have been reported for different kinds of
dynamic systems. For example, the problem of reliable dissipative control has
been investigated in [202] for a type of stochastic hybrid systems in terms of
LMI approach, and linear state feedback controllers and impulsive controllers
are designed such that, for all uncertainties as well as actuator failure occur-
ring among a prespecified subset of actuators, the stochastic hybrid system is
stochastically robustly stable and strictly dissipative. The problem of delay-
dependent dissipativity analysis has been investigated for neural networks
in [32, 153, 157], and some sufficient conditions have been given to guaran-
tee the neural network is dissipative. Recently, some necessary and sufficient
conditions of dissipativity of SSs have been proposed in [111, 112], and the
synthesis of control gains to attain dissipativity of feedback systems has also
been discussed. The results on dissipativity analysis of discrete-time SSs can
be found in [28]. As for singular time-delay systems, some results have been
developed for the dissipative analysis and state-feedback synthesis in [106]
via LMI approach. Very recently, some improved results have been given in
[34]. However, it is noted that the considered time-delays of [34, 106] are all
time invariant, which limits the scope of applications of the proposed results.

Addressing continuous-time/discrete-time SSs with time-varying delays,
the problem of dissipativity analysis is investigated using LMI approach and

Z.-G. Wu et al.: Anal. & Synth. of Singular Syst. with Time-Delays, LNCIS 443, pp. 53–69.
DOI: 10.1007/978-3-642-37497-5_5 c© Springer-Verlag Berlin Heidelberg 2013
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the delay partitioning method. Some delay-dependent conditions have been
established to guarantee the dissipativity of SSs. All the results given in this
chapter are delay-dependent as well as partition dependent. Some examples
are given to show the validness and reduced conservatism of the proposed
methods.

5.2 Continuous-Time Systems

5.2.1 Preliminaries

Consider the following continuous-time SS with time-varying delays:⎧⎪⎨
⎪⎩
Eẋ(t) = Ax(t) +Adx(t− d(t)) +Bωω(t),

z(t) = Cx(t) + Cdx(t− d(t)) +Dωω(t),

x(t) = φ(t), t ∈ [−d2, 0],
(5.1)

where x(t) ∈ R
n is the state, u(t) ∈ R

m is the control input, z(t) ∈ R
s

is the controlled output, ω(t) ∈ R
p is the disturbance input that belongs to

L2[0,∞), and φ(t) ∈ Cn,d2 is a compatible vector valued initial function. The
matrix E ∈ R

n×n may be singular and it is assumed that rankE = r � n.
A, Ad, Bω, C, Cd and Dω are known real constant matrices with appropriate
dimensions. d(t) is a time-varying continuous function that satisfies 0 < d1 �
d(t) � d2 and ḋ(t) � μ, where d1 and d2 are the lower and upper bounds of
time-varying delay d(t), respectively, and 0 � μ < 1 is the variation rate of
time-varying delay d(t).

We are now in a position to introduce the property of dissipativity. Let
the energy supply function of system (5.1) be defined by

G(ω, z, τ) = 〈z,Qz〉τ + 2〈z,Sω〉τ + 〈ω,Rω〉τ , ∀τ � 0, (5.2)

where Q, S and R are real matrices with Q, R symmetric, and 〈a, b〉τ =∫ τ
0
aTb dt. Without loss of generality, it is assumed that Q ≤ 0 and denoted

that −Q = QT−Q− for some Q−.

Definition 5.1. System (5.1) is said to be strictly (Q,S,R)-γ-dissipative if,
for some scalar γ > 0, the following inequality

G(ω, z, τ) � γ〈ω, ω〉τ , ∀τ � 0 (5.3)

holds under zero initial condition.

5.2.2 Main Results

In this subsection, the delay partitioning technique will be developed to in-
vestigate the dissipativity of system (5.1). For the sake’s of vector and matrix
representation, the followings are denoted
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Υ(t) =
[
x(t)T x(t− 1

md1)
T x(t− 2

md1)
T . . . x(t− m−1

m d1)
T
]T
,

η(t) =
[
Υ(t)T x(t− d1)

T
]T
,

ζ(t) =
[
η(t)T x(t− d(t))T x(t − d2)

T ω(t)T
]T
,

W1 =
[
Imn 0mn×n

]
,

W2 =
[
0mn×n Imn

]
,

gl =
[
0n×(l−1)n In 0n×(m−l+1)n

]
, l = 1, 2, · · · ,m+ 1,

d12 = d2 − d1,

D =

(
d1
m

)2 m∑
i=1

Si + d212Sm+1.

This way, system (5.1) can be rewritten as⎧⎪⎨
⎪⎩
Eẋ(t) = Ag1η(t) +Adx(t− d(t)) +Bωω(t),

z(t) = Cg1η(t) + Cdx(t − d(t)) +Dωω(t),

x(t) = φ(t), t ∈ [−d2, 0].
(5.4)

Theorem 5.2. For a given integer m > 0 and a scalar γ > 0, system (5.1)
is exponentially admissible and strictly (Q,S,R)-γ-dissipative, if there exist
matrices P , Q > 0, Z1 > 0, Z2 > 0 and Si > 0 (i = 1, 2, · · · ,m + 1) such
that

ETP = PTE � 0, (5.5)

⎡
⎢⎢⎢⎢⎢⎢⎣

Ξ11 Ξ12 0 Ξ14 gT1 A
TD gT1 C

TQT
−

∗ Ξ22 Ξ23 −CT
d S AT

dD CT
d Q

T
−

∗ ∗ Ξ33 0 0 0
∗ ∗ ∗ Ξ44 BT

ωD DT
ωQ

T−
∗ ∗ ∗ ∗ −D 0
∗ ∗ ∗ ∗ ∗ −I

⎤
⎥⎥⎥⎥⎥⎥⎦
< 0, (5.6)

where

Ξ11 = gT1 P
TAg1 + gT1 A

TPg1 +WT
1 QW1 −WT

2 QW2

−
m∑
i=1

(gi − gi+1)
TETSiE(gi − gi+1)

+ gTm+1Z1gm+1 + gT1 Z2g1 − gTm+1E
TSm+1Egm+1,

Ξ12 = gT1 P
TAd + gTm+1E

TSm+1E,

Ξ14 = gT1 P
TBω − gT1 C

TS,
Ξ22 = − (1− μ)Z2 − 2ETSm+1E,

Ξ23 = ETSm+1E,
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Ξ33 = − Z1 − ETSm+1E,

Ξ44 = −R+ γI − STDω −DT
ωS.

Proof. Firstly, we prove the regularity and absence of impulses of system (5.1)
with ω(t) = 0. Since rankE = r � n, there exist two nonsingular matrices G
and H such that

GEH =

[
Ir 0
0 0

]
. (5.7)

Denote

GAH =

[
A1 A2

A3 A4

]
, G−TPH =

[
P̄1 P̄2

P̄3 P̄4

]
. (5.8)

From (5.5) and using the expressions in (5.7) and (5.8), it is straightforward
that P̄2 = 0. It can be found from Ξ11 < 0 that

ATP + PTA− ETS1E < 0. (5.9)

Then, pre-multiplying and post-multiplying (5.9) by HT and H , respectively,
we have

AT
4 P̄4 + P̄T

4 A4 < 0, (5.10)

which implies A4 is nonsingular and thus the pair (E,A) is regular and im-
pulse free. Hence, by Definition 3.1, system (5.1) with ω(t) = 0 is regular and
impulse free.

Next, we will show that system (5.1) is stable and strictly (Q,S,R)-γ-
dissipative. To the end, the following Lyapunov functional is considered for
system (5.1):

V (xt) =

4∑
l=1

Vl(xt), (5.11)

where

V1(xt) = x(t)TETPx(t),

V2(xt) =

∫ t

t− d1
m

Υ(s)TQΥ(s)ds,

V3(xt) =

∫ t−d1

t−d2

x(s)TZ1x(s)ds+

∫ t

t−d(t)

x(s)TZ2x(s)ds,

V4(xt) =
d1
m

m∑
i=1

∫ − i−1
m d1

− i
md1

∫ t

t+β

ẋ(s)TETSiEẋ(s)dsdβ

+ d12

∫ −d1

−d2

∫ t

t+β

ẋ(s)TETSm+1Eẋ(s)dsdβ,



5.2 Continuous-Time Systems 57

where {xt = x(t+θ),−2d2 � θ � 0}. Calculating the time derivative of V (xt)
along the solution of system (5.1) yields

V̇1(xt) = 2x(t)TPTEẋ(t) = 2η(t)TgT1 P
T(Ag1η(t) +Adx(t− d(t)) +Bωω(t)),

(5.12)

V̇2(xt) = Υ(t)TQΥ(t)−Υ(t− d1
m

)TQΥ(t− d1
m

)

= η(t)TWT
1 QW1η(t)− η(t)TWT

2 QW2η(t), (5.13)

V̇3(xt) � x(t− d1)
TZ1x(t− d1)− x(t− d2)

TZ1x(t− d2)

+ x(t)TZ2x(t)− (1 − μ)x(t− d(t))TZ2x(t− d(t))

= η(t)TgTm+1Z1gm+1η(t)− x(t− d2)
TZ1x(t− d2)

+ η(t)TgT1 Z2g1η(t)− (1− μ)x(t− d(t))TZ2x(t− d(t)), (5.14)

V̇4(xt) =

(
d1
m

)2 m∑
i=1

ẋ(t)TETSiEẋ(t)− d1
m

m∑
i=1

∫ t− i−1
m d1

t− i
md1

ẋ(s)TETSiEẋ(s)ds

+ d212ẋ(t)
TETSm+1Eẋ(t)− d12

∫ t−d1

t−d2

ẋ(s)TETSm+1Eẋ(s)ds

= ẋ(t)TETDEẋ(t)− d1
m

m∑
i=1

∫ t− i−1
m d1

t− i
md1

ẋ(s)TETSiEẋ(s)ds

− d12

∫ t−d1

t−d(t)

ẋ(s)TETSm+1Eẋ(s)ds

− d12

∫ t−d(t)

t−d2

ẋ(s)TETSm+1Eẋ(s)ds

� ẋ(t)TETDEẋ(t)−
m∑
i=1

η(t)T(gi − gi+1)
TETSiE(gi − gi+1)η(t)

− (gm+1η(t)− x(t− d(t)))TETSm+1E(gm+1η(t)− x(t− d(t)))

− (x(t − d(t))− x(t− d2))
TETSm+1E(x(t − d(t)) − x(t− d2)),

(5.15)

where Jensen inequality is applied. Then, we get from (5.12)-(5.15) that

V̇ (xt)− z(t)TQz(t)− 2z(t)TSω(t)− ω(t)T(R− γI)ω(t) � ζ(t)TΣζ(t),

(5.16)
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where

Σ =

⎡
⎢⎢⎣
Ξ11 Ξ12 Ξ13 Ξ14

∗ Ξ22 Ξ23 −CT
d S

∗ ∗ Ξ33 0
∗ ∗ ∗ Ξ44

⎤
⎥⎥⎦+

⎡
⎢⎢⎣
gT1 A

T

AT
d

0
BT

ω

⎤
⎥⎥⎦D
⎡
⎢⎢⎣
gT1 A

T

AT
d

0
BT

ω

⎤
⎥⎥⎦
T

−

⎡
⎢⎢⎣
gT1 C

T

CT
d

0
DT

ω

⎤
⎥⎥⎦Q
⎡
⎢⎢⎣
gT1 C

T

CT
d

0
DT

ω

⎤
⎥⎥⎦
T

.

According to Schur complement, we get from (5.6) that Σ < 0, and thus,

V̇ (xt)− z(t)TQz(t)− 2z(t)TSω(t)− ω(t)T(R− γI)ω(t) � 0. (5.17)

Integrating both sides of the inequality (5.17) with respect to t over the time
period [0, t∗] gives rise to

V (xt∗)− V (x0)−
∫ t∗

0

z(t)TQz(t)dt

− 2

∫ t∗

0

z(t)TSω(t)dt−
∫ t∗

0

ω(t)T(R− γI)ω(t)dt � 0. (5.18)

Under zero initial condition, we have that V (xt∗) � 0 and V (x0) = 0, and
thus the inequality (5.18) guarantees (5.3) holds, which means system (5.1)
is strictly (Q,S,R)-γ-dissipative. On the other hand, by application of Schur
complement and (5.6), we obtain that

⎡
⎣Ξ11 Ξ12 0

∗ Ξ22 Ξ23

∗ ∗ Ξ33

⎤
⎦+

⎡
⎣gT1 AT

AT
d

0

⎤
⎦D
⎡
⎣gT1 AT

AT
d

0

⎤
⎦
T

< 0, (5.19)

which guarantees there exists a scalar λ > 0 such that

V̇ (t) < −λ||x(t)||2 (5.20)

in case of ω(t) ≡ 0. Set

Ĝ =

[
Ir −A2A

−1
4

0 A−1
4

]
G. (5.21)

It is easy to get

ĜEH =

[
Ir 0
0 0

]
, ĜAH =

[
Â1 0

Â3 I

]
, (5.22)

where Â1 = A1 −A2A
−1
4 A3 and Â3 = A−1

4 A3. Denote

ĜAdH =

[
Ad1 Ad2

Ad3 Ad4

]
, Ĝ−TPH =

[
P1 P2

P3 P4

]
, HTZ2H =

[
Z11 Z21

∗ Z22

]
. (5.23)
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It can be seen from (5.6) that

Wm

⎡
⎣Ξ11 Ξ12 0

∗ Ξ22 Ξ23

∗ ∗ Ξ33

⎤
⎦WT

m < 0, (5.24)

where Wm =
[
In In · · · In

] ∈ R
n×(m+3)n. We can get from (5.24) that

PT(A+Ad) + (A+Ad)
TP < 0. (5.25)

It is easy to find the matrix P satisfying the above inequality is nonsingular.
Thus, considering (5.5), we can deduce that P1 > 0 and P2 = 0. By using
the similar analysis method applied in Theorem 4.2, it can be concluded that
system (5.1) with ω(t) = 0 is exponentially stable. This completes the proof.

Remark 5.3. It is noted that by the delay partitioning technique, Theorem
5.2 provides a sufficient condition to ensure SSs with time-varying delays to
be exponentially admissible and strictly (Q,S,R)-γ-dissipative. It should be
pointed out that the conservatism of Theorem 5.2 lies in the parameter m,
which refers to the number of delay partitioning, that is, the conservatism is
reduced as the partitions grow. On the other hand, the computational com-
plexity is also dependent on the partition number m, that is, the computa-
tional complexity is increased as the partitioning becomes thinner. Therefore,
there is a tradeoff between the computational complexity and the dissipativ-
ity of system.

The admissibility criterion of system (4.8) can be easily obtained from The-
orem 5.2.

Corollary 5.4. For a given integer m > 0, system (4.8) is exponentially
admissible, if there exist matrices P , Q > 0, Z1 > 0, Z2 > 0 and Si > 0
(i = 1, 2, · · · ,m+ 1) such that (5.5) and the following LMI hold,⎡

⎢⎢⎣
Ξ11 Ξ12 0 gT1 A

TD
∗ Ξ22 Ξ23 AT

dD
∗ ∗ Ξ33 0
∗ ∗ ∗ −D

⎤
⎥⎥⎦ < 0, (5.26)

where Ξ11, Ξ12, Ξ22, Ξ23 and Ξ33 are given in Theorem 5.2.

5.2.3 Numerical Examples

Two numerical examples are presented to illustrate the usefulness and flexi-
bility of the results developed in the above subsection.
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Example 5.5. Consider system (4.8) with [163]

E =

[
9 3
6 2

]
, A =

[−13.1 −13.7
−15.4 −23.8

]
, Ad =

[−18.6 −10.4
−25.2 −16.8

]
.

For μ = 0.2, the admissible upper bound d2 is given with different lower
bound d1 in Table 5.1. From Table 5.1, it can be easily seen that even for
m = 1, our criterion is less conservative than the methods in [50, 163].

Table 5.1. Example 5.5: Comparisons of the allowed upper bound d2 for various
d1

d1 0.5 1.0 1.5

[50, 163] 3.0401 3.0416 3.0441

Corollary 5.4 (m = 1) 3.1091 3.2331 3.3173

Corollary 5.4 (m = 2) 3.1132 3.2524 3.3812

Corollary 5.4 (m = 4) 3.1143 3.2573 3.3961

Corollary 5.4 (m = 6) 3.1145 3.2583 3.3988

Example 5.6. Consider system (5.1) with

E =

[
1 1
0 0

]
, A =

[−2 0
0 −3

]
, Ad =

[−1.5 0.5
0.4 −0.3

]
,

Bω =

[
0.1 0
2.5 0

]
, C =

[−1 0.4
1 1

]
, Cd = 0, Dω =

[
1 1.5
3 2

]
.

The purpose of this example is to find the optimal dissipativity performance
γ such that the considered system is exponentially admissible and strictly
(Q,S,R)-γ-dissipative. To this end, we choose d1 = 0.8, d2 = 1.5, μ = 0.3,
and

S =

[
1.1 0.5
3 2

]
,Q =

[−0.04 0
0 −1

]
,R =

[
3 0
0 1

]
.

By application of Theorem 5.2, the optimal dissipativity performance γ for
different partitioning size is given in Table 5.2. From Table 5.2, it can be found
that the larger partition number m corresponds to the larger dissipativity
performance γ. In addition, the results of [34, 106] are invalid in this example.

Table 5.2. Example 5.6: Optimal dissipativity performance γ for various m

m 1 2 4 6 8 10

Theorem 5.2 0.3514 0.4052 0.4173 0.4195 0.4202 0.4206



5.3 Discrete-Time Systems 61

5.3 Discrete-Time Systems

5.3.1 Preliminaries

Consider the following discrete-time SS with time-varying delays:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ex(k + 1) = Ax(k) +Adx(k − d(k)) +Aτ

τ(k)∑
v=1

x(k − v) +Bωω(k),

z(k) = Cx(k) + Cdx(k − d(k)) + Cτ

τ(k)∑
v=1

x(k − v) +Dωω(k),

x(k) = φ(k), k ∈ N[−max{d2, τ2}, 0],
(5.27)

where x(k) ∈ R
n is the state vector, z(k) ∈ R

s is the output vector, ω(k) ∈ R
p

is the disturbance input that belongs to l2[0,∞), and φ(k) is a compatible
vector valued initial function. The matrix E ∈ R

n×n may be singular and
it is assumed that rankE = r � n. A, Ad, Aτ , Bω, C, Cd, Cτ and Dω are
known real constant matrices with appropriate dimensions. d(k) and τ(k)
denote discrete delay and distributed delay, respectively, and satisfy 0 <
d1 � d(k) � d2, and 0 < τ1 � τ(k) � τ2, where d1, d2, τ1 and τ2 are known
integers.

Remark 5.7. It should be pointed out that in system (5.27), the term∑τ(k)
v=1 x(k − v) originated from [92] is named as finite-distributed delay in

the discrete-time setting, which can be regarded as the discrete analog of
the finite-distributed delay

∫ t
t−τ(t)

x(s)ds in continuous-time systems. For the

continuous-time case, SSs with finite-distributed delay has been studied ex-
tensively [125, 199, 200]. However, few results have been given for discrete-
time SSs with finite-distributed delay.

Let the energy supply function of system (5.27) be defined by (5.2), where τ
is an integer, and 〈a, b〉τ =

∑τ
k=0 a(k)

Tb(k) for discrete-time systems.

Definition 5.8. System (5.27) is said to be strictly (Q,S,R)-γ-dissipative
if, for some scalar γ > 0, (5.3) holds under zero initial condition.

5.3.2 Main Results

In this subsection, we will investigate the problem of dissipativity for discrete-
time SSs with discrete and distributed time-varying delays. Before giving our
main results, for the sake’s of vector and matrix representation, the followings
are denoted
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Υ(t) =
[
x(k)T x(k − 1

md1)
T x(k − 2

md1)
T . . . x(k − m−1

m d1)
T
]T
,

η(k) =
[
Υ(k)T x(k − d1)

T
]T
,

ζ̂(k) =

[
η(k)T x(k − d(k))T x(k − d2)

T
τ(k)∑
v=1

x(k − v)T ω(k)T
]T

,

ϑ =
τ2(τ2 + τ1)(τ2 − τ1 + 1)

2
.

This way, system (5.27) can be rewritten as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ex(k + 1) = Ag1η(k) +Adx(k − d(k)) +Aτ

τ(k)∑
v=1

x(k − v) +Bωω(k),

z(k) = Cg1η(k) + Cdx(k − d(k)) + Cτ

τ(k)∑
v=1

x(k − v) +Dωω(k),

x(k) = φ(k), k ∈ N[−max{d2, τ2}, 0],
(5.28)

where g1 is given in subsection 5.2.2.

Theorem 5.9. For a given integer m > 0, system (5.27) is admissible and
strictly (Q,S,R)-γ-dissipative, if there exist matrices P > 0, Q > 0, Z1 > 0,

Z2 > 0, U > 0, Si > 0 (i = 1, 2, · · · ,m),

[
Sm+1 Y
∗ Sm+1

]
� 0 and W , and a

scalar γ > 0 such that⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ξ11 Ξ12 Ξ13 Ξ14 Δ1 Ξ15 gT1 A
TP gT1 C

TQT
−

∗ Ξ22 Ξ23 0 −CT
d S AT

dD AT
d P CT

d QT
−

∗ ∗ Ξ33 0 0 0 0 0
∗ ∗ ∗ −U −CT

τ S AT
τ D AT

τ P CT
τ QT

−
∗ ∗ ∗ ∗ Δ2 BT

ωD BT
ωP DT

ωQT
−

∗ ∗ ∗ ∗ ∗ −D 0 0
∗ ∗ ∗ ∗ ∗ ∗ −P 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ −I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (5.29)

where R ∈ R
n×(n−r) is any matrix with full column and satisfies ETR = 0,

gl, W1, W2, d12 and D are given in subsection 5.2.2, and

Ξ11 = − gT1 E
TPEg1 +WT

1 QW1 −WT
2 QW2

−
m∑
i=1

(gi − gi+1)
TETSiE(gi − gi+1)

+ gTm+1Z1gm+1 + (d12 + 1)gTm+1Z2gm+1 + ϑgT1 Ug1

− gTm+1E
TSm+1Egm+1 + gT1 WRTAg1 + gT1 A

TRWTg1,
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Ξ12 = gTm+1E
TSm+1E − gTm+1E

TYE + gT1 WRTAd,

Ξ13 = gTm+1E
TYE,

Ξ14 = gT1 WRTAτ ,

Ξ15 = gT1 (A− E)TD,
Ξ22 = − Z2 − 2ETSm+1E + ETYE + ETYTE,

Ξ23 = − ETYE + ETSm+1E,

Ξ33 = − Z1 − ETSm+1E,

Δ1 = gT1 WRTBω − gT1 C
TS,

Δ2 = −R+ γI − STDω −DT
ωS.

Proof. Under the given condition, we first show that system (5.27) with
ω(k) = 0, that is, system⎧⎪⎪⎨

⎪⎪⎩
Ex(k + 1) = Ax(k) +Adx(k − d(k)) +Aτ

τ(k)∑
v=1

x(k − v),

x(k) = φ(k), k ∈ N[−max{d2, τ2}, 0]
(5.30)

is regular and causal. Since rankE = r, we choose two nonsingular matrices
M and G such that

MEG =

[
Ir 0
0 0

]
. (5.31)

Set

MAG =

[
A1 A2

A3 A4

]
, GTW =

[
W1

W2

]
, M−TR =

[
0
I

]
F, (5.32)

where F ∈ R
(n−r)×(n−r) is any nonsingular matrix. It can be seen that Ξ11 <

0 implies

−ETPE +WRTA+ATRWT − ETS1E < 0. (5.33)

Pre-multiplying and post-multiplying (5.33) by GT and G, respectively, we
have W2F

TA4 + AT
4 FS

T
2 < 0, which implies A4 is nonsingular. Thus, the

pair (E,A) is regular and causal. According to Definition 2.2, system (5.30)
is regular and causal.

Next we will show that system (5.30) is stable. To the end, we define
δ(k) = x(k + 1) − x(k) and consider the following Lyapunov functional for
system (5.30):

V (x(k), k) =

5∑
l=1

Vl(x(k), k), (5.34)
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where

V1(x(k), k) = x(k)TETPEx(k),

V2(x(k), k) =
k−1∑

s=k− d1
m

Υ(s)TQΥ(s),

V3(x(k), k) =

k−d1−1∑
s=k−d2

x(s)TZ1x(s) +

−d1+1∑
j=−d2+1

k−d1−1∑
s=k−1+j

x(s)TZ2x(s),

V4(x(k), k) =
d1
m

m∑
i=1

− i−1
m d1−1∑

g=− i
md1

k−1∑
s=k+g

δ(s)TETSiEδ(s)

+ d12

−d1−1∑
g=−d2

k−1∑
s=k+g

δ(s)TETSm+1Eδ(s),

V5(x(k), k) = τ2

τ2∑
β=τ1

β∑
v=1

k−1∑
α=k−v

x(α)TUx(α).

Then, along the solution of system (5.30), we have that

ΔV1(k) = x(k + 1)TETPEx(k + 1)− x(k)TETPEx(k)

= x(k + 1)TETPEx(k + 1)− η(k)TgT1 E
TPEg1η(k), (5.35)

ΔV2(k) = Υ(k)TQΥ(k)−Υ

(
k − d1

m

)T

QΥ

(
k − d1

m

)
= η(k)TWT

1 QW1η(k)− η(k)TWT
2 QW2η(k), (5.36)

ΔV3(k) = x(k − d1)
TZ1x(k − d1)− x(k − d2)

TZ1x(k − d2)

+ (d12 + 1)x(k − d1)
TZ2x(k − d1)−

k−d1∑
s=k−d2

x(s)TZ2x(s)

� η(k)TgTm+1Z1gm+1η(k)− x(k − d2)
TZ1x(k − d2)

+ (d12 + 1)η(k)TgTm+1Z2gm+1η(k)− x(k − d(k))TZ2x(k − d(k)),
(5.37)

ΔV4(k) =

(
d1
m

)2 m∑
i=1

δ(k)TETSiEδ(k)− d1
m

m∑
i=1

k− i−1
m d1−1∑

s=k− i
md1

δ(s)TETSiEδ(s)

+ d212δ(k)
TETSm+1Eδ(k)− d12

k−d1−1∑
s=k−d2

δ(s)TETSm+1Eδ(s),

(5.38)
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ΔV5(k) = ϑx(k)TUx(k)− τ2

τ2∑
β=τ1

β∑
v=1

x(k − v)TUx(k − v)

� ϑη(k)TgT1 Ug1η(k)− τ2

τ(k)∑
v=1

x(k − v)TUx(k − v). (5.39)

By use of Lemma 1.8, we get

−d12
k−d1−1∑
s=k−d2

δ(s)TETSm+1Eδ(s) �

⎡
⎣ η(k)
x(k − d(k))
x(k − d2)

⎤
⎦
T

Γ

⎡
⎣ η(k)
x(k − d(k))
x(k − d2)

⎤
⎦ ,
(5.40)

where

Γ =

⎡
⎣−gTm+1E

TSm+1Egm+1 g
T
m+1E

TSm+1E − gTm+1E
TYE gTm+1E

TYE
∗ Δ̄1 Δ̄2

∗ ∗ −ETSm+1E

⎤
⎦ ,

Δ̄1 = − 2ETSm+1E + ETYE + ETYTE,

Δ̄2 = − ETYE + ETSm+1E.

Furthermore, applying discretized Jensen inequality, we obtain

− d1
m

m∑
i=1

k− i−1
m d1−1∑

s=k− i
md1

δ(s)TETSiEδ(s)

� −
m∑
i=1

k− i−1
m d1−1∑

s=k− i
md1

δ(s)TETSiE

k− i−1
m d1−1∑

s=k− i
md1

δ(s)

= −
m∑
i=1

η(k)T(gi − gi+1)
TETSiE(gi − gi+1)η(k), (5.41)

and

−τ2
τ(k)∑
v=1

x(k − v)TUx(k − v) � −
τ(k)∑
v=1

x(k − v)TU

τ(k)∑
v=1

x(k − v). (5.42)

On the other hand, it is clear that for any appropriately dimensioned matrix
W , the following equation holds

f(k) = 2x(k)TWRTEx(k + 1)

= 2η(k)TgT1 WRTEx(k + 1) = 0. (5.43)
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Thus,

ΔV (k) =

5∑
l=1

ΔVl(k) + f(k) � ξ(k)TΘξ(k), (5.44)

where

ξ(k) =

[
η(k)T x(k − d(k))T x(k − d2)

T
τ(k)∑
v=1

x(k − v)T
]T

,

Θ =

⎡
⎢⎢⎣
Ξ11 Ξ12 Ξ13 Ξ14

∗ Ξ22 Ξ23 0
∗ ∗ Ξ33 0
∗ ∗ ∗ −U

⎤
⎥⎥⎦+

⎡
⎢⎢⎣
gT1 A

T

AT
d

0
AT

τ

⎤
⎥⎥⎦P
⎡
⎢⎢⎣
gT1 A

T

AT
d

0
AT

τ

⎤
⎥⎥⎦
T

+

⎡
⎢⎢⎣
gT1 (A− E)T

AT
d

0
AT

τ

⎤
⎥⎥⎦D
⎡
⎢⎢⎣
gT1 (A− E)T

AT
d

0
AT

τ

⎤
⎥⎥⎦
T

.

According to Schur complement, we get from (5.29) that Θ < 0. Therefore,

ΔV (k) � −α||x(k)||2, (5.45)

where α = −λmax(Θ) > 0. Thus, we have

k∑
i=0

||x(i)||2 � 1

α
V (x(0), 0) < ∞, (5.46)

that is, series
∑∞

i=0 ||x(i)||2 converge, which implies that limk→∞ x(k) = 0.
According to Definition 2.2, system (5.30) is stable.

To prove the dissipativity of system (5.27), we consider Lyapunov func-
tional (5.34) and the following index for system (5.27):

Jτ,ω =

τ∑
k=0

[z(k)TQz(k) + 2z(k)TSω(k) + ω(k)T(R− γI)ω(k)]. (5.47)

It can be seen that

τ∑
k=0

ΔV (k)− Jτ,ω �
τ∑

k=0

ζ̂(k)TΞζ̂(k), (5.48)
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where

Ξ =

⎡
⎢⎢⎢⎢⎣
Ξ11 Ξ12 Ξ13 Ξ14 Δ1

∗ Ξ22 Ξ23 0 −CT
d S

∗ ∗ Ξ33 0 0
∗ ∗ ∗ −U −CT

τ S
∗ ∗ ∗ ∗ Δ2

⎤
⎥⎥⎥⎥⎦+

⎡
⎢⎢⎢⎢⎣
gT1 A

T

AT
d

0
AT

τ

BT
ω

⎤
⎥⎥⎥⎥⎦P
⎡
⎢⎢⎢⎢⎣
gT1 A

T

AT
d

0
AT

τ

BT
ω

⎤
⎥⎥⎥⎥⎦

T

+

⎡
⎢⎢⎢⎢⎣
gT1 (A− E)T

AT
d

0
AT

τ

BT
ω

⎤
⎥⎥⎥⎥⎦D
⎡
⎢⎢⎢⎢⎣
gT1 (A− E)T

AT
d

0
AT

τ

BT
ω

⎤
⎥⎥⎥⎥⎦

T

−

⎡
⎢⎢⎢⎢⎣
gT1 C

T

CT
d

0
CT

τ

DT
ω

⎤
⎥⎥⎥⎥⎦Q
⎡
⎢⎢⎢⎢⎣
gT1 C

T

CT
d

0
CT

τ

DT
ω

⎤
⎥⎥⎥⎥⎦

T

.

According to Schur complement, we get from (5.29) that Ξ < 0. Therefore,

τ∑
k=0

ΔV (k) � Jτ,ω, (5.49)

which implies

V (x(τ + 1))− V (x(0)) � Jτ,ω. (5.50)

Thus, (5.3) holds under zero initial condition. Therefore, according to Defini-
tion 5.8, system (5.27) is strictly (Q,S,R)-γ-dissipative. This completes the
proof.

Remark 5.10. It is noted that Theorem 5.9 provides a delay-dependent con-
dition on the dissipativity of system (5.27). It should be pointed out that by
setting δ = −γ and minimizing δ subject to (5.29), we can obtain the optimal
dissipativity performance γ∗ (by γ∗ = −δ).
The admissibility criterion of system (5.30) can be easily obtained based on
Theorem 5.9.

Corollary 5.11. For a given integer m > 0, system (5.30) is admissible,
if there exist matrices P > 0, Q > 0, Z1 > 0, Z2 > 0, U > 0, Si > 0

(i = 1, 2, · · · ,m),

[
Sm+1 Y
∗ Sm+1

]
� 0 and W such that

⎡
⎢⎢⎢⎢⎢⎢⎣

Ξ11 Ξ12 Ξ13 Ξ14 Ξ15 gT1 A
TP

∗ Ξ22 Ξ23 0 AT
dD AT

d P
∗ ∗ Ξ33 0 0 0
∗ ∗ ∗ −U AT

τ D AT
τ P

∗ ∗ ∗ ∗ −D 0
∗ ∗ ∗ ∗ ∗ −P

⎤
⎥⎥⎥⎥⎥⎥⎦
< 0, (5.51)

where Ξ11, Ξ12, Ξ13, Ξ14, Ξ15, Ξ22, Ξ23 and Ξ33 are given in Theorem 5.9.
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5.3.3 Numerical Examples

Three numerical examples are introduced to demonstrate the effectiveness of
the proposed methods.

Example 5.12. Consider system (5.30) with

E =

[
1 0
0 0

]
, A =

[
0.8 0
0.05 0.9

]
, Ad =

[−0.1 0
−0.2 −0.1

]
, Aτ =

[
0 0
0 0

]
.

In this example, we choose d1 = 3 and

R =

[
0
1

]
.

Applying the methods of [30, 103] and Corollary 5.11 of this chapter, the
allowable maximum values of d2 ensuring the admissibility of the considered
system are listed in Table 5.3, which shows that our condition gives better
results than those in [30, 103] even for the case of m = 1.

Table 5.3. Example 5.12: Comparisons of the allowed upper bound d2

[103] [30] Corollary 5.11 (m = 1) Corollary 5.11 (m = 3)

8 16 18 19

Example 5.13. Consider system (5.30) with

E =

[
2 1
6 3

]
, A =

[
5.36 9.88
6.68 6.94

]
, Ad =

[−1.50 −1.55
−1.50 −1.15

]
, Aτ =

[
3.68 2.00
1.84 1.00

]
.

In this example, we choose d1 = 6, d2 = 14, τ1 = 5, τ2 = 12, and

R =

[
3
−1

]
.

By using the Matlab LMI toolbox to solve the LMI in Corollary 5.11 with
m = 2, it can be checked that considered system is admissible.

Example 5.14. Consider system (5.27) with

E =

[
56 35
64 40

]
, A =

[
132.48 90
182.72 125

]
,

Ad =

[−24.4 −16.05
−33.6 −22.2

]
, Aτ =

[
30.72 19.36
46.08 29.04

]
,

Bω =

[
0.03 0.01
0.04 0.02

]
, C =

[−0.4 0.2
6 4

]
, Cd =

[
1.8 1.3
0 0

]
,

Cτ =

[
2 1.4
0.2 0.1

]
, Dω =

[
0.1 0.01
0.2 0

]
.
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In this example, we choose d1 = 6, d2 = 9, τ1 = 3, τ2 = 8 and

S =

[
1 0.6
1 1

]
, Q =

[−0.04 0
0 −1

]
, R =

[
1 0
0 1

]
.

The purpose of this example is to find the optimal dissipativity performance
γ such that the considered system is admissible and strictly (Q,S,R)-γ-
dissipative. By application of Theorem 5.9 with

R =

[
8
−7

]
,

the optimal dissipativity performance γ for different partitioning size is given
in Table 5.4, from which we can find that the larger partition number m
corresponds to the larger dissipativity performance γ.

Table 5.4. Example 5.14: Optimal dissipativity performance γ for various m

m 1 2 3 6

Theorem 5.9 0.2884 0.3557 0.3652 0.3705

5.4 Conclusions

The problem of dissipativity has been studied for continuous-time and
discrete-time SSs with time-varying delay. By taking advantage of the de-
lay partitioning technique, several delay-dependent dissipativity conditions
have been derived. Some delay-dependent criteria have also been given to
ensure SSs admissible. All the results presented depend upon not only the
time-delay, but also the partitioning size. Numerical examples have been pro-
posed to demonstrate the effectiveness of the proposed methods.



6

L2 − L∞ Filtering for SSs with Constant
Delays

6.1 Introduction

Over the past decades, the filtering problem has been extensively investigated
due to the fact that filtering is of both theoretical and practical importance in
signal processing. When external noises are not precisely known, the Kalman
filtering scheme is no longer applicable. In this case, the H∞ filtering and
L2 − L∞ filtering are more involved and so far, various methodologies have
been developed for the filter designs in different contexts. For H∞ filter de-
signs, there have been fruitful results by LMI approach [82, 183, 214]. While
the results on L2−L∞ filtering problem have also been presented in the lit-
erature [42, 44, 168]. Recently, the filtering problem for SSs has been studied
by LMI approach. For example, the H∞ filtering issues have been investi-
gated in [179, 185] for SSs. While the L2 −L∞ filtering results for SSs have
been presented in [217]. When time delays appear, the H∞ filtering problem
for singular time-delay systems has been discussed in [38, 199, 201], where
some sufficient conditions have been proposed for the existence of linear H∞
filter.

This chapter is concerned with the problem of delay-dependent L2 −L∞
filtering problem for SSs with time delays. The purpose is to design a filter
such that the error system is delay-dependent exponentially admissible with
a prescribed L2 − L∞ performance index. By dividing the whole interval of
time delay into two equal subintervals and defining a Lyapunov functional
for each subinterval, two delay-dependent conditions are proposed, which
guarantee the considered SSs to be exponentially admissible with a prescribed
L2 −L∞ performance level. A method for designing a linear full-order filter
is also given. Some numerical examples are given to show the effectiveness of
the methods.

Z.-G. Wu et al.: Anal. & Synth. of Singular Syst. with Time-Delays, LNCIS 443, pp. 71–87.
DOI: 10.1007/978-3-642-37497-5_6 c© Springer-Verlag Berlin Heidelberg 2013
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6.2 Problem Formulation

Consider the following SS with time-delays:⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Eẋ(t) = Ax(t) +Adx(t− d) +Bωω(t),

y(t) = Cx(t) + Cdx(t− d) +Dωω(t),

z(t) = Lx(t),

x(t) = φ(t), t ∈ [−d, 0],

(6.1)

where x(t) ∈ R
n is the state, y(t) ∈ R

s is the measurement, z(t) ∈ R
q is

the signal to be estimated, ω(t) ∈ R
p is the disturbance input that belongs

to L2[0,∞), d is the constant time delay, and φ(t) ∈ Cn,d is a compatible
vector valued initial function. The matrix E ∈ R

n×n may be singular and it
is assumed that rankE = r � n. A, Ad, Bω, C, Cd, Dω and L are known
real constant matrices with appropriate dimensions.

In this chapter, we consider a full-order filter with the following form:{
Ef

˙̂x(t) = Af x̂(t) +Bfy(t),

ẑ(t) = Cf x̂(t),
(6.2)

where x̂ ∈ R
n, ẑ(t) ∈ R

q, and the constant matrices Ef , Af , Bf and Cf are
the filter matrices with appropriate dimensions, which are to be designed.
Augmenting (6.1) to include the states of the filter, we obtain the following
filtering error system{

Ē ˙̄x(t) = Āx̄(t) + Ādx̄(t− d) + B̄ωω(t),

z̄(t) = L̄x̄(t),
(6.3)

where

z̄(t) = z(t)− ẑ(t),

x̄(t) =
[
x(t)T x̂(t)T

]T
,

and

Ē =

[
E 0
0 Ef

]
, Ā =

[
A 0

BfC Af

]
,

Ād =

[
Ad 0

BfCd 0

]
, B̄ω =

[
Bω

BfDω

]
,

L̄ =
[
L −Cf

]
.

The problem to be addressed in this chapter is as follows: given a scalar
γ > 0 and system (6.1), design a full-order filter of the form (6.2) such that
the filtering error system (6.3) with ω(t) = 0 is exponentially admissible, and
under the zero-initial condition,
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sup
t

√
z(t)Tz(t) < γ

√∫ ∞

0

ω(t)Tω(t)dt (6.4)

is guaranteed for all nonzero ω(t) ∈ L2[0,∞).
Before ending this section, we give the following lemma that will be used

in the proof of our main results in the next section.

Lemma 6.1. Suppose system (1.1) is regular and impulse free, then there
exists a scalar κ > 0 such that

sup
−d�s�d

‖x(s)‖2 � κ‖φ(t)‖2d. (6.5)

Proof. Note that the regularity and the absence of impulses of the pair (E,A)
imply that there always exist two nonsingular matrices M and N such that

MEN =

[
Ir 0
0 0

]
, MAN =

[
A1 0
0 In−r

]
. (6.6)

Write

MAdN =

[
Ad1 Ad2

Ad3 Ad4

]
, ξ(t) =

[
ξ1(t)
ξ2(t)

]
= N−1x(t). (6.7)

Then, system (1.1) can be written as⎧⎪⎨
⎪⎩

ξ̇1(t) = A1ξ1(t) +Ad1ξ1(t− d) +Ad2ξ2(t− d),

−ξ2(t) = Ad3ξ1(t− d) +Ad4ξ2(t− d),

ξ(t) = ψ(t) = N−1φ(t), t ∈ [−d, 0].
(6.8)

Then, for any 0 � t � d, we have

‖ξ1(t)‖ � (2k1d+ 1)‖ψ‖d + k1

∫ t

0

‖ξ1(α)‖dα. (6.9)

where k1 = max{‖A1‖, ‖Ad1‖, ‖Ad2‖}. Applying the well known Gronwall
Lemma, we obtain from (6.9) that for any 0 � t � d,

‖ξ1(t)‖ � (2k1d+ 1)‖ψ‖dek1d. (6.10)

Thus,
sup

0�s�d
‖ξ1(s)‖2 � (2k1d+ 1)2‖ψ‖2de2k1d. (6.11)

It is easy to get from (6.8) that

sup
0�s�d

‖ξ2(s)‖2 � 4k22‖ψ‖2d, (6.12)

where k2 = max{‖Ad3‖, ‖Ad4‖}. Hence, there exists a scalar κ > 0 such that
(6.5) holds.
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6.3 Main Results

In this section, a delay-dependent approach to the design of L2 − L∞ filter
will be developed.

6.3.1 L2 − L∞ Performance Analysis

We shall make use of the Lyapunov functional approach combined with LMI
approach to investigate the exponential admissibility and L2 − L∞ perfor-
mance of the following system:⎧⎪⎨

⎪⎩
Eẋ(t) = Ax(t) +Adx(t− d) +Bωω(t),

z(t) = Lx(t),

x(t) = φ(t), t ∈ [−d, 0].
(6.13)

Theorem 6.2. For a given scalar γ > 0, system (6.13) is exponentially ad-
missible with L2 − L∞ performance γ, if there exist matrix P , Q1 > 0,
Q2 > 0, Z1 > 0 and Z2 > 0 such that

ETP = PTE � 0, (6.14)

⎡
⎢⎢⎢⎢⎣
Ξ11 P

TAd E
TZ1E PTBω d2AT(Z1 + Z2)

∗ Ξ22 ETZ2E 0 d2AT
d (Z1 + Z2)

∗ ∗ Ξ33 0 0
∗ ∗ ∗ −I d2BT

ω (Z1 + Z2)
∗ ∗ ∗ ∗ −4d2(Z1 + Z2)

⎤
⎥⎥⎥⎥⎦ < 0, (6.15)

[
ETP LT

∗ γ2I

]
� 0, (6.16)

where

Ξ11 = PTA+ATP +Q1 − ETZ1E,

Ξ22 = −Q2 − ETZ2E,

Ξ33 = −Q1 +Q2 − ET(Z1 + Z2)E.

Proof. Under the given condition, we first show the exponentially admissi-
bility of system (6.13) with ω(t) ≡ 0. Noting that rankE = r � n, we can
always find two nonsingular matrices G and H such that

GEH =

[
Ir 0
0 0

]
. (6.17)

Denote

GAH =

[
A1 A2

A3 A4

]
, G−TPH =

[
P̄1 P̄2

P̄3 P̄4

]
. (6.18)
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From (6.14) and using the expressions in (6.17) and (6.18), it is easy to obtain
that P̄2 = 0. Then, pre-multiplying and post-multiplying Ξ11 < 0 by HT and
H , respectively, we have

AT
4 P̄4 + P̄T

4 A4 < 0, (6.19)

which implies A4 is nonsingular and thus the pair (E,A) is regular and im-
pulse free. Thus, according to Definition 3.1, system (6.13) with ω(t) ≡ 0 is
regular and impulse free.

Next, we will show the exponential stability of system (6.13). To this end,
define the following Lyapunov functional for system (6.13) with ω(t) ≡ 0,

V (xt, t) = x(t)TETPx(t) +

∫ t

t− d
2

x(s)TQ1x(s) ds

+

∫ t− d
2

t−d

x(s)TQ2x(s) ds

+
d

2

∫ 0

− d
2

∫ t

t+β

ẋ(α)TETZ1Eẋ(α) dαdβ

+
d

2

∫ − d
2

−d

∫ t

t+β

ẋ(α)TETZ2Eẋ(α) dαdβ, (6.20)

where xt = x(t+ θ),−2d � θ � 0. Calculating the time derivative of V (xt, t)
along the solutions of system (6.13) with ω(t) ≡ 0 yields for any t � d,

V̇ (xt, t) = 2x(t)TETP ẋ(t) + x(t)TQ1x(t)− x(t− d)TQ2x(t− d)

+ x(t− d

2
)T(Q2 −Q1)x(t − d

2
) +

d2

4
ẋ(t)TET(Z1 + Z2)Eẋ(t)

− d

2

∫ t

t− d
2

ẋ(α)TETZ1Eẋ(α) dα − d

2

∫ t− d
2

t−d

ẋ(α)TETZ2Eẋ(α) dα.

(6.21)

According to Jensen inequality, the following equations are true:

−d
2

∫ t

t− d
2

ẋ(α)TETZ1Eẋ(α) dα

� −
(∫ t

t− d
2

Eẋ(α) dα

)T

Z1

∫ t

t− d
2

Eẋ(α) dα

=

[
x(t)

x(t− d
2 )

]T [−ETZ1E ETZ1E
∗ −ETZ1E

] [
x(t)

x(t− d
2 )

]
(6.22)

and

−d
2

∫ t− d
2

t−d

ẋ(α)TETZ2Eẋ(α) dα
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� −
(∫ t− d

2

t−d

Eẋ(α) dα

)T

Z2

∫ t− d
2

t−d

Eẋ(α) dα

=

[
x(t− d)
x(t− d

2 )

]T [−ETZ2E ETZ2E
∗ −ETZ2E

] [
x(t− d)
x(t− d

2 )

]
. (6.23)

Thus, through algebraic manipulations, we have that when t � d,

V̇ (xt, t) � η(t)TΨη(t), (6.24)

where

Ψ =

⎡
⎣Ξ11 P

TAd E
TZ1E

∗ Ξ22 ETZ2E
∗ ∗ Ξ33

⎤
⎦+

d2

4

⎡
⎣AT

AT
d

0

⎤
⎦ (Z1 + Z2)

⎡
⎣AT

AT
d

0

⎤
⎦
T

,

η(t) =

⎡
⎣ x(t)
x(t− d)
x(t− d

2 )

⎤
⎦ .

Now, applying Schur complements, it is easy to see from (6.15) that Ψ < 0,
which implies that there exits a scalar λ0 > 0 such that

V̇ (xt, t) � −λ0‖x(t)‖2. (6.25)

Moreover, by the definition of V (xt, t), there exist positive scalars, there exist
scalars λ1, λ2 and λ3 such that for any t � d,

V (xt, t) � λ1‖x(t)‖2 + λ2

∫ t

t−d

‖x(s)‖2 ds+ λ3

∫ t

t−d

‖x(s− d)‖2 ds. (6.26)

Then, according to Lemma 6.1, it is easy to get there exists a scalar λ4 > 0
such that

V (xd, d) � λ4‖φ(t)‖2d. (6.27)

Set

Ĝ =

[
Ir −A2A

−1
4

0 A−1
4

]
G. (6.28)

It is easy to get

ĜEH =

[
Ir 0
0 0

]
, ĜAH =

[
Â1 0

Â3 I

]
, (6.29)

where Â1 = A1 −A2A
−1
4 A3 and Â3 = A−1

4 A3. Denote

ĜAdH =

[
Ad1 Ad2

Ad3 Ad4

]
, Ĝ−TPH =

[
P1 P2

P3 P4

]
, HTQ1H =

[
Q11 Q21

∗ Q22

]
.

(6.30)
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Considering (6.14) and nonsingularity of P , we can deduce that P1 > 0 and
P2 = 0. Define

ζ(t) =

[
ζ1(t)
ζ2(t)

]
= H−1x(t), (6.31)

then system (6.13) with ω(t) ≡ 0 is equivalent to

⎧⎪⎨
⎪⎩

ζ̇1(t) = Â1ζ1(t) +Ad1ζ1(t− d) +Ad2ζ2(t− d),

−ζ2(t) = Â13ζ1(t) +Ad3ζ1(t− d) +Ad4ζ2(t− d),

ζ(t) = ψ(t) = H−1φ(t), t ∈ [−d, 0].
(6.32)

To prove the exponential stability, we define a new function as

W (xt, t) = eεtV (xt, t), t � d, (6.33)

where the scalar ε > 0. Then, we find that for any t � d,

W (xt, t)−W (xd, d) �
∫ t

d

eεs
[
εV (xs, s)− λ0‖x(s)‖2

]
ds

�
∫ t

d

eεα
[
ελ1‖x(α)‖2 + ελ2

∫ α

α−d

‖x(s)‖2 ds

+ελ3

∫ α

α−d

‖x(s− d)‖2 ds− λ0‖x(α)‖2
]
dα. (6.34)

By Lemma 6.1 and interchanging the integration sequence, we get for any
t � d,∫ t

d

eεα dα

∫ α

α−d

‖x(s)‖2 ds � deεd
∫ t

0

eεα‖x(α)‖2 dα

� deεd
∫ t

d

eεα‖x(α)‖2 dα+ d2e2εdκ‖φ(t)‖2d
(6.35)

and∫ t

d

eεα dα

∫ α

α−d

‖x(s− d)‖2 ds � deεd
∫ t

0

eεα‖x(α− d)‖2 dα

� de2εd
∫ t

d

eεα‖x(α)‖2 dα+ 2d2e3εdκ‖φ(t)‖2d.
(6.36)

Let the scalar ε small enough such that

ελ1 + εdeεdλ2 + εde2εdλ3 − λ0 � 0. (6.37)
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Then, substituting (6.35) and (6.36) into (6.34) gives that there exists a scalar
k > 0 such that for any t � d,

λmin(P1)‖ζ1(t)‖2 � x(t)TETPx(t) � V (xt, t) � ke−εt‖φ(t)‖2d. (6.38)

Hence, for any t � d,

‖ζ1(t)‖2 � λmin(P1)
−1ke−εt‖φ(t)‖2d, (6.39)

Combining Lemma 6.1 yields for any t > 0,

‖ζ1(t)‖2 � ae−εt‖φ(t)‖2d, (6.40)

where a = max{λmin(P1)
−1k, κeεd}. Define

e(t) = Â13ζ1(t) +Ad3ζ1(t− d), (6.41)

then, from (6.40), a scalar m > 0 can be found such that for any t > 0,

‖e(t)‖2 � me−εt‖φ(t)‖2d. (6.42)

To study the exponential stability of ζ2(t), we construct a function as

J(t) = ζ2(t)
TQ22ζ2(t)− ζ2(t− d)TQ22ζ2(t− d). (6.43)

By pre-multiplying the second equation of (6.32) with ζ2(t)
TPT

4 , we obtain
that

0 = ζ2(t)
TPT

4 ζ2(t) + ζ2(t)
TPT

4 Ad4ζ2(t− d) + ζ2(t)
TPT

4 e(t). (6.44)

Adding (6.44) to (6.43) yields that

J(t) = ζ2(t)
T(PT

4 + P4 +Q22)ζ2(t) + 2ζ2(t)
TPT

4 Ad4ζ2(t− d)

− ζ2(t− d)TQ22ζ2(t− d) + 2ζ2(t)
TPT

4 e(t)

�
[

ζ2(t)
ζ2(t− d)

]T [
PT
4 + P4 +Q22 P

T
4 Ad4

∗ −Q22

] [
ζ2(t)

ζ2(t− d)

]
+ η1ζ2(t)

Tζ2(t) + η−1
1 e(t)TP4P

T
4 e(t), (6.45)

where η1 is any positive scalar. Now, pre-multiplying and post-multiplying⎡
⎣Ξ11 P

TAd E
TZ1E

∗ Ξ22 ETZ2E
∗ ∗ Ξ33

⎤
⎦ < 0, (6.46)

by Π =

[
I 0 0
0 I I

]
and ΠT, respectively, we get

[
PTA+ATP +Q1 − ETZ1E PTAd + ETZ1E

∗ −Q1 − ETZ1E

]
< 0. (6.47)
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Pre-multiplying and post-multiplying (6.47) by

[
H 0
0 H

]T
and

[
H 0
0 H

]
, respec-

tively, a scalar η2 > 0 can be found such that[
PT
4 + P4 +Q22 P

T
4 Ad4

∗ −Q22

]
� −
[
η2I 0
0 0

]
. (6.48)

On the other hand, since η1 can be chosen arbitrarily, η1 can be chosen small
enough such that η2− η1 > 0. Then a scalar η3 > 1 can always be found such
that

Q22 − (η1 − η2)I � η3Q22. (6.49)

It follows from (6.43), (6.45) and (6.49) that

ζ2(t)
TQ22ζ2(t) � η−1

3 ζ2(t−d)TQ22ζ2(t−d)+(η1η3)
−1e(t)TP4P

T
4 e(t), (6.50)

which infers
f(t) � η−1

3 sup
t−d�s�t

f(s) + ξe−δt, (6.51)

where δ = min{ε, d−1 ln η3}, f(t) = ζ2(t)
TQ22ζ2(t), and

ξ = (η1η3)
−1m‖P4‖2‖φ(t)‖2d.

Therefore, applying Lemma 1.10 to the above inequality yields

‖ζ2(s)‖2 � λ−1
min(Q22)λmax(Q22)e

−δt‖ζ2(s)‖2d +
λ−1
min(Q22)ξe

−δt

1− η−1
3 eδd

, (6.52)

which means, combining (6.40), that system (6.13) is exponentially stable.
Next, we will establish the L2 − L∞ performance. Choose the Lyapunov

functional as in (6.20) and the following index for system (6.13):

W (t) = V (xt, t)−
∫ t

0

ω(s)Tω(s) ds. (6.53)

Under zero initial condition, it easy to see that

W (t) =

∫ t

0

[
V̇ (xs, s)− ω(s)Tω(s)

]
ds

�
∫ t

0

[
η(s)
ω(s)

]T
Θ

[
η(s)
ω(s)

]
ds,

(6.54)

where

Θ =

⎡
⎢⎢⎣
Ξ11 P

TAd E
TZ1E PTBω

∗ Ξ22 ETZ2E 0
∗ ∗ Ξ33 0
∗ ∗ ∗ −I

⎤
⎥⎥⎦+

d2

4

⎡
⎢⎢⎣
AT

AT
d

0
BT

ω

⎤
⎥⎥⎦ (Z1 + Z2)

⎡
⎢⎢⎣
AT

AT
d

0
BT

ω

⎤
⎥⎥⎦
T

.
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Hence, by the Schur complements, (6.15) implies that for any t > 0,W (t) < 0
for any non-zero ω(t) ∈ L2[0,∞). Thus,

V (xt, t) <

∫ t

0

ω(s)Tω(s) ds. (6.55)

On the other hand, (6.16) implies

LTL � γ2ETP. (6.56)

Therefore, for any t > 0,

z(t)Tz(t) = x(t)TLTLx(t)

� γ2x(t)TETPx(t)

< γ2
∫ t

0

ω(s)Tω(s) ds � γ2
∫ ∞

0

ω(s)Tω(s) ds.

(6.57)

Thus, (6.4) is guaranteed. Therefore, system (6.13) is exponentially admissi-
ble with L2 − L∞ performance γ. This completes the proof.

During the proof of Theorem 6.2, the well known Jensen inequality is ap-
plied to deal with the integral terms − d

2

∫ t
t− d

2
ẋ(α)TETZ1Eẋ(α) dα and

− d
2

∫ t− d
2

t−d
ẋ(α)TETZ2Eẋ(α) dα. The free-weighting matrix method, which is

based on the well known Newton-Leibniz formula, is regarded as an effective
method to get less conservative results for all sorts of time-delay systems.
Now, we would like to point out that the free-weighting matrix method can
also be used to treat with the above two integral terms. Introducing the
following null terms[

x(t)TT1 + x(t − d)TT2 + x(t− d

2
)TT3

]

×
[
Ex(t)− Ex(t − d

2
)−
∫ t

t− d
2

Eẋ(s) ds

]
= 0 (6.58)

and [
x(t)TF1 + x(t − d)TF2 + x(t− d

2
)TF3

]

×
[
Ex(t− d

2
)− Ex(t− d)−

∫ t− d
2

t−d

Eẋ(s) ds

]
= 0 (6.59)

to deal with the related integral terms and following the same method of
Theorem 6.2, we can get another condition to ensure system (6.13) is expo-
nentially admissible with L2 − L∞ performance γ as follows.
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Theorem 6.3. For a given scalar γ > 0, system (6.13) is exponentially ad-
missible with L2−L∞ performance γ, if there exist matrices Q1 > 0, Q2 > 0,
Z1 > 0, Z2 > 0, P , T1, T2, T3, F1, F2 and F3 such that (6.14), (6.16) and
(6.60) hold,⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ψ11 Ψ12 Ψ13 P
TBω d2AT(Z1 + Z2) −T1 −F1

∗ Ψ22 Ψ23 0 d2AT
d (Z1 + Z2) −T2 −F2

∗ ∗ Ψ33 0 0 −T3 −F3

∗ ∗ ∗ −I d2BT
ω (Z1 + Z2) 0 0

∗ ∗ ∗ ∗ −4d2(Z1 + Z2) 0 0
∗ ∗ ∗ ∗ ∗ −Z1 0
∗ ∗ ∗ ∗ ∗ 0 −Z2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (6.60)

where

Ψ11 = PTA+ATP +Q1 + T1E + ETTT
1 ,

Ψ12 = PTAd − F1E + ETTT
2 ,

Ψ13 = − T1E + F1E + ETTT
3 ,

Ψ22 = −Q2 − F2E − ETFT
2 ,

Ψ23 = − T2E + F2E − ETFT
3 ,

Ψ33 = −Q1 +Q2 − T3E − ETTT
3 + F3E + ETFT

3 .

Now, we are in a position to show the relationship between Theorem 6.2 and
Theorem 6.3.

Theorem 6.4. There exist matrices Q1 > 0, Q2 > 0, Z1 > 0, Z2 > 0, P ,
T1, T2, T3, F1, F2 and F3 such that (6.14), (6.16) and (6.60) hold if and only
if there exist matrices P , Q1 > 0, Q2 > 0, Z1 > 0 and Z2 > 0 such that
(6.14)-(6.16) hold.

Proof. (Sufficiency) If there exist matrices P , Q1 > 0, Q2 > 0, Z1 > 0
and Z2 > 0 such that (6.14)-(6.16) hold, choosing T1 = −T3 = −ETZ1,
F2 = −F3 = ETZ2 and T2 = F1 = 0, it is easy to get (6.60).

(Necessity) If there exist matrices Q1 > 0, Q2 > 0, Z1 > 0, Z2 > 0, P , T1,
T2, T3, F1, F2 and F3 such that (6.14), (6.16) and (6.60) hold. Set

Π =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

I 0 0 0 0
0 I 0 0 0
0 0 I 0 0
0 0 0 I 0
0 0 0 0 I
E 0 −E 0 0
0 −E E 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6.61)

Pre-multiplying and post-multiplying (6.60) by ΠT and Π, respectively, we
obtain (6.15) immediately. This completes the proof.
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Remark 6.5. It should be pointed out that although Theorem 6.2 and The-
orem 6.3 are equivalent to each other according to Theorem 6.4, from the
computational point of view, Theorem 6.2 is considered to be more desir-
able and elegant due to the fact that matrix variables in Theorem 6.2 are
much fewer than those in Theorem 6.3. Hence, we will present a solution
to the L2 − L∞ filtering problem based on Theorem 6.2 in the following
subsection.

6.3.2 L2 − L∞ Filter Design

Theorem 6.6. For a given scalar γ > 0, system (6.3) is exponentially ad-
missible with L2−L∞ performance γ, if there exist matrices S1 > 0, S2 > 0,
R1 > 0, R2 > 0, X, U , Āf , B̄f and C̄f such that

ETX = XTE � 0, (6.62)

ETU = UTE � 0, (6.63)

ET(X − U) = (X − U)TE � 0, (6.64)

⎡
⎢⎢⎢⎢⎢⎢⎣

Δ1 Δ2 Δ4 E
TR1E (X − U)TBω d2AT(R1 +R2)

∗ Δ3 Δ5 E
TR1E XTBω + B̄fDω d2AT(R1 +R2)

∗ ∗ Δ6 E
TR2E 0 d2AT

d (R1 +R2)
∗ ∗ ∗ Δ7 0 0
∗ ∗ ∗ ∗ −I d2BT

ω (R1 + R2)
∗ ∗ ∗ ∗ ∗ −4d2(R1 +R2)

⎤
⎥⎥⎥⎥⎥⎥⎦
< 0, (6.65)

⎡
⎣ET(X − U) ET(X − U) LT + C̄T

f

∗ ETX LT

∗ ∗ γ2I

⎤
⎦ � 0, (6.66)

where

Δ1 = AT(X − U) + (X − U)TA− ETR1E + S1,

Δ2 = ĀT
f − ETR1E + S1,

Δ3 = ATX + CTB̄T
f +XTA+ B̄fC − ETR1E + S1,

Δ4 = (X − U)TAd,

Δ5 = XTAd + B̄fCd,

Δ6 = − S2 − ETR2E,

Δ7 = − S1 + S2 − ET(R1 +R2)E.
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Furthermore, if (6.62)-(6.66) are solvable, a desired L2 − L∞ filter in the
form of (6.2) can be chosen with parameters as⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Ef = E,

Af = − U−T(Āf −AT(X − U)−XTA− B̄fC),

Bf = U−TB̄f ,

Cf = C̄f .

(6.67)

Proof. It can be seen from (6.65) that

⎡
⎣II
I

⎤
⎦
T ⎡
⎣Δ1 Δ4 E

TR1E
∗ Δ6 E

TR2E
∗ ∗ Δ7

⎤
⎦
⎡
⎣II
I

⎤
⎦ < 0, (6.68)

which implies

(A+Ad)
T(X − U) + (X − U)T(A+Ad) < 0. (6.69)

Thus, X − U is nonsingular. Define

P =

[
X U
U U

]
, J1 =

[
(X − U)−1 I
−(X − U)−1 0

]
, Ê =

[
E 0
0 E

]
, H =

[
I
0

]T
. (6.70)

Then noting (6.62) and (6.63), we have

ÊTP =

[
ETX ETU
ETU ETU

]
= PTÊ. (6.71)

It can be deduced from (6.64) that

ETX − (ETU)(ETU)+(ETU) = ET(X − U) � 0, (6.72)

and

ETU(I − (ETU)(ETU)+) = ETU − (ETU)[(ETU)]T[(ETU)+]T

= ETU − (ETU)[(ETU)+(ETU)]T

= ETU − ETU

= 0. (6.73)

Considering (6.62), (6.72) and (6.73), and using Lemma 1.3, we have

ÊTP = PTÊ � 0. (6.74)
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Now, pre- and post-multiplying (6.65) by diag{(X−U)−T, I, I, I, I, I, I} and
its transpose, respectively, we obtain⎡
⎢⎢⎢⎢⎣
Σ1 J

T
1 P

TĀdH
T JT

1 Ê
THTR1E JT

1 P
TB̄ω d2JT

1 Ā
THT(R1 +R2)

∗ Δ6 ETR2E 0 d2HĀT
dH

T(R1 +R2)
∗ ∗ Δ7 0 0
∗ ∗ ∗ −I d2B̄T

ωH
T(R1 +R2)

∗ ∗ ∗ ∗ −4d2(R1 +R2)

⎤
⎥⎥⎥⎥⎦ < 0,

(6.75)
where

Σ1 = JT
1 (P

TĀ+ ĀTP +HTS1H − ÊTHTR1HÊ)J1.

and the matrices Ā, Ād and B̄ω are given in (6.3) with the parameters
Ef , Af and Bf as in (6.67). Then pre- and post-multiplying (6.65) by
diag{J−T

1 , I, I, I, I, I, I} and its transpose, respectively, we obtain⎡
⎢⎢⎢⎢⎣
Υ1 P

TĀdH
T ÊTHTR1E PTB̄ω d2ĀTHT(R1 +R2)

∗ Δ6 ETR2E 0 d2HĀT
dH

T(R1 +R2)
∗ ∗ Δ7 0 0
∗ ∗ ∗ −I d2B̄T

ωH
T(R1 +R2)

∗ ∗ ∗ ∗ −4d2(R1 +R2)

⎤
⎥⎥⎥⎥⎦ < 0, (6.76)

where

Υ1 = PTĀ+ ĀTP +HTS1H − ÊTHTR1HÊ.

Then, a small enough scalar σ > 0 can always be find such that⎡
⎢⎢⎢⎢⎢⎢⎣

Λ1 P
TĀd Ê

TR̄1Ê PTB̄ω d2ĀT(R̄1 + R̄2)

∗ Λ2 ÊTR̄2Ê 0 d2ĀT
d (R̄1 + R̄2)

∗ ∗ Λ3 0 0
∗ ∗ ∗ −I d2B̄T

ω (R̄1 + R̄2)
∗ ∗ ∗ ∗ −4d2(R̄1 + R̄2)
∗ ∗ ∗ ∗ ∗

⎤
⎥⎥⎥⎥⎥⎥⎦
< 0, (6.77)

where

Λ1 = PTĀ+ ĀTP + S̄1 − ÊTR̄1Ê,

Λ2 = − S̄2 − ÊTR̄2Ê,

Λ3 = − S̄1 + S̄2 − ÊT(R̄1 + R̄2)Ê,

S̄1 =

[
S1 0
0 σI

]
, k = 1, 2,

R̄l =

[
Rl 0
0 σI

]
, l = 1, 2.
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Applying the same approach, we can find from (6.66) that[
ÊTP L̄T

∗ γ2I

]
� 0. (6.78)

Thus, by Theorem 6.2, the filtering error system (6.3) is exponentially ad-
missible with L2 − L∞ performance γ. This completes the proof.

Remark 6.7. It is noted that Theorem 6.6 provides a delay-dependent suf-
ficient condition for the existence of the L2 − L∞ filtering for SSs with
time-delay. It is worth mentioning that the condition is expressed in terms
of system matrices of (6.1), which means the design procedure involves no
system decomposition, and thus avoids some certain numerical problems and
makes the design procedure simple and reliable.

6.4 Numerical Examples

In this section, we provide some numerical examples to illustrate the reduced
conservatism and usefulness of the proposed methods.

Example 6.8. Consider the following state-space time-delay system:⎧⎪⎨
⎪⎩
ẋ(t) = Ax(t) +Adx(t− d) +Bωω(t),

y(t) = Cx(t) + ω(t),

z(t) = Lx(t),

(6.79)

where

A =

[−2 0
0 −0.9

]
, Ad =

[−1 0
−1 −0.9

]
,

Bω =

[
0
1

]
, C =

[
1 0
]
, L =

[
1 1.2

]
.

In this example, the time delay d is assumed to be 1.1. The minimum L2−L∞
performance γ of the filtering system (6.3) achieved by [168] is 0.5460. How-
ever, applying Theorem 6.6 in this chapter, the achieved L2 − L∞ perfor-
mances of the filtering system (6.3) can be calculated as 0.4872, which is
10.77% smaller than that in [168]. Thus, for the above system, Theorem 6.6
in this chapter is less conservative than [168].

Example 6.9. Consider system (6.1) with the following matrices

E =

[
1 0
0 0

]
, A =

[
0.4 0.2
0.1 −1

]
, Ad =

[−0.9 1
0 0.5

]
,

Bω =

[−1
0.4

]
, C =

[
1 −0.9

]
, Cd =

[
0.5 0.4

]
,

Dω = 1, L =
[−1 0

]
.
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Fig. 6.1. Example 6.9: State responses of the designed filter
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Fig. 6.2. Example 6.9: Error Response
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For this example, the time delay d = 0.6 and L2 − L∞ performance index
γ = 3.5. Solving the matrix inequalities in (6.62)-(6.66), we get the desired
L2 − L∞ filter with the following parameter matrices,

Ef =

[
1 0
0 0

]
, Af =

[−1.2466 4.8477
−0.3834 −1.1635

]
,

Bf =

[
0.3736
−0.4624

]
, Cf =

[
0.3211 0

]
.

The simulation result of the state response of the designed filter is given in
Figure 6.1, where the exogenous disturbance input ω(t) is given as ω(t) =
2.5
2+5t , t � 0. Figure 6.2 is the simulation result of the error response of z(t)−
ẑ(t) of the designed filter. It can be seen that the designed L2 − L∞ filter
satisfies the specified requirements.

6.5 Conclusion

The problem of L2 −L∞ filtering for SSs with time delays has been investi-
gated in this chapter. A delay-dependent sufficient condition for the solvabil-
ity of the problem has been obtained, which is formulated by a set of matrix
inequalities. Several numerical examples have been provided to demonstrate
the effectiveness of the proposed methods.



7

H∞ Filtering for SSs with Time-Varying
Delays

7.1 Introduction

In this chapter, we continue to devote our attention to filtering problem for
singular time-delay systems. Addressing SSs with time-varying delays in a
range, two delay-range-dependent BRLs are proposed by using LMI approach.
A delay-dependent condition is proposed for the existence of H∞ filter. The
BRL and H∞ filter results developed in this chapter are less conservative
than the existing ones, which is demonstrated by providing some numerical
examples.

7.2 Problem Formulation

Consider the following SS with time-varying delays⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Eẋ(t) = Ax(t) +Adx(t− d(t)) +Bωω(t),

y(t) = Cx(t) + Cdx(t− d(t)) +Dωω(t),

z(t) = Lx(t),

x(t) = φ(t), t ∈ [−d2, 0],

(7.1)

where x(t) ∈ R
n is the state, y(t) ∈ R

s is the measurement, z(t) ∈ R
q is the

signal to be estimated, ω(t) ∈ R
p is the disturbance input that belongs to

L2[0,∞), and φ(t) ∈ Cn,d2 is a compatible vector valued initial function. The
matrix E ∈ R

n×n may be singular and it is assumed that rankE = r � n. A,
Ad, Bω, C, Cd, Dω and L are known real constant matrices with appropriate
dimensions. d(t) is a time-varying continuous function that satisfies 0 < d1 �
d(t) � d2 and ḋ(t) � μ, where d1 and d2 are the lower and upper bounds of
time-varying delay d(t), respectively, and 0 � μ < 1 is the variation rate of
time-varying delay d(t).

In this chapter, we aim at obtaining the estimate of z(t). To be more
specific, we are interested in constructing the following full-order filter:

Z.-G. Wu et al.: Anal. & Synth. of Singular Syst. with Time-Delays, LNCIS 443, pp. 89–102.
DOI: 10.1007/978-3-642-37497-5_7 c© Springer-Verlag Berlin Heidelberg 2013
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{
Ef

˙̂x(t) = Af x̂(t) +Bfy(t),

ẑ(t) = Cf x̂(t),
(7.2)

where x̂ ∈ R
n, ẑ(t) ∈ R

q, and the constant matrices Ef , Af , Bf and Cf are
the filter matrices with appropriate dimensions, which are to be designed.

Defining

z̄(t) = z(t)− ẑ(t),

x̄(t) =
[
x(t)T x̂(t)T

]T
,

and combining (7.1) and (7.2), we obtain the filtering error dynamics as
follows: {

Ē ˙̄x(t) = Āx̄(t) + Ādx̄(t− d(t)) + B̄ωω(t),

z̄(t) = L̄x̄(t),
(7.3)

where

Ē =

[
E 0
0 Ef

]
, Ā =

[
A 0

BfC Af

]
,

Ād =

[
Ad 0

BfCd 0

]
, B̄ω =

[
Bω

BfDω

]
,

L̄ =
[
L −Cf

]
.

We are now in a position to formulate the H∞ filter design problem to be
addressed in this chapter as follows: for a given scalar γ > 0, design the
parameters Ef , Af , Bf and Cf for the filter (7.2) such that the filtering error
system (7.3) is exponentially admissible under ω(t) = 0 and satisfies

Jz̄ω =

∫ ∞

0

(
z̄(t)Tz̄(t)− γ2ω(t)Tω(t)

)
dt < 0, (7.4)

under the zero initial condition for any nonzero ω(t) ∈ L2[0,∞). In this case,
the filtering error system (7.3) is said to be exponentially admissible with H∞
performance γ.

7.3 Main Results

7.3.1 BRLs

In this subsection, we present two BRLs for system (7.1), one of which will
be applied to design the filter (7.2).

Theorem 7.1. For a given scalar γ > 0, system (7.1) is exponentially ad-
missible with H∞ performance γ, if there exist matrices Q1 > 0, Q2 > 0,
Q3 > 0, R1 > 0, R2 > 0 and P such that
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ETP = PTE � 0, (7.5)

Ξ =

⎡
⎢⎢⎢⎢⎢⎢⎣

Ξ11 Ξ12 0 0 PTBω ATW
∗ Ξ22 ETR2E Ξ24 0 AT

dW
∗ ∗ −Q1 − ETR2E 0 0 0
∗ ∗ ∗ −Q2 − Ξ24 0 0
∗ ∗ ∗ ∗ −γ2I BT

ωW
∗ ∗ ∗ ∗ ∗ −W

⎤
⎥⎥⎥⎥⎥⎥⎦
< 0, (7.6)

where d12 = d2 − d1, W = d12d
2
2R1 + d212R2, and

Ξ11 = PTA+ATP +Q1 +Q2 +Q3 − d12E
TR1E + LTL,

Ξ12 = PTAd + d12E
TR1E,

Ξ22 = − (1− μ)Q3 − ET((d12 + d2)R1 + 2R2)E,

Ξ24 = ET(d2R1 +R2)E.

Proof. Firstly, we prove the exponential admissibility of system (7.1) with
ω(t) = 0. Since rankE = r � n, there exist two nonsingular matrices G and
H such that

GEH =

[
Ir 0
0 0

]
. (7.7)

Denote

GAH =

[
A1 A2

A3 A4

]
, G−TPH =

[
P̄1 P̄2

P̄3 P̄4

]
. (7.8)

From (7.5) and using the expressions in (7.7) and (7.8), it is easy to ob-
tain that P2 = 0. Then, pre-multiplying and post-multiplying Ξ11 < 0 by
HT and H , respectively, we have AT

4 P̄4 + P̄T
4 A4 < 0, which implies A4 is

nonsingular, and thus the pair (E,A) is regular and impulse free. Hence, by
Definition 4.1, system (7.1) with ω(t) = 0 is regular and impulse free.

Next, we will show the exponential stability of system (7.1) with ω(t) = 0.
To this end, define the following Lyapunov functional for system (7.1) with
ω(t) = 0,

V (xt, t) = x(t)TETPx(t) +

2∑
k=1

∫ t

t−dk

x(α)TQkx(α) dα

+

∫ t

t−d(t)

x(α)TQ3x(α) dα

+ d12d2

∫ 0

−d2

∫ t

t+β

ẋ(α)TETR1Eẋ(α) dαdβ

+ d12

∫ −d1

−d2

∫ t

t+β

ẋ(α)TETR2Eẋ(α) dαdβ, (7.9)
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where {xt = x(t + θ),−2d2 � θ � 0}. Calculating the time derivative of
V (xt, t) along the solution of system (7.1) with ω(t) ≡ 0 yields

V̇ (xt, t) � 2x(t)TETP ẋ(t) +

3∑
k=1

x(t)TQkx(t)−
2∑

k=1

x(t− dk)
TQkx(t− dk)

− (1− μ)x(t − d(t))TQ3x(t− d(t)) + ẋ(t)TETWEẋ(t)

− d12d2

∫ t

t−d2

ẋ(α)TETR1Eẋ(α) dα

− d12

∫ t−d1

t−d2

ẋ(α)TETR2Eẋ(α) dα. (7.10)

According to Jensen inequality, we have

− d12d2

∫ t

t−d2

ẋ(α)TETR1Eẋ(α) dα − d12

∫ t−d1

t−d2

ẋ(α)TETR2Eẋ(α) dα

= − d12d2

∫ t

t−d(t)

ẋ(α)TETR1Eẋ(α) dα− d12

∫ t−d1

t−d(t)

ẋ(α)TETR2Eẋ(α) dα

− d12

∫ t−d(t)

t−d2

ẋ(α)TET(d2R1 +R2)Eẋ(α) dα

� −
(∫ t

t−d(t)

Eẋ(α) dα

)T

d12R1

∫ t

t−d(t)

Eẋ(α) dα

−
(∫ t−d1

t−d(t)

Eẋ(α) dα

)T

R2

∫ t−d1

t−d(t)

Eẋ(α) dα

−
(∫ t−d(t)

t−d2

Eẋ(α) dα

)T

(d2R1 +R2)

∫ t−d(t)

t−d2

Eẋ(α) dα

= η(t)T

⎡
⎢⎢⎣
−d12ETR1E d12E

TR1E 0 0
∗ −ET((d12 + d2)R1 + 2R2)E ETR2E Ξ24

∗ ∗ −ETR2E 0
∗ ∗ ∗ −Ξ24

⎤
⎥⎥⎦ η(t),
(7.11)

where

η(t) =

⎡
⎢⎢⎣

x(t)
x(t− d(t))
x(t− d1)
x(t− d2)

⎤
⎥⎥⎦ .

Thus, we have that
V̇ (xt, t) � η(t)TΨη(t), (7.12)
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where

Ψ =

⎡
⎢⎢⎣
Ξ11 − LTL Ξ12 0 0

∗ Ξ22 ETR2E Ξ24

∗ ∗ −Q1 − ETR2E 0
∗ ∗ ∗ −Q2 − Ξ24

⎤
⎥⎥⎦+

⎡
⎢⎢⎣
AT

AT
d

0
0

⎤
⎥⎥⎦W

⎡
⎢⎢⎣
AT

AT
d

0
0

⎤
⎥⎥⎦
T

.

Now, by (7.6) and Schur complement, it is easy to see that Ψ < 0, and thus
there exits a scalar λ > 0 such that

V̇ (xt, t) � −λ‖x(t)‖2. (7.13)

By using the similar analysis method applied in Theorem 4.2, we can find
that system (7.1) with ω(t) = 0 is exponentially stable.

Now, we focus on the H∞ performance analysis of system (7.1). For this
purpose, we consider the Lyapunov functional (7.9) and the index (3.3) for
system (7.1). Under zero initial condition, it easy to see that

Jzω �
∫ ∞

0

(
z(s)Tz(s)− γ2ω(s)Tω(s) + V̇ (xs, s)

)
ds

�
∫ ∞

0

[
η(s)
ω(s)

]T
Θ

[
η(s)
ω(s)

]
ds, (7.14)

where

Θ =

⎡
⎢⎢⎢⎢⎣
Ξ11 Ξ12 0 0 PTBω

∗ Ξ22 ETR2E Ξ24 0
∗ ∗ −Q1 − ETR2E 0 0
∗ ∗ ∗ −Q2 − Ξ24 0
∗ ∗ ∗ ∗ −γ2I

⎤
⎥⎥⎥⎥⎦+

⎡
⎢⎢⎢⎢⎣
AT

AT
d

0
0
BT

ω

⎤
⎥⎥⎥⎥⎦W

⎡
⎢⎢⎢⎢⎣
AT

AT
d

0
0
BT

ω

⎤
⎥⎥⎥⎥⎦

T

.

Hence, by Schur complement, (7.6) implies that Jzω < 0 for any nonzero
ω(t) ∈ L2[0,∞). This completes the proof.

Remark 7.2. Based on LMI approach, Theorem 7.1 provides a BRL for SSs
with time-varying delays. It is noted that the proposed Lyapunov functional
(7.9) not only makes use of the information on the upper bound of time-
delay d2, but also uses the information on the lower bound of time-delay
d1(> 0) and the interval of time-delay d12. While, the involved time-varying
delay of Lyapunov functional in [200] is from 0 to an upper bound, that

is, the lower bound d1 = 0. Meanwhile, the term
∫ t
t−d2

x(α)TQ2x(α) dα

in the proposed Lyapunov functional (7.9) introduces the new state x(t −
d2), which has been ignored in [200]. Thus, the proposed Lyapunov func-
tional (7.9) makes more full use of the information on the considered time
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delay and is more general and elegant than that of [200]. On the other hand,

in the proof of our result, the term − ∫ tt−d2
ẋ(α)TETR1Eẋ(α) dα is written

as − ∫ t
t−d(t)

ẋ(α)TETR1Eẋ(α)dα− ∫ t−d(t)

t−d2
ẋ(α)TETR1Eẋ(α) dα, which is in

contrast with the method of [200], where the term− ∫ t−d(t)

t−d2
ẋ(α)TETR1Eẋ(α)

dα has been ignored. The ignorance of the term − ∫ t−d(t)

t−d2
ẋ(α)TETR1Eẋ(α)

dα may lead to conservatism to some extent. Considering the above, our re-
sult derived here is expected to have less conservativeness than that of [200].

It is noted that in the proof of Theorem 7.1, we use the Jensen inte-
gral inequality to deal with the integral terms

∫ t
t−d(t) ẋ(α)

TETR1Eẋ(α) dα,∫ t−d1

t−d(t) ẋ(α)
TETR2Eẋ(α) dα and

∫ t−d(t)

t−d2
ẋ(α)TET(d2R1+R2)Eẋ(α) dα. Now

adopting the free-weighting matrix method, we introduce the following null
terms

η(t)TN

[
Ex(t) − Ex(t− d(t))−

∫ t

t−d(t)

Eẋ(α) dα

]
= 0, (7.15)

η(t)TM

[
Ex(t− d1)− Ex(t − d(t))−

∫ t−d1

t−d(t)

Eẋ(α) dα

]
= 0, (7.16)

η(t)TS

[
Ex(t− d(t)) − Ex(t− d2)−

∫ t−d(t)

t−d2

Eẋ(α) dα

]
= 0, (7.17)

where

N =

⎡
⎢⎢⎣
N1

N2

N3

N4

⎤
⎥⎥⎦ , M =

⎡
⎢⎢⎣
M1

M2

M3

M4

⎤
⎥⎥⎦ , S =

⎡
⎢⎢⎣
S1

S2

S3

S4

⎤
⎥⎥⎦

to deal with the above mentioned three integral terms and get another version
of BRL for system (7.1) as follows.

Theorem 7.3. For a given scalar γ > 0, system (7.1) is exponentially ad-
missible with H∞ performance γ, if there exist matrices Q1 > 0, Q2 > 0,
Q3 > 0, R1 > 0, R2 > 0, P , Ni, Mi and Si (i = 1, 2, 3, 4) such that

ETP = PTE � 0, (7.18)

Ξ̂ + ΨΘΥ+ΥTΘTΨT < 0, (7.19)
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where d12 and W are given in Theorem 7.1, and

Ξ̂ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ξ̂11 PTAd 0 0 PTBω ATW 0 0 0
∗ −(1− μ)Q3 0 0 0 AT

dW 0 0 0
∗ ∗ −Q1 0 0 0 0 0 0
∗ ∗ ∗ −Q2 0 0 0 0 0
∗ ∗ ∗ ∗ −γ2I BT

ωW 0 0 0
∗ ∗ ∗ ∗ ∗ −W 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ −d12R1 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ −R2 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −d2R1 −R2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

Ξ11 = PTA+ ATP +

3∑
k=1

Qk + LTL,

Ψ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

I 0 0 0
0 I 0 0
0 0 I 0
0 0 0 I
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, Θ =

⎡
⎢⎢⎣
N1 M1 S1

N2 M2 S2

N3 M3 S3

N4 M4 S4

⎤
⎥⎥⎦ , Υ =

⎡
⎣E −E 0 0 0 0 I 0 0
0 −E E 0 0 0 0 I 0
0 E 0 −E 0 0 0 0 I

⎤
⎦ .

Now, we are in the position to show the relationship between Theorem 7.1
and Theorem 7.3.

Theorem 7.4. For a given scalar γ > 0, there exist matrices Q1 > 0, Q2 >
0, Q3 > 0, R1 > 0, R2 > 0, P , Ni, Mi and Si (i = 1, 2, 3, 4) such that (7.18)
and (7.19) hold if and only if there exist matrices Q1 > 0, Q2 > 0, Q3 > 0,
R1 > 0, R2 > 0 and P such that (7.5) and (7.6) hold.

Proof. If there exist matrices Q1 > 0, Q2 > 0, Q3 > 0, R1 > 0, R2 > 0 and P
such that (7.5) and (7.6) hold, then setting N1 = −N2 = −d12ETR1, N3 =
N4 = 0,M2 = −M3 = ETR2,M1 =M4 = 0, S2 = −S4 = −d2ETR1−ETR2,
S1 = S3 = 0, and applying Schur complement, we find (7.18) and (7.19) hold.

If there exist matrices Q1 > 0, Q2 > 0, Q3 > 0, R1 > 0, R2 > 0, P , Ni,
Mi and Si (i = 1, 2, 3, 4) such that (7.18) and (7.19) hold. By choosing

(ΥT)⊥ =

⎡
⎢⎢⎢⎢⎢⎢⎣

I 0 0 0 0 0 −ET 0 0
0 I 0 0 0 0 ET ET −ET

0 0 I 0 0 0 0 −ET 0
0 0 0 I 0 0 0 0 ET

0 0 0 0 I 0 0 0 0
0 0 0 0 0 I 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦
, (7.20)
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and using the well-known elimination procedure, we get

Ξ = (ΥT)⊥Ξ̂((ΥT)⊥)T < 0, (7.21)

where Ξ is defined in (7.6). This completes the proof.

Remark 7.5. Notice that Theorem 7.4 implies that Theorem 7.1 and Theo-
rem 7.3 are equivalent to each other. Therefore, the introduced free-weighting
matrices Ni, Mi and Si in Theorem 7.3 cannot help reduce the conservatism
of this condition, that is, these free-weighting matrices in Theorem 7.3 are
redundant, on the contrary, they mathematically complicate system analysis
and synthesis, and consequently lead to a significant increase in the com-
putational demand. It can be calculated that the condition in Theorem 7.1
involves 3.5n2 + 2.5n variables, while the condition in Theorem 7.3 involves
15.5n2 + 2.5n variables. Thus, we devote ourselves to the design of the H∞
filter for system (7.1) based on Theorem 7.1 in the next subsection.

7.3.2 H∞ Filter Design

Now we are in a position to present our main result on the design problem
for H∞ filter based on Theorem 7.1.

Theorem 7.6. For a given scalar γ > 0, system (7.3) is exponentially ad-
missible with H∞ performance γ, if there exist matrices S1 > 0, S2 > 0,
S3 > 0, R1 > 0, R2 > 0, X, U , Āf , B̄f and C̄f such that

ETX = XTE � 0, (7.22)

ETU = UTE � 0, (7.23)

ET(X − U) = (X − U)TE � 0, (7.24)

Δ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Δ1 Δ2 Δ4 0 0 (X − U)TBω ATV LT − C̄T
f

∗ Δ3 Δ5 0 0 XTBω + B̄fDω ATV LT

∗ ∗ Δ6 E
TR2E Δ8 0 AT

d V 0
∗ ∗ ∗ Δ7 0 0 0 0
∗ ∗ ∗ ∗ Δ9 0 0 0
∗ ∗ ∗ ∗ ∗ −γ2I BT

ωV 0
∗ ∗ ∗ ∗ ∗ ∗ −V 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ −I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (7.25)

where d12 is given in Theorem 7.1, V = d12d
2
2R1 + d212R2, and

Δ1 = AT(X − U) + (X − U)TA− d12E
TR1E +

3∑
k=1

Sk,
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Δ2 = ĀT
f − d12E

TR1E +
3∑

k=1

Sk,

Δ3 = ATX + CTB̄T
f +XTA+ B̄fC − d12E

TR1E +

3∑
k=1

Sk,

Δ4 = (X − U)TAd + d12E
TR1E,

Δ5 = XTAd + B̄fCd + d12E
TR1E,

Δ6 = − (1 − μ)S3 − ET((d12 + d2)R1 + 2R2)E,

Δ7 = − S1 − ETR2E,

Δ8 = ET(d2R1 +R2)E,

Δ9 = − S2 − ET(d2R1 +R2)E.

Furthermore, if (7.22)-(7.25) are solvable, the desired H∞ filter in the form
of (7.2) can be chosen with parameters as⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Ef = E,

Af = − UT(Āf −AT(X − U)−XTA− B̄fC),

Bf = − UTB̄f ,

Cf = C̄f .

(7.26)

Proof. It can be seen from (7.25) that⎡
⎢⎢⎣
I
I
I
I

⎤
⎥⎥⎦
T ⎡
⎢⎢⎣
Δ1 Δ4 0 0
∗ Δ6 E

TZ2E Δ8

∗ ∗ Δ7 0
∗ ∗ ∗ Δ9

⎤
⎥⎥⎦
⎡
⎢⎢⎣
I
I
I
I

⎤
⎥⎥⎦ < 0, (7.27)

which implies

(A+Ad)
T(X − U) + (X − U)T(A+Ad) < 0. (7.28)

Thus, X − U is nonsingular. Then by using the same line of arguments as
in [185], it can be shown that matrix inequalities in (7.22)-(7.25) guarantee
that there always exist nonsingular matrices S, S̃, W and W̃ such that⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

ETS̃ = STE,

EW = W̃TET,

X(X − U)−1 = I − S̃W,

(X − U)−1X = I − W̃S.

(7.29)

Define

J1 =

[
(X − U)−1 I

W 0

]
, J2 =

[
I X
0 S

]
, Ê =

[
E 0
0 E

]
, H =

[
I
0

]T
. (7.30)
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It is clear that J1 and J2 are nonsingular. Set

P = J2J
−1
1 . (7.31)

Then, it is also shown by the method in [185] that P is nonsingular, and

ÊTP = PTÊ � 0. (7.32)

Now, pre- and post-multiplying (7.25) by diag{(X−U)T, I, I, I, I, I, I, I} and
its transpose, respectively, we obtain⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

Σ1 Σ2 0 0 JT
1 P

TB̄ω JT
1 Ā

THTV JT
1 L̄

T

∗ Δ6 E
TR2E Δ8 0 HĀT

dH
TV 0

∗ ∗ Δ7 0 0 0 0
∗ ∗ ∗ Δ9 0 0 0
∗ ∗ ∗ ∗ −γ2I B̄T

ωH
TV 0

∗ ∗ ∗ ∗ ∗ −V 0
∗ ∗ ∗ ∗ ∗ ∗ −I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (7.33)

where

Σ1 = JT
1 (P

TĀ+ ĀTP +

3∑
k=1

HTSkH − d12Ê
THTR1HÊ)J1,

Σ2 = JT
1 (P

TĀdH
T + d12Ê

THTR1E),

and the matrices Ā, Ād, B̄ω and L̄ are given in (7.3) with the parameters Ef ,

Af , Bf and Cf replaced by E, Ãf , B̃f and C̃f , respectively, where

Ãf = ST(Āf −AT(X − U)−XTA− B̄fC)(X − U)−1W−1,

B̃f = STB̄f ,

C̃f = C̄f (X − U)−1W−1.

Then, pre- and post-multiplying (7.37) by diag{JT
1 , I, I, I, I, I, I} and its

transpose, respectively, we obtain⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

Υ1 Υ2 0 0 PTB̄ω ĀTHTV L̄T

∗ Δ6 E
TR2E Δ8 0 HĀT

dH
TV 0

∗ ∗ Δ7 0 0 0 0
∗ ∗ ∗ Δ9 0 0 0
∗ ∗ ∗ ∗ −γ2I B̄T

ωH
TV 0

∗ ∗ ∗ ∗ ∗ −V 0
∗ ∗ ∗ ∗ ∗ ∗ −I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (7.34)

where

Υ1 = PTĀ+ ĀTP +

3∑
k=1

HTSkH − d12Ê
THTR1HÊ,

Υ2 = PTĀdH
T + d12Ê

THTR1E.
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Then, a small enough scalar σ > 0 can always be find such that⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

Λ1 Λ2 0 0 PTB̄ω ĀTV̄ L̄T

∗ Λ3 ÊTR̄2Ê ÊT(d2R̄1 + R̄2)Ê 0 ĀT
d V̄ 0

∗ ∗ −S̄1 − ÊTR̄2Ê 0 0 0 0

∗ ∗ ∗ −S̄2 − ÊT(d2R̄1 + R̄2)Ê 0 0 0
∗ ∗ ∗ ∗ −γ2I B̄T

ω V̄ 0
∗ ∗ ∗ ∗ ∗ −V̄ 0
∗ ∗ ∗ ∗ ∗ ∗ −I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0,

(7.35)
where

Λ1 = PTĀ+ ĀTP +
3∑

k=1

S̄k − d12Ê
TR̄1Ê,

Λ2 = PTĀd + d12Ê
TR̄1Ê,

Λ3 = − (1 − μ)S̄3 − ÊT((d12 + d2)R̄1 + 2R̄2)Ê,

S̄k =

[
Qk 0
0 σI

]
, k = 1, 2, 3,

R̄l =

[
Rl 0
0 σI

]
, l = 1, 2,

V̄ = d12d
2
2R̄1 + d212R̄2.

Therefore, by Schur complement and Theorem 7.1, the following filter{
Eẋf (t) = Ãfxf (t) + B̃fy(t),

zf(t) = C̃fxf (t)
(7.36)

guarantees that system (7.3) is exponentially admissible with H∞ perfor-
mance γ. Next, performing an irreducible linear transformation x̂(t) =
(X − U)−1W−1xf (t) on the state in (7.36) yields{

E ˙̂x(t) = Af x̂(t) +Bfy(t),

ẑ(t) = Cf x̂(t),
(7.37)

where Af , Bf and Cf are defined in (7.26). This completes the proof.

Remark 7.7. It is noted that Theorem 7.6 provides a delay-dependent suffi-
cient condition for designing the H∞ filter such that the resulting filtering
error system is exponentially admissible with H∞ performance γ, and the
desired H∞ filter can be constructed by solving the corresponding matrix in-
equalities. It can be found that the results proposed in [178, Theorem 9.8] and
[199, 201] are delay-independent, and thus the proposed results are generally
conservative, especially when the size of the delay is small. It is noted that [38]
has provided a delay-dependent condition on designing the desired H∞ filter.



100 7 H∞ Filtering for SSs with Time-Varying Delays

However, system decomposition and transformation are absolutely necessary
in [38], which is in contrast with Theorem 7.6 in this chapter, where the con-
ditions are expressed by using the coefficient matrices of the original singular
system, and some computational problems arising from the decomposition
and transformation of SSs can be avoided. Moreover, the considered time de-
lays are time-invariant in the above mentioned results, which limits the scope
of applications of the proposed results. Thus, the results in this chapter is
much more general and elegant than [178, Theorem 9.8] and [38, 199, 201].

7.4 Numerical Examples

This section presents several numerical examples to demonstrate the effec-
tiveness of the methods.

Example 7.8. Consider system (7.1) with the following parameters:

E =

[
9 3
6 2

]
, A =

[−13.1 −13.7
−15.4 −23.8

]
,

Ad =

[−18.6 −10.4
−25.2 −16.8

]
, Bω =

[
1.9
1.8

]
, L =

[
0.4
−0.8

]T
.

In this example, we suppose the variation rate μ = 0.2 and the lower bound
d1 → 0. The results on the maximum allowable upper bound d2 for different
γ > 0 by Theorem 7.1 and [200] are listed in Table 7.1, which implies our
obtained BRL has less conservativeness than the one in [200].

Table 7.1. Example 7.8: Comparison of delay-dependent BRLs

γ 1 2 3 4

[200] 1.8863 2.3388 2.5358 2.6459

Theorem 7.1 1.8899 2.3430 2.5403 2.6506

Example 7.9. Consider the following system [210]:⎧⎪⎨
⎪⎩
ẋ(t) = Ax(t) +Adx(t − d(t)) +Bωω(t),

y(t) = Cx(t) + ω(t),

z(t) = Lx(t),

(7.38)

where

A =

[−2 0
0 −0.9

]
, Ad =

[−1 0
−1 −1

]
,

Bω =

[
0
1

]
, C =

[
1 0
]
, L =

[
1 2
]
.
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From [210], we can get that the result of [210] has less conservatism than
that of [39]. Thus, we only compare the result proposed in this chapter with
[210] and assume that the lower bound d1 → 0. First, the upper bound d2
is assumed to be one. In order to compare Theorem 7.6 in this chapter with
the one in [210], we calculated the minimum H∞ performance γ achieved by
the filtering error system (7.3). For different variation rate μ, the obtained
results by [210] and Theorem 7.6 in this chapter are listed in Table 7.2. Next,
the variation rate μ is assumed to be 0.3, and for different d2, the obtained
results by [210] and Theorem 7.6 in this chapter can be found in Table 7.3.
It is clear that Theorem 7.6 gives better results than those in [210].

Table 7.2. Example 7.9: The achieved H∞ performance γ for different μ

μ 0 0.2 0.4 0.6 0.8

[210] 1.3522 1.4866 1.6837 1.9957 2.6813
Theorem 7.6 1.3522 1.4826 1.6559 1.8616 1.9914

Table 7.3. Example 7.9: The achieved H∞ performance γ for different d2

d2 1.1 1.3 1.5 1.7 1.9

[210] 1.8480 2.5223 3.4457 4.7820 6.8784
Theorem 7.6 1.8335 2.4992 3.4083 4.7189 6.7632

Example 7.10. Consider system (7.1) with parameters as follows:

E =

[
1 2
2 4

]
, A =

[−1.1 1.4
−2.4 −3

]
, Ad =

[
0.5 −0.5
−0.3 −0.3

]
,

Bω =

[−1.2
−2

]
, C =

[−0.5 1.4
]
, Cd =

[−0.91 0.1
]
,

Dω = 2, L =
[−1 −1.1

]
.

In this example, we suppose the variation rate μ = 0.6, the lower bound
d1 = 0.1, and the upper bound d2 = 0.95, respectively. Using the Matlab LMI
Control Toolbox to solve (7.22)-(7.25), the minimum H∞ performance level
γ obtained by Theorem 7.6 in this chapter is 0.5724. However, the conditions
in [38, 178, 199, 201] all fail to conclude whether or not there exist filters for
the above mentioned system. Especially, when γ = 0.9, the desired filter by
Theorem 7.6 can be computed as⎧⎪⎨

⎪⎩
[
1 2
2 4

]
˙̂x(t) =

[ −9.1956 −13.7952
−14.0527 −27.7061

]
x̂(t) +

[−0.7483
0.0060

]
y(t),

ẑ(t) =
[−1.0000 −1.1006

]
x̂(t).



102 7 H∞ Filtering for SSs with Time-Varying Delays

7.5 Conclusion

In this chapter, the problem of H∞ filtering for SSs with time-varying delays
has been studied. The delay-range-dependent method for the design of full-
order H∞ filter has been developed by the LMI approach. The designed filter
guarantees the exponential admissibility with a prescribed H∞ performance
level of the filtering error systems. The derived results are less conservative
than the existing ones, which has been demonstrated by some illustrative
examples.



8

Filter Design for Networked Discrete-Time
SSs with Time-Varying Delays

8.1 Introduction

In recent years, increasing research interest has been paid to the study
of networked control systems (NCSs) due to the fact that compared with
the traditional point-to-point communication, NCSs have several advantages
such as low cost, reduced weight and power requirements, simple installa-
tion and maintenance, and high reliability[209]. It is well known that in
NCSs, the network-induced time delays (communication delays) and miss-
ing measurements (packet dropouts) are always inevitable that would de-
grade the system performance or even cause instability. It should be pointed
out that in most results of the relevant literature, the network-induced time
delays are assumed to be constant. Although the ideal assumption can sim-
plify the analysis and synthesis of NCSs, it often cannot be satisfied be-
cause delays resulting from network transmissions are typically time-varying
and random. Thus, more and more attention has been paid to model the
network-induced time delays in various time-varying and probabilistic ways
[24, 25, 43, 55, 56, 78, 83, 89, 99, 124, 192]. It also should be pointed out that
up to now, most proposed results concerning missing measurements are based
on an assumption that the measurement signal is either completely missing
or completely available, and all the sensors have the same data missing prob-
ability [46, 123, 134, 212]. Such an assumption, however, inevitably limits the
scope of applications of the given results, since it cannot be applied to some
practical cases where multiple missing measurements occur, for example, the
case when only partial information is missing and the case when the indi-
vidual sensor has different missing probability. Very recently, a new way to
describe the missing measurements has been proposed in [25, 26, 138], where
the missing probability for each sensor is governed by an individual random
variable satisfying a certain probabilistic distribution over the interval [0 1].
It is clear that the description of missing measurements in [25, 26, 138] is
much more general and desirable than that in [46, 123, 134, 212].

Z.-G. Wu et al.: Anal. & Synth. of Singular Syst. with Time-Delays, LNCIS 443, pp. 103–114.
DOI: 10.1007/978-3-642-37497-5_8 c© Springer-Verlag Berlin Heidelberg 2013
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In this chapter, the problem of H∞ filtering is investigated for networked
discrete-time SSs by using LMI method. The effects of multiple probabilistic
time-varying communication delays and multiple missing measurements on
the performance of the filtering error system are considered. The derived
criteria for performance analysis of the filtering error systems and filter design
are formulated by LMI. A numerical example shows the effectiveness of the
design method.

8.2 Problem Formulation

Consider the following networked discrete-time SS with multiple stochastic
communication delays:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ex(k + 1) = Ax(k) +Ad

m∑
i=1

αi(k)x(k − di(k))

+Aτ

s∑
j=1

βj(k)

τj(k)∑
v=1

x(k − v) +Bωω(k),

z(k) = Lx(k),

(8.1)

where x(k) ∈ R
n is the state, z(k) ∈ R

q is the signal to be estimated, and
ω(k) ∈ R

p is the disturbance input that belongs to l2[0,∞). E, A, Ad, Aτ ,
Bω and L are known real constant matrices with appropriate dimensions.
The matrix E may be singular and it is assumed that rankE = r � n. di(k)
(i = 1, 2, · · · ,m) denote the discrete time-varying delays satisfying

di1 � di(k) � di2, (8.2)

where di1 and di2 are constant positive integers representing the lower and
upper bounds on the discrete delays, respectively. τj(k) (j = 1, 2, · · · , s)
denote the distributed time-varying delays satisfying

τ j1 � τj(k) � τ j2 , (8.3)

where τ j1 and τ j2 are constant positive integers representing the lower and
upper bounds on the distributed delays, respectively.

Remark 8.1. The communication delays considered in (8.1) are first intro-
duced in [24, 25]. This type of delay widely exists in NCSs. However, SSs
with such type of communication delays have not been fully considered.

The random variables αi(k) (i = 1, 2, · · · ,m) and βj(k) (j = 1, 2, · · · , s) in
(8.1) are mutually uncorrelated Bernoulli distributed white sequences obeying
the following probability distribution law[24]:{

Pr{αi(k) = 1} = E {αi(k)} = ᾱi,Pr{αi(k) = 0} = 1− ᾱi,

Pr{βj(k) = 1} = E {βj(k)} = β̄j ,Pr{βj(k) = 0} = 1− β̄j .
(8.4)
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Definition 8.2

1. System (8.1) is said to be asymptotically stable in the mean square if, in
the case of ω(k) = 0, for each solution x(k) of system (8.1), the following
holds

lim
k→∞

E
{||x(k)||2} = 0, (8.5)

2. System (8.1) is said to be asymptotically admissible in the mean square, if
it is regular, causal and asymptotically stable in the mean square.

In this chapter, the packet dropouts (missing measurement) are described by
[25, 26, 138]

y(k) = ΩCx(k) +Dωω(k) =

ρ∑
ι=1

χιCιx(k) +Dωω(k), (8.6)

where y(k) ∈ R
ρ is the measurement signal of (8.1),

Ω = diag{χ1, χ2, · · · , χρ},

with χι being ρ unrelated random variables which are also unrelated with
αi(k) and βj(k). It is assumed that χι has the probabilistic density function
qι(s) (ι = 1, 2, · · · , ρ) on the interval [0 1] with mathematical expectation μι

and variance σ2
ι . Cι is defined by [138]

Cι = diag{0, · · · , 0︸ ︷︷ ︸
ι−1

, 1, 0, · · · , 0︸ ︷︷ ︸
ρ−ι

}C. (8.7)

Note that χι could satisfy any discrete probabilistic distributions on the in-
terval [0 1], which includes the widely used Bernoulli distribution as a special
case. In the sequel, we denote Ω̄ = E {Ω}.

In this chapter, we aim at obtaining the estimate of z(k) from the mea-
sured output y(k). To be more specific, we are interested in constructing the
following full-order filter:{

x̂(k + 1) = Af x̂(k) +Bfy(k),

ẑ(k) = Cf x̂(k),
(8.8)

where x̂ ∈ R
n, ẑ(t) ∈ R

q, and the matrices Af , Bf and Cf are the filter
matrices with appropriate dimensions, which are to be designed.

Defining

z̄(k) = z(k)− ẑ(k),

x̄(k) =
[
x(k)T x̂(k)T

]T
,

and combining (8.1), (8.6) and (8.8), we obtain the filtering error dynamics
as follows:
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ēx̄(k + 1) = (Ā+ Â)x̄(k) +

m∑
i=1

(ᾱiĀd + α̂i(k)Ād)x(k − di(k))

+

s∑
j=1

(β̄jĀτ + β̂j(k)Āτ )

τj(k)∑
v=1

x(k − v) + B̄ωω(k),

z̄(k) = L̄x̄(k),

(8.9)

where

Ē =

[
E 0
0 I

]
, Ā =

[
A 0

Bf Ω̄C Af

]
,

Â =

[
0 0

Bf (Ω− Ω̄)C 0

]
, Ād =

[
Ad

0

]
,

Āτ =

[
Aτ

0

]
, B̄ω =

[
Bω

BfDω

]
, L̄ =

[
L −Cf

]
,

where α̂i(k) = αi(k)−ᾱi and β̂j(k) = βj(k)−β̄j. It is clear that E {α̂i(k)} = 0,

E {β̂j(k)} = 0, E {α̂i(k)β̂j(k)} = 0, and

E {α̂i(k)α̂î(k)} =

{
0, î �= i,

ᾱi(1− ᾱi) � αi, î = i,

E {β̂j(k)β̂ĵ(k)} =

{
0, ĵ �= j,

β̄j(1 − β̄j) � β
j
, ĵ = j.

We are now in a position to formulate H∞ filtering problem for networked
discrete-time SSs with multiple stochastic communication delays and packet
dropouts. More specifically, given a disturbance attenuation level γ, we will
design the filter (8.8) for system (8.1) such that the filtering error system
(8.9) with ω(k) = 0 is asymptotically admissible in the mean square, and
under zero initial condition,

∞∑
k=0

E {||z(k)||2} � γ2
∞∑
k=0

||ω(k)||2, (8.10)

for all nonzero ω(k) ∈ l2[0,∞). In this case, the filtering error system (8.9)
is said to be asymptotically admissible in the mean square with H∞ perfor-
mance γ.

8.3 Main Results

In this section, an LMI approach is developed to solve the problem of H∞
filter design for networked discrete-time SSs. We first give the condition under
which the asymptotical stability in the mean square and H∞ performance of
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the filtering error system (8.9) are guaranteed. For presentation convenience,
in the following, we denote

θi = di2 − di1 + 1

ϑj =
τ j2 (τ

j
2 + τ j1 )(τ

j
2 − τ j1 + 1)

2
,

ϕ1(k) =
[
x(k − d1(k))

T x(k − d2(k))
T · · · x(k − dm(k))T

]T
,

ϕ2(k) =

[
τ1(k)∑
v=1

x(k − v)T
τ2(k)∑
v=1

x(k − v)T · · ·
τs(k)∑
v=1

x(k − v)T
]T

,

and R ∈ R
2n×(n−r) is any matrix with full column and satisfies ĒTR = 0.

Theorem 8.3. For a given scalar γ > 0, system (8.9) is asymptotically ad-
missible in the mean square with H∞ performance γ, if there exist matrices
P > 0, Qi > 0 (i = 1, 2, · · · ,m), Zj > 0 (j = 1, 2, · · · , s) and S such that

Ξ =

⎡
⎢⎢⎢⎢⎢⎢⎣

Ξ11 SR
TΞT

26 SR
TΞT

36 SR
TB̄ω L̄T ĀTP

∗ Ξ22 0 0 0 Ξ26P
∗ ∗ Ξ33 0 0 Ξ36P
∗ ∗ ∗ −γ2I 0 B̄T

ωP
∗ ∗ ∗ ∗ −I 0
∗ ∗ ∗ ∗ ∗ −P

⎤
⎥⎥⎥⎥⎥⎥⎦
< 0, (8.11)

where

Ξ11 = − ĒTPĒ + SRTĀ+ ĀTRST +

m∑
i=1

θiH
TQiH

+

s∑
j=1

ϑjH
TZjH +

ρ∑
ι=1

σ2
ι C̄

T
ι PC̄ι,

Ξ22 = diag{−Q1 + α1Ā
T
d PĀd,−Q2 + α2Ā

T
d PĀd, · · · ,−Qm + αmĀ

T
d PĀd},

Ξ33 = diag{−Z1 + β
1
ĀT

τ PĀτ ,−Z2 + β
2
ĀT

τ PĀτ , · · · ,−Zs + β
s
ĀT

τ PĀτ},
Ξ26 =

[
ᾱ1Ād ᾱ2Ād · · · ᾱmĀd

]T
,

Ξ36 =
[
β̄1Āτ β̄2Āτ · · · β̄sĀτ

]T
,

C̄ι =

[
0 0

BfCι 0

]
, H =

[
I 0
]
.

Proof. Under the given condition, we first show that system (8.9) with ω(k) =
0 is regular and causal. Since rank Ē = n + r, we choose two nonsingular
matrices M and G such that

MĒG =

[
In+r 0
0 0

]
. (8.12)
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Set

MĀG =

[
A1 A2

A3 A4

]
, GTS =

[
S11

S12

]
, M−TR =

[
0
I

]
F, (8.13)

where F ∈ R
(n−r)×(n−r) is any nonsingular matrix. It can be seen that Ξ11 <

0 implies
−ĒTPĒ + SRTĀ+ ĀTRST < 0. (8.14)

Pre-multiplying and post-multiplying (8.14) by GT and G, respectively, we
have S12F

TA4 + AT
4 FS

T
12 < 0, which implies A4 is nonsingular. Thus, the

pair (Ē, Ā) is regular and causal. It can be found that

det(zĒ − (Ā+ Â)) = det

([
zE −A 0
−BfΩC zI −Af

])
= det(zE −A) det(zI −Af )

= det(zĒ − Ā), (8.15)

thus, det(zĒ− (Ā+ Â)) is not identically zero and deg(det(zĒ− (Ā+ Â))) =
n + r = rank Ē. According to Definition 2.2, system (8.9) with ω(k) = 0 is
regular and causal.

We now show that system (8.9) with ω(k) = 0 is asymptotically stable in
the mean square. To the end, we choose the following Lyapunov functional:

V (k) = V1(k) + V2(k) + V3(k), (8.16)

where

V1(k) = x̄(k)TĒTPĒx̄(k),

V2(k) =

m∑
i=1

−di
1+1∑

β=−di
2+1

k−1∑
α=k−1+β

x(α)TQix(α),

V3(k) =

s∑
j=1

τ j2

τ j
2∑

β=τ j
1

β∑
v=1

k−1∑
α=k−v

x(α)TZjx(α).

Define E {ΔV (k)} = E {V (k + 1)− V (k)}. Then, along the solution of sys-
tem (8.9) with ω(k) = 0, we have

E {ΔV1(k)}
= E

{
x̄(k + 1)TĒTPĒx̄(k + 1) − x̄(k)TĒTPĒx̄(k)

}

= E
{
x̄(k)TĀTPĀx̄(k) + 2x̄(k)TĀTPΞT

26ϕ1(k) + 2x̄(k)TĀTPΞT
36ϕ2(k)

+ ϕ1(k)
TΞ26PΞT

26ϕ1(k) + 2ϕ1(k)
TΞ26PΞT

36ϕ2(k) + ϕ2(k)
TΞ36PΞT

36ϕ2(k)

+ x̄(k)TÂTPÂx̄(k) +
m∑
i=1

α̂i(k)
2x(k − di(k))

TĀT
d PĀdx(k − di(k))
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+
s∑

j=1

β̂j(k)
2

τj(k)∑
v=1

x(k − v)TĀT
τ PĀτ

τj(k)∑
v=1

x(k − v)− x̄(k)TĒTPĒx̄(k)

⎫⎬
⎭ ,

(8.17)

E {ΔV2(k)} =

m∑
i=1

⎛
⎝θix(k)TQix(k)−

k−di
1∑

α=k−di
2

x(α)TQix(α)

⎞
⎠

�
m∑
i=1

θix̄(k)
THTQiHx̄(k)−

m∑
i=1

x(k − di(k))
TQix(k − di(k)),

(8.18)

E {ΔV3(k)} =

s∑
j=1

⎛
⎝ϑjx(k)TZjx(k) − τ j2

τ j
2∑

α=τ j
1

α∑
v=1

x(k − v)TZjx(k − v)

⎞
⎠

�
s∑

j=1

ϑj x̄(k)
THTZjHx̄(k)−

s∑
j=1

τ j2

τj(k)∑
v=1

x(k − v)TZjx(k − v),

(8.19)

On the other hand, it can be calculated that

E
{
x̄(k)TÂTPÂx̄(k)

}
=

ρ∑
ι=1

σ2
ι C̄

T
ι PC̄ι, (8.20)

E

{
m∑
i=1

α̂i(k)
2x(k − di(k))

TĀT
d PĀdx(k − di(k))

}

=

m∑
i=1

αix(k − di(k))
TĀT

d PĀdx(k − di(k)), (8.21)

E

⎧⎨
⎩

s∑
j=1

β̂j(k)
2

τj(k)∑
v=1

x(k − v)TĀT
τ PĀτ

τj(k)∑
v=1

x(k − v)

⎫⎬
⎭

=

s∑
j=1

β
j

τj(k)∑
v=1

x(k − v)TĀT
τ PĀτ

τj(k)∑
v=1

x(k − v), (8.22)

and based on discretized Jensen inequality, we have that

−τ j2
τj(k)∑
v=1

x(k − v)TZjx(k − v) � −
τj(k)∑
v=1

x(k − v)TZj

τj(k)∑
v=1

x(k − v). (8.23)



110 8 Filter Design for Networked Discrete-Time SSs with Time-Varying Delays

Furthermore, let κ(k) = 2SRTĒx̄(k + 1). It is clear that κ(k) = 0. Thus, we
can get that

E {κ(k)} = 2SRTĀx̄(k) + 2SRTΞT
26ϕ1(k) + 2SRTΞT

36ϕ2(k) = 0. (8.24)

Using (8.17)-(8.24), we have that

E {ΔV (k)} = E

{
4∑

i=1

ΔVi(k) + κ(k)

}

�

⎡
⎣ x̄(k)ϕ1(k)
ϕ2(k)

⎤
⎦
T

Γ1

⎡
⎣ x̄(k)ϕ1(k)
ϕ2(k)

⎤
⎦ , (8.25)

where

Γ1 =

⎡
⎣Ξ11 SR

TΞT
26 SR

TΞT
36

∗ Ξ22 0
∗ ∗ Ξ33

⎤
⎦+

⎡
⎣ĀT

Ξ26

Ξ36

⎤
⎦P
⎡
⎣ĀT

Ξ26

Ξ36

⎤
⎦
T

.

Applying Schur complement to (8.11), we can always find a scalar ς > 0 such
that Γ1 < −diag{ςI, 0, 0}, and subsequently

E {ΔV (k)} � −ς ||x̄(k)||2. (8.26)

Then, by using the similar analysis method employed in [90], we can confirm
that system (8.9) is asymptotically stable in the mean square.

Next, we prove that system (8.9) has H∞ performance γ. To this end,
define

Jz̄ω = E

{ ∞∑
k=0

[
z̄(k)Tz̄(k)− γ2ω(k)Tω(k)

]}
. (8.27)

It can be found that under zero initial condition

Jz̄ω � E

{ ∞∑
k=0

[
ΔV (k) + z̄(k)Tz̄(k)− γ2ω(k)Tω(k)

]}

�

⎡
⎢⎢⎣
x̄(k)
ϕ1(k)
ϕ2(k)
ω(k)

⎤
⎥⎥⎦
T

Γ2

⎡
⎢⎢⎣
x̄(k)
ϕ1(k)
ϕ2(k)
ω(k)

⎤
⎥⎥⎦ , (8.28)

where

Γ2 =

⎡
⎢⎢⎣
Ξ11 + L̄TL̄ SRTΞT

26 SR
TΞT

36 SR
TB̄ω

∗ Ξ22 0 0
∗ ∗ Ξ33 0
∗ ∗ ∗ −γ2I

⎤
⎥⎥⎦+

⎡
⎢⎢⎣
ĀT

Ξ26

Ξ36

B̄T
ω

⎤
⎥⎥⎦P
⎡
⎢⎢⎣
ĀT

Ξ26

Ξ36

B̄T
ω

⎤
⎥⎥⎦
T

.
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Applying Schur complement to (8.11) leads to that for all nonzero ω(k) ∈
l2[0,∞), Jz̄ω < 0, which implies (8.10) holds. This completes the proof.

With the help of Theorem 8.3, we are now to deal with the H∞ filter design
problem for networked discrete-time SSs with multiple stochastic commu-
nication delays and missing measurements. Similar to the idea in [45], by
introducing the slack variable G, the equivalent form of (8.11) can be given
in the following,⎡

⎢⎢⎢⎢⎢⎢⎣

Ξ11 SR
TΞT

26 SR
TΞT

36 SR
TB̄ω L̄T ĀTGT

∗ Ξ22 0 0 0 Ξ26G
T

∗ ∗ Ξ33 0 0 Ξ36G
T

∗ ∗ ∗ −γ2I 0 B̄T
ωG

T

∗ ∗ ∗ ∗ −I 0
∗ ∗ ∗ ∗ ∗ P −G−GT

⎤
⎥⎥⎥⎥⎥⎥⎦
< 0. (8.29)

Choose

P =

[
P1 P2

∗ P3

]
, G =

[
F1 V
F2 V

]
, S =

[
S1

S2

]
, R =

[
R̄
0

]
. (8.30)

where R̄ ∈ R
n×(n−r) is any matrix with full column and satisfies ETR̄ = 0.

Furthermore, letting

Âf = V Af , B̂f = V Bf , Ĉf = Cf , (8.31)

and using Schur complement, we can get from (8.29) that⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ψ11 ψ12 S1R̄
TϕT

37 S1R̄
TϕT

47 S1R̄
TBω LT ψ17 ψ18 ψ19

∗ −P3 S2R̄
TϕT

37 S2R̄
TϕT

47 S2R̄
TBω −ĈT

f ÂT
f ÂT

f 0

∗ ∗ ψ33 0 0 0 ϕ37F
T
1 ϕ37F

T
2 0

∗ ∗ ∗ ψ44 0 0 ϕ47F
T
1 ϕ47F

T
2 0

∗ ∗ ∗ ∗ −γ2I 0 ψ57 ψ58 0
∗ ∗ ∗ ∗ ∗ −I 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ ψ77 ψ78 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ψ88 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ψ99

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0,

(8.32)
where

ψ11 = − ETP1E + S1R̄
TA+ATR̄ST

1 +

m∑
i=1

θiQi +

s∑
j=1

ϑjZj,

ψ12 = ATR̄ST
2 − ETP2,

ψ17 = ATFT
1 + CTΩ̄B̂T

f ,

ψ18 = ATFT
2 + CTΩ̄B̂T

f ,
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ψ37 =
[
ᾱ1Ad ᾱ2Ad · · · ᾱmAd

]T
,

ψ47 =
[
β̄1Aτ β̄2Aτ · · · β̄sAτ

]T
,

ψ57 = BT
ωF

T
1 +DT

ω B̂
T
f ,

ψ58 = BT
ωF

T
2 +DT

ω B̂
T
f ,

ψ33 = diag{−Q1 + α1A
T
d P1Ad,−Q2 + α2A

T
d P1Ad, · · · ,−Qm + αmA

T
d P1Ad},

ψ44 = diag{−Z1 + β
1
AT

τ P1Aτ ,−Z2 + β
2
AT

τ P1Aτ , · · · ,−Zs + β
s
AT

τ P1Aτ},
ψ77 = P1 − F1 − FT

1 ,

ψ78 = P2 − V − FT
2 ,

ψ88 = P3 − V − V T,

ψ19 =
[
σ1C

T
1 B̂

T
f σ2C

T
2 B̂

T
f · · · σρCT

ρ B̂
T
f

]
,

ψ99 = − diag{V P−1
3 V T, V P−1

3 V T, · · · , V P−1
3 V T︸ ︷︷ ︸

ρ

}.

According to the fact that −V P−1
3 V T � P3 − V − V T, (8.32) holds implies

the following LMI holds,⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ψ11 ψ12 S1R̄
TϕT

37 S1R̄
TϕT

47 S1R̄
TBω LT ψ17 ψ18 ψ19

∗ −P3 S2R̄
TϕT

37 S2R̄
TϕT

47 S2R̄
TBω −ĈT

f ÂT
f ÂT

f 0

∗ ∗ ψ33 0 0 0 ϕ37F
T
1 ϕ37F

T
2 0

∗ ∗ ∗ ψ44 0 0 ϕ47F
T
1 ϕ47F

T
2 0

∗ ∗ ∗ ∗ −γ2I 0 ψ57 ψ58 0
∗ ∗ ∗ ∗ ∗ −I 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ ψ77 ψ78 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ψ88 0

∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ψ̂99

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0,

(8.33)
where

ψ̂99 = diag{P3 − V − V T, P3 − V − V T, · · · , P3 − V − V T︸ ︷︷ ︸
ρ

}.

Immediately, we obtain the following sufficient condition for the existence of
the desired filter (8.8).

Theorem 8.4. For a given scalar γ > 0, system (8.9) is asymptotically ad-
missible in the mean square with H∞ performance γ, if there exist matrices

P =

[
P1 P2

∗ P3

]
> 0, Qi > 0 (i = 1, 2, · · · ,m), Zj > 0 (j = 1, 2, · · · , s),

S1, S2, Āf , B̄f , C̄f , F1, F2 and V such that (8.33) hold. Furthermore, if
(8.33) is solvable, a desired H∞ filter in the form of (8.8) can be chosen with
parameters as

Af = V −1Âf , Bf = V −1B̂f , Cf = Ĉf . (8.34)
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8.4 Numerical Example

In this section, a numerical example is introduced to illustrate the usefulness
and flexibility of the filter design method developed in this chapter. Consider
system (8.1) with the following parameters:

E =

⎡
⎣1 4 4
0 1 2
1 5 6

⎤
⎦ , A =

⎡
⎣0.7 1.1 0

0 −0.6 −1.8
0.5 −0.3 −3.4

⎤
⎦ ,

Ad =

⎡
⎣ 0.5 0.53 −0.72
−0.14 −0.99 −2.26
0.12 −1.36 −4.66

⎤
⎦ , Aτ =

⎡
⎣0.3 0.7 0.4
0.1 0.2 0
0.4 0.9 0.4

⎤
⎦ ,

Bω =

⎡
⎣0.90.4
1.5

⎤
⎦ , C =

⎡
⎣1.7 4.9 4.4

0 1.5 4.2
0.3 0.8 0.6

⎤
⎦ , Dω =

⎡
⎣0.10.2
0.1

⎤
⎦ , L =

⎡
⎣ 0
0.1
0.4

⎤
⎦
T

.

In addition, the communication time-varying delays satisfy 2 � d1(k) � 5,
3 � d2(k) � 6, 4 � τ1(k) � 9 and 2 � τ2(k) � 7. It is assumed that ᾱ1 = 0.2,
ᾱ2 = 0.12, β̄1 = 0.2 and β̄2 = 0.3. It can easily be calculated that α1 = 0.16,
α2 = 0.1056, β

1
= 0.16 and β

2
= 0.21. Suppose that the probabilistic density

functions of χ1, χ2 and χ3 on the interval [0 1] are described by

q1(s1) =

⎧⎨
⎩

0, s1 = 0
0.1, s1 = 0.5
0.9, s1 = 1,

q2(s2) =

⎧⎨
⎩

0.1, s2 = 0
0.1, s2 = 0.5
0.8, s2 = 1,

q3(s3) =

⎧⎨
⎩

0, s3 = 0
0.2, s3 = 0.5
0.8, s3 = 1.

from which the expectations and variances can be easily calculated as μ1 =
0.95, μ2 = 0.85, μ3 = 0.9, σ1 = 0.15, σ2 = 0.32 and σ3 = 0.2.

Using Matlab LMI control Toolbox to solve the LMI in (8.33) with

R =

⎡
⎣−0.5
−0.5
0.5

⎤
⎦ ,
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we can calculate the minimum H∞ performance γ achieved by the filtering
error system (8.9) is 0.9416, and the desired filter parameters are given by

Af =

⎡
⎣−2.3762 −3.4850 2.4840
−2.0539 −3.3584 2.3610
−4.4291 −6.8423 4.8440

⎤
⎦ ,

Bf =

⎡
⎣−0.6977 1.9955 −4.2189
−0.1922 0.7591 −1.3364
−0.8899 2.7546 −5.5552

⎤
⎦ ,

Cf =
[−0.1042 −0.1927 0.1336

]
.

8.5 Conclusion

In this chapter, the H∞ filtering problem has been studied for networked
discrete-time SSs with both multiple stochastic time-varying communication
delays and probabilistic missing measurements. The time-varying communi-
cation delays are assumed to occur in a random way, and contain discrete
delays and distributed delays. A filter has been designed such that, for the
admissible stochastic communication delays and random measurement miss-
ing, the filtering error system is asymptotically admissible in the mean square
with H∞ performance index. An illustrative example has been exploited to
show the effectiveness of the proposed design procedure.
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Stability Analysis for Discrete-Time SMJSs
with Time-Varying Delay

9.1 Introduction

In recent years, there has been increasing research interest on stability
of SMJSs. For example, based on LMI approach, the delay-independent
and delay-dependent sufficient conditions have been developed ensuring
continuous-time SMJSs with time delay to be regular, impulse free and
stochastically stable in [7, 9]. Some delay-dependent stochastic stability cri-
teria have also been proposed in [159, 161], which have less conservatism
than those in [7, 9]. In the discrete-time setting, the free-weighting matrix
method has been employed in [104, 105] to obtain some delay-dependent con-
ditions guaranteeing discrete-time singular Markov jump time-delay systems
to be regular, causal and stochastically stable. However, the equivalent model
transformation and decomposition of original system matrices is indispens-
able in [104, 105] and makes the analysis procedure indirect and complicated.
Without resorting to the equivalent model transformation and decomposition
of original system matrices, some delay-dependent stability conditions have
been proposed in [100–102, 216] for discrete-time singular Markov jump time
delay systems. It should be pointed out that the involved time delays of
[101, 104] are time-invariant, which inevitably limits the scope of applica-
tions of the established results. It also should be pointed out that some im-
portant and useful terms are ignored in the Lyapunov functionals reported in
[100, 102, 105, 216]. The ignorance of these terms may lead to conservatism
to some extent. Therefore, it is significant and necessary to study further the
discrete-time SMJSs with time-varying delay. It also should be mentioned
that the results reported in [7, 9, 100, 101, 104, 105, 159, 161, 216] require
the complete knowledge of transition probabilities in the Markov process or
Markov chain. In fact, it is very hard and expensive to precisely obtain all
the transition probabilities in the Markov process or Markov chain even for
a simple system [204, 205, 207]. Thus, the ideal requirement on the precise
knowledge of transition probabilities inevitably limits the applications of the
established results.

Z.-G. Wu et al.: Anal. & Synth. of Singular Syst. with Time-Delays, LNCIS 443, pp. 117–132.
DOI: 10.1007/978-3-642-37497-5_9 c© Springer-Verlag Berlin Heidelberg 2013
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The objective of this chapter is to study the problem of delay-dependent
stability for discrete-time SMJSs with time-varying delay by using LMI ap-
proach. By constructing a new Lyapunov functional, which employs the inte-
grated lower and upper bounds of the involved time-varying delay, some new
delay-dependent conditions are established for the considered systems to be
regular, causal and stochastically stable. Unlike the conditions of [104, 105],
the newly obtained results here are formulated by the coefficient matrices
of the considered system, which avoid the decomposition of the considered
system. Furthermore, different from [100–102, 104, 105, 216], the considered
transition probabilities in Markov chain here are assumed to be partially
unknown, and thus our results are more powerful and have more wide ap-
plications. Examples are provided to demonstrate that the results in this
chapter improve the existing ones.

9.2 Preliminaries

Fix a probability space (Ω ,F ,P) and consider the following discrete-time
SMJS with time-varying delay:{

Ex(k + 1) = A(r(k))x(k) +Ad(r(k))x(k − d(k)),

x(k) = φ(k), k ∈ N[−d2, 0],
(9.1)

where x(k) ∈ R
n is the state, d(k) is a time-varying delay satisfying

d1 � d(k) � d2, where d1 and d2 are prescribed positive integers representing
the lower and upper bounds of time-varying delay, respectively, and φ(k) is
the compatible initial condition. The matrix E ∈ R

n×n may be singular and
it is assumed that rankE = r � n. A(r(k)) and Ad(r(k)) are known real
constant matrices with appropriate dimensions. The parameter r(k) repre-
sents a discrete-time homogeneous Markov chain taking values in a finite set
I = {1, 2, · · · , N} with transition probability matrix Π � {πij} given by

Pr{r(k + 1) = j|r(k) = i} = πij , (9.2)

where 0 � πij � 1, ∀i, j ∈ I, and ∑N
j=1 πij = 1, ∀i ∈ I.

Generally speaking, for some practical systems, the transition probabilities
in Markov chain we get will never be precise, that is, some elements in matrix
Π are unknown. For instance, system (9.1) with four modes, the transition
probability matrix Π may be

Π =

⎡
⎢⎢⎣
π11 ? π13 ?
? ? ? π24
π31 ? π33 ?
? ? π43 π44

⎤
⎥⎥⎦ , (9.3)

where “?” represents the unaccessible elements. For notation clarity, we de-
note that for any i ∈ I
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Ii
K � {j : πij is known}, Ii

UK � {j : πij is unknown}. (9.4)

Remark 9.1. The transition probability matrix with partially unknown tran-
sition probabilities considered here is first introduced by [204, 205], which is
rather different from the one of [100, 101, 104, 105, 216], where the transition
probabilities are assumed to be completely available, and is also different
from the one of [102], where the transition probabilities are unknown but
bounded.

Definition 9.2. [178]

1. System (9.1) is said to be regular and causal, if the pair (E,Ai) is regular
and causal for any i ∈ I,
2. System (9.1) is said to be stochastically stable, if for any initial state
(φ(k), r0), the following condition holds

E

{ ∞∑
k=0

||x(k)||2|φ, r0
}
< ∞, (9.5)

3. System (9.1) is said to be stochastically admissible, if it is regular, causal
and stochastically stable.

9.3 Main Results

In this section, we will develop the delay-dependent stability condition for
system (9.1) with partially unknown transition probabilities. For presentation
convenience, in the following, we denote

δ =
d1 + d2

2
+

min{(−1)d1+d2 , 0}
2

,

τ1 = d2 − δ,

τ2 = δ − d1,

m = d2 − d1 + 1,

and define R ∈ R
n×(n−r) as a matrix with the properties of ETR = 0 and

rankR = n− r.
For notational simplicity, in the sequel, for each possible r(k) = i, i ∈ I, a

matrix M(r(k)) will be denoted by Mi; for example, A(r(k)) is denoted by
Ai, Ad(r(k)) by Adi, and so on.

Firstly, we propose the following criterion for system (9.1) under com-
pletely known transition probabilities.

Theorem 9.3. System (9.1) with completely known transition probabilities
is stochastically admissible, if there exist matrices Pi > 0, Qm > 0 (m =

1, 2, 3, 4), Zl > 0 (l = 1, 2, 3) and Si =
[
ST
i1 S

T
i2 S

T
i3 S

T
i4 S

T
i5

]T
such that for

any i ∈ I,
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Ξi +Ψf < 0, f = 1, 2, 3, 4, (9.6)

where Xi =
∑N

j=1 πijPj, Z̆l = ETZlE, U = δ2Z1 + τ21Z2 + τ22Z3, and

Ξi = Φi11 +ΦT
i12XiΦi12 +ΦT

i13UΦi13 + SiR
TΦi12 +ΦT

i12RS
T
i ,

Φi11 =

⎡
⎢⎢⎢⎢⎣
Ξi11 0 0 0 Z̆1

∗ −Q2 0 0 0
∗ ∗ −Q3 0 0
∗ ∗ ∗ −Q4 0

∗ ∗ ∗ ∗ −Q1 − Z̆1

⎤
⎥⎥⎥⎥⎦ ,

Ψ1 =

⎡
⎢⎢⎢⎢⎣
0 0 0 0 0

∗ −3Z̆2 Z̆2 0 2Z̆2

∗ ∗ −Z̆2 0 0

∗ ∗ ∗ −Z̆3 Z̆3

∗ ∗ ∗ ∗ −2Z̆2 − Z̆3

⎤
⎥⎥⎥⎥⎦ ,

Ψ2 =

⎡
⎢⎢⎢⎢⎣
0 0 0 0 0

∗ −3Z̆2 2Z̆2 0 Z̆2

∗ ∗ −2Z̆2 0 0

∗ ∗ ∗ −Z̆3 Z̆3

∗ ∗ ∗ ∗ −Z̆2 − Z̆3

⎤
⎥⎥⎥⎥⎦ ,

Ψ3 =

⎡
⎢⎢⎢⎢⎣
0 0 0 0 0

∗ −3Z̆3 0 Z̆3 2Z̆3

∗ ∗ −Z̆2 0 Z̆2

∗ ∗ ∗ −Z̆3 0

∗ ∗ ∗ ∗ −2Z̆3 − Z̆2

⎤
⎥⎥⎥⎥⎦ ,

Ψ4 =

⎡
⎢⎢⎢⎢⎣
0 0 0 0 0

∗ −3Z̆3 0 2Z̆3 Z̆3

∗ ∗ −Z̆2 0 Z̆2

∗ ∗ ∗ −2Z̆3 0

∗ ∗ ∗ ∗ −Z̆3 − Z̆2

⎤
⎥⎥⎥⎥⎦ ,

Ξi11 = − ETPiE +Q1 +mQ2 +Q3 +Q4 − Z̆1,

Φi12 =
[
Ai Adi 0 0 0

]
,

Φi13 =
[
Ai − E Adi 0 0 0

]
.

Proof. Under the given condition, we first show that system (9.1) is regular
and causal. To this end, we choose two nonsingular matrices G and H such
that

GEH =

[
Ir 0
0 0

]
. (9.7)

Write

GAiH =

[
Ai1 Ai2

Ai3 Ai4

]
, HTSi1 =

[
Si11

Si12

]
, G−TR =

[
0
I

]
M, (9.8)
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where M ∈ R
(n−r)×(n−r) is any nonsingular matrix. Then, pre- and post-

multiplying Ξi11 + Si1R
TAi + AT

i RS
T
i1 < 0 by HT and H , respectively, we

get

−HTETPiEH −HTZ̆1H +HTSi1R
TAiH +HTAT

i RS
T
i1H < 0, (9.9)

which implies

−HTETGTG−TPiG
−1GEH −HTETGTG−TZ1G

−1GEH

+HTSi1R
TG−1GAiH +HTAT

i G
TG−TRST

i1H < 0.
(9.10)

Now, substituting (9.7) and (9.8) to the above inequality gives[
� �
∗ χi

]
< 0, (9.11)

where “�” represents matrices that are not relevant in the following discus-
sion, and χi = Si12M

TAi4 +AT
i4MST

i12. From the above inequality, it is easy
to see that χi < 0 for any i ∈ I, which implies Ai4 is nonsingular for any
i ∈ I. Thus, the pair (E,Ai) is regular and causal for any i ∈ I. According
to Definition 9.2, system (9.1) is regular and causal.

Next we will show that system (9.1) is stochastically stable. To this end, we
define η(k) = x(k+1)−x(k) and consider the following Lyapunov functional
for system (9.1):

V (x(k), k, r(k)) = V1(x(k), k, r(k)) + V2(x(k), k, r(k)), (9.12)

where

V1(x(k), k, r(k)) = x(k)TETP (r(k))Ex(k) +

k−1∑
s=k−δ

x(s)TQ1x(s)

+

−d1+1∑
j=−d2+1

k−1∑
s=k−1+j

x(s)TQ2x(s)

+ δ

−1∑
j=−δ

k−1∑
s=k+j

η(s)TZ̆1η(s),

V2(x(k), k, r(k)) =

k−1∑
s=k−d2

x(s)TQ3x(s) + (d2 − δ)

−δ−1∑
j=−d2

k−1∑
s=k+j

η(s)TZ̆2η(s)

+

k−1∑
s=k−d1

x(s)TQ4x(s) + (δ − d1)

−d1−1∑
j=−δ

k−1∑
s=k+j

η(s)TZ̆3η(s).
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Define E {ΔV (k)} � E {V (x(k + 1), k + 1, r(k + 1))|x(k), r(k) = i)} −
V (x(k), k, i). Then, along the solution of system (9.1), we have for any i ∈ I:

E {ΔV1(k)} � x(k + 1)TETXiEx(k + 1)− x(k)TETPiEx(k)

+ x(k)TQ1x(k)− x(k − δ)TQ1x(k − δ)

+mx(k)TQ2x(k)− x(k − d(k))TQ2x(k − d(k))

+ δ2η(k)TZ̆1η(k)− δ

k−1∑
s=k−δ

η(s)TZ̆1η(s). (9.13)

Based on discretized Jensen inequality, it is easy to get that

−δ
k−1∑

s=k−δ

η(s)TZ̆1η(s) � −
[

k−1∑
s=k−δ

η(s)TET

]
Z1

[
E

k−1∑
s=k−δ

η(s)

]

=

[
x(k)

x(k − δ)

]T [−Z̆1 Z̆1

∗ −Z̆1

] [
x(k)

x(k − δ)

]
. (9.14)

On the other hand, we have

E {ΔV2(k)} = x(k)TQ3x(k)− x(k − d2)
TQ3x(k − d2)

+ x(k)TQ4x(k)− x(k − d1)
TQ4x(k − d1)

+ (d2 − δ)2η(k)TZ̆2η(k)− (d2 − δ)

k−δ−1∑
s=k−d2

η(s)TZ̆2η(s)

+ (δ − d1)
2η(k)TZ̆3η(k)− (δ − d1)

k−d1−1∑
s=k−δ

η(s)TZ̆3η(s).

(9.15)

When δ < d(k) � d2, let g(k) = d2−d(k)
d2−δ [122], then it is easy to get that

0 � g(k) < 1, d(k)− δ = (1− g(k))(d2 − δ) and

− (d2 − δ)

k−δ−1∑
s=k−d2

η(s)TZ̆2η(s)

= − (d2 − δ)

k−δ−1∑
s=k−d(k)

η(s)TZ̆2η(s) − (d2 − δ)

k−d(k)−1∑
s=k−d2

η(s)TZ̆2η(s)

= − (d2 − d(k))

k−δ−1∑
s=k−d(k)

η(s)TZ̆2η(s)− (d(k) − δ)

k−δ−1∑
s=k−d(k)

η(s)TZ̆2η(s)

− (d2 − d(k))

k−d(k)−1∑
s=k−d2

η(s)TZ̆2η(s)− (d(k)− δ)

k−d(k)−1∑
s=k−d2

η(s)TZ̆2η(s)
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� − g(k)(d(k)− δ)

k−δ−1∑
s=k−d(k)

η(s)TZ̆2η(s)− (d(k)− δ)

k−δ−1∑
s=k−d(k)

η(s)TZ̆2η(s)

− (d2 − d(k))

k−d(k)−1∑
s=k−d2

η(s)TZ̆2η(s)

− (1− g(k))(d2 − d(k))

k−d(k)−1∑
s=k−d2

η(s)TZ̆2η(s)

� − g(k)

k−δ−1∑
s=k−d(k)

η(s)TZ̆2

k−δ−1∑
s=k−d(k)

η(s)−
k−δ−1∑

s=k−d(k)

η(s)TZ̆2

k−δ−1∑
s=k−d(k)

η(s)

−
k−d(k)−1∑
s=k−d2

η(s)TZ̆2

k−d(k)−1∑
s=k−d2

η(s)− (1 − g(k))

k−d(k)−1∑
s=k−d2

η(s)TZ̆2

k−d(k)−1∑
s=k−d2

η(s)

=

⎡
⎣x(k − d(k))

x(k − δ)
x(k − d2)

⎤
⎦
T ⎡
⎣−2Z̆2 Z̆2 Z̆2

∗ −Z̆2 0

∗ ∗ −Z̆2

⎤
⎦
⎡
⎣x(k − d(k))

x(k − δ)
x(k − d2)

⎤
⎦

+ g(k)

[
x(k − d(k))
x(k − δ)

]T [−Z̆2 Z̆2

∗ −Z̆2

] [
x(k − d(k))
x(k − δ)

]

+ (1− g(k))

[
x(k − d(k))
x(k − d2)

]T [−Z̆2 Z̆2

∗ −Z̆2

] [
x(k − d(k))
x(k − d2)

]
, (9.16)

and based on discretized Jensen inequality, we can also get that

−(δ − d1)

k−d1−1∑
s=k−δ

η(s)TZ̆3η(s) � −
k−d1−1∑
s=k−δ

η(s)TZ̆3

k−d1−1∑
s=k−δ

η(s)

=

[
x(k − d1)
x(k − δ)

]T [−Z̆3 Z̆3

∗ −Z̆3

] [
x(k − d1)
x(k − δ)

]
.

(9.17)

On the other hand, it is clear that

2ξ(k)TSiR
TEx(k + 1) ≡ 0, (9.18)

where ξ(k) =
[
x(k)T x(k − d(k))T x(k − d2)

T x(k − d1)
T x(k − δ)T

]T
, that

is,

f(k) = 2ξ(k)TSiR
TΦi12ξ(k) ≡ 0, (9.19)

Thus, it can be calculated that

E {ΔV (k)} = E {ΔV1(k)}+ E {ΔV2(k)} + f(k)
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� ξ(k)T(g(k)(Ξi +Ψ1) + (1− g(k))(Ξi +Ψ2))ξ(k). (9.20)

When d1 � d(k) � δ, let g(k) = d(k)−d1

δ−d1
, then it is easy to get that 0 �

g(k) � 1, δ − d(k) = (1− g(k))(δ − d1) and

− (δ − d1)

k−d1−1∑
s=k−δ

η(s)TZ̆3η(s)

= − (δ − d1)

k−d(k)−1∑
s=k−δ

η(s)TZ̆3η(s)− (δ − d1)

k−d1−1∑
s=k−d(k)

η(s)TZ̆3η(s)

= − (δ − d(k))

k−d(k)−1∑
s=k−δ

η(s)TZ̆3η(s)− (d(k)− d1)

k−d(k)−1∑
s=k−δ

η(s)TZ̆3η(s)

− (δ − d(k))

k−d1−1∑
s=k−d(k)

η(s)TZ̆3η(s)− (d(k)− d1)

k−d1−1∑
s=k−d(k)

η(s)TZ̆3η(s)

� − (δ − d(k))

k−d(k)−1∑
s=k−δ

η(s)TZ̆3η(s)− g(k)(δ − d(k))

k−d(k)−1∑
s=k−δ

η(s)TZ̆3η(s)

− (1 − g(k))(d(k)− d1)

k−d1−1∑
s=k−d(k)

η(s)TZ̆3η(s)

− (d(k) − d1)

k−d1−1∑
s=k−d(k)

η(s)TZ̆3η(s)

� −
k−d(k)−1∑
s=k−δ

η(s)TZ̆3

k−d(k)−1∑
s=k−δ

η(s)− g(k)

k−d(k)−1∑
s=k−δ

η(s)TZ̆3

k−d(k)−1∑
s=k−δ

η(s)

− (1 − g(k))

k−d1−1∑
s=k−d(k)

η(s)TZ̆3

k−d1−1∑
s=k−d(k)

η(s)

−
k−d1−1∑
s=k−d(k)

η(s)TZ̆3

k−d1−1∑
s=k−d(k)

η(s)

=

⎡
⎣x(k − d(k))

x(k − δ)
x(k − d1)

⎤
⎦
T ⎡
⎣−2Z̆3 Z̆3 Z̆3

∗ −Z̆3 0

∗ ∗ −Z̆3

⎤
⎦
⎡
⎣x(k − d(k))

x(k − δ)
x(k − d1)

⎤
⎦

+ g(k)

[
x(k − d(k))
x(k − δ)

]T [−Z̆3 Z̆3

∗ −Z̆3

] [
x(k − d(k))
x(k − δ)

]

+ (1 − g(k))

[
x(k − d(k))
x(k − d1)

]T [−Z̆3 Z̆3

∗ −Z̆3

] [
x(k − d(k))
x(k − d1)

]
, (9.21)
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and based on discretized Jensen inequality, we can also obtain that

−(d2 − δ)

k−δ−1∑
s=k−d2

η(s)TZ̆2η(s) � −
k−δ−1∑
s=k−d2

η(s)TZ̆2

k−δ−1∑
s=k−d2

η(s)

=

[
x(k − d2)
x(k − δ)

]T [−Z̆2 Z̆2

∗ −Z̆2

] [
x(k − d2)
x(k − δ)

]
.

(9.22)

Thus, we can obtain that

E {ΔV (k)} � ξ(k)T(g(k)(Ξi +Ψ3) + (1− g(k))(Ξi +Ψ4))ξ(k). (9.23)

Hence, we can get from (9.6), (9.20) and (9.23) that there exits a scalar α > 0
such that

E {ΔV (k)} � −α||x(k)||2, (9.24)

By using the similar method of [6], it is easy to get from (9.12) and (9.24)
that (9.5) holds, which means that system (9.1) is stochastically stable. This
completes the proof.

Remark 9.4. It is noted that Theorem 9.3 proposes a new version of delay-
dependent stability criterion for discrete-time SMJSs with time-varying delay.
The obtained LMIs in (9.6) are formulated by the coefficient matrices of the
original system, which is in contrast with the criteria in [104, 105], where the
results are expressed by the coefficient matrices of the decomposed systems.
Thus, the computational problems arising from decomposition and equivalent
transformation of the original system can be avoided when using Theorem
9.3 of this chapter.

Remark 9.5. Different from the methods applied in [100, 102, 105, 216], the
variation interval of the considered time-varying delay is divided into two
subintervals, and the variation of the Lyapunov functional is checked when
the time-varying delay belongs to different subinterval. The main advan-
tages of such method are (I) it makes full use of the information on the
considered time-varying delay and (II) the new state x(k − δ) is intro-
duced, which has been ignored in [100, 102, 105, 216]. On the other hand, to

further reduce the conservatism, the terms −(d2 − δ)
∑k−δ−1

s=k−d2
η(s)TZ̆2η(s)

and −(δ − d1)
∑k−d1−1

s=k−δ η(s)TZ̆3η(s) are not simply enlarged as −(d(k) −
δ)
∑k−δ−1

s=k−d(k) η(s)
TZ̆2η(s) − (d2 − d(k))

∑k−d(k)−1
s=k−d2

η(s)TZ̆2η(s) and −(δ −
d(k))

∑k−d(k)−1
s=k−δ η(s)TZ̆3η(s) − (d(k) − d1)

∑k−d1−1
s=k−d(k) η(s)

TZ̆3η(s), respec-

tively, but the terms −g(k)(d(k)−δ)∑k−δ−1
s=k−d(k) η(s)

TZ̆2η(s)−(1−g(k))(d2−
d(k))

∑k−d(k)−1
s=k−d2

η(s)TZ̆2η(s) and −g(k)(δ − d(k))
∑k−d(k)−1

s=k−δ η(s)TZ̆3η(s) −
(1 − g(k))(d(k) − d1)

∑k−d1−1
s=k−d(k) η(s)

TZ̆3η(s) are taken into account as well.
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Thus, the stability criterion derived here is expected to be less conservative
than those in [100, 102, 105, 216], which will be demonstrated by a numerical
example in the following section.

Next, the following theorem presents a sufficient condition for the regularity,
causality and stochastic stability of system (9.1) under partially unknown
transition probabilities.

Theorem 9.6. System (9.1) with partially unknown transition probabilities
is stochastically admissible, if there exist matrices Pi > 0, Qm > 0 (m =

1, 2, 3, 4), Zl > 0 (l = 1, 2, 3) and Si =
[
ST
i1 S

T
i2 S

T
i3 S

T
i4 S

T
i5

]T
such that for

any i ∈ I
Ξ̂i +Ψf < 0, f = 1, 2, 3, 4, (9.25)

where

Ξ̂i = Φi11 +ΦT
i12Ω̂iΦi12 +ΦT

i13UΦi13 + SiR
TΦi12 +ΦT

i12RS
T
i ,

Ω̂i =
∑
j∈Ii

K

πijPj + (1−
∑
j∈Ii

K

πij)
∑

j∈Ii
UK

Pj ,

and the other matrices are given in Theorem 9.3.

Proof. It can be seen that

N∑
j=1

πijPj =
∑
j∈Ii

K

πijPj +
∑

j∈Ii
UK

πijPj � Ω̂i. (9.26)

Using (9.26), we can get that LMIs in (9.25) hold imply LMIs in (9.6) hold.
This completes the proof.

Remark 9.7. It is noted that Theorem 9.6 establishes a stability condition
for discrete-time SMJSs with partially unknown transition probabilities. It is
worth mentioning that if for any i ∈ I, Ii

UK = ∅, the considered system is the
one with completely known transition probabilities and the correspondent
LMIs in (9.25) are reduced to LMIs in (9.6). It can also be found that when
all the transition probabilities are unaccessible, that is, for any i ∈ I, Ii

K = ∅,
Theorem 9.6 is still valid, which implies our result can be used to discrete-
time SSs with time-varying delay with arbitrary switching. Therefore, the
result of Theorem 9.6 is much more powerful and desirable than the results
of [100, 101, 104, 105, 216], where the conditions can only be applied to
discrete-time SMJSs with completely known transition probabilities.

9.4 Numerical Examples

In this section, some numerical examples are introduced to demonstrate the
effectiveness and less conservatism of the proposed methods.
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Example 9.8. Consider system (9.1) with

A1 =

[
6.1 10.4
7.15 11.6

]
, Ad1 =

[−1.1 −2
−1.4 −2.5

]
,

A2 =

[
6.37 10.74
7.48 12.01

]
, Ad2 =

[−0.92 −1.62
−1.13 −1.93

]
.

In this example, set

E =

[
3 6
2 4

]
,

the transition probability matrix

Π =

[
0.45 0.55
0.7 0.3

]
,

and choose

R =

[−2
3

]
.

For various d1 and by using the methods of [100, 102, 105, 216] and our
chapter, the allowable upper bound d2 that guarantees the regularity, causal-
ity and stochastic stability of the considered system are presented in Table
9.1, which shows Theorem 9.3 and Theorem 9.6 in this chapter give much
better than the approaches proposed in [100, 102, 105, 216]. In addition, the
stability criteria proposed by [101, 104] are invalid for this example.

Table 9.1. Example 9.8: Comparison of the allowable upper bound d2 for various
d1

d1 2 4 6 8 10 12

[102, 216] 12 13 14 15 16 17

[100] 14 14 15 16 18 19

[105] 14 15 16 17 18 19

Theorem 9.3 19 21 23 25 27 29

Theorem 9.6 19 21 23 25 27 29

We assume that the time-varying delay d(k) varies [2, 19], which is shown
in Fig. 9.1. The possible realization of Markov chain r(k) is plotted in
Fig. 9.2, where the initial mode is assumed to be r0 = 1. The state responses
of system (9.1) with given parameters are shown in Fig. 9.3, from which we
can find that system states asymptotically converge to zero.
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Fig. 9.1. Example 9.8: Time-varying delay d(k)
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Fig. 9.2. Example 9.8: Markov chain r(k)
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Fig. 9.3. Example 9.8: State trajectories of singular system

Example 9.9. Consider system (9.1) with

A1 =

[−22.88 −42.48
29.92 55.68

]
, Ad1 =

[
13.272 19.904
−17.544 −26.308

]
,

A2 =

[−22 −40.9
28.7 53.45

]
, Ad2 =

[
12.68 19.06
−16.3 −24.5

]
,

A3 =

[−11.04 −25.16
14.88 33.52

]
, Ad3 =

[
8.76 12.32

−11.52 −16.24

]
,

A4 =

[−21.52 −40.16
28.04 52.42

]
, Ad4 =

[
11.84 17.76
−15.28 −22.92

]
.

In this example, we let

E =

[
4 6
−8 −12

]
,

and choose

R =

[
2
1

]
.

The four cases for the transition probability matrix Π will be considered in
this example as shown in Table 9.2. For various d1 and by using Theorem 9.6
in our chapter, the allowable upper bound d2 that guarantees the regularity,
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causality and stochastic stability of the considered system for different cases
can be found in Table 9.3, from which we can find that the conservatism of
Theorem 9.6 depends on the the number of known transition probabilities,
that is, if we can get the more known elements in the transition probability
matrix, the lower conservatism of the condition can be obtained.

Table 9.2. Example 9.9: Different transition probabilities matrices

Completely known (Case 1) Partially known (Case 2)

1 2 3 4

1 0.3 0.2 0.1 0.4

2 0.3 0.2 0.3 0.2

3 0.1 0.1 0.5 0.3

4 0.2 0.2 0.1 0.5

1 2 3 4

1 0.3 0.2 0.1 0.4

2 ? ? 0.3 0.2

3 0.1 0.1 0.5 0.3

4 0.2 ? ? ?

Partially known (Case 3) Completely unknown(Case 4)

1 2 3 4

1 0.3 ? ? ?

2 ? ? 0.3 0.2

3 0.1 0.1 ? ?

4 0.2 ? ? ?

1 2 3 4

1 ? ? ? ?

2 ? ? ? ?

3 ? ? ? ?

4 ? ? ? ?

Table 9.3. Example 9.9: The allowable upper bound d2 for various d1

d1 1 3 5 7 9 11

Case 1 25 27 29 31 33 35

Case 2 20 22 24 26 28 30

Case 3 17 19 21 23 25 27

Case 4 7 9 11 13 15 17

Example 9.10. Consider the dynamic Leontief model of economic systems,
which describes the time pattern of production sectors given by [21]

x(k) = Mx(k) +G(x(k + 1)− x(k)) + ν(k). (9.27)

The elements of x(k) ∈ R
n are the levels of production in the sectors at time

k. M ∈ R
n×n is the input-output matrix, and Mx(k) is the amount required

as direct input for the current production. G ∈ R
n×n is the capital coefficient

matrix, and G(x(k+1)−x(k)) is the amount required for capacity expansion
to be able to produce x(k + 1) in the next period. ν(k) is the amount of
production going to demand. It is assumed that the amount of production
ν(k) is, in turn, controlled by u(k) such that ν(k) = Hu(k), where u(k) ∈ R

p

(1 � p < n). It is clear that (9.27) can be rewritten as

Gx(k + 1) = (I −M +G)x(k) −Hu(k). (9.28)
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Typically the capital coefficient matrix G has nonzero elements in only a few
rows, corresponding to the fact that capital is formed from only a few sectors.
Thus, system (9.28) is a typical discrete-time SS, since G is often singular.

It is assumed that the control law is given by

u(k) = K1x(k) +K2x(k − d(k)), (9.29)

where K1 ∈ R
p×n and K2 ∈ R

p×n. In practical control system, actuators
may fail during the course of system operation and the faults of the actuators
may be random in nature [143]. We make use of the following fault model to
represent the stochastic behavior of the actuator faults:

uF (k) = F (r(k))u(k), (9.30)

where F (r(k)) = diag{f1(r(k)), f2(r(k)), . . . , fp(r(k))}, 0 � fq(r(k)) � 1
(q = 1, 2, . . . , p), ∀r(k) ∈ I. Obviously, when fq(r(k)) = 0, the fault model
(9.30) corresponds to the qth actuator outage case. When 0 < fq(r(k)) <
1, it corresponds to the case of partial failure of the qth actuator. When
fq(r(k)) = 1, it corresponds to the case of no fault in the qth actuator.

Here, we consider a Leontief model described by

G =

[
1 0
0 0

]
,M =

[
2.04 1
0.8 1

]
, H =

[ −1
3.05

]
.

Then system (9.28) can be rewritten as[
1 0
0 0

]
x(k + 1) =

[−0.04 −1
−0.8 0

]
x(k)−

[ −1
3.05

]
u(k). (9.31)

It can be seen that system (9.31) with u(k) = 0 is not regular and causal.
Choose

K1 =
[−0.01 0.6

]
,K2 =

[
0.1676 0.1170

]
, (9.32)

and F1 = 0.3, F2 = 0.8, F3 = 1, and the transition probability matrix Π is
given by

Π =

⎡
⎣0.1 0.2 0.7

? ? 0.8
0.3 ? ?

⎤
⎦ . (9.33)

Substituting uF (k) for u(k) in (9.31), and considering (9.29), (9.30), (9.32)
and (9.33), the resultant closed-loop system can be described by system (9.1)
with
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A1 =

[−0.0430 −0.8200
−0.7909 −0.5490

]
, Ad1 =

[
0.0503 0.0351
−0.1534 −0.1071

]
,

A2 =

[−0.0480 −0.5200
−0.7756 −1.4640

]
, Ad2 =

[
0.1341 0.0936
−0.4089 −0.2855

]
,

A3 =

[−0.0500 −0.4000
−0.7695 −1.8300

]
, Ad3 =

[
0.1676 0.1170
−0.5112 −0.3569

]
,

E =

[
1 0
0 0

]
.

Now, choose R =
[
0 1
]T

and the lower bound d1 = 2. We are in a posi-
tion to find the upper bound d2 such that the closed-loop system is regular,
causal and stochastically stable. By using Theorem 9.6, it is found that the
upper bound d2 = 8, that is, the closed-loop system is regular, causal and
stochastically stable for any time-varying delay d(k) satisfying 2 � d(k) � 8.

9.5 Conclusion

In terms of LMI approach, the delay-dependent stability problem for a class
of discrete-time SMJSs with time-varying delay has been investigated in this
chapter. The considered transition probabilities are partially unknown, which
include the transition probabilities with completely known or completely un-
known. By making use of a novel Lyapunov functional, the delay-dependent
conditions have been established to ensure the considered system to be reg-
ular, causal and stochastic stable. The developed results are expressed by
LMIs, and no decomposition and transformation of the original system is
involved, which makes the analysis procedure relatively simple and reliable.
Three examples have been given to illustrate the usefulness of the derived
results.
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H∞ Control for SMJSs with Time Delays

10.1 Introduction

The delay-independent sufficient conditions on the stochastic stability and
stochastic stabilizability have been developed for continuous-time SSs with
time-delay and Markov jump parameters in [9] and a design algorithm for the
desired state feedback controller, which guarantees the closed-loop dynamics
systems to be regular, impulse free and stochastically stable, has been pro-
posed by using LMI approach. The delay-dependent stochastic stabilization
problem of continuous-time SMJSs has been discussed in [7] and two meth-
ods for designing the state feedback stabilizing controller have been derived.
But it should be pointed out that in [7] the considered system is assumed
to be necessarily regular and impulse free, moreover a matrix describing the
relationship between fast and slow subsystems is needed and an improper
choice of the matrix would make the results unreliable.

In this chapter, the delay-dependent H∞ control problem is considered for
singular time-delay systems with Markov jump parameters. The considered
system is not assumed to be necessarily regular and impulse free. A delay-
dependent BRL is provided for the considered system to be regular, impulse
free and stochastically stable with H∞ performance γ by LMIs. Based on this,
a strict LMI-based approach is proposed to design a state feedback controller
such that the resultant closed-loop system is delay-dependent stochastically
admissible and satisfies a prescribed H∞ performance. Numerical examples
are provided to demonstrate the effectiveness and less conservatism of the
proposed results.

10.2 Problem Formulation

Fix a probability space (Ω ,F ,P) and consider the following SMJS with time
delays:

Z.-G. Wu et al.: Anal. & Synth. of Singular Syst. with Time-Delays, LNCIS 443, pp. 133–147.
DOI: 10.1007/978-3-642-37497-5_10 c© Springer-Verlag Berlin Heidelberg 2013
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⎧⎪⎨
⎪⎩
Eẋ(t) = A(rt)x(t) +Ad(rt)x(t − d) +B(rt)u(t) +Bω(rt)ω(t),

z(t) = C(rt)x(t) + Cd(rt)x(t − d) +D(rt)u(t) +Dω(rt)ω(t),

x(t) = φ(t), t ∈ [−d, 0],
(10.1)

where x(t) ∈ R
n is the state, u(t) ∈ R

m is the control input, ω(t) ∈ R
p is

the disturbance input that belongs to L2[0,∞), z(t) ∈ R
s is the controlled

output, d is the constant delay, and φ(t) ∈ Cn,d is a compatible vector valued
initial function. {rt, t � 0} is a continuous-time Markov process with right
continuous trajectories and takes values in a finite set S = {1, 2, · · · , s} with
transition rate matrix Π � {πij} given by

Pr{rt+h = j|rt = i} =

{
πijh+ o(h), j �= i,
1 + πiih+ o(h), j = i,

(10.2)

where h > 0,

lim
h→0

o(h)

h
= 0, (10.3)

πij > 0, for j �= i, is the transition rate from mode i at time t to mode j at
time t+ h, and

πii = −
s∑

j=1,j �=i

πij . (10.4)

The matrixE ∈ R
n×n may be singular and it is assumed that rankE = r � n.

A(rt), Ad(rt), B(rt), Bω(rt), C(rt), Cd(rt), D(rt) and Dω(rt) are known real
constant matrices for each rt ∈ S.
Definition 10.1

1. System {
Eẋ(t) = Aix(t) +Adix(t− d),

x(t) = φ(t), t ∈ [−d, 0] (10.5)

is said to be regular and impulse free, if the pair (E,Ai) is regular and impulse
free for every i ∈ S.
2. System (10.5) is said to be stochastically stable, if there exists a scalar
M(r0, φ(·)) such that

lim
t→∞E

{∫ t

0

‖x(s)‖2 ds|r0, x(s) = φ(s), s ∈ [−d, 0]
}

� M(r0, φ(·)), (10.6)

3. System (10.5) is said to be stochastically admissible, if it is regular, impulse
free and stochastically stable.

The problem to be addressed in this chapter can be formulated as follows:
for a given scalar γ > 0, find a state feedback controller

u(t) = K(rt)x(t) (10.7)
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such that the resultant closed-loop system with ω(t) = 0 is stochastically
admissible, and under zero initial condition,

E
{∫ ∞

0

z(t)Tz(t) dt

}
� γ2

∫ ∞

0

ω(t)Tω(t) dt, (10.8)

holds for any non-zero ω(t) ∈ L2[0,∞). In this case, the closed-loop system
is said to be stochastically admissible with H∞ performance γ.

10.3 Main Results

In this section, we will give a solution to the delay-dependent H∞ control
problem formulated previously by using LMI technique.

10.3.1 BRL

A BRL is proposed for the following system:⎧⎪⎨
⎪⎩
Eẋ(t) = Aix(t) +Adix(t− d) +Bωiω(t),

z(t) = Cix(t) + Cdix(t− d) +Dωiω(t),

x(t) = φ(t), t ∈ [−d, 0],
(10.9)

which will play a key role in solving the delay-dependentH∞ control problem.

Theorem 10.2. For a given scalar γ > 0, system (10.9) is stochastically
admissible with H∞ performance γ, if there exist matrices Qi > 0, Q > 0,
Z > 0, Pi, Mi, Ni, Si, Ri and Ti such that for every i ∈ S,

ETPi = PT
i E � 0, (10.10)

Ωi =

⎡
⎢⎢⎢⎢⎢⎢⎣

Ξi11 Ξi12 −SiE +MT
i Adi + ETTT

i MT
i Bωi dSi CT

i

∗ Ξi22 −RiE +NT
i Adi NT

i Bωi dRi 0
∗ ∗ −Qi − TiE − ETTT

i 0 dTi CT
di

∗ ∗ ∗ −γ2I 0 DT
ωi

∗ ∗ ∗ ∗ −dZ 0
∗ ∗ ∗ ∗ ∗ −I

⎤
⎥⎥⎥⎥⎥⎥⎦
< 0, (10.11)

Qi < Q, (10.12)

where μ = max{|πii|, i ∈ S} and

Ξi11 =

s∑
j=1

πijE
TPj +MT

i Ai +AT
i Mi + SiE + ETST

i +Qi + μdQ,

Ξi12 =PT
i −MT

i +AT
i Ni + ETRT

i ,

Ξi22 =−Ni −NT
i + dZ.
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Proof. Firstly, we prove the stochastic admissibility of system (10.9). To this
end, we consider system (10.5). From (10.10) and (10.11), it is easy to show
that for every i ∈ S,

ẼTP̃i = P̃T
i Ẽ � 0, (10.13)

[
πiiẼ

TP̃i + ÃT
i P̃i + P̃T

i Ãi + Q̃i + S̃iẼ + ẼTS̃T
i P̃T

i Ãdi − S̃iẼ + ẼTT̃T
i

ÃT
diP̃i − ẼTS̃T

i + T̃iẼ −Q̃i − ẼTT̃T
i − T̃iẼ

]
< 0,

(10.14)
where

Ẽ =

[
E 0
0 0

]
, Ãi =

[
0 I
Ai −I

]
, Ãdi =

[
0 0
Adi 0

]
,

P̃i =

[
Pi 0
Mi Ni

]
, S̃i =

[
Si 0
Ri 0

]
, T̃i =

[
Ti 0
0 0

]
, Q̃i =

[
Qi 0
0 dZ

]
.

Since rank Ẽ = rankE = r � n, there exist nonsingular matrices G and H
such that

Ê = GẼH =

[
Ir 0
0 0

]
. (10.15)

Denote

GÃiH =

[
Ai11 Ai12

Ai21 Ai22

]
, G−T P̃iH =

[
Pi11 Pi12

Pi21 Pi22

]
, HTS̃iG

−1 =

[
Si11 Si12

Si21 Si22

]
,

(10.16)
for every i ∈ S. By (10.13), it can be shown that Pi12 = 0 for every i ∈ S.
Pre- and post-multiplying

πiiẼ
TP̃i + ÃT

i P̃i + P̃T
i Ãi + S̃iẼ + ẼTS̃T

i < 0 (10.17)

by HT and H , respectively, we have

AT
i22Pi22 + PT

i22Ai22 < 0. (10.18)

This implies Ai22 is nonsingular for every i ∈ S, and thus the pair (Ẽ, Ãi) is
regular and impulse free for every i ∈ S. Since det(sE −Ai) = det(sẼ − Ãi),
we can easily see that the pair (E,Ai) is regular and impulse free for every
i ∈ S. According to Definition 10.1, system (10.5) is regular and impulse free.

Next, we will show the stochastic stability of system (10.5). Define a new
process {(xt, rt), t � 0} by {xt = x(t+θ),−2d � θ � 0}, then {(xt, rt), t � d}
is a Markov process with initial state (φ(·), r0). Now, for t � d, define the
following Lyapunov functional for system (10.5):

V (xt, rt, t) = V1(xt, rt, t) + V2(xt, rt, t) + V3(xt, rt, t) + V4(xt, rt, t), (10.19)
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where

V1(xt, rt, t) =x(t)
TETP (rt)x(t),

V2(xt, rt, t) =

∫ t

t−d

x(α)TQ(rt)x(α) dα,

V3(xt, rt, t) =

∫ 0

−d

∫ t

t+β

ẋ(α)TETZEẋ(α) dαdβ,

V4(xt, rt, t) =μ

∫ 0

−d

∫ t

t+β

x(α)TQx(α) dαdβ.

Let A be the weak infinitesimal generator of the random process {xt, rt}.
Then, for each i ∈ S, we have

AV (xt, i, t) =x(t)
TETPiẋ(t) + x(t)T

⎧⎨
⎩

s∑
j=1

πijE
TPj

⎫⎬
⎭ x(t) + x(t)TQix(t)

− x(t − d)TQix(t− d) +

∫ t

t−d

x(α)T

⎧⎨
⎩

s∑
j=1

πijQj

⎫⎬
⎭x(α) dα

+ dẋ(t)TETZEẋ(t)−
∫ t

t−d

ẋ(α)TETZEẋ(α) dα

+ μdx(t)TQx(t)− μ

∫ t

t−d

x(α)TQx(α) dα

+ 2
[
x(t)TSi + (Eẋ(t))TRi + x(t − d)TTi

]
×
[
Ex(t) − Ex(t− d)−

∫ t

t−d

Eẋ(α) dα

]
+ 2
[
x(t)TMT

i + (Eẋ(t))TNT
i

]
× [−Eẋ(t) +Aix(t) +Adix(t− d)] . (10.20)

According to Jensen inequality, one can obtain

−
∫ t

t−d

ẋ(α)TETZEẋ(α) dα � ζ(t)T(−dZ)ζ(t), (10.21)

where ζ(t) = − ∫ tt−d
1
dEẋ(α) dα. Noting Qi < Q, πij > 0 for i �= j and

−μ � πii < 0, we have

∫ t

t−d

x(α)T

⎧⎨
⎩

s∑
j=1

πijQj

⎫⎬
⎭ x(α) dα �

∫ t

t−d

x(α)T

⎧⎨
⎩

s∑
j=1,j �=i

πijQj

⎫⎬
⎭x(α) dα

�
∫ t

t−d

x(α)T

⎧⎨
⎩

s∑
j=1,j �=i

πijQ

⎫⎬
⎭x(α) dα
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= −πii
∫ t

t−d

x(α)TQx(α) dα

� μ

∫ t

t−d

x(α)TQx(α) dα. (10.22)

Using this and (10.21), we have that, for every i ∈ S,

AV (xt, i, t) �

⎡
⎢⎢⎣

x(t)
Eẋ(t)
x(t− d)
ζ(t)

⎤
⎥⎥⎦
T ⎡
⎢⎢⎣
Ξi11 Ξi12 −SiE +MT

i Adi + ETTT
i dSi

∗ Ξi22 −RiE +NT
i Adi dRi

∗ ∗ −Qi − TiE − ETTT
i dTi

∗ ∗ ∗ −dZ

⎤
⎥⎥⎦

×

⎡
⎢⎢⎣

x(t)
Eẋ(t)
x(t− d)
ζ(t)

⎤
⎥⎥⎦ . (10.23)

From (10.11), it is easy to see that⎡
⎢⎢⎣
Ξi11 Ξi12 −SiE +MT

i Adi + ETTT
i dSi

∗ Ξi22 −RiE +NT
i Adi dRi

∗ ∗ −Qi − TiE − ETTT
i dTi

∗ ∗ ∗ −dZ

⎤
⎥⎥⎦ < 0, (10.24)

and thus there exits a scalar λ > 0 such that for every i ∈ S,

AV (xt, i, t) � −λ‖x(t)‖2. (10.25)

Therefore, for any t � d, by Dynkin’s formula, we get

E {V (xt, i, t)} − E {V (xd, rd, d)} � −λE

{∫ t

d

‖x(s)‖2 ds
}
, (10.26)

which yields

E

{∫ t

d

‖x(s)‖2 ds
}

� λ−1E {V (xd, rd, d)} . (10.27)

Because of the regularity and the non-impulsiveness of the pair (E,Ai) for
every i ∈ S, we can choose two nonsingular matrices M and N such that

MEN =

[
Ir 0
0 0

]
, MAiN =

[
Ai1 Ai2

Ai3 Ai4

]
, (10.28)

where Ai4 is nonsingular for every i ∈ S. Set

M̂ =

[
Ir −Ai2A

−1
i4

0 A−1
i4

]
M. (10.29)
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It is easy to get

M̂EN =

[
Ir 0
0 0

]
, M̂AiN =

[
Âi1 0

Âi3 I

]
, (10.30)

where Âi1 = Ai1 −Ai2A
−1
i4 Ai3 and Âi3 = A−1

i4 Ai3. Denote

M̂AdiN =

[
Aid1 Aid2

Aid3 Aid4

]
. (10.31)

Then, for every i ∈ S, system (10.5) is equivalent to

⎧⎪⎨
⎪⎩

ζ̇1(t) = Âi1ζ1(t) +Aid1ζ1(t− d) + Aid2ζ2(t− d),

−ζ2(t) = Âi13ζ1(t) +Aid3ζ1(t− d) +Aid4ζ2(t− d),

ζ(t) = ψ(t) = N−1φ(t), t ∈ [−d, 0],
(10.32)

where

ζ(t) =

[
ζ1(t)
ζ2(t)

]
= N−1x(t).

For any t � 0, it follows from (10.32) that

‖ζ1(t)‖ = ‖ζ1(0) +
∫ t

0

[
Âi1ζ1(α) +Aid1ζ1(α− d) +Aid2ζ2(α− d)

]
dα‖

� ‖ζ1(0)‖+ k1

∫ t

0

[‖ζ1(α)‖ + ‖ζ1(α− d)‖ + ‖ζ2(α− d)‖] dα,
(10.33)

where k1 = max
i∈S

{‖Âi1‖, ‖Aid1‖, ‖Aid2‖} � 0. Then, for any 0 � t � d, we

have

‖ζ1(t)‖ � (2k1d+ 1)‖ψ‖d + k1

∫ t

0

‖ζ1(α)‖dα. (10.34)

Applying the Gronwall-Bellman Lemma, we obtain from (10.34) that for any
0 � t � d,

‖ζ1(t)‖ � (2k1d+ 1)‖ψ‖dek1d. (10.35)

Thus
sup

0�α�d
‖ζ1(α)‖2 � (2k1d+ 1)2‖ψ‖2de2k1d. (10.36)

We have from (10.32) that

sup
0�α�d

‖ζ2(α)‖2 � k22 [(2k1d+ 1)ek1d + 2]2‖ψ‖2d, (10.37)

where k2 = max
i∈S

{‖Âi3‖, ‖Aid3‖, ‖Aid4‖}. Hence,
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sup
0�α�d

‖ζ(α)‖2 � sup
0�α�d

‖ζ1(α)‖2 + sup
0�α�d

‖ζ2(α)‖2 � k3‖ψ‖2d, (10.38)

where k3 = (2k1d+ 1)2e2k1d + k22 [(2k1d+ 1)ek1d + 2]2. Therefore,

sup
0�α�d

‖x(α)‖2 � k3‖N‖2‖N−1‖2‖φ‖2d. (10.39)

Note that∫ 0

−d

∫ t

t+β

ẋ(α)TETZEẋ(α) dαdβ � d

∫ t

t−d

ẋ(α)TETZEẋ(α) dα, (10.40)

and

μ

∫ 0

−d

∫ t

t+β

x(α)TQx(α) dαdβ � μd

∫ t

t−d

x(α)TQx(α) dα. (10.41)

Then we have from (10.19) and (10.39) that there exits a scalar & such that

V (xd, rd, d) � &‖φ‖2d. (10.42)

This together with (10.27) and (10.39) implies there exits a scalar ρ such that

E

{∫ t

0

‖x(s)‖2 ds
}

= E

{∫ d

0

‖x(s)‖2 ds
}

+ E

{∫ t

d

‖x(s)‖2 ds
}

� ρE ‖φ‖2d. (10.43)

Considering this and Definition 10.1, system (10.5) is stochastically stable.
In the following, we establish the H∞ performance of system (10.9). For

this purpose, we consider the following index:

Jzω(t) = E

{∫ t

0

[
z(s)Tz(s)− γ2ω(s)Tω(s)

]
ds

}
. (10.44)

Under zero initial condition, it easy to see that

Jzω(t) �E

{∫ t

0

[
z(s)Tz(s)− γ2ω(s)Tω(s) +AV (xs, i, s)

]
ds

}

�E

{∫ t

0

X (s)T(Θi + ΛT
i Λi)X (s) ds

}
, (10.45)

where

X (t)T =
[
xT(t) (Eẋ(t))T xT(t− d) ωT(t) ζT(t)

]
,

Θi =

⎡
⎢⎢⎢⎢⎣
Ξi11 Ξi12 −SiE +MT

i Adi + ETTT
i MT

i Bωi dSi

∗ Ξi22 −RiE +NT
i Adi NT

i Bωi dRi

∗ ∗ −Qi − TiE − ETTT
i 0 dTi

∗ ∗ ∗ −γ2I 0
∗ ∗ ∗ ∗ −dZ

⎤
⎥⎥⎥⎥⎦ ,

Λi =
[
Ci 0 Cdi Dωi 0

]
.
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Hence, by Schur complement, we can obtain from (10.11) that for all t > 0,
Jzω(t) < 0. Therefore, we arrive at (10.8) for any nonzero ω(t) ∈ L2[0,∞).
This completes the proof.

Remark 10.3. A delay-dependent BRL is given in Theorem 10.2 for system
(10.9) to be stochastically admissible with H∞ performance γ. It should
be pointed out that, during the proof process of Theorem 10.2, neither
model transformation nor bounding technique for cross terms is required.
Hence, the conservatism inherited from these ideas will no longer exist in
Theorem 10.2.

Remark 10.4. It is clear that Theorem 10.2 can also be used to determine the
regularity, absence of impulses and delay-dependent stochastic stability of
system (10.5). A delay-dependent stability condition has also been proposed
in [7] for the same system. But it should be pointed out that the considered
system in [7] is assumed to be regular and impulse free, moreover, a matrix
describing the relationship between fast and slow subsystems is needed and an
improper choice of the matrix, which often can not be found, would make the
results unreliable. Hence, Theorem 10.2 is much more desirable and powerful
than the result of [7].

10.3.2 H∞ Controller Design

We are now ready to deal with the design problem of the delay-dependent
H∞ controller for system (10.1). For this purpose, applying the state feedback
control (10.7) to system (10.1), the resultant closed-loop system is described
by ⎧⎪⎨

⎪⎩
Eẋ(t) = (Ai +BiKi)x(t) +Adix(t− d) +Bωiω(t),

z(t) = (Ci +DiKi)x(t) + Cdix(t− d) +Dωiω(t),

x(t) = φ(t), t ∈ [−d, 0].
(10.46)

Using Theorem 10.2 to the above system, we get

⎡
⎢⎢⎢⎢⎢⎢⎣

Qi P̃
T
i

[
0
Adi

]
−
[
Si

Ri

]
E +

[
ET

0

]
TT
i P̃T

i

[
0
Bω

]
d

[
Si

Ri

]
(Ci +DiKi)

T

∗ −Qi − TiE − ETTT
i 0 dTi CT

di

∗ ∗ −γ2I 0 DT
ωi

∗ ∗ ∗ −dZ 0
∗ ∗ ∗ ∗ −I

⎤
⎥⎥⎥⎥⎥⎥⎦
< 0,

(10.47)
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where

Qi =P̃
T
i

[
0 I

Ai +BiKi −I
]
+

[
0 I

Ai +BiKi −I
]T

P̃i

+

⎡
⎣ s∑

j=1

πijE
TPj +Qi + μdQ 0

0 dZ

⎤
⎦+

[
Si

Ri

] [
E 0
]
+

[
ET

0

] [
ST
i RT

i

]
,

P̃i =

[
Pi 0
Mi Ni

]
.

From the proof of Theorem 10.2, we know that P̃i is nonsingular for every
i ∈ S. Define

P̃−1
i = Li =

[
Li 0
M̄i N̄i

]
,

[
Si

Ri

]
= δ1iP̃

T
i

[
0
I

]
, Ti = δ2iQi. (10.48)

Pre- and post-multiplying (10.10) by LT
i and Li, respectively, we get

ELi = LT
i E

T � 0. (10.49)

Similarly, pre- and post-multiply (10.47) by diag{LT
i , Q

−1
i , I, I, I} and its

transposition, respectively, and introduce change of variables such that

Q̄i = Q−1
i , Z̄ = Z−1, Vi = KiLi. (10.50)

After some manipulation including Schur complement, we can obtain from
(10.47) and (10.12) that⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ξi11 Ξi12 δ2iL
T
i E

T 0 0 V T
i D

T
i + LT

i C
T
i LT

i μdLT
i dMT

i

∗ Ξi22 Ξi23 Bωi dδ1iZ̄ 0 0 0 dNT
i

∗ ∗ Ξi33 0 dδ2iZ̄ CT
di 0 0 0

∗ ∗ ∗ −γ2I 0 DT
ωi 0 0 0

∗ ∗ ∗ ∗ −dZ̄ 0 0 0 0
∗ ∗ ∗ ∗ ∗ −I 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ −Q̄i 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ −μdQ̄ 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ dZ̄

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0,

(10.51)

Q̄ < Q̄i, (10.52)

where

Ξi11 =M̄i + M̄T
i + πiiL

T
i E

T +

s∑
j=1,j �=i

πijL
T
i E

TL−1
j Li,

Ξi12 =N̄i − M̄T
i + δ1iL

T
i E

T + (AiLi +BiVi)
T ,

Ξi22 =− N̄i − N̄T
i ,

Ξi23 =(−δ1iE +Adi)Q̄i,

Ξi33 =− Q̄i − δ2iEQ̄i − δ2iQ̄iE
T.



10.3 Main Results 143

It is noted that the conditions in (10.51) are no longer LMI conditions because
of the term

∑s
j=1,j �=i πijL

T
i E

TL−1
j Li. As a result, unfortunately in this case,

it is rather difficult to solve them. In order to obtain an LMI-based design
method of the desired state feedback controller, without loss of generality, in
the following discussion we assume that

E =

[
Ir 0
0 0

]
. (10.53)

Then (10.49) implies

Li =

[
Li1 0
Li2 Li3

]
, (10.54)

where Li1 > 0. After some manipulation, we find

s∑
j=1,j �=i

πijL
T
i E

TL−1
j Li =

s∑
j=1,j �=i

πij

[
Li1

0

]
L−1
j1

[
Li1 0

]
. (10.55)

Now, applying Schur complement to (10.51), we get⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ξ̄i11 Ξi12 δ2iLiE
T 0 0 V T

i D
T
i + LT

i C
T
i LT

i μdLT
i dMT

i Zi

∗ Ξi22 Ξi23 Bωi dδ1iZ̄ 0 0 0 dNT
i 0

∗ ∗ Ξi33 0 dδ2iZ̄ CT
di 0 0 0 0

∗ ∗ ∗ −γ2I 0 DT
ωi 0 0 0 0

∗ ∗ ∗ ∗ −dZ̄ 0 0 0 0 0
∗ ∗ ∗ ∗ ∗ −I 0 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ −Q̄i 0 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ −μdQ̄ 0 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −dZ̄ 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ −Fi

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0,

(10.56)
where

Ξ̄i11 =M̄i + M̄T
i + πiiL

T
i E

T,

Zi =

[√
πi1

[
Li1

0

]
· · · √πi(i−1)

[
Li1

0

] √
πi(i+1)

[
Li1

0

]
· · · √πis

[
Li1

0

]]
,

Fi =diag
{
L11 · · · L(i−1)1 L(i+1)1 · · · Ls1

}
.

Them, we have the following result on the delay-dependent H∞ controller for
system (10.1).

Theorem 10.5. For given scalars γ > 0, δ1i and δ2i, system (10.1) is
stochastically admissible with H∞ performance γ, if there exist matrices

Q̄i > 0, Q̄ > 0, Z̄ > 0, Li1 > 0, Li =

[
Li1 0
Li2 Li3

]
, Vi, M̄i and N̄i such

that for every i ∈ S, (10.52) and (10.56) hold. Furthermore, if (10.52) and
(10.56) are solvable, the desired controller gain is given as

Ki = ViL
−1
i . (10.57)
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Remark 10.6. Without any additional assumption on the regularity, absence
of impulses of the considered system, Theorem 10.5 provides a sufficient con-
dition for the solvability of the delay-dependent H∞ control problem for
SMJSs. Observe that the conditions in (10.52) and (10.56) are strict LMIs
that can be readily solved. It is also worth noting that the desired controller
can be constructed by solving the LMIs in (10.52) and (10.56).

Remark 10.7. Based on Theorem 10.5 in this chapter, we can readily obtain
the delay-dependent result on the solvability of the delay-dependent stabi-
lization problem for system (10.1) with ω(t) = 0. The stabilization problem
of SMJSs with time-delay and H∞ problem of SMJSs with delay free have
been studied in [7, 9] and [178, Theorem 10.4], respectively. However, the
considered system of [7] is assumed to be regular and impulse free, hence the
effect of the obtained controller upon the regularity and absence of impulses
of the closed-loop system has not been considered. Furthermore, in order to
get the design methods of the desired state feedback controller, [7] has intro-
duced the contain equation constraints, and [9] and [178, Theorem 10.4] have
introduced scalars ρi such that 0 � ELi = LT

i E
T � ρiI. Clearly, such meth-

ods will result in some numerical problems and increase the conservatism
and complexity of the design procedure. Therefore, our result is much more
desirable and elegant than [178, Theorem 10.4] and [7, 9].

10.4 Numerical Examples

This section provides several numerical examples that demonstrate the effec-
tiveness and less conservatism of the results presented in this chapter.

Example 10.8. Consider system (10.9) with E = I, two modes and the fol-
lowing parameters:

A1 =

[−4.5 0.9
−0.7 −3

]
, A2 =

[−3.5 0.5
1.4 −0.2

]
,

Ad1 =

[ −1 −1.4
−0.9 −2

]
, Ad2 =

[−3 0.4
−1 −1.1

]
,

Bω1 =

[
0.05
0.6

]
, Bω2 =

[
0.5
−0.3

]
,

C1 =
[−0.4 −0.3

]
, C2 =

[−1.5 −0.2
]
,

Cd1 = Cd2 = 0, Dω1 = 0.12, Dω2 = 0.31.

It is assumed that π11 = −0.1 and π22 = −0.8. By solving the LMIs in
Theorem 10.2, we can calculate the maximum allowed time delay d for given
γ > 0 and the minimum allowed γ for given d > 0. Table 10.1 and Table 10.2
provide the comparison results, respectively, via the methods in [61, 144] and
Theorem 10.2 in our chapter. It can be seen that these comparison results
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Table 10.1. Example 10.8: Comparison of delay-dependent BRLs

γ 1.6 1.4 1.2 1.0 0.8

[61, 144] 0.5302 0.5236 0.5145 0.5014 0.4809

Theorem 10.2 0.5708 0.5597 0.5444 0.5252 0.5037

Table 10.2. Example 10.8: Comparison of delay-dependent BRLs

d 0.40 0.45 0.50 0.55 0.60

[61, 144] 0.4553 0.6179 0.9829 2.9275 —

Theorem 10.2 0.4500 0.5145 0.7705 1.2658 2.9182

show that the BRL in Theorem 10.2 for regular time-delay systems in this
chapter is less conservative than those in [61, 144].

Example 10.9. Consider system (10.9) with two modes. The mode switching
is governed by the transition rate matrix

Π =

[−0.5 0.5
0.3 −0.3

]
.

The system parameters are described as follows.
For mode 1

A1 =

[
0.4972 0

0 −0.9541

]
, Ad1 =

[−1.010 1.5415
0 0.5449

]
,

Bω1 =

[
0.4212
−0.3211

]
, C1 =

[−0.1252 0.4523
]
, Cd1 = 0, Dω1 = 0.2.

For mode 2

A2 =

[
0.5121 0

0 −0.7215

]
, Ad2 =

[−0.8521 1.9721
0 0.4321

]
,

Bω2 =

[
0.5100
−0.3100

]
, C2 =

[−0.1987 0.4921
]
, Cd2 = 0, Dω2 = 0.1.

The singular matrix E is given by the following expression:

E =

[
1 0
0 0

]
.

Using Theorem 10.2, it can be shown that system with ω(t) = 0 is regular,
impulse free and stochastically stable for any constant time delay d satisfying
0 � d � 1.0878. Although the result of [7] fails to determine the stochastic
admissibility of the above system. When taking disturbance ω(t) into account,
Table 10.3 and Table 10.4 provide the maximum allowed time-delay d for
different γ > 0 and the minimum allowed γ for various d > 0, respectively.
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Table 10.3. Example 10.9: Maximum allowed time delay d for different γ

γ 0.85 1.00 1.15 1.30 1.45 1.60 1.75

d 0.3945 0.4987 0.5862 0.6597 0.7217 0.7739 0.8179

Table 10.4. Example 10.9: Minimum allowed γ for different d

d 0.4 0.5 0.6 0.7 0.8 0.9 1.0

γ 0.8573 1.0021 1.1762 1.3945 1.6857 2.1266 3.2477

Example 10.10. Consider system (10.1) with two modes. The system param-
eters are described as follows.
For mode 1

A1 =

⎡
⎣ 2.7 1.5 2
−1.2 1.6 1
1.2 1 −0.5

⎤
⎦ , Ad1 =

⎡
⎣−2 2 1
2.2 1.3 1.9
1.3 1 −0.2

⎤
⎦ ,

B1 =

⎡
⎣4.5 2

1 −1
1 0.7

⎤
⎦ , Bω1 =

⎡
⎣0.020.01
−0.1

⎤
⎦ ,

C1 =
[
0.1 0.5 0

]
, Cd1 = 0,

D1 =
[
1.5 −2

]
, Dω1 = 0.

For mode 2

A2 =

⎡
⎣ 2.5 2 2
−1.5 −2 2
1 1.2 −0.2

⎤
⎦ , Ad2 =

⎡
⎣ 1 1.1 1.5
2.5 −2.2 1
−2 1.5 −0.1

⎤
⎦ ,

B2 =

⎡
⎣5.5 1

1 1
2 2

⎤
⎦ , Bω2 =

⎡
⎣0.020.01
−0.1

⎤
⎦ ,

C2 =
[
0.5 0.2 −1

]
, Cd2 = 0,

D2 =
[
0.5 1

]
, Dω2 = 0.

The singular matrix E is given by the following expression:

E =

⎡
⎣1 0 0
0 1 0
0 0 0

⎤
⎦ ,

and the transition rate matrix

Π =

[−0.5 0.5
1 −1

]
.
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Solving the LMIs (10.52) and (10.56) with d = 0.93 and γ=1.1, we get the
following gains:

K1 =

[ −8.5807 −30.8279 −1.8836
−35.2273 53.8544 −2.7768

]
,

K2 =

[−15.0834 55.4537 3.5584
−11.2341 234.3990 22.0586

]
.

Thus, the controller with the above given gain matrices can stabilize the
considered system and at the same time guarantee the disturbance rejection
with a level γ = 1.1.

10.5 Conclusion

The problem of delay-dependent H∞ control for SMJSs with time delays has
been studied. By using LMI approach, a delay-dependent BRL has been es-
tablished such that the considered system is stochastically admissible with
H∞ performance γ. An LMI approach has been developed to design state
feedback controller such that both the delay-dependent stochastic admissi-
bility and a prescribed H∞ performance level of the resultant closed-loop
system are guaranteed. Three numerical examples have been introduced to
illustrate the reduced conservatism and effectiveness of the results proposed.
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Passivity Analysis for SMJSs
with Time-Varying Delays

11.1 Introduction

In Chapter 4, the problem of passive control has been investigated for SSs
with time-varying delays and actuator failures. In this chapter, we will in-
vestigate the problem of delay-dependent passivity analysis for SMJSs with
time delays. By LMI approach and delay partitioning method, some delay-
dependent passivity conditions are established, which not only depend upon
the time delay, but also depend upon the partitioning. The proposed Lya-
punov functionals include some mode-dependent double integral terms, which
make full use of the information of Markov process, and thus lead to some
improved results. Four numerical examples are proposed to show the improve-
ment of the obtained results.

11.2 Preliminaries

Let {rt, t � 0} be a continuous-time Markov process with right continuous
trajectories and follow the same definition as that in Chapter 10. Fix a prob-
ability space (Ω ,F ,P) and consider the following SMJS with time delays:⎧⎪⎨

⎪⎩
Eẋ(t) = A(rt)x(t) +Ad(rt)x(t− d(t)) +Bω(rt)ω(t),

z(t) = C(rt)x(t) + Cd(rt)x(t− d(t)) +Dω(rt)ω(t),

x(t) = φ(t), t ∈ [−d2, 0],
(11.1)

where x(t) ∈ R
n is the state, z(t) ∈ R

s is the controlled output, ω(t) ∈ R
p

is the disturbance input that belongs to L2[0,∞), and φ(t) ∈ Cn,d2 is a
compatible vector valued initial function. The matrix E ∈ R

n×n may be
singular and it is assumed that rankE = r � n. A(rt), Ad(rt), Bω(rt),
C(rt), Cd(rt) and Dω(rt) are known real constant matrices with appropriate
dimensions. d(t) is a time-varying continuous function that satisfies 0 < d1 �
d(t) � d2, ḋ(t) � μ, where d1 and d2 are the lower and upper bounds of

Z.-G. Wu et al.: Anal. & Synth. of Singular Syst. with Time-Delays, LNCIS 443, pp. 149–164.
DOI: 10.1007/978-3-642-37497-5_11 c© Springer-Verlag Berlin Heidelberg 2013
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time-varying delay d(t), respectively, and 0 � μ < 1 is the variation rate of
time-varying delay d(t).

Definition 11.1. System (11.1) is said to be passive (in the mean square
sense) if there exists a scalar γ > 0 such that following inequality

E
{
2

∫ t∗

0

z(t)Tω(t)dt

}
� −γ

∫ t∗

0

ω(t)Tω(t)dt, ∀t∗ � 0 (11.2)

holds under zero initial condition.

11.3 Main Results

In this section, some delay-dependent conditions will be proposed to ensure
the passivity of the considered system (11.1) based on the LMI approach and
the delay partitioning method. For presentation convenience, we denote

Υ(t) =
[
x(t)T x(t− 1

md1)
T x(t− 2

md1)
T . . . x(t− m−1

m d1)
T
]T
,

η(t) =
[
Υ(t)T x(t− d1)

T
]T
,

ζ(t) =
[
η(t)T x(t− d(t))T x(t − d2)

T ω(t)T
]T
,

Ŵ1 =
[
Imn 0mn×n

]
,

Ŵ2 =
[
0mn×n Imn

]
,

gl =
[
0n×(l−1)n In 0n×(m−l+1)n

]
, l = 1, 2, · · · ,m+ 1.

Then system (11.1) can be rewritten as⎧⎪⎨
⎪⎩
Eẋ(t) = A(rt)g1η(t) +Ad(rt)x(t− d(t)) +Bω(rt)ω(t),

z(t) = C(rt)g1η(t) + Cd(rt)x(t− d(t)) +Dω(rt)ω(t),

x(t) = φ(t), t ∈ [−d2, 0].
(11.3)

Theorem 11.2. For a given integer m > 0, system (11.1) is stochastically
admissible and passive, if there exist matrices Pi > 0, Qi > 0, Z1i > 0,
Z2i > 0, Ri > 0, G1 > 0, G2 > 0, G3 > 0, Sli > 0, Ul > 0 (l = 1, 2, · · · ,m),
Wi, and a scalar γ > 0 such that the following LMIs hold for any i ∈ Ŝ:⎡

⎢⎢⎢⎢⎣
Ξ11i Ξ12i 0 Ξ14i gT1 A

T
i Di

∗ Ξ22i Ξ23i −CT
di AT

diDi

∗ ∗ Ξ33i 0 0
∗ ∗ ∗ Ξ44i BT

ωiDi

∗ ∗ ∗ ∗ −Di

⎤
⎥⎥⎥⎥⎦ < 0, (11.4a)

s∑
j=1

πijQj � G1, (11.4b)
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s∑
j=1

πijZ1j � G2, (11.4c)

s∑
j=1

πij(Z1j + Z2j) � G2, (11.4d)

s∑
j=1

πijSlj � Ul, (11.4e)

s∑
j=1

πijRj � G3, (11.4f)

where d12 = d2−d1, Di =
m∑
l=1

[(
d1

m

)2
Sli +

(2l−1)d3
1

2m3 Ul

]
+d212Ri+

d12(d
2
2−d2

1)
2 G3,

R ∈ R
n×(n−r) is any matrix with full column satisfying ETR = 0, and

Ξ11i = gT1 (E
TPi +WiR

T)Aig1 + gT1 A
T
i (PiE +RWT

i )g1

+ gT1

⎡
⎣ s∑
j=1

πijE
TPjE

⎤
⎦ g1 + ŴT

1 (Qi +
d1
m
G1)Ŵ1 − ŴT

2 QiŴ2

+ gTm+1Z1igm+1 + gTm+1Z2igm+1 + d12g
T
1 G2g1

−
m∑
l=1

(gl − gl+1)
TETSliE(gl − gl+1)− gTm+1E

TRiEgm+1,

Ξ12i = gT1 (E
TPi +WiR

T)Adi + gTm+1E
TRiE,

Ξ14i = gT1 (E
TPi +WiR

T)Bωi − gT1 C
T
i ,

Ξ22i = − (1− μ)Z2i − 2ETRiE,

Ξ23i = ETRiE,

Ξ33i = − Z1i − ETRiE,

Ξ44i = − γI −Dωi −DT
ωi.

Proof. We are now in a position to prove the regularity and absence of im-
pulses of system (11.1) with ω(t) = 0. Since rankE = r � n, there exist two
nonsingular matrices G and H such that

GEH =

[
Ir 0
0 0

]
. (11.5)

Then

R = GT

[
0
I

]
M, (11.6)

where M ∈ R
(n−r)×(n−r) is any nonsingular matrix. Denote

GAiH =

[
A1i A2i

A3i A4i

]
, G−TPiG

−1 =

[
P̄1i P̄2i

∗ P̄3i

]
, HTWi =

[
W1i

W2i

]
. (11.7)
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It can be found from Ξ11i < 0 that

(ETPi +WiR
T)Ai +AT

i (PiE +RWT
i ) +

s∑
j=1

πijE
TPjE − ETS1iE < 0.

(11.8)

Then, pre- and post-multiplying (11.8) by HT and H , respectively, we have

AT
4iMWT

2i +W2iM
TA4i < 0, (11.9)

which implies A4i is nonsingular and thus the pair (E,Ai) is regular and
impulse free. Hence, by Definition 10.1, system (11.1) with ω(t) = 0 is regular
and impulse free.

Next we will prove that the stochastic stability and passivity of system
(11.1). To the end, we define a new process {(xt, rt), t � 0} by {xt = x(t +
θ),−2d2 � θ � 0}, then {(xt, rt), t � 0} is a Markov process with initial state
(φ(·), r0), and consider the following Lyapunov functional for system (11.1):

V (xt, rt) =

5∑
f=1

Vf (xt, rt) (11.10)

where

V1(xt, rt) = x(t)TETP (rt)Ex(t),

V2(xt, rt) =

∫ t

t− d1
m

Υ(s)TQ(rt)Υ(s)ds+

∫ 0

− d1
m

∫ t

t+β

Υ(s)TG1Υ(s)dsdβ,

V3(xt, rt) =

∫ t−d1

t−d2

x(s)TZ1(rt)x(s)ds +

∫ t−d1

t−d(t)

x(s)TZ2(rt)x(s)ds

+

∫ −d1

−d2

∫ t

t+β

x(s)TG2x(s)dsdβ,

V4(xt, rt) =
d1
m

m∑
l=1

∫ − l−1
m d1

− l
md1

∫ t

t+β

ẋ(s)TETSl(rt)Eẋ(s)dsdβ

+
d1
m

m∑
l=1

∫ − l−1
m d1

− l
md1

∫ 0

θ

∫ t

t+β

ẋ(s)TETUlEẋ(s)dsdβdθ,

V5(xt, rt) = d12

∫ −d1

−d2

∫ t

t+β

ẋ(s)TETR(rt)Eẋ(s)dsdβ

+ d12

∫ −d1

−d2

∫ 0

θ

∫ t

t+β

ẋ(s)TETG3Eẋ(s)dsdβdθ.

Let A be the weak infinitesimal generator of the random process {xt, rt}.
Then we have
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AV1(xt, rt) = 2x(t)TETPiEẋ(t) + x(t)T

⎡
⎣ s∑
j=1

πijE
TPjE

⎤
⎦ x(t)

= 2η(t)TgT1 E
TPi(Aig1η(t) +Adix(t − d(t)) +Bωiω(t))

+ η(t)TgT1

⎡
⎣ s∑
j=1

πijE
TPjE

⎤
⎦ g1η(t), (11.11)

AV2(xt, rt) = Υ(t)TQiΥ(t)−Υ

(
t− d1

m

)T

QiΥ

(
t− d1

m

)

+

s∑
j=1

πij

∫ t

t−d1
m

Υ(s)TQjΥ(s)ds

+
d1
m

Υ(t)TG1Υ(t)−
∫ t

t− d1
m

Υ(s)TG1Υ(s)ds

� η(t)TŴT
1

(
Qi +

d1
m
G1

)
Ŵ1η(t)− η(t)TŴT

2 QiŴ2η(t)

+

s∑
j=1

πij

∫ t

t−d1
m

Υ(s)TQjΥ(s)ds−
∫ t

t− d1
m

Υ(s)TG1Υ(s)ds,

(11.12)

AV3(xt, rt) � x(t− d1)
TZ1ix(t− d1)− x(t− d2)

TZ1ix(t − d2)

+

s∑
j=1

πij

∫ t−d(t)

t−d2

x(s)TZ1jx(s)ds+ d12x(t)
TG2x(t)

+ x(t− d1)
TZ2ix(t− d1)− (1− μ)x(t − d(t))TZ2ix(t− d(t))

+

s∑
j=1

πij

∫ t−d1

t−d(t)

x(s)T(Z1j + Z2j)x(s)ds

−
∫ t−d1

t−d(t)

x(s)TG2x(s)ds −
∫ t−d(t)

t−d2

x(s)TG2x(s)ds

= η(t)TgTm+1Z1igm+1η(t) + η(t)TgTm+1Z2igm+1η(t)

− x(t− d2)
TZ1ix(t− d2)− (1− μ)x(t − d(t))TZ2ix(t− d(t))

+
s∑

j=1

πij

∫ t−d(t)

t−d2

x(s)TZ1jx(s)ds−
∫ t−d(t)

t−d2

x(s)TG2x(s)ds

+
s∑

j=1

πij

∫ t−d1

t−d(t)

x(s)T(Z1j + Z2j)x(s)ds

+ d12η(t)
TgT1 G2g1η(t)−

∫ t−d1

t−d(t)

x(s)TG2x(s)ds, (11.13)
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AV4(xt, rt) =
(
d1
m

)2 m∑
l=1

ẋ(t)TETSliEẋ(t)

− d1
m

m∑
l=1

∫ t− l−1
m d1

t− l
md1

ẋ(s)TETSliEẋ(s)ds

+
d1
m

m∑
l=1

s∑
j=1

πij

∫ − l−1
m d1

− l
md1

∫ t

t+β

ẋ(s)TETSljEẋ(s)dsdβ

+

m∑
l=1

(2l − 1)d31
2m3

ẋ(s)TETUlEẋ(s)

− d1
m

m∑
l=1

∫ − l−1
m d1

− l
md1

∫ t

t+β

ẋ(s)TETUlEẋ(s)dsdβ

� ẋ(t)TET
m∑
l=1

[(
d1
m

)2

Sli +
(2l − 1)d31

2m3
Ul

]
Eẋ(t)

−
m∑
l=1

η(t)T(gl − gl+1)
TETSliE(gl − gl+1)η(t)

+
d1
m

m∑
l=1

s∑
j=1

πij

∫ − l−1
m d1

− l
md1

∫ t

t+β

ẋ(s)TETSljEẋ(s)dsdβ

− d1
m

m∑
l=1

∫ − l−1
m d1

− l
md1

∫ t

t+β

ẋ(s)TETUlEẋ(s)dsdβ

= (Aig1η(t) +Adix(t− d(t)) +Bωiω(t))
T

×
m∑
l=1

[(
d1
m

)2

Sli +
(2l− 1)d31

2m3
Ul

]

× (Aig1η(t) +Adix(t− d(t)) +Bωiω(t))

−
m∑
l=1

η(t)T(gl − gl+1)
TETSliE(gl − gl+1)η(t)

+
d1
m

m∑
l=1

s∑
j=1

πij

∫ − l−1
m d1

− l
md1

∫ t

t+β

ẋ(s)TETSljEẋ(s)dsdβ

− d1
m

m∑
l=1

∫ − l−1
m d1

− l
md1

∫ t

t+β

ẋ(s)TETUlEẋ(s)dsdβ, (11.14)
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AV5(xt, rt) = d212ẋ(t)
TETRiEẋ(t)− d12

∫ t−d1

t−d2

ẋ(s)TETRiEẋ(s)ds

+ d12

s∑
j=1

πij

∫ −d1

−d2

∫ t

t+β

ẋ(s)TETRjEẋ(s)dsdβ

+
d12(d

2
2 − d21)

2
ẋ(t)TETG3Eẋ(t)

− d12

∫ −d1

−d2

∫ t

t+β

ẋ(s)TETG3Eẋ(s)dsdβ

� ẋ(t)TET

[
d212Ri +

d12(d
2
2 − d21)

2
G3

]
Eẋ(t)

− d12

∫ t−d1

t−d(t)

ẋ(s)TETRiEẋ(s)ds

− d12

∫ t−d(t)

t−d2

ẋ(s)TETRiEẋ(s)ds

+ d12

s∑
j=1

πij

∫ −d1

−d2

∫ t

t+β

ẋ(s)TETRjEẋ(s)dsdβ

− d12

∫ −d1

−d2

∫ t

t+β

ẋ(s)TETG3Eẋ(s)dsdβ

� (Aig1η(t) +Adix(t− d(t)) +Bωiω(t))
T

×
[
d212Ri +

d12(d
2
2 − d21)

2
G3

]
× (Aig1η(t) +Adix(t − d(t)) +Bωiω(t))

− (gm+1η(t)− x(t− d(t)))TETRiE(gm+1η(t) − x(t− d(t)))

− (x(t− d(t)) − x(t− d2))
TETRiE(x(t− d(t)) − x(t− d2))

+ d12

s∑
j=1

πij

∫ −d1

−d2

∫ t

t+β

ẋ(s)TETRjEẋ(s)dsdβ

− d12

∫ −d1

−d2

∫ t

t+β

ẋ(s)TETG3Eẋ(s)dsdβ, (11.15)

where Jensen inequality is applied. Using (11.4b)-(11.4f), we can get

s∑
j=1

πij

∫ t

t− d1
m

Υ(s)TQjΥ(s)ds �
∫ t

t− d1
m

Υ(s)TG1Υ(s)ds, (11.16)

s∑
j=1

πij

∫ t−d(t)

t−d2

x(s)TZ1jx(s)ds �
∫ t−d(t)

t−d2

x(s)TG2x(s)ds, (11.17)
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s∑
j=1

πij

∫ t−d1

t−d(t)

x(s)T(Z1j + Z2j)x(s)ds �
∫ t−d1

t−d(t)

x(s)TG2x(s)ds, (11.18)

d1
m

m∑
l=1

s∑
j=1

πij

∫ − l−1
m d1

− l
md1

∫ t

t+β

ẋ(s)TETSljEẋ(s)dsdβ

� d1
m

m∑
l=1

∫ − l−1
m d1

− l
md1

∫ t

t+β

ẋ(s)TETUlEẋ(s)dsdβ,

(11.19)

and

d12

s∑
j=1

πij

∫ −d1

−d2

∫ t

t+β

ẋ(s)TETRjEẋ(s)dsdβ

� d12

∫ −d1

−d2

∫ t

t+β

ẋ(s)TETG3Eẋ(s)dsdβ. (11.20)

On the other hand, we have that

0 = 2η(t)TgT1 WiR
T(Aig1η(t) +Adix(t− d(t)) +Bωiω(t)). (11.21)

Then, adding the right hand side of (11.21) to AV (xt, rt) and applying
(11.16)-(11.20), we get from (11.11)-(11.15) that

AV (xt, rt)− 2z(t)Tω(t)− γω(t)Tω(t)

� 2η(t)TgT1 E
TPi(Aig1η(t) +Adix(t − d(t)) +Bωiω(t))

+ η(t)TgT1

⎡
⎣ s∑
j=1

πijE
TPjE

⎤
⎦ g1η(t) + d12η(t)

TgT1 G2g1η(t)

+ η(t)TŴT
1 (Qi +

d1
m
G1)Ŵ1η(t) − η(t)TŴT

2 QiŴ2η(t)

+ η(t)TgTm+1Z1igm+1η(t) + η(t)TgTm+1Z2igm+1η(t)

− x(t− d2)
TZ1ix(t− d2)− (1− μ)x(t − d(t))TZ2ix(t− d(t))

+ (Aig1η(t) +Adix(t − d(t)) +Bωiω(t))
T

×
m∑
l=1

[(
d1
m

)2

Sli +
(2l − 1)d31

2m3
Ul

]

× (Aig1η(t) +Adix(t − d(t)) +Bωiω(t))

−
m∑
l=1

η(t)T(gl − gl+1)
TETSliE(gl − gl+1)η(t)
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+ (Aig1η(t) +Adix(t − d(t)) +Bωiω(t))
T

×
[
d212Ri +

d12(d
2
2 − d21)

2
G3

]
× (Aig1η(t) +Adix(t − d(t)) +Bωiω(t))

− (gm+1η(t)− x(t− d(t)))TETRiE(gm+1η(t) − x(t− d(t)))

− (x(t− d(t)) − x(t− d2))
TETRiE(x(t− d(t)) − x(t− d2))

+ 2η(t)TgT1 WiR
T(Aig1η(t) +Adix(t− d(t)) +Bωiω(t))

� ζ(t)TΣiζ(t), (11.22)

where

Σi =

⎡
⎢⎢⎣
Ξ11i Ξ12i Ξ13i Ξ14i

∗ Ξ22i Ξ23i −CT
di

∗ ∗ Ξ33i 0
∗ ∗ ∗ Ξ44i

⎤
⎥⎥⎦+

⎡
⎢⎢⎣
gT1 A

T
i

AT
di

0
BT

ωi

⎤
⎥⎥⎦Di

⎡
⎢⎢⎣
gT1 A

T
i

AT
di

0
BT

ωi

⎤
⎥⎥⎦
T

.

Applying Schur complement to (11.4a), we can get that Σi < 0, thus

AV (xt, rt)− 2z(t)Tω(t)− γω(t)Tω(t) � 0, (11.23)

which implies that for any t∗ � 0

E

{
V (xt∗ , rt∗)− V (x0, r0)− 2

∫ t∗

0

z(t)Tω(t)dt− γ

∫ t∗

0

ω(t)Tω(t)dt

}
� 0.

(11.24)

It is noted that E {V (xt∗ , rt∗)} � 0 and V (x0, r0) = 0 under the zero initial
condition. Thus, we can find from (11.24) that (11.2) holds. According to
Definition 11.1, system (11.1) is passive. On the other hand, applying Schur
complement to (11.4a) again, we can obtain that

Γi =

⎡
⎣Ξ11i Ξ12i 0

∗ Ξ22i Ξ23i

∗ ∗ Ξ33i

⎤
⎦+

⎡
⎣gT1 AT

i

AT
di

0

⎤
⎦Di

⎡
⎣gT1 AT

i

AT
di

0

⎤
⎦
T

< 0, (11.25)

By using the similar proof method, we can get

AV (xt, rt) �

⎡
⎣ η(t)
x(t− d(t))
x(t− d2)

⎤
⎦
T

Γi

⎡
⎣ η(t)
x(t− d(t))
x(t− d2)

⎤
⎦ (11.26)

in case of ω(t) ≡ 0. Thus, there exists a scalar λ > 0 such that

AV (xt, rt) � −λ||x(t)||2. (11.27)
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Therefore, by Dynkin’s formula, we get for any t � 0,

E {V (xt, rt)} − E {V (x0, r0)} � −λE

{∫ t

0

‖x(s)‖2 ds
}
, (11.28)

which yields

E

{∫ t

0

‖x(s)‖2 ds
}

� λ−1E {V (x0, r0)} . (11.29)

According to Definition 10.1, system (11.1) with ω(t) = 0 is stochastically
stable. This completes the proof.

Remark 11.3. It is noted that Theorem 11.2 proposes a delay-dependent pas-
sivity condition of system (11.1) based on the idea of delay partitioning and
LMI approach. It should be pointed out that in order to obtain less conser-
vative results, a novel Lyapunov functional is introduced in (11.10) including
the following mode-dependent double integral terms

d1
m

m∑
l=1

∫ − l−1
m d1

− l
md1

∫ t

t+β

ẋ(s)TETSl(rt)Eẋ(s)dsdβ

and

d12

∫ −d1

−d2

∫ t

t+β

ẋ(s)TETR(rt)Eẋ(s)dsdβ.

The obvious advantage of the above terms is that the information of the
underlying Markov process rt is fully applied. It is also noted that several
triple integral terms are introduced to deal with the derivative terms of the
mode-dependent double integral terms[91]. In [31, 162, 182, 215], the involved
double integral terms are all mode-independent. Thus, our result has less
conservatism than those in [31, 162, 182, 215].

Based on Theorem 11.2, the stochastic stability criterion for system{
Eẋ(t) = A(rt)x(t) +Ad(rt)x(t− d(t)),

x(t) = φ(t), t ∈ [−d2, 0]
(11.30)

can be easily obtained as follows.

Corollary 11.4. For a given integer m > 0, system (11.30) is stochastically
admissible, if there exist matrices Pi > 0, Qi > 0, Z1i > 0, Z2i > 0, Ri > 0,
G1 > 0, G2 > 0, G3 > 0, Sli > 0, Ul > 0 (l = 1, 2, · · · ,m) and Wi such that
for any i ∈ Ŝ, (11.4b)-(11.4f) and (11.31) hold:⎡

⎢⎢⎣
Ξ11i Ξ12i 0 gT1 A

T
i Di

∗ Ξ22i Ξ23i AT
diDi

∗ ∗ Ξ33i 0
∗ ∗ ∗ −Di

⎤
⎥⎥⎦ < 0, (11.31)

where Ξ11i, Ξ12i, Ξ22i, Ξ23i, Ξ33i and Di are given in Theorem 11.2.
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In the case of time-invariant delays, that is, d(t) ≡ d > 0, system (11.1) re-
duces to system (10.9), and the corresponding Lyapunov functional candidate
is

V (xt, rt) = V1(xt, rt) + V2(xt, rt)|d1=d + V4(xt, rt)|d1=d, (11.32)

where V1(xt, rt), V2(xt, rt), and V4(xt, rt) are given in (11.10). By using the
similar proof method of Theorem 11.2, we can derive the following result.

Theorem 11.5. For a given integer m > 0, system (10.9) is stochastically
admissible and passive, if there exist matrices Pi > 0, Qi > 0, G1 > 0,
Sli > 0, Ul > 0 (l = 1, 2, · · · ,m), Wi, and a scalar γ > 0 such that for any
i ∈ Ŝ, (11.4b), (11.4e) and (11.33) hold⎡

⎣Ξ̂11i Ξ̂12i (g
T
1 A

T
i + gTm+1A

T
di)D̂i

∗ Ξ̂22i BT
ωiD̂i

∗ ∗ −D̂i

⎤
⎦ < 0, (11.33)

where D̂i =
m∑
l=1

[(
d
m

)2
Sli +

(2l−1)d3

2m3 Ul

]
and

Ξ̂11i = gT1 (E
TPi +WiR

T)Aig1 + gT1 A
T
i (PiE +RWT

i )g1

+ gT1

⎡
⎣ s∑
j=1

πijE
TPjE

⎤
⎦ g1 − m∑

l=1

(gl − gl+1)
TETSliE(gl − gl+1)

+ ŴT
1 (Qi +

d

m
G1)Ŵ1 − ŴT

2 QiŴ2

+ gT1 (E
TPi +WiR

T)Adigm+1 + gTm+1A
T
di(PiE +RWT

i )g1,

Ξ̂12i = gT1 (E
TPi +WiR

T)Bωi − gT1 C
T
i − gTm+1C

T
di,

Ξ̂22i = − γI −Dωi −DT
ωi.

Based on Theorem 11.5, we can get the following stochastic stability criterion
for system (10.5).

Corollary 11.6. For a given integer m > 0, system (10.5) is stochastically
admissible, if there exist matrices Pi > 0, Qi > 0, G1 > 0, Sli > 0, Ul > 0
(l = 1, 2, · · · ,m) and Wi such that for any i ∈ Ŝ, (11.4b), (11.4e) and (11.34)
hold [

Ξ̂11i (g
T
1 A

T
i + gTm+1A

T
di)D̂i

∗ −D̂i

]
< 0, (11.34)

where Ξ̂11i and D̂i are given in Theorem 11.5.

Remark 11.7. It is noted that when m = 1, S1i = S, and U1 = εI (ε → 0),
the stability condition in Corollary 11.6 reduces to the one of [162]. Thus,
Corollary 11.6 has theoretically less conservatism than that of [162] even for
m = 1.
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11.4 Numerical Examples

In this section, we will use four numerical examples to illustrate the usefulness
and less conservatism of the proposed results in this chapter.

Example 11.8. Consider system (10.5) with[182]

A1 =

[−3.4888 0.8057
−0.6451 −3.2684

]
, Ad1 =

[−0.8620 −1.2919
−0.6841 −2.0729

]
,

A2 =

[−2.4898 0.2895
1.3396 −0.0211

]
, Ad2 =

[−2.8306 0.4978
−0.8436 −1.0115

]
.

and

E =

[
1 0
0 1

]
,

that is, system (10.5) reduce to a regular system.
In this example, we choose the following transition probability matrix

Π =

[−a a
0.8 −0.8

]
.

Now we compare Corollary 11.6 with the results proposed in [31, 182], and
the comparison under different a can be found in Table 11.1, from which it
can be seen that our obtained results have less conservatism than those in
[182] even for m = 1, and Corollary 11.6 gives the better result than [31] for
the same m.

Fig. 11.1 shows the state responses of the considered system with d =

1.3 under the initial condition x(t) =

[−12
4

]
, from which we find that the

corresponding state responses converge to zero.

Table 11.1. Example 11.8: Comparison of the maximum time delay d for
various a

a 0.1 0.5 0.8 1

[182] 0.6797 0.5794 0.5562 0.5465

[31](m = 1) 0.6797 0.5794 0.5562 0.5465

[31](m = 2) 0.7939 0.7007 0.6707 0.6581

[31](m = 3) 0.8130 0.7222 0.6926 0.6806

[31](m = 5) 0.8232 0.7327 0.7039 0.6934

Corollary 11.6 (m = 1) 1.1103 0.7718 0.6887 0.6563

Corollary 11.6 (m = 2) 1.2550 0.8816 0.8065 0.7783

Corollary 11.6 (m = 3) 1.2891 0.9121 0.8363 0.8098

Corollary 11.6 (m = 5) 1.3101 0.9339 0.8562 0.8306
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Fig. 11.1. Example 11.8: State responses of system

Example 11.9. Consider system (10.5) with

A1 =

[−0.1793 −0.7876
1.6790 1.6746

]
, Ad1 =

[−0.3649 0.6192
−0.4381 −0.0420

]
,

A2 =

[−0.3946 −2.3342
−0.1439 −1.3575

]
, Ad2 =

[−0.9503 1.1842
−0.0672 0.3443

]
,

and

E =

[
1 0
0 0

]
.

In this example, we choose

Π =

[−a a
0.3 −0.3

]

and

R =

[
0
1

]
.

Now we compare Corollary 11.6 with the results proposed in [162, 215], and
Table 11.2 gives the comparison under different a. It can be found from Table
11.2 that our obtained results have less conservatism than those in [162, 215]
even for m = 1.
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Table 11.2. Example 11.9: Comparison of the maximum time delay d for
various a

a 0.15 0.45 0.75 0.95

[215] 0.7280 0.7037 0.6919 0.6879

[162] 0.8686 0.7811 0.7364 0.7184

Corollary 11.6 (m = 1) 0.8799 0.8579 0.8455 0.8409

Corollary 11.6 (m = 2) 1.0454 0.9854 0.9517 0.9453

Corollary 11.6 (m = 3) 1.0703 1.0134 0.9824 0.9783

Corollary 11.6 (m = 5) 1.0849 1.0326 1.0056 1.0038
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Fig. 11.2. Example 11.9: State responses of system

Fig. 11.2 shows the state responses of the considered system with d = 1

under the initial condition x(t) =

[ −10
7.6008

]
and r(0) = 1, from which we find

that the corresponding state responses converge to zero.

Example 11.10. Consider system (11.30) with two modes and E, R, A1, A2,
Ad1 and Ad2 are given in Example 11.9.

In this example, we choose

Π =

[−a a
0.4 −0.4

]
.

We suppose μ = 0.2 and d1 = 0.2. For various a, Table 11.3 gives the allowable
upper bound d2 ensuring admissibility of the considered system by using
Corollary 11.4 and [161]. It is clear that Corollary 11.4 in this chapter gives
better results even for m = 1.
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Table 11.3. Example 11.10: Comparison of the maximum upper bound d2 for
various a

a 0.1 0.3 0.5 0.7

[161] 0.7158 0.6985 0.6881 0.6814

Corollary 11.4 (m = 1) 0.8750 0.8284 0.8076 0.7918

Corollary 11.4 (m = 2) 0.8759 0.8292 0.8086 0.7930

Corollary 11.4 (m = 3) 0.8762 0.8294 0.8088 0.7933

Example 11.11. Consider system (11.1) with

A1 =

[−13.1 −13.7
−15.4 −23.8

]
, Ad1 =

[−18.6 −10.4
−25.2 −16.8

]
,

Bω1 =

[
1.9
1.8

]
, C1 =

[
0.4 −0.8

]
, Cd1 =

[
1.4 −1.8

]
, Dω1 = 2,

A2 =

[ −12 −13.7
−12.1 −20

]
, Ad2 =

[−17 −10.3
−24 −16

]
,

Bω2 =

[
1.7
1.5

]
, C2 =

[
0.5 −0.9

]
, Cd2 =

[
1.5 −1.3

]
, Dω2 = 2,

and

E =

[
9 3
6 2

]
.

In this example, we choose

Π =

[ −a a
0.45 −0.45

]

and

R =

[−2
3

]
.

We suppose μ = 0.5, d1 = 1, and d2 = 1.45. For various a, Table 11.4 gives
the the optimal passivity performance γmin by Theorem 11.2.

Table 11.4. Example 11.11: The optimal passivity performance γmin for various a

a 0.1 0.3 0.5 0.7

Theorem 11.2 (m = 1) 1.1075 1.2155 1.2916 1.3505

Theorem 11.2 (m = 2) 0.3711 0.4603 0.5231 0.5571

Theorem 11.2 (m = 3) 0.2712 0.3568 0.4161 0.4475

Theorem 11.2 (m = 4) 0.2437 0.3145 0.3736 0.3996
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11.5 Conclusions

In this chapter, the problem of delay-dependent passivity analysis has been
discussed for SMJSs with time-delays. Based on the idea of delay partitioning,
a delay-dependent passivity condition has been derived. The case of time-
invariant delay has also been considered. The proposed Lyapunov functionals
include some mode-dependent double integral terms, which make full use of
the information of Markov process. Some numerical examples has been given
to show the effectiveness and improvement of the proposed methods.
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l2-l∞ Filtering for Discrete-Time SMJSs
with Time-Varying Delays

12.1 Introduction

The robust H∞ filtering problem for discrete-time SMJSs with parameter
uncertainties and mode-dependent time delay has been considered in [100],
where a filter has been designed such that the filtering error system is reg-
ular, causal, delay-dependent stochastically stable and satisfies a given H∞
performance index. It should be pointed out that the filters designed in [100]
are mode-dependent, that is, the Markov chain state, often called mode, is
assumed to be available to the filter at any time. However, this assumption
may sometimes be impossible to be satisfied, such as networked control sys-
tems without time stamp information [22, 87]. Thus, the ideal requirement
inevitably limits the applications of the given results. In order to overcome
the drawback of mode-dependent filter, the mode-independent filter has been
utilized to solve the H∞ filtering problem for MJSs with non-accessible jump
mode information in [22]. The result proposed in [22] has been further im-
proved by [87]. Although the importance of mode-independent filter has been
widely recognized, only few results have been focused on SMJSs with time-
delays.

The problem of mode-independent filter design for discrete-time SMJSs
with time-varying delays is investigated in this chapter. Attention is focused
on the design of state-space filter with mode-independent characterization,
which guarantees a given l2-l∞ performance for the filtering error systems.
Based on the delay partitioning technique, a delay-dependent condition is
proposed to guarantee the existence of full-order and reduced-order filters in
a unified framework, which is formulated in terms of LMIs. When these LMIs
are feasible, a set of the parameters of a desired filter can be given. Finally,
two numerical examples are given to show the effectiveness of the proposed
methods.

Z.-G. Wu et al.: Anal. & Synth. of Singular Syst. with Time-Delays, LNCIS 443, pp. 165–181.
DOI: 10.1007/978-3-642-37497-5_12 c© Springer-Verlag Berlin Heidelberg 2013
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12.2 Problem Formulation

Fix a probability space (Ω,F ,P) and consider the following discrete-time
SMJS with time-varying delays:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Ex(k + 1) = A(r(k))x(k) +Ad(r(k))x(k − d(k)) +B(r(k))ω(k),

y(k) = C(r(k))x(k) + Cd(r(k))x(k − d(k)) +D(r(k))ω(k),

z(k) = L(r(k))x(k),

x(k) = φ(k), k ∈ N[−d2, 0],

(12.1)

where x(k) ∈ R
n is the state, y(k) ∈ R

m is the measurement, ω(k) ∈ R
q

is the noise signal vector belonging to l2[0,∞), z(k) ∈ R
p is the signal to

be estimated, and φ(k) is the compatible initial condition. The matrix E ∈
R

n×n is singular and it is assumed that rankE = r � n. A(r(k)), Ad(r(k)),
B(r(k)), C(r(k)), Cd(r(k)), D(r(k)) and L(r(k)) are known real constant
matrices with appropriate dimensions. d(k) is a time-varying delay satisfying
d1 � d(k) � d2, where d1 > 0 and d2 > 0 are given integers representing
the lower and upper bounds of time-varying delay d(k), respectively. The
parameter r(k) represents a discrete-time homogeneous Markov chain and
follows the same definition as that in Chapter 9.

In this chapter, we consider the following linear state-space filter{
x̂(k + 1) = Af x̂(k) + Bfy(k), x̂(0) = 0,

ẑ(k) = Cf x̂(k),
(12.2)

where x̂ ∈ R
n̂ is the filter state, ẑ(t) ∈ R

p is the estimation signal, and the
constant matrices Af , Bf and Cf are the filter parameters to be determined.

Remark 12.1. It should be pointed out that we not only consider the full-
order filter (when n̂ = n), but also discuss the reduced-order filter (when
1 � n̂ < n). As can be seen in Section 12.3, the two kinds of filters will be
considered in a unified framework.

Remark 12.2. To the best of our knowledge, most results on the filtering prob-
lem of MJSs with or without time-delay require an indispensable assumption
on the accessibility of the jump mode for the filter and belong to a kind
of mode-dependent (stochastic) filters. However, this assumption may some-
times be impossible to be satisfied even for a simple system. It is clear that
the filter (12.2) is a mode-independent (deterministic) filter. Therefore, it can
be more powerful and has more wide applications when the jump mode is
not available to the filter.
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Augmenting the model of (12.1) to include the state of filter (12.2), we can
obtain the following filtering error system:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Ēx̄(k + 1) = Ā(r(k))x̄(k) + Ād(r(k))Kx̄(k − d(k)) + B̄(r(k))ω(k),

z̄(k) = C̄(r(k))x̄(k),

x̄(k) = φ̄(k) =

[
φ(k)
0

]
, k ∈ N[−d2, 0],

(12.3)

where x̄(k) =

[
x(k)
x̂(k)

]
, z̄(k) = z(k)− ẑ(k), and

Ē =

[
E 0
0 I

]
, Ā(r(k)) =

[
A(r(k)) 0

BfC(r(k)) Af

]
,

Ād(r(k)) =

[
Ad(r(k))
BfCd(r(k))

]
, B̄(r(k)) =

[
B(r(k))

BfD(r(k))

]
,

C̄(r(k)) =
[
L(r(k)) −Cf

]
, K =

[
I 0
]
.

The main objective of this chapter is formulated as follows: for a given scalar
γ > 0, develop a filter (12.2) such that the filtering error system (12.3) is
stochastically admissible in the case of ω(k) = 0, and satisfies

sup
k

√
E
{
z̄(k)Tz̄(k)

}
< γ

√√√√ ∞∑
k=0

ω(k)Tω(k), (12.4)

under the zero-initial condition for any nonzero ω(k) ∈ l2[0,∞). In this case,
the filtering error system (12.3) is said to be stochastically admissible with
l2-l∞ performance γ.

12.3 Main Results

In this section, the delay partitioning technique will be developed to solve
the l2-l∞ filtering problem. By applying the delay partitioning idea to the
lower bound of time-varying d(k), we can always describe d1 = mτ , where
m > 0 and τ > 0 are integers. For presentation convenience, we denote

Υ(k) =
[
x(k)T x(k − τ)T · · · x(k − (m− 1)τ)T

]T
,

η(k) =
[
Υ(k − τ)T x(k − d(k))T x(k − d2)T

]T
,

ζ(k) =
[
x̄(k)T η(k)T ω(k)T

]T
,

WQ3 =
[
I(m−1)n 0(m−1)n×3n

]
,

WQ =
[
Imn 0mn×2n

]
,
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Wd2 =
[
0n×(m+1)n In

]
,

Wd =
[
0n×mn In 0n×n

]
,

WX =
[−E 0n×(m+1)n

]
,

WY =
[
0n×(m−1)n E −E 0n×n

]
,

WZ =
[
0n×mn E −E] .

We first present a performance analysis result for the filtering error system
(12.3) and then give a representation of filter gains in terms of the feasible
solutions to a set of LMIs.

Theorem 12.3. For a given scalar γ > 0, system (12.3) is stochastically
admissible with l2-l∞ performance γ, if there exist matrices Pi > 0, Q =[
Q1 Q2

∗ Q3

]
> 0, Z1 > 0, Z2 > 0, S1 > 0, S2 > 0 and Ŝi such that for any

i ∈ I, ⎡
⎢⎢⎢⎢⎣
Ξ1i Ξ2i ŜiR̄

TB̄i ĀT
i Xi KT(Ai − E)TS

∗ Ξ3i 0 WT
d Ā

T
diXi WT

d A
T
diS

∗ ∗ −I B̄T
i Xi BT

i S
∗ ∗ ∗ −Xi 0
∗ ∗ ∗ ∗ −S

⎤
⎥⎥⎥⎥⎦ < 0, (12.5)

[
ĒTPiĒ C̄T

i

∗ γ2I

]
� 0, (12.6)

where Xi =
∑N

j=1 πijPj, S = τ2S1 + d212S2, d12 = d2 − d1, R̄ ∈ R
(n+n̂)×(n−r)

is any matrix with full column satisfying ĒTR̄ = 0, and

Ξ1i = − ĒTPiĒ +KT(Q1 + Z1 + (d12 + 1)Z2 − ETS1E)K + sym{ŜiR̄
TĀi},

Ξ2i = KTQ2WQ3 −KTETS1WX + ŜiR̄
TĀdiWd,

Ξ3i = WT
Q3
Q3WQ3 −WT

QQWQ −WT
d2
Z1Wd2 −WT

d Z2Wd

−WT
XS1WX −WT

Y S2WY −WT
Z S2WZ .

Proof. Under the given condition, we first show that system (12.3) with
ω(k) = 0 is regular and causal. Since rank Ē = n̂+ r, we choose two nonsin-
gular matrices M and G such that

MĒG =

[
In̂+r 0
0 0

]
. (12.7)

Set

MĀiG =

[
A1i A2i

A3i A4i

]
, GTŜi =

[
S11i

S12i

]
, M−TR̄ =

[
0
I

]
F, (12.8)

where F ∈ R
(n−r)×(n−r) is any nonsingular matrix. It can be seen that Ξ1i <

0 implies
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−ĒTPiĒ + sym{ŜiR̄
TĀi} − ĒTS̄1Ē < 0, (12.9)

where S̄1 = diag{S1, 0}. Pre- and post-multiplying (12.9) by GT and G,
respectively, we have S12iF

TA4i + AT
4iFS

T
12i < 0, which implies A4i is non-

singular for any i ∈ I. Thus, the pair (Ē, Āi) is regular and causal for any
i ∈ I. According to Definition 9.2, system (12.3) with ω(k) = 0 is regular
and causal.

Next we will show that system (12.3) is stochastically stable with l2-l∞
performance γ. To the end, we define δ(k) = x(k + 1) − x(k) and consider
the following Lyapunov functional for system (12.3):

V (x̄(k), k, r(k)) =
4∑

l=1

Vl(x̄(k), k, r(k)), (12.10)

where

V1(x̄(k), k, r(k)) = x̄(k)TĒTP (r(k))Ēx̄(k),

V2(x̄(k), k, r(k)) =

k−1∑
s=k−τ

Υ(s)TQΥ(s),

V3(x̄(k), k, r(k)) =
k−1∑

s=k−d2

x(s)TZ1x(s) +

−d1+1∑
j=−d2+1

k−1∑
s=k−1+j

x(s)TZ2x(s),

V4(x̄(k), k, r(k)) = τ
−1∑
−τ

k−1∑
s=k+g

δ(s)TETS1Eδ(s)

+ d12

−d1−1∑
g=−d2

k−1∑
s=k+g

δ(s)TETS2Eδ(s).

Then, along the trajectory of system (12.3), we have that for any i ∈ I,

E {ΔV1(k)} = x̄(k + 1)TĒTXiĒx̄(k + 1)− x̄(k)TĒTPiĒx̄(k), (12.11)

E {ΔV2(k)} = Υ(k)TQΥ(k)−Υ(k − τ)TQΥ(k − τ)

= x̄(k)TKTQ1Kx̄(k) + sym{x̄(k)TKTQ2WQ3η(k)}
+ η(k)TWT

Q3
Q3WQ3η(k)− η(k)TWT

QQWQη(k), (12.12)

E {ΔV3(k)} � x̄(k)TKT(Z1 + (d12 + 1)Z2)Kx̄(k)− η(k)TWT
d2
Z1Wd2η(k)

− η(k)TWT
d Z2Wdη(k), (12.13)
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E {ΔV4(k)} = τ2δ(k)TETS1Eδ(k)− τ

k−1∑
s=k−τ

δ(s)TETS1Eδ(s)

+ d212δ(k)
TETS2Eδ(k)

− d12

k−d1−1∑
s=k−d(k)

δ(s)TETS2Eδ(s)− d12

k−d(k)−1∑
s=k−d2

δ(s)TETS2Eδ(s)

� δ(k)TETSEδ(k)− x̄(k)TKTETS1EKx̄(k)

− sym{x̄(k)TKTETS1WXη(k)}
− η(k)T

(
WT

XS1WX +WT
Y S2WY +WT

Z S2WZ

)
η(k), (12.14)

On the other hand, it can be found that

Ēx̄(k + 1) = Āix̄(k) + ĀdiWdη(k) + B̄iω(k), (12.15)

Eδ(k) = (Ai − E)Kx̄(k) +AdiWdη(k) +Biω(k) (12.16)

and 2x̄(k)TŜiR̄
TĒx̄(k + 1) ≡ 0, that is,

f(k) = sym{x̄(k)TŜiR̄
TĀix̄(k) + x̄(k)TŜiR̄

TĀdiWdη(k)

+ x̄(k)TŜiR̄
TB̄iω(k)} ≡ 0. (12.17)

Then, for any nonzero ω(k) ∈ l2[0,∞) and under zero initial condition, we
get from (12.11)-(12.17) that

J = E

{
V (k)−

k−1∑
s=0

ω(s)Tω(s)

}

= E

{
k−1∑
s=0

(
ΔV (s) + f(s)− ω(s)Tω(s)

)}

� E

{
k−1∑
s=0

ζ(s)TΣiζ(s)

}
, (12.18)

where

Σi =

⎡
⎣Ξ1i Ξ2i ŜiR̄

TB̄i

∗ Ξ3i 0
∗ ∗ −I

⎤
⎦+

⎡
⎣ ĀT

i

WT
d Ā

T
di

B̄T
i

⎤
⎦Xi

⎡
⎣ ĀT

i

WT
d Ā

T
di

B̄T
i

⎤
⎦
T

+

⎡
⎣KT(Ai − E)T

WT
d A

T
di

BT
i

⎤
⎦S
⎡
⎣KT(Ai − E)T

WT
d A

T
di

BT
i

⎤
⎦
T

.
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According to Schur complement, we get from (12.5) that Σi < 0 for any i ∈ I,
that is, J < 0 for any nonzero ω(k) ∈ l2[0,∞), which implies that

E
{
x̄(k)TĒTPiĒx̄(k)

}
� E {V (k)} <

k−1∑
s=0

ω(s)Tω(s). (12.19)

On the other hand, applying Schur complement, we obtain from (12.6) that
C̄T

i C̄i � γ2ĒTPiĒ. Then we can conclude that for all k > 0,

E
{
z̄(k)Tz̄(k)

}
= E
{
x̄(k)TC̄T

i C̄ix̄(k)
}

� γ2E
{
x̄(k)TĒTPiĒx̄(k)

}
< γ2

k−1∑
s=0

ω(s)Tω(s)

� γ2
∞∑
s=0

ω(s)Tω(s), (12.20)

which implies (12.4) holds under the zero-initial condition for any nonzero
ω(k) ∈ l2[0,∞). On the other hand, applying Schur complement, we get from
(12.5) that[

Ξ1i Ξ2i

∗ Ξ3i

]
+

[
ĀT

i

WT
d Ā

T
di

]
Xi

[
ĀT

i

WT
d Ā

T
di

]T

+

[
KT(Ai − E)T

WT
d A

T
di

]
S

[
KT(Ai − E)T

WT
d A

T
di

]T
< 0,

(12.21)

which guarantees there exists a scalar ρ > 0 such that

E {ΔV (k)} < −ρ||x̄(k)||2 (12.22)

in case of ω(k) ≡ 0. Using the similar method of [6], it can be seen from
(12.10) and (12.22) that system (12.3) with ω(k) ≡ 0 is stochastically stable.
This completes the proof.

Remark 12.4. In terms of the delay partitioning technique, Theorem 12.3 pro-
vides a filtering analysis result for the l2-l∞ performance of discrete-time
SMJSs with time-varying delays. When there are no time-delays in system,
that is, Adi = 0 and Cdi = 0 for any i ∈ I, (12.5) reduces to⎡

⎣Ξ1i ŜiR̄
TB̄i Ā

T
i Xi

∗ −I B̄T
i Xi

∗ ∗ −Xi

⎤
⎦ < 0. (12.23)

It can be seen that (12.6) and (12.23) are the l2-l∞ performance conditions
for discrete-time SMJSs with delay free.
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Remark 12.5. In the proof of Theorem 12.3, the matrix Ŝi is introduced via
the null term (12.17) and plays a key role in proving the regularity and causal-
ity of discrete-time SMJSs with time-varying delays. It is worth pointing out
that for state-space systems the matrix Ŝi is not necessary and the null term
(12.17) will vanish because of the non-singularity of E.

Based on Theorem 12.3, we are now ready to deal with the l2-l∞ filtering
problem, and a sufficient condition for the existence of a suitable filter is
presented as follows.

Theorem 12.6. For a given scalar γ > 0, system (12.3) is stochastically

admissible with l2-l∞ performance γ, if there exist matrices

[
P1i P2i

∗ P3i

]
> 0,[

Q1 Q2

∗ Q3

]
> 0, Z1 > 0, Z2 > 0, S1 > 0, S2 > 0, S1i, S2i, T1i, T2i, V , Āf , B̄f

and C̄f such that for any i ∈ I,⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ξ11i Ξ12i Ξ13i S1iR
TBi Ξ15i Ξ16i (Ai − E)TS

∗ −P3i S2iR
TAdiWd S2iR

TBi Ā
T
f M̂

T ĀT
f 0

∗ ∗ Ξ3i 0 Ξ35i Ξ36i WT
d A

T
diS

∗ ∗ ∗ −I Ξ45i Ξ46i BT
i S

∗ ∗ ∗ ∗ Ξ55i Ξ56i 0
∗ ∗ ∗ ∗ ∗ Ξ66i 0
∗ ∗ ∗ ∗ ∗ ∗ −S

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (12.24)

⎡
⎣ETP1iE ETP2i LT

i

∗ P3i −CT
f

∗ ∗ γ2I

⎤
⎦ � 0, (12.25)

where Ξ3i, S and d12 are given in Theorem 12.3, M̂ =
[
In̂ 0n̂×(n−n̂)

]T
, Xli =∑N

j=1 πijPlj (l = 1, 2, 3), and

Ξ11i = − ETP1iE + sym{S1iR
TAi}+Q1 + Z1 + (d12 + 1)Z2 − ETS1E,

Ξ12i = − ETP2i +AT
i RS

T
2i,

Ξ13i = Q2WQ3 − ETS1WX + S1iR
TAdiWd,

Ξ15i = AT
i T

T
1i + CT

i B̄
T
f M̂

T,

Ξ16i = AT
i T

T
2i + CT

i B̄
T
f ,

Ξ35i =WT
d

(
AT

diT
T
1i + CT

diB̄
T
f M̂

T
)
,

Ξ36i =WT
d

(
AT

diT
T
2i + CT

diB̄
T
f

)
,

Ξ45i = BT
i T

T
1i +DT

i B̄
T
f M̂

T,

Ξ46i = BT
i T

T
2i +DT

i B̄
T
f ,

Ξ55i = X1i − T1i − TT
1i,
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Ξ56i = X2i − TT
2i − M̂V,

Ξ66i = X3i − V − V T.

Furthermore, if (12.24) and (12.25) are solvable, the desired filter (12.2) can
be chosen with parameters as

Af = V −1Āf , Bf = V −1B̄f , Cf = C̄f . (12.26)

Proof. By introducing the slack variable Ti, the equivalent form of (12.5) can
be given in the following⎡

⎢⎢⎢⎢⎣
Ξ1i Ξ2i ŜiR̄

TB̄i ĀT
i T

T
i HT(Ai − E)TS

∗ Ξ3i 0 WT
d Ā

T
diT

T
i WT

d A
T
diS

∗ ∗ −I B̄T
i T

T
i BT

i S
∗ ∗ ∗ Xi − Ti − TT

i 0
∗ ∗ ∗ ∗ −S

⎤
⎥⎥⎥⎥⎦ < 0. (12.27)

Choosing R̄ =

[
R
0

]
, where R ∈ R

n×(n−r) is any matrix with full column

satisfying ETR = 0, we can see that R̄ is a matrix with full column and
satisfies ĒTR̄ = 0. Partition Ti as

Ti =

[
T1i M̂T3
T̄2i T4

]
. (12.28)

If condition (12.27) is true, then Ti + TT
i > 0, which implies that T4 is

invertible. Define

J1 =

[
I 0
0 T3T

−1
4

]
, J2 = diag{J1, I, I, J1, I}. (12.29)

Pre- and post-multiplying the left hand side of (12.27) by J2 and JT
2 , respec-

tively, and introducing the following new variables

T2i = T3T
−1
4 T̄2i, V = T3T

−T
4 TT

3 ,

[
P1i P2i

∗ P3i

]
= J1PiJ

T
1 , J1Ŝi =

[
S1i

S2i

]
,

Āf = T3AfT
−T
4 TT

3 , B̄f = T3Bf , C̄f = CfT
−T
4 TT

3 ,

(12.30)

we can find (12.24) is equivalent to (12.27). Similarly, pre- and post-
multiplying the left hand side of (12.6) by diag{J1, I} and diag{J1, I}T, re-
spectively, we can find (12.25) is equivalent to (12.6). On the other hand,
since V is nonsingular, we can get that T3 is also nonsingular. Then we can
find that

Af = T−1
3 ĀfT

−T
3 TT

4 , Bf = T−1
3 B̄f , Cf = C̄fT

−T
3 TT

4 . (12.31)
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Therefore, the following filter{
xf (k + 1) = T−1

3 ĀfT
−T
3 TT

4 xf (k) + T−1
3 B̄fy(k),

ẑ(k) = C̄fT
−T
3 TT

4 xf (k)
(12.32)

guarantees the filtering error system (12.3) to be stochastically admissible
with l2-l∞ performance γ. Next, performing an linear transformation x̂(k) =
T−T
3 TT

4 xf (k) on the state in (12.32) yields the filter (12.2), where Af , Bf ,
and Cf are defined in (12.26). This completes the proof.

Remark 12.7. It is noted that Theorem 12.6 presents a sufficient condition
for the existence of l2-l∞ filter for discrete-time SMJSs with time-varying
delays. It should be pointed out that the conservatism of Theorem 12.6 lies
in the parameter m, which refers to the number of delay partitioning, that is,
the conservatism is reduced as the partitions grow. On the other hand, the
computational complexity is also dependent on the partition number m, that
is, the computational complexity is increased as the partitioning becomes
thinner. Therefore, there is a tradeoff between the computational complexity
and the l2-l∞ performance of system.

Remark 12.8. The robust H∞ filtering problem for discrete-time SMJSs with
parameter uncertainties and mode-dependent time-delay has been discussed
in [100]. But the result of [100] requires an indispensable assumption on the
accessibility of the jump mode for the filter, and is thus invalid when the
jump mode r(k) is not available to the filter. Therefore our result is much
more desirable and applicable than the one in [100].

When Adi = 0 and Cdi = 0 for any i ∈ I, that is, system (12.1) reduces to
a discrete-time SMJS without time delays, we have the following corollary
based on Theorem 12.6.

Corollary 12.9. For a given scalar γ > 0, system{
Ēx̄(k + 1) = Ā(r(k))x̄(k) + B̄(r(k))ω(k),

z̄(k) = C̄(r(k))x̄(k)
(12.33)

is stochastically admissible with l2-l∞ performance γ, if there exist matrices[
P1i P2i

∗ P3i

]
> 0, S1i, S2i, T1i, T2i, V , Āf , B̄f and C̄f such that (12.25) and

(12.34) hold for any i ∈ I,
⎡
⎢⎢⎢⎢⎣
Ξ̂11i Ξ12i S1iR

TBi Ξ15i Ξ16i

∗ −P3i S2iR
TBi Ā

T
f M̂

T ĀT
f

∗ ∗ −I Ξ45i Ξ46i

∗ ∗ ∗ Ξ55i Ξ56i

∗ ∗ ∗ ∗ Ξ66i

⎤
⎥⎥⎥⎥⎦ < 0, (12.34)
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where Ξ12i, Ξ15i, Ξ16i, Ξ45i, Ξ46i, Ξ55i, Ξ56i, Ξ66i, M̂ and Xli (l = 1, 2, 3) are
given in Theorem 12.6, and Ξ̂11i = −ETP1iE+sym{S1iR

TAi}. Furthermore,
if (12.25) and (12.34) are solvable, the desired filter (12.2) can be chosen with
parameters defined in (12.26).

Remark 12.10. It is noted that the matrix M̂ defined in Theorem 12.6 and
Corollary 12.9 plays an important role in formulating the full-order (n̂ = n

and M̂ = In) and reduced-order filters (n̂ < n and M̂ =
[
In̂ 0n̂×(n−n̂)

]T
) in

a unified framework.

Remark 12.11. It should be pointed out that the LMIs in (12.24) and (12.25)
(or (12.25) and (12.34)) are not only over the matrix variables, but also over
the scalar γ2. This implies that, by setting γ2 = δ and minimizing δ subject
to (12.24) and (12.25) (or (12.25) and (12.34)), we can obtain the optimal
l2-l∞ performance γ by γ =

√
δ∗, where δ∗ is the optimal value of δ, and the

corresponding filter as well.

12.4 Numerical Examples

In this section, two numerical examples will be given to demonstrate the
applicability of the proposed approaches in the previous section.

Example 12.12. Consider system (12.1) with

A1 =

[
0.8 2.4
1.7 3.3

]
, A2 =

[
0.7 2.1
1.85 3.75

]
,

Ad1 =

[
0.1 0.1

−0.39 −0.87

]
, Ad2 =

[
0.1 0

−0.61 −1.33

]
,

B1 =

[
0.1
1

]
, B2 =

[
0
−1

]
, C1 =

[
2
5

]T
, C2 =

[
1
1

]T
,

Cd1 =
[
1.5 3.3

]
, Cd2 =

[
1.6 3.6

]
, D1 = 0.9, D2 = −1,

L1 =
[−3 −9

]
, L2 =

[
5 15
]
.

The singular matrix

E =

[
1 3
0 0

]

and the transition probability matrix

Π =

[
0.3 0.7
0.8 0.2

]
.

It is assumed that the time-varying delay d(k) satisfies 6 � d(k) � 9, that is,
the lower bound of the time-varying delay is 6 and the upper bound of the
time-varying delay is 9.
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Our purpose is to determine the minimum l2-l∞ performances of the fil-
tering error system (12.3) for different values of the partition number m and
the filter order n̂. When the partition number m = 2 and the filter order
n̂ = 1, by solving the convex optimization problem in (12.24) and (12.25),
the minimum l2-l∞ performance obtained is γ = 12.0968. However, if we
assume n̂ = 2, the minimum l2-l∞ performance obtained is γ = 12.0803 for
the same partition number m. This shows that for a fixed partition number
m, the higher order n̂ corresponds to the smaller l2-l∞ performance γ. When
the partition number m = 3 and the filter order n̂ = 2, by solving the convex
optimization problem in (12.24) and (12.25), the minimum l2-l∞ performance
obtained is γ = 12.0225. When the partition number m = 6 and the filter
order n̂ = 2, the minimum l2-l∞ performance obtained is γ = 11.9905. There-
fore it can be found that the larger partition number m corresponds to the
smaller l2-l∞ performance γ when the filter order n̂ is fixed, that is, for the
same filter order n̂, the minimum l2-l∞ performance γ becomes smaller as
the partitioning becomes thinner. A more detailed comparison for different
m and n̂ is provided in Table 12.1.

Table 12.1. Example 12.12: Minimum l2-l∞ performance γ with different (m, τ )
and n̂

(m, τ ) (1, 6) (2, 3) (3, 2) (6, 1)

Theorem 12.6
(n̂ = 1)

12.5193 12.0968 12.0383 12.0058

Theorem 12.6
(n̂ = 2)

12.5021 12.0803 12.0225 11.9905

The second task in this example is for the given scalars n̂, γ and m, to
find a filter (12.2) such that the filtering error system (12.3) is stochastically
admissible with l2-l∞ performance γ. When n̂ = 1, γ = 15 and m = 6, by
using Matlab LMI control Toolbox to solve the LMIs in (12.24) and (12.25),
we can get the following reduced-order filter:{

x̂(k + 1) = 0.6674x̂(k) + 0.0933y(k),

ẑ(k) = − 0.0387x̂(k).
(12.35)

When n̂ = 2, γ = 14 and m = 3, we can get the following full-order filter:⎧⎪⎨
⎪⎩
x̂(k + 1) =

[
0.6913 0.0077
0.0017 0.0047

]
x̂(k) +

[
0.1013
0.0035

]
y(k),

ẑ(k) =
[−0.0183 −1.3993

]
x̂(k).

(12.36)

With the filter (12.36), the simulation results are shown in Figs. 12.1-12.5,
where the external disturbance
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ω(k) =

⎧⎨
⎩

4, 10 � k � 15
−5, 30 � k � 70
0, elsewhere

.

In the simulation, the time-varying delay d(k) and the Markov chain r(k) are
generated randomly and are shown in Figs. 12.1 and 12.2, respectively. The
state responses of the considered system and the filter (12.36) are depicted in
Figs. 12.3 and 12.4, respectively. Fig. 12.5 is the simulation result of the error
response of z(k)− ẑ(k). It is clearly observed from the simulation results that
the designed l2-l∞ filter (12.36) satisfies the specified requirements.

Example 12.13. : Consider system (12.1) with delay free and

A1 =

⎡
⎣−1 0.5 1
−1 −0.3 1
0.5 0 1

⎤
⎦ , A2 =

⎡
⎣−0.9 0.45 0.7
−0.9 −0.2 0.9
−0.5 0.1 1

⎤
⎦ ,

B1 =

⎡
⎣ 0.10.1
0.5

⎤
⎦ , B2 =

⎡
⎣−0.5

0.1
0.1

⎤
⎦ , C1 =

⎡
⎣ 0.90.3
0.2

⎤
⎦
T

, C2 =

⎡
⎣ 0.9
−0.3
−0.2

⎤
⎦
T

,

D1 = 0.7, D2 = −0.7, L1 =

⎡
⎣ 0.4

1
−0.3

⎤
⎦
T

, L2 =

⎡
⎣−0.5
−0.9
0.2

⎤
⎦
T

.

The singular matrix

E =

⎡
⎣ 1 1 0
1 −1 1
2 0 1

⎤
⎦

and the transition probability matrix

Π =

[
a 1− a
0.2 0.8

]
,

where the parameter a � 0 in matrix Π can take different values for extensive
discussion purpose.

Our purpose here is for given scalars a, n̂ and γ, to find a filter (12.2) such
that the filtering error system (12.33) is stochastically admissible with l2-l∞
performance γ. Given a = 0.5, n̂ = 1 and γ = 0.5, and by using Matlab LMI
control Tool box to solve the LMIs in (12.25) and (12.34), we can get the
following reduced-order filter:{

x̂(k + 1) = 0.1404x̂(k)− 0.1687y(k),

ẑ(k) = 0.1733x̂(k).
(12.37)

When a = 0.7, n̂ = 3 and γ = 0.6, using Matlab LMI control Tool box to
solve the LMIs in (12.34), we can get the following full-order filter:
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Fig. 12.1. Example 12.12: Time-varying delay d(k)
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Fig. 12.2. Example 12.12: Markov chain r(k)
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Fig. 12.3. Example 12.12: State trajectories of system
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Fig. 12.4. Example 12.12: State trajectories of filter
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Fig. 12.5. Example 12.12: Estimation error

⎧⎪⎪⎨
⎪⎪⎩
x̂(k + 1) =

⎡
⎣ 0.1410 −0.0090 0.1747
0.0356 0.1289 0.2104
0.1650 0.1253 0.3804

⎤
⎦ x̂(k) +

⎡
⎣−0.2447

0.1008
−0.1047

⎤
⎦ y(k),

ẑ(k) =
[
0.1725 0.0054 −0.0881

]
x̂(k).

(12.38)

Now, we discuss the relationship between the minimum l2-l∞ performance γ
achieved by the filtering error system (12.33) and the filter order n̂. Given
filter order n̂ = 1, 2 and 3, respectively, and by solving the convex optimiza-
tion problem in (12.25) and (12.34), the minimum l2-l∞ performance γ of the
filtering error system (12.33) can be obtained for different a. The correspond-
ing results are listed in Table 12.2. It is easy to find from Table 12.2 that for
the same a, the higher order n̂ corresponds to the better performance that
the filtering error system can get, which is consistent to intuitive analysis and
existing conclusions in the literature.

Table 12.2. Example 12.13: Minimum l2-l∞ performance γ with different a and n̂

a 0.5 0.7 0.9

Corollary 12.9 (n̂ = 1) 0.3120 0.3278 0.3420

Corollary 12.9 (n̂ = 2) 0.3066 0.3212 0.3329

Corollary 12.9 (n̂ = 3) 0.3061 0.3189 0.3258
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12.5 Conclusion

In this chapter, the problem of l2-l∞ mode-independent filter design has been
investigated for discrete-time SMJSs with state delays. A sufficient condition
has been derived for the filtering error systems to be regular, causal and delay-
dependent stochastically stable with a given l2-l∞ performance γ. Based on
the obtained analysis result, the full-order and reduced-order filters have been
designed in a unified framework. The addressed filter design problem has been
converted into the feasibility problem of a set of LMIs, which can be checked
efficiently via the Matlab LMI Toolbox. The obtained delay-dependent results
rely upon the partitioning size. The numerical examples have been given to
show the effectiveness and the potential of the proposed techniques.
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Mode-Independent H∞ Filter Design
for SMJSs with Constant Delays

13.1 Introduction

In the previous chapter, we have investigated the problem of mode-
independent filter design for discrete-time SMJSs with time-varying delays.
The following two chapters are concerned with the H∞ filtering problem for
continuous-time SMJSs with time delays. The purpose of this chapter is to
design a mode-independent filter such that the error system is stochastically
admissible with H∞ performance index. The conditions for the solvability of
this problem are proposed by strict LMIs. In order to enlarge the application
scope of the obtained results, the assumption that all the transition rates have
to be precisely known is not necessary and the designed filter is determin-
istic. These strict LMI-based conditions include both delay-dependent and
delay-independent results and can be applied to systems with unknown tran-
sition jump rates or completely known transition jump rates. Some numerical
examples will be finally given to show the effectiveness of the methods.

13.2 Problem Formulation

Let {rt, t � 0} be a continuous-time Markov process with right continuous
trajectories and follow the same definition as that in Chapter 10. Fix a prob-
ability space (Ω ,F ,P) and consider the following SMJS with time delays:⎧⎪⎪⎪⎨

⎪⎪⎪⎩

Eẋ(t) = A(rt)x(t) +Ad(rt)x(t − d) +Bω(rt)ω(t),

y(t) = C(rt)x(t) + Cd(rt)x(t − d) +Dω(rt)ω(t),

z(t) = L(rt)x(t),

x(t) = φ(t), t ∈ [−d, 0],

(13.1)

where x(t) ∈ R
n is the state, y(t) ∈ R

s is the measurement, z(t) ∈ R
q is

the signal to be estimated, ω(t) ∈ R
p is the disturbance input that belongs

to L2[0,∞), d is the constant time-delay, and φ(t) ∈ Cn,d is a compatible

Z.-G. Wu et al.: Anal. & Synth. of Singular Syst. with Time-Delays, LNCIS 443, pp. 183–198.
DOI: 10.1007/978-3-642-37497-5_13 c© Springer-Verlag Berlin Heidelberg 2013
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vector valued initial function. The matrix E ∈ R
n×n may be singular and it

is assumed that rankE = r � n. A(rt), Ad(rt), Bω(rt), C(rt), Cd(rt), Dω(rt)
and L(rt) are known real constant matrices with appropriate dimensions for
each rt ∈ S.

Generally speaking, for some practical systems, the transition rates we
get will never be precise, and always will have some errors that may restrict
applications of the established results. Therefore, in this chapter, we will
assume that the transition rates are unknown but satisfy

0 � πi � πij � π̄i, ∀i, j ∈ S, j �= i, (13.2)

where π̄i and πi are known scalars.
The purpose of this chapter is that for system (13.1) to design a linear

filter as {
E ˙̂x(t) = Af x̂(t) +Bfy(t),

ẑ(t) = Cf x̂(t),
(13.3)

where x̂ ∈ R
n is the filter state, ẑ(t) ∈ R

q is the estimation signal, and the
constant matrices Af , Bf and Cf are the filter matrices to be designed.

Define

z̄(t) = z(t)− ẑ(t),

x̄(t) =
[
x(t)T x̂(t)T

]T
,

then we obtain the filter error system as follows{
Ē ˙̄x(t) = Ā(rt)x̄(t) + Ād(rt)x̄(t− d) + B̄ω(rt)ω(t),

z̄(t) = L̄(rt)x̄(t),
(13.4)

where

Ē =

[
E 0
0 E

]
, Ā(rt) =

[
A(rt) 0

BfC(rt) Af

]
,

Ād(rt) =

[
Ad(rt) 0
BfCd(rt) 0

]
, B̄ω(rt) =

[
Bω(rt)

BfDω(rt)

]
,

L̄(rt) =
[
L(rt) −Cf

]
.

The H∞ filtering problem to be addressed in this chapter is formulated as
follows: for a given scalar γ > 0 and system (13.1), design a linear filter
(13.3) such that the filtering error system (13.4) is delay-dependent or delay-
independent stochastically admissible with H∞ performance γ.

13.3 Main Results

In this section, the H∞ filter problem will be investigated for system (13.1)
by LMI approach.
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13.3.1 BRL

We first provide the following delay-dependent BRL for system⎧⎪⎨
⎪⎩
Eẋ(t) = A(rt)x(t) +Ad(rt)x(t − d) + Bω(rt)ω(t),

z(t) = L(rt)x(t),

x(t) = φ(t), t ∈ [−d, 0],
(13.5)

which will play a key role in the derivation of our main results.

Theorem 13.1. For a given scalar γ > 0, system (13.5) is stochastically
admissible with H∞ performance γ, if there exist matrices Pi > 0, Qi > 0,
Q > 0, Z > 0 and Si such that for every i ∈ S,

⎡
⎢⎢⎣
Ξ1i Ξ2i Ξ4i LT

i

∗ Ξ3i 0 0
∗ ∗ −γ2I
∗ ∗ ∗ −I

⎤
⎥⎥⎦+ d2

⎡
⎢⎢⎣
AT

i

AT
di

BT
ωi

0

⎤
⎥⎥⎦Z
⎡
⎢⎢⎣
AT

i

AT
di

BT
ωi

0

⎤
⎥⎥⎦
T

< 0, (13.6)

s∑
j=1

πijQj < Q, (13.7)

where R ∈ R
n×(n−r) is any matrix with full column satisfying ETR = 0 and

Ξ1i =
s∑

j=1

πijE
TPjE + ETPiAi + SiR

TAi

+AT
i RS

T
i +AT

i PiE − ETZE +Qi + dQ,

Ξ2i = ETPiAdi + SiR
TAdi + ETZE,

Ξ3i = −Qi − ETZE,

Ξ4i = ETPiBωi + SiR
TBωi.

Proof. Firstly, we prove the regularity and the absence of impulses of system
(13.5). Since rankE = r � n, there exist nonsingular matrices G and H such
that

Ē = GEH =

[
Ir 0
0 0

]
. (13.8)

Then

R = GT

[
0
I

]
M. (13.9)

where M ∈ R
(n−r)×(n−r) is any nonsingular matrix. Denote

GAiH =

[
Ai1 Ai2

Ai3 Ai4

]
, G−TPiG

−1 =

[
Pi1 Pi2

∗ Pi3

]
, HTSi =

[
Si1

Si2

]
, (13.10)
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for every i ∈ S. Pre- and post-multiplying Ξ1i < 0 byHT andH , respectively,
we have

AT
i4MST

i2 + Si2M
TAi4 < 0, (13.11)

which implies Ai4 is nonsingular for every i ∈ S, and thus the pair (E,Ai)
is regular and impulse free for every i ∈ S. Thus, by Definition 10.1, system
(13.5) with ω(t) = 0 is regular and impulse free.

Next, we will show the stochastic stability of system (13.5). Define a new
process {(xt, rt), t � 0} by {xt = x(t+θ),−2d � θ � 0}, then {(xt, rt), t � d}
is a Markov process with initial state (φ(·), r0). Now, for t � d, define the
following Lyapunov functional for system (13.5) with ω(t) ≡ 0,

V (xt, rt, t) = V1(xt, rt, t) + V2(xt, rt, t) + V3(xt, rt, t) + V4(xt, rt, t), (13.12)

where

V1(xt, rt, t) = x(t)TETP (rt)Ex(t),

V2(xt, rt, t) =

∫ t

t−d

x(α)TQ(rt)x(α) dα,

V3(xt, rt, t) = d

∫ 0

−d

∫ t

t+β

ẋ(α)TETZEẋ(α) dαdβ,

V4(xt, rt, t) =

∫ 0

−d

∫ t

t+β

x(α)TQx(α) dαdβ.

Then, for each i ∈ S and t � d, we have

AV (xt, i, t) � x(t)T(ETPi + SiR
T)Eẋ(t) + x(t)T

⎡
⎣ s∑
j=1

πijE
TPjE

⎤
⎦x(t)

+ x(t)TQix(t) − x(t− d)TQix(t − d)

+

∫ t

t−d

x(α)T

⎡
⎣ s∑
j=1

πijQj

⎤
⎦x(α) dα

+ d2ẋ(t)TETZEẋ(t)− d

∫ t

t−d

ẋ(α)TETZEẋ(α) dα

+ dx(t)TQx(t)−
∫ t

t−d

x(α)TQx(α) dα. (13.13)

According to Jensen inequality, and using this and (13.7), we have that, for
every i ∈ S,

AV (xt, i, t) �
[

x(t)
x(t− d)

]T([
Ξ1i Ξ2i

∗ Ξ3i

]
+

[
AT

i

AT
di

]
d2Z

[
AT

i

AT
di

]T)[
x(t)

x(t− d)

]
.

(13.14)
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Using (13.6), it is easy to see that there exits a scalar λ > 0 such that for
every i ∈ S,

AV (xt, i, t) � −λ‖x(t)‖2. (13.15)

Using the similar method in the proof of Theorem 10.2, we can find that
system (13.5) with ω(t) ≡ 0 is stochastically stable.

In the following, we establish the H∞ performance of system (13.5). For
this purpose, we consider the stochastic Lyapunov functional (13.12) and the
following index for system (13.5):

Jzω(t) = E

{∫ t

0

[
z(s)Tz(s)− γ2ω(s)Tω(s)

]
ds

}
. (13.16)

Under zero initial condition, it easy to see that

Jzω(t) � E

{∫ t

0

[
z(s)Tz(s)− γ2ω(s)Tω(s) +AV (xs, i, s)

]
ds

}

� E

{∫ t

0

η(s)TΘiη(s)ds

}
, (13.17)

where

η(t)T =
[
x(t)T x(t− d)T ω(t)T

]
,

Θi =

⎡
⎣Ξ1i + LT

i Li Ξ2i Ξ4i

∗ Ξ3i 0
∗ ∗ −γ2I

⎤
⎦+

⎡
⎣AT

i

AT
di

BT
ωi

⎤
⎦ d2Z

⎡
⎣AT

i

AT
di

BT
ωi

⎤
⎦
T

.

Hence, by Schur complement, we can obtain from (13.6) that for all t > 0,
Jzω(t) < 0. Therefore, we arrive at (10.8) for any nonzero ω(t) ∈ L2[0,∞).
This completes the proof.

Remark 13.2. It is noted that a delay-dependent BRL is given in Theorem
13.1 for system (13.5) to be stochastically admissible with H∞ performance
γ, which is formulated by strict LMIs with coefficient matrices of the original
SS, and thus can be tested easily by the LMI toolbox.

13.3.2 Mode-Independent H∞ Filter Design

We are now ready to deal with the delay-dependent H∞ filtering problem
of system (13.1). For this purpose, applying Theorem 13.1 to the filter error
system (13.4), we have that system (13.4) is stochastically admissible with
H∞ performance γ, if there exist matrices Pi > 0, Qi > 0, Q > 0, Z > 0 and
Si such that for every i ∈ S,

Ξi =

⎡
⎢⎢⎣
Ξ̃1i Ξ̃2i Ξ̃4i L̄T

i

∗ Ξ̃3i 0 0
∗ ∗ −γ2I 0
∗ ∗ ∗ −I

⎤
⎥⎥⎦+ d2

⎡
⎢⎢⎣
ĀT

i

ĀT
di

B̄T
ωi

0

⎤
⎥⎥⎦Z
⎡
⎢⎢⎣
ĀT

i

ĀT
di

B̄T
ωi

0

⎤
⎥⎥⎦
T

< 0, (13.18)
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s∑
j=1

πijQj < Q, (13.19)

where R ∈ R
2n×2(n−r) is any matrix with full column satisfying ĒTR = 0

and

Ξ̃1i =

s∑
j=1

πijĒ
TPjĒ + ĒTPiĀi + SiR

TĀi + ĀT
i RS

T
i

+ ĀT
i PiĒ − ĒTZĒ +Qi + dQ,

Ξ̃2i = ĒTPiĀdi + SiR
TĀdi + ĒTZĒ,

Ξ̃3i = −Qi − ĒTZĒ,

Ξ̃4i = ĒTPiB̄ωi + SiR
TB̄ωi.

It is easy to find that every i ∈ S

Ξi = ΠiΨiΠ
T
i < 0, (13.20)

where

Ψi =

⎡
⎢⎢⎢⎢⎣
Ψ1i Ψ2i Ψ4i MT

i B̄ωi L̄
T
i

∗ Ψ3i N
T
i Ādi N

T
i B̄ωi 0

∗ ∗ Ξ̃3i 0 0
∗ ∗ ∗ −γ2I 0
∗ ∗ ∗ ∗ −I

⎤
⎥⎥⎥⎥⎦ ,

Ψ1i =

s∑
j=1

πijĒ
TPjĒ +MT

i Āi + ĀT
i Mi − ĒTZĒ +Qi + dQ,

Ψ2i = ĒTPi + SiR
T −MT

i + ĀT
i Ni,

Ψ3i = −Ni −NT
i + d2Z,

Ψ4i =MT
i Ādi + ĒTZĒ,

Πi =

⎡
⎢⎢⎣
I ĀT

i 0 0 0
0 ĀT

di I 0 0
0 B̄T

ωi 0 I 0
0 0 0 0 I

⎤
⎥⎥⎦ .

Clearly, Ψi < 0 implies Ξi < 0. Choose the matrices in Ψi and (13.19) as

Pi =

[
P1i P2i

∗ P3i

]
> 0, MT

i =

[
Y1i Y
Y2i Y

]
, NT

i =

[
Y3i Y
Y4i Y

]
, Si =

[
S1i S2i

S3i S4i

]

Qi =

[
Q̃i 0
0 εI

]
> 0, Q =

[
Q̃ 0
0 2εI

]
> 0, Z =

[
Z̃ 0
0 εI

]
> 0, R =

[
R̂ 0

0 R̂

]
,

(13.21)
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where ε → 0 and R̂ ∈ R
n×(n−r) is any matrix with full column satisfying

ETR̂ = 0. Then, letting Ã = Y Af , B̃ = Y Bf and C̃ = Cf , we get the
following delay-dependent result.

Theorem 13.3. For a given scalar γ > 0, system (13.4) is stochastically

admissible with H∞ performance γ, if there exist matrices

[
P1i P2i

∗ P3i

]
> 0,

Q̃i > 0, Q̃ > 0, Z̃ > 0, S1i, S2i, S3i, S4i, Y1i, Y2i, Y3i, Y4i, Y , Ã, B̃ and C̃
such that for every i ∈ S,⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ω1i Ω2i Ω4i Ω7i Ω11i Ω16i LT
i

∗ Ω3i Ω5i Ω8i Ω12i Ω17i −C̃T

∗ ∗ Ω6i Ω9i Ω13i Ω18i 0
∗ ∗ ∗ Ω10i Ω14i Ω19i 0
∗ ∗ ∗ ∗ Ω15i 0 0
∗ ∗ ∗ ∗ ∗ −γ2I 0
∗ ∗ ∗ ∗ ∗ ∗ −I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (13.22)

π̄i

s∑
j=1,j �=i

Q̃j − (s− 1)πiQ̃i < Q̃, (13.23)

where R̂ ∈ R
n×(n−r) is any matrix with full column satisfying ETR̂ = 0 and

Ω1i = π̄i

s∑
j=1,j �=i

ETP1jE − (s− 1)πiE
TP1iE + Y1iAi +AT

i Y
T
1i

+ B̃Ci + CT
i B̃

T − ETZ̃E + Q̃i + dQ̃,

Ω2i = π̄i

s∑
j=1,j �=i

ETP2jE − (s− 1)πiE
TP2iE +AT

i Y
T
2i + Ã+ CT

i B̃
T,

Ω3i = π̄i

s∑
j=1,j �=i

ETP3jE − (s− 1)πiE
TP3iE + Ã+ ÃT,

Ω4i = ETP1i + S1iR̂
T +AT

i Y
T
3i + CT

i B̃
T − Y1i,

Ω5i = ETPT
2i + S3iR̂

T + ÃT − Y2i,

Ω6i = − Y T
3i − Y3i + d2Z̃,

Ω7i = ETP2i + S2iR̂
T +AT

i Y
T
4i + CT

i B̃
T − Y,

Ω8i = ETP3i + S4iR̂
T + ÃT − Y,

Ω9i = − Y − Y T
4i ,

Ω10i = − Y − Y T,

Ω11i = Y1iAdi + B̃Cdi + ETZ̃E,

Ω12i = Y2iAdi + B̃Cdi,
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Ω13i = Y3iAdi + B̃Cdi,

Ω14i = Y4iAdi + B̃Cdi,

Ω15i = − Q̃i − ETZ̃E,

Ω16i = Y1iBωi + B̃Dωi,

Ω17i = Y2iBωi + B̃Dωi,

Ω18i = Y3iBωi + B̃Dωi,

Ω19i = Y4iBωi + B̃Dωi.

Furthermore, if (13.22) and (13.23) are solvable, the parameters of the desired
filter can be chosen by

Af = Y −1Ã, Bf = Y −1B̃, Cf = C̃. (13.24)

Furthermore, if the matrices, in (13.21), Q̃i = Q̂, Z̃ = εI and Q̃ = εI/d
(ε→ 0), we can get the following delay-independent result.

Theorem 13.4. For a given scalar γ > 0, system (13.4) is stochastically

admissible with H∞ performance γ, if there exist matrices

[
P1i P2i

∗ P3i

]
> 0,

Q̂ > 0, S1i, S2i, S3i, S4i, Y1i, Y2i, Y3i, Y4i, Y , Ã, B̃ and C̃ such that for
every i ∈ S, ⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ω̃1i Ω2i Ω4i Ω7i Ω̃11i Ω16i LT
i

∗ Ω3i Ω5i Ω8i Ω12i Ω17i −C̃T

∗ ∗ Ω̃6i Ω9i Ω13i Ω18i 0
∗ ∗ ∗ Ω10i Ω14i Ω19i 0

∗ ∗ ∗ ∗ −Q̂ 0 0
∗ ∗ ∗ ∗ ∗ −γ2I 0
∗ ∗ ∗ ∗ ∗ ∗ −I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (13.25)

where R̂, Ω2i, Ω3i, Ω4i, Ω5i, Ω7i, Ω8i, Ω9i, Ω10i, Ω12i, Ω13i, Ω14i, Ω16i, Ω17i,
Ω18i and Ω19i are given in Theorem 13.3, and

Ω̃1i = π̄i

s∑
j=1,j �=i

ETP1jE − (s− 1)πiE
TP1iE + Y1iAi +AT

i Y
T
1i

+ B̃Ci + CT
i B̃

T + Q̂,

Ω̃6i = − Y T
3i − Y3i,

Ω̃11i = Y1iAdi + B̃Cdi.

Furthermore, if (13.25) is solvable, the parameters of the desired filter can be
chosen by (13.24).

When Adi = 0 and Cdi = 0 for any i ∈ S, that is, system (13.1) reduces to a
SMJS without time delay, we have the following result from Theorem 13.4.
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Corollary 13.5. For a given scalar γ > 0, system{
Ē ˙̄x(t) = Ā(rt)x̄(t) + B̄ω(rt)ω(t),

z̄(t) = L̄(rt)x̄(t),
(13.26)

is stochastically admissible with H∞ performance γ, if there exist matrices[
P1i P2i

∗ P3i

]
> 0, S1i, S2i, S3i, S4i, Y1i, Y2i, Y3i, Y4i, Y , Ã, B̃ and C̃ such that

for every i ∈ S, ⎡
⎢⎢⎢⎢⎢⎢⎣

Ω̂1i Ω2i Ω4i Ω7i Ω16i LT
i

∗ Ω3i Ω5i Ω8i Ω17i −C̃T

∗ ∗ Ω̃6i Ω9i Ω18i 0
∗ ∗ ∗ Ω10i Ω19i 0
∗ ∗ ∗ ∗ −γ2I 0
∗ ∗ ∗ ∗ ∗ −I

⎤
⎥⎥⎥⎥⎥⎥⎦
< 0, (13.27)

where R̂, Ω2i, Ω3i, Ω4i, Ω5i, Ω̃6i, Ω7i, Ω8i, Ω9i, Ω10i, Ω16i, Ω17i, Ω18i and
Ω19i are given in Theorem 13.4, and

Ω̂1i = π̄i

s∑
j=1,j �=i

ETP1jE − (s− 1)πiE
TP1iE

+ Y1iAi +AT
i Y

T
1i + B̃Ci + CT

i B̃
T.

Furthermore, if (13.27) is solvable, the parameters of the desired filter can be
chosen by (13.24).

Remark 13.6. The delay-dependent and delay-independent H∞ filter design
problems for the addressed SSs with Markov jump parameters are discussed
in Theorem 13.3 and Theorem 13.4, respectively. While the H∞ filter design
problem for SMJSs without time delay is investigated in Corollary 13.5. The
sufficient conditions of the existence of the desired filters are established by
strict LMIs, which are in contrast with [4, 167], where the nonstrict LMI
conditions have been reported. Moreover, different with the results of [61, 139,
167, 182], all the established conditions do not require the precise knowledge
of transition rates and the system modes to be accessible for the filter. Thus,
our results are more powerful and desirable than [4, 61, 139, 167, 182].

Remark 13.7. When all the transition rates we get are precisely known, we
can choose π̄i and πi represent the lower and upper bounds, respectively,
that is, πi = min{πij , j �= i} and π̄i = max{πij , j �= i}. Thus, the results
on the design methods of H∞ filter reported here can also be used to deal
with system with known transition rates and cover the traditional MJSs as
a special case.
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13.4 Numerical Examples

In this section, some numerical examples are presented to illustrate the use-
fulness and flexibility of the results developed in this chapter.

Example 13.8. Consider system (13.5) with E = I, two modes and the fol-
lowing parameters:

A1 =

[−3.5 0.8
−0.6 −3.3

]
, A2 =

[−2.5 0.3
1.4 −0.1

]
,

Ad1 =

[−0.9 −1.3
−0.7 −2.1

]
, Ad2 =

[−2.8 0.5
−0.8 −1.0

]
,

Bω1 =

[
0.5
0.4

]
, Bω2 =

[
0.3
0.2

]
,

L1 =
[
0.1 0.3

]
, L2 =

[
0.2 0.15

]
,

that is, system (13.5) reduces to a regular system.
To compare our delay-dependent stochastic stability conditions with those

in [16, 61, 144], we consider system (13.5) with ω(t) = 0 and suppose π22 =
−0.8. Table 13.1 presents the comparison results with various π11, which
shows that the delay-dependent stochastic stability condition in Theorem
13.1 gives better results than those in [16, 61, 144].

Now, let us consider system (13.5) and choose π11 = −0.2 and π22 = −0.8.
Table 13.2 gives the comparison results on minimum allowed γ for various
d by different methods. It is clear that the results of Theorem 13.1 are less
conservative than those of [61, 144]. In particular, when d = 0.6, the methods
of [61, 144] fail, but the minimum allowed γ = 0.4332 by using Theorem 13.1.

Example 13.9. Consider system (10.5) with two modes, that is, S = {1, 2}.
The mode switching is governed by the transition rate matrix

Π =

[−0.45 0.45
0.3 −0.3

]
.

System parameters are described as follows

A1 =

[
0.4972 0

0 −0.9541

]
, A2 =

[
0.5121 0

0 −0.7215

]
,

Ad1 =

[−1.010 1.5415
0 0.5449

]
, Ad2 =

[−0.8521 1.9721
0 0.4321

]
.

and the singular matrix

E =

[
1 0
0 0

]
.
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Table 13.1. Example 13.9: Comparisons of maximum allowed d

π11 -0.40 -0.55 -0.70 -0.85 -1.00

[16, 61, 144] 0.5044 0.5025 0.5010 0.4998 0.4987

Theorem 13.1 0.6302 0.6152 0.6051 0.5974 0.5910

Table 13.2. Example 13.9: Comparisons of minimum allowed γ

d 0.2 0.3 0.4 0.5 0.6

[61, 144] 0.0642 0.0971 0.2060 3.2465 —

Theorem 13.1 0.0510 0.0704 0.1152 0.1999 0.4332

Applying Theorem 13.1, it can be shown that system is regular, impulse free
and stochastically stable for any constant time delay d satisfying 0 � d �
1.1152. But the result of [7] fails to determine the stochastic stability of the
above system.

Example 13.10. Consider system (13.1) with the following parameters:

A1 =

⎡
⎣ −3 1 0

0.3 −2.5 a
−0.1 0.3 −3.8

⎤
⎦ , A2 =

⎡
⎣−2.5 0.5 −0.1

0.1 −3.5 0.3
−0.1 1 −2

⎤
⎦ ,

Bω1 =

⎡
⎣10
1

⎤
⎦ , Bω2 =

⎡
⎣−0.6

0.5
0

⎤
⎦ , C1 =

⎡
⎣0.80.3

0

⎤
⎦
T

, C2 =

⎡
⎣−0.5

0.2
0.3

⎤
⎦
T

,

L1 =

⎡
⎣ 0.5
−0.1
1

⎤
⎦
T

, L2 =

⎡
⎣ 0

1
0.6

⎤
⎦
T

, Dω1 = 0.2, Dω2 = 0.5.

(1) We choose E = I, Ad1 = Ad2 = 0 and Cd1 = Cd2 = 0, that is, system
(13.1) reduces to a regular system without time delay, which has been con-
sidered in [87]. When a = 1, and the transition rate matrix is exactly known
and given by

Π =

[−0.5 0.5
0.3 −0.3

]
.

By using the methods of[22] and [87], the achieved minimum H∞ perfor-
mances γ of the resulting filtering error system are 0.74038 and 0.3028,
respectively, while applying Corollary 13.5 proposed here can obtain the min-
imal attenuation level γ = 0.2019, which is 72.73% and 33.32% smaller than
those in [22] and [87], respectively, with the filter parameters
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Af =

⎡
⎣−2.4614 −3.6782 0.5636

0.1029 −2.5787 0.7094
−0.4577 −3.8497 −2.8816

⎤
⎦ ,

Bf =

⎡
⎣−1.0703
−0.5197
−1.4948

⎤
⎦ , Cf =

[
0.0195 −1.6458 −0.5525

]
.

Moreover, when a > 25, [22, 87] can not conclude whether there exists a
desired H∞ filtering, but our approach result is still valid even for a = 37.

(2) When a = 2, Ad1 = Ad2 = 0, Cd1 = Cd2 = 0 and

E =

⎡
⎣ 1 0.9 0
0.9 1 0
0 0 0

⎤
⎦ .

Regarding the transition probability matrix Π, two cases will be considered.

Case 1: Π is perfectly known and given by

Π =

[−1 1
1.1 −1.1

]
.

The minimum attenuation level γ of the resulting filtering error system ob-
tained from Corollary 13.5 is 0.2339, and the corresponding filter is given
by

Af =

⎡
⎣−2.6067 0.7678 0.1555

0.2249 −3.9845 2.2317
−0.3709 0.5784 −4.9699

⎤
⎦ ,

Bf =

⎡
⎣−0.5721
−0.7144
−1.4287

⎤
⎦ , Cf =

[
0.1506 −0.5548 −1.1822

]
.

Case 2: Π is unknown and π̄1 = π̄2 = 1.3, π1 = π2 = 0.7.
The minimum attenuation level γ obtained with H∞ filter design of Corol-

lary 13.5 is γ = 0.2750, and the corresponding filter matrices are

Af =

⎡
⎣−1.1537 −1.4273 1.7353

3.4426 −7.0047 2.6217
−2.8670 3.3906 −5.7857

⎤
⎦ ,

Bf =

⎡
⎣−0.5765
−0.7229
−1.4255

⎤
⎦ , Cf =

[
0.0343 −0.3195 −1.3153

]
.

Although the result of [4] fails to determine whether there exist the desired
H∞ filters for both above two cases.
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(3) Now choose

Ad1 =

⎡
⎣−0.1669 0.0802 1.6820
−0.8162 −0.9373 0.5936
2.0941 0.6357 0.7902

⎤
⎦ ,

Ad2 =

⎡
⎣ 0.1053 −0.1948 −0.6855
−0.1586 0.0755 −0.2684
0.8709 −0.5266 −1.1883

⎤
⎦ ,

Cd1 =

⎡
⎣ 0.2486

0.1025
−0.0410

⎤
⎦
T

, Cd2 =

⎡
⎣−2.2476
−0.5108
0.2492

⎤
⎦
T

, E =

⎡
⎣1 0 0
0 1 0
0 0 0

⎤
⎦ .

Regarding the transition rate matrix Π, two cases will also be considered.

Case 1: Π is perfectly known and given by

Π =

[−0.5 0.5
0.6 −0.6

]
.

Case 2: Π is unknown and π̄1 = π̄2 = 0.9, π1 = π2 = 0.7.
When a = 2, applying the delay-independent result of Theorem 13.4 in

this chapter, we can obtain the minimum guaranteed H∞ error γ = 1.2937
for Case 1 and γ = 1.3962 for Case 2. While the condition in [167] fails to
conclude whether or not there exists H∞ filter for both cases.

When a = −4, it can be verified that the conditions in [167] and Theorem
13.4 reported in this chapter are not valid any more, which implies that the
conditions in [167] and Theorem 13.4 here fail to conclude whether or not
there exist filters for this system with perfectly known transition rates or
unknown transition rates. However, by Theorem 13.3 in this chapter, it can
be calculated that for all 0 � d � 1.8515 (for Case 1) or 0 � d � 1.1892 (for
Case 2), there exist H∞ filters. Thus, for this case, the delay-dependent con-
dition in Theorem 13.3 has less conservativeness than the delay-independent
conditions of [167] and Theorem 13.4. For example, we assume d = 0.8. For
Case 1, the minimum attenuation level γ of the resulting filtering error sys-
tem obtained from Theorem 13.3 is 0.6893. While, for Case 2, γ = 0.9933
and the corresponding filter is given by

Af =

⎡
⎣−1.6463 1.4952 −1.0499
−1.1719 −1.9662 −2.0601
−0.0322 0.5762 −2.0600

⎤
⎦ ,

Bf =

⎡
⎣−1.9720

0.8883
−0.8963

⎤
⎦ , Cf =

[−0.3683 0.2372 −1.0489
]
.
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Fig. 13.1. Example 13.10: Markov mode
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Fig. 13.2. Example 13.10: State responses for the designed filter

With this filter, one of the possible realizations of the Markov mode is plotted
in Fig. 13.1, where the initial mode is assumed to be r0 = 1. Fig. 13.2 shows

the state responses of the designed filter with φ(t) =
[
5 3 4.2453

]T
, t ∈

[−0.8, 0] and the disturbance ω(t) = sin(t)e−0.1t, and the error estimation
signal z̄(t) = z(t)− ẑ(t) is depicted in Fig. 13.3.

In addition, the obtained minimum attenuation levels versus different d are
shown in Fig. 13.4 for Case 1 and Case 2, respectively. From Fig. 13.4, we can
easily find that the minimal disturbance rejection γ for the above mentioned
system depends on the knowledge of transition rates. More specifically, for the
same d, the results with unknown transition rates are larger than the ones we
get for the case of perfectly known transition rates. This is reasonable since
the latter uses more information on the transition rates. However, when the
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Fig. 13.3. Example 13.10: Error estimation
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Fig. 13.4. Example 13.10: H∞ performance comparison between Case 1 and
Case 2

transition rates cannot be precisely known, the former will be more useful
and meaningful.

Through this example, we find that our results not only can be applied to
system with totally known transition rates, but also can be applied to system
with unknown transition rates. This proves their power and the correctness
of Remark 13.7.
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13.5 Conclusion

The problem of H∞ filtering for SMJSs with time delay and unknown tran-
sition rates has been investigated in this chapter. Both delay-dependent and
delay-independent approaches have been presented, with sufficient conditions
obtained for the existence of deterministic H∞ filters. All the results reported
in this chapter have been formulated by strict LMIs, which can be readily
solved using standard numerical software. Some numerical examples have
been provided to show the effectiveness of the proposed methods.
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Mode-Dependent H∞ Filtering for SMJSs
with Time-Varying Delays

14.1 Introduction

In the above chapter, we have investigated the problem of mode-independent
H∞ filter design for continuous-time SMJSs with constant delays. In this
chapter, we will deal with the problem of mode-dependent H∞ filtering for
SSs with both time-varying delays and Markov jump parameters. A BRL is
proposed to guarantee the considered system to be mean-square exponentially
admissible and satisfy a prescribed H∞ performance level. Based on this, a
LMI-based approach is proposed to design the desired filter. Finally, some
illustrative examples are provided to demonstrate the effectiveness of the
proposed methods.

14.2 Problem Formulation

Let {rt, t � 0} be a continuous-time Markov process with right continu-
ous trajectories and follow the same definition as that in Chapter 10. Fix a
probability space (Ω ,F ,P) and consider the following SS with Markov jump
parameters and time-varying delays:⎧⎪⎪⎪⎨

⎪⎪⎪⎩

Eẋ(t) = A(rt)x(t) +Ad(rt)x(t− d(t)) +Bω(rt)ω(t),

y(t) = C(rt)x(t) + Cd(rt)x(t− d(t)) +Dω(rt)ω(t),

z(t) = L(rt)x(t),

x(t) = φ(t), t ∈ [−d2, 0],

(14.1)

where x(t) ∈ R
n is the state, y(t) ∈ R

s is the measurement, z(t) ∈ R
q is

the signal to be estimated, ω(t) ∈ R
p is the disturbance input that belongs

to L2[0,∞), and φ(t) ∈ Cn,d2 is a compatible vector valued initial function.
The matrix E ∈ R

n×n may be singular and it is assumed that rankE =
r � n. A(rt), Ad(rt), Bω(rt), C(rt), Cd(rt), Dω(rt) and L(rt) are known
real constant matrices with appropriate dimensions for each rt ∈ S. d(t) is a

Z.-G. Wu et al.: Anal. & Synth. of Singular Syst. with Time-Delays, LNCIS 443, pp. 199–213.
DOI: 10.1007/978-3-642-37497-5_14 c© Springer-Verlag Berlin Heidelberg 2013
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time-varying continuous function that satisfies 0 < d1 � d(t) � d2, ḋ(t) � μ,
where d1 and d2 are the time-delay lower and upper bounds, respectively,
and 0 � μ < 1 is the time-delay variation rate.

Definition 14.1

1. System (11.30) is said to be mean-square exponentially stable, if there exist
scalars α > 0 and β > 0 such that E {‖x(t)‖2} � αe−βt‖φ(t)‖2d2

, t > 0.
2. System (11.30) is said to be mean-square exponentially admissible, if it is
regular, impulse free and mean-square exponentially stable.

Definition 14.2. For a given scalar γ > 0, system (14.1) is said to be mean-
square exponentially admissible with H∞ performance γ, if it with ω(t) ≡ 0
is mean-square exponentially admissible, and under zero initial condition, it
satisfies (10.8) for any non-zero ω(t) ∈ L2[0,∞).

In this chapter, in order to estimate z(t), we are interested in designing a
filter of the following structure:{

Ef
˙̂x(t) = Af (rt)x̂(t) +Bf (rt)y(t),

ẑ(t) = Cf (rt)x̂(t),
(14.2)

where x̂ ∈ R
n, ẑ(t) ∈ R

q, and the constant matrices Ef , Af (rt), Bf (rt) and
Cf (rt) are the filter matrices with appropriate dimensions, which are to be
designed.

Defining

z̄(t) = z(t)− ẑ(t),

x̄(t) =
[
x(t)T x̂(t)T

]T
,

and combining (14.1) and (14.2), we obtain the filtering error dynamics as
follows:{

Ē ˙̄x(t) = Ā(rt)x̄(t) + Ād(rt)x̄(t− d(t)) + B̄ω(rt)ω(t),

z̄(t) = L̄(rt)x̄(t),
(14.3)

where

Ē =

[
E 0
0 Ef

]
,

Ā(rt) =

[
A(rt) 0

Bf (rt)C(rt) Af (rt)

]
,

Ād(rt) =

[
Ad(rt) 0

Bf (rt)Cd(rt) 0

]
,

B̄ω(rt) =

[
Bω(rt)

Bf (rt)Dω(rt)

]
,

L̄(rt) =
[
L(rt) −Cf (rt)

]
.
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The purpose of this chapter is to designH∞ filter (14.2) for system (14.1) such
that the filtering error system (14.3) is mean-square exponentially admissible
with H∞ performance γ, where the criteria are dependent on the length of
time-delay.

14.3 Main Results

In this section, the delay-dependent H∞ filtering problem will be discussed
by LMI approach.

14.3.1 BRL

We initially present the following BRL, which will play a key role in solving
the aforementioned problem.

Theorem 14.3. For a given scalar γ > 0, system (14.1) is mean-square
exponentially admissible with H∞ performance γ, if there exist matrices Q1 >
0, Q2 > 0, Q3 > 0, Z1 > 0, Z2 > 0 and Pi such that for every i ∈ S,

ETPi = PT
i E � 0, (14.4)

Ξi =

⎡
⎢⎢⎢⎢⎢⎢⎣

Ξ11i Ξ12i 0 0 PT
i Bωi A

T
i W

∗ Ξ22i E
TZ2E Ξ24i 0 AT

diW
∗ ∗ Ξ33i 0 0 0
∗ ∗ ∗ Ξ44i 0 0
∗ ∗ ∗ ∗ −γ2I BT

ωiW
∗ ∗ ∗ ∗ ∗ −W

⎤
⎥⎥⎥⎥⎥⎥⎦
< 0, (14.5)

where d12 = d2 − d1, W = d12d
2
2Z1 + d212Z2, and

Ξ11i =

s∑
j=1

πijE
TPj + PT

i Ai +AT
i Pi +

3∑
k=1

Qk − d12E
TZ1E + LT

i Li,

Ξ12i = PT
i Adi + d12E

TZ1E,

Ξ22i = − (1− μ)Q3 − ET((d12 + d2)Z1 + 2Z2)E,

Ξ33i = −Q1 − ETZ2E,

Ξ24i = ET(d2Z1 + Z2)E,

Ξ44i = −Q2 − ET(d2Z1 + Z2)E.

Proof. Firstly, we prove the mean-square exponential admissibility of system
(11.30). Since rankE = r � n, there exist nonsingular matrices G and H
such that

GEH =

[
Ir 0
0 0

]
. (14.6)
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Denote

GAiH =

[
Ai1 Ai2

Ai3 Ai4

]
, G−TPiH =

[
P̄i1 P̄i2

P̄i3 P̄i4

]
. (14.7)

From (14.4) and using the expressions in (14.6) and (14.7), it is easy to obtain
that P̄i2 = 0 for every i ∈ S. Pre- and post-multiplying Ξ11i < 0 by HT and
H , respectively, we have

AT
i4P̄i4 + P̄T

i4Ai4 < 0, (14.8)

which implies Ai4 are nonsingular for every i ∈ S and thus the pairs (E,Ai)
are regular and impulse free for every i ∈ S. Thus, by Definition 10.1, system
(11.30) is regular and impulse free

Next, we will show the mean-square exponential stability of system (11.30).
Define a new process {(xt, rt), t � 0} by {xt = x(t+ θ),−2d2 � θ � 0}, then
{(xt, rt), t � 0} is a Markov process with initial state (φ(·), r0). Now, define
the following Lyapunov functional for system (11.30),

V (xt, rt, t) = x(t)TETP (rt)x(t) +

2∑
k=1

∫ t

t−dk

x(α)TQkx(α) dα

+

∫ t

t−d(t)

x(α)TQ3x(α) dα

+ d12d2

∫ 0

−d2

∫ t

t+β

ẋ(α)TETZ1Eẋ(α) dαdβ

+ d12

∫ −d1

−d2

∫ t

t+β

ẋ(α)TETZ2Eẋ(α) dαdβ. (14.9)

Then, for each i ∈ S, we have

AV (xt, i, t) � 2x(t)TETPiẋ(t) + x(t)T

⎡
⎣ s∑
j=1

πijE
TPj

⎤
⎦x(t)

+

3∑
k=1

x(t)TQkx(t) −
2∑

k=1

x(t − dk)
TQkx(t− dk)

− (1− μ)x(t − d(t))TQ3x(t− d(t)) + ẋ(t)TETWEẋ(t)

− d12d2

∫ t

t−d2

ẋ(α)TETZ1Eẋ(α) dα

− d12

∫ t−d1

t−d2

ẋ(α)TETZ2Eẋ(α) dα. (14.10)
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According to Jensen inequality, the following inequality is true:

− d12d2

∫ t

t−d2

ẋ(α)TETZ1Eẋ(α) dα

= − d12d2

∫ t

t−d(t)

ẋ(α)TETZ1Eẋ(α) dα− d12d2

∫ t−d(t)

t−d2

ẋ(α)TETZ1Eẋ(α) dα

� − d(t)d12

∫ t

t−d(t)

ẋ(α)TETZ1Eẋ(α) dα

− (d2 − d(t))d2

∫ t−d(t)

t−d2

ẋ(α)TETZ1Eẋ(α) dα

� − d12

[∫ t

t−d(t)

ẋ(α)TET dα

]
Z1

[∫ t

t−d(t)

Eẋ(α) dα

]

− d2

[∫ t−d(t)

t−d2

ẋ(α)TET dα

]
Z1

[∫ t−d(t)

t−d2

Eẋ(α) dα

]

=

⎡
⎣ x(t)
x(t− d(t))
x(t − d2)

⎤
⎦
T ⎡
⎣−d12ETZ1E d12E

TZ1E 0
∗ −(d12 + d2)E

TZ1E d2E
TZ1E

∗ ∗ −d2ETZ1E

⎤
⎦

×
⎡
⎣ x(t)
x(t − d(t))
x(t− d2)

⎤
⎦ . (14.11)

Similarly, we can also get

− d12

∫ t−d1

t−d2

ẋ(α)TETZ1Eẋ(α) dα

�

⎡
⎣x(t− d(t))
x(t− d1)
x(t− d2)

⎤
⎦
T ⎡
⎣−2ETZ2E ETZ2E ETZ2E

∗ −ETZ2E 0
∗ ∗ −ETZ2E

⎤
⎦
⎡
⎣x(t− d(t))
x(t− d1)
x(t− d2)

⎤
⎦ .
(14.12)

Thus, we have that, for every i ∈ S,

AV (xt, i, t) � ξ(t)TΨiξ(t), (14.13)

where

Ψi =

⎡
⎢⎢⎣
Ξ11i Ξ12i 0 0
∗ Ξ22i E

TZ2E Ξ24i

∗ ∗ Ξ33i 0
∗ ∗ ∗ Ξ44i

⎤
⎥⎥⎦+

⎡
⎢⎢⎣
AT

i

AT
di

0
0

⎤
⎥⎥⎦W

⎡
⎢⎢⎣
AT

i

AT
di

0
0

⎤
⎥⎥⎦
T

,

ξ(t) =
[
x(t)T x(t− d(t))T x(t − d1)

T x(t− d2)
T
]T
.
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Using (14.5) and Schur complement, it is easy to see that there exits a scalar
λ > 0 such that for every i ∈ S,

AV (xt, i, t) � −λ‖x(t)‖2. (14.14)

Since Ai4 is nonsingular for every i ∈ S, we set

Ĝ =

[
Ir −Ai2A

−1
i4

0 A−1
i4

]
G. (14.15)

It is easy to get

ĜEH =

[
Ir 0
0 0

]
, ĜAiH =

[
Âi1 0

Âi3 I

]
, (14.16)

where Âi1 = Ai1 −Ai2A
−1
i4 Ai3 and Âi3 = A−1

i4 Ai3. Denote

ĜAdiH =

[
Aid1 Aid2

Aid3 Aid4

]
, Ĝ−TPiH =

[
Pi1 Pi2

Pi3 Pi4

]
, HTQ3H =

[
Q11 Q21

∗ Q22

]
.

(14.17)
On the other hand, it can be seen from (14.5) that

⎡
⎢⎢⎣
I
I
I
I

⎤
⎥⎥⎦
T ⎡
⎢⎢⎣
Ξ11i Ξ12i 0 0
∗ Ξ22i E

TZ2E Ξ24i

∗ ∗ Ξ33i 0
∗ ∗ ∗ Ξ44i

⎤
⎥⎥⎦
⎡
⎢⎢⎣
I
I
I
I

⎤
⎥⎥⎦ < 0, (14.18)

which implies

s∑
j=1

πijE
TPj + PT

i (Ai +Adi) + (Ai +Adi)
TPi < 0. (14.19)

It is easy to find the matrices Pi satisfying (14.19) are nonsingular for ev-
ery i ∈ S. If not, then there exist some i0 ∈ S and a vector η0 �= 0 such
that Pi0η0 = 0. Therefore, pre- and post-multiplying (14.19) by ηT0 and η0,
respectively, we get ηT0 (

∑s
j=1 πi0jE

TPj)η0 < 0. This is a contradiction since

ETPi � 0 implies ηT0 (
∑s

j=1 πi0jE
TPj)η0 � 0. Thus, considering (14.4), we

can deduce that Pi1 > 0 and Pi2 = 0 for every i ∈ S. Define

ζ(t) =

[
ζ1(t)
ζ2(t)

]
= H−1x(t). (14.20)

Then, system (11.30) is equivalent to⎧⎪⎨
⎪⎩

ζ̇1(t) = Âi1ζ1(t) +Aid1ζ1(t− d(t)) + Aid2ζ2(t− d(t)),

−ζ2(t) = Âi13ζ1(t) +Aid3ζ1(t− d(t)) +Aid4ζ2(t− d(t)),

ζ(t) = ψ(t) = H−1φ(t), t ∈ [−d2, 0].
(14.21)
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To prove the exponential stability in mean square, we define a new function as

W (xt, rt, t) = eεtV (xt, rt, t), (14.22)

where ε > 0 and then, by Dynkin’s formula [109], we find that for every i ∈ S,

E {W (xt, rt, t)}� E {W (x0, r0, 0)}+E

{∫ t

0

eεs
[
εV (xs, rs, s)−λ‖x(s)‖2

]
ds

}
.

(14.23)

By using the similar analysis method of [108], it can be seen from (14.9),
(14.22) and (14.23) that, if ε is chosen small enough, a constant k > 0 can
be found such that for t > 0,

min
i∈S

{λmin(Pi1)}E
{‖ζ1‖2} � E

{
x(t)TETPix(t)

}
� E {V (xt, rt, t)} � ke−εt‖φ(t)‖2d2

. (14.24)

Hence, for any t > 0

E
{‖ζ1‖2} � αe−εt‖φ(t)‖2d2

, (14.25)

where α = (min
i∈S

{λmin(Pi1)})−1k. Defining

e(t) = Âi13ζ1(t) +Aid3ζ1(t− d(t)) (14.26)

and from (14.25), we have that a constant m > 0 can be found such that
when t > 0,

E
{‖e(t)‖2} � me−εt‖φ(t)‖2d2

. (14.27)

To study the mean-square exponential stability of ζ2(t), we construct a func-
tion as

J(t) = ζ2(t)
TQ22ζ2(t)− ζ2(t− d(t))TQ22ζ2(t− d(t)). (14.28)

By pre-multiplying the second equation of (14.21) with ζ2(t)
TPT

i4 , we obtain
that

0 = ζ2(t)
TPT

i4ζ2(t) + ζ2(t)
TPT

i4Aid4ζ2(t− d(t)) + ζ2(t)
TPT

i4e(t). (14.29)

Adding (14.29) to (14.28) yields that

J(t) = ζ2(t)
T(PT

i4 + Pi4 +Q22)ζ2(t) + 2ζ2(t)
TPT

i4Aid4ζ2(t− d(t))

− ζ2(t− d(t))TQ22ζ2(t− d(t)) + 2ζ2(t)
TPT

i4e(t)

�
[

ζ2(t)
ζ2(t− d(t))

]T [
PT
i4 + Pi4 +Q22 P

T
i4Aid4

∗ −Q22

] [
ζ2(t)

ζ2(t− d(t))

]
+ η1ζ2(t)

Tζ2(t) + η−1
1 e(t)TPi4P

T
i4e(t), (14.30)
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where η1 is any positive scalar. Pre- and post-multiplying[
Ξ11i Ξ12i

∗ Ξ22i

]
< 0 (14.31)

by

[
H 0
0 H

]T
and

[
H 0
0 H

]
, respectively, we get a constant η2 > 0 can be found

such that [
PT
i4 + Pi4 +Q22 P

T
i4Aid4

∗ −Q22

]
� −

[
η2I 0
0 0

]
. (14.32)

On the other hand, since η1 can be can be chosen arbitrarily, η1 can be chosen
small enough such that η2 − η1 > 0. Then we can always find a scalar η3 > 1
such that

Q22 − (η1 − η2)I � η3Q22. (14.33)

It follows from (14.28), (14.30) and (14.33) that

ζ2(t)
TQ22ζ2(t) � η−1

3 ζ2(t− d(t))TQ22ζ2(t− d(t)) + (η1η3)
−1e(t)TPi4P

T
i4e(t),
(14.34)

which infers
E {f(t)} � η−1

3 E { sup
t−d2�s�t

f(s)}+ ξe−δt, (14.35)

where 0 < δ < min{ε, d−1
2 ln η3}, f(t) = ζ2(t)

TQ22ζ2(t) and

ξ = (η1η3)
−1mmax

i∈S
‖Pi4‖2‖φ(t)‖2d2

.

Therefore, applying Lemma 1.11 to the above inequality yields that

E {‖ζ2(s)‖2} � λ−1
min(Q22)λmax(Q22)e

−δt‖ζ2(s)‖2d2
+
λ−1
min(Q22)ξe

−δt

1− η−1
3 eδd2

,

(14.36)

which means that by combining (14.25) that system (11.30) is mean-square
exponentially stable.

In the sequel, we shall deal with the H∞ performance of system (14.1). For
this purpose, we consider the Lyapunov functional (14.9) and the following
index for system (14.1):

Jzω(t) = E

{∫ t

0

[
z(s)Tz(s)− γ2ω(s)Tω(s)

]
ds

}
. (14.37)

Under zero initial condition, it easy to see that

Jzω(t) � E

{∫ t

0

[
z(s)Tz(s)− γ2ω(s)Tω(s) +AV (xs, i, s)

]
ds

}
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� E

{∫ t

0

[
ξ(s)
ω(s)

]T
Θi

[
ξ(s)
ω(s)

]
ds

}
, (14.38)

where

Θi =

⎡
⎢⎢⎢⎢⎣
Ξ11i Ξ12i 0 0 PT

i Bωi

∗ Ξ22i E
TZ2E Ξ24i 0

∗ ∗ Ξ33i 0 0
∗ ∗ ∗ Ξ44i 0
∗ ∗ ∗ ∗ −γ2I

⎤
⎥⎥⎥⎥⎦+

⎡
⎢⎢⎢⎢⎣
AT

i

AT
di

0
0
BT

ωi

⎤
⎥⎥⎥⎥⎦W

⎡
⎢⎢⎢⎢⎣
AT

i

AT
di

0
0
BT

ωi

⎤
⎥⎥⎥⎥⎦

T

.

Hence, by Schur complement, we can obtain from (14.5) that for all t > 0,
Jzω(t) < 0, which implies (10.8) holds for any nonzero ω(t) ∈ L2[0,∞). This
completes the proof.

14.3.2 Mode-Dependent H∞ Filter Design

Next, we will design H∞ filter (14.2). The following theorem presents a suf-
ficient condition of the existence of the filter for system (14.1).

Theorem 14.4. For a given scalar γ > 0, system (14.3) is mean-square
exponentially admissible with H∞ performance γ, if there exist matrices S1 >
0, S2 > 0, S3 > 0, Z1 > 0, Z2 > 0, Xi, Ui, Āfi, B̄fi and C̄fi such that for
every i ∈ S,

ETXi = XT
i E � 0, (14.39)

ETUi = UT
i E � 0, (14.40)

ET(Xi − Ui) = (Xi − Ui)
TE � 0, (14.41)

Δi =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Δ1i Δ2i Δ4i 0 0 (Xi − Ui)
TBωi AT

i U LT
i − C̄T

fi

∗ Δ3i Δ5i 0 0 XT
i Bωi − B̄fiDωi A

T
i U LT

i

∗ ∗ Δ6i E
TZ2E Δ8i 0 AT

diU 0
∗ ∗ ∗ Δ7i 0 0 0 0
∗ ∗ ∗ ∗ Δ9i 0 0 0
∗ ∗ ∗ ∗ ∗ −γ2I BT

ωiU 0
∗ ∗ ∗ ∗ ∗ ∗ −U 0
∗ ∗ ∗ ∗ ∗ ∗ ∗ −I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0,

(14.42)
where U = d12d

2
2Z1 + d212Z2 and

Δ1i = AT
i (Xi − Ui) + (Xi − Ui)

TAi +

s∑
j=1

πijE
T(Xj − Uj)
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− d12E
TZ1E +

3∑
k=1

Sk,

Δ2i = AT
i Xi − CT

i B̄
T
fi − ĀT

fi + (Xi − Ui)
TAi

+

s∑
j=1

πijE
T(Xj − Uj)− d12E

TZ1E +

3∑
k=1

Sk,

Δ3i = AT
i Xi − CT

i B̄
T
fi +XT

i Ai

− B̄fiCi +

s∑
j=1

πijE
TXj − d12E

TZ1E +

3∑
k=1

Sk,

Δ4i = (Xi − Ui)
TAdi + d12E

TZ1E,

Δ5i = XT
i Adi − B̄fiCdi + d12E

TZ1E,

Δ6i = − (1 − μ)S3 − ET((d12 + d2)Z1 + 2Z2)E,

Δ7i = − S1 − ETZ2E,

Δ8i = ET(d2Z1 + Z2)E,

Δ9i = − S2 − ET(d2Z1 + Z2)E.

Furthermore, if (14.39)-(14.42) are solvable, the parameters of the desired
filter can be chosen by

Afi = U−T
i Āfi, Bfi = U−T

i B̄fi, Cfi = C̄fi, Ef = E. (14.43)

Proof. Considering (14.42), we have that⎡
⎢⎢⎣
I
I
I
I

⎤
⎥⎥⎦
T ⎡
⎢⎢⎣
Δ1i Δ4i 0 0
∗ Δ6i E

TZ2E Δ8i

∗ ∗ Δ7i 0
∗ ∗ ∗ Δ9i

⎤
⎥⎥⎦
⎡
⎢⎢⎣
I
I
I
I

⎤
⎥⎥⎦ < 0, (14.44)

which implies

(Ai+Adi)
T(Xi−Ui)+(Xi−Ui)

T(Ai+Adi)+

s∑
j=1

πijE
T(Xj−Uj) < 0. (14.45)

Using the same approach in Theorem 14.3, we can find from (14.41) and
(14.45) that Xj − Uj are nonsingular for every i ∈ S. Define

Pi =

[
Xi −Ui

−Ui Ui

]
, Ji =

[
(Xi − Ui)

−1 I
(Xi − Ui)

−1 0

]
, Ê =

[
E 0
0 E

]
, H =

[
I
0

]T
. (14.46)

Then noting (14.39)-(14.41), we have

ÊTPi =

[
ETXi −ETUi

−ETUi ETUi

]
= PT

i Ê. (14.47)
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It can be deduced from (14.41) that

ETXi − (−ETUi)(E
TUi)

+(−ETUi) = ET(Xi − Ui) � 0, (14.48)

and

−ETUi(I − (ETUi)(E
TUi)

+) = − ETUi + (ETUi)[(E
TUi)]

T[(ETUi)
+]T

= − ETUi + (ETUi)[(E
TUi)

+(ETUi)]
T

= − ETUi + ETUi

= 0. (14.49)

Considering (14.40), (14.48) and (14.49), and using Lemma 1.3, we have

ÊTPi = PT
i Ê � 0. (14.50)

Now, pre- and post-multiplying (14.42) by diag{(Xi−Ui)
−T, I, I, I, I, I, I, I}

and its transpose, respectively, we obtain⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

Σ1i Σ2i 0 0 JT
i P

T
i B̄ωi J

T
i Ā

T
i H

TU JT
i L̄

T
i

∗ Δ6i E
TZ2E Δ8i 0 HĀT

diH
TU 0

∗ ∗ Δ7i 0 0 0 0
∗ ∗ ∗ Δ9i 0 0 0
∗ ∗ ∗ ∗ −γ2I B̄T

ωiH
TU 0

∗ ∗ ∗ ∗ ∗ −U 0
∗ ∗ ∗ ∗ ∗ ∗ −I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (14.51)

where

Σ1i = JT
i (

s∑
j=1

πijÊ
TPj + PT

i Āi + ĀT
i Pi +

3∑
k=1

HTSkH − d12Ê
THTZ1HÊ)Ji,

Σ2i = JT
i (PT

i ĀdiH
T + d12Ê

THTZ1E),

and the matrices Āi, Ādi, B̄ωi and L̄i are given in (14.3) with the parame-
ters Ef , Afi, Bfi and Cfi are given in (14.43), respectively. Then pre- and
post-multiplying (14.51) by diag{J−T

i , I, I, I, I, I, I} and its transpose, re-
spectively, we obtain⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

Υ1i Υ2i 0 0 PT
i B̄ωi ĀT

i H
TU L̄T

i

∗ Δ6i E
TZ2E Δ8i 0 HĀT

diH
TU 0

∗ ∗ Δ7i 0 0 0 0
∗ ∗ ∗ Δ9i 0 0 0
∗ ∗ ∗ ∗ −γ2I B̄T

ωiH
TU 0

∗ ∗ ∗ ∗ ∗ −U 0
∗ ∗ ∗ ∗ ∗ ∗ −I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0, (14.52)
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where

Υ1i =

s∑
j=1

πijÊ
TPj + PT

i Āi + ĀT
i Pi +

3∑
k=1

HTSkH − d12Ê
THTZ1HÊ,

Υ2i = PT
i ĀdiH

T + d12Ê
THTZ1E.

Then, we can always find a small enough scalar σ > 0 such that⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

Λ1i Λ2i 0 0 PT
i B̄ωi Ā

T
i Ū L̄T

i

∗ Λ3i ÊTZ̄2Ê ÊT(d2Z̄1 + Z̄2)Ê 0 ĀT
diŪ 0

∗ ∗ −S̄1 − ÊTZ̄2Ê 0 0 0 0

∗ ∗ ∗ −S̄2 − ÊT(d2Z̄1 + Z̄2)Ê 0 0 0
∗ ∗ ∗ ∗ −γ2I B̄T

ωiŪ 0
∗ ∗ ∗ ∗ ∗ −Ū 0
∗ ∗ ∗ ∗ ∗ ∗ −I

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0,

(14.53)
where

Λ1i =

s∑
j=1

πijÊ
TPj + PT

i Āi + ĀT
i Pi +

3∑
k=1

S̄k − d12Ê
TZ̄1Ê,

Λ2i = PT
i Ādi + d12Ê

TZ̄1Ê,

Λ3i = − (1 − μ)S̄3 − ÊT((d12 + d2)Z̄1 + 2Z̄2)Ê,

S̄k =

[
Sk 0
0 σI

]
, k = 1, 2, 3,

Z̄l =

[
Zl 0
0 σI

]
, l = 1, 2,

Ū = d12d
2
2Z̄1 + d212Z̄2.

Therefore, by Schur complement and Theorem 14.3, we have that system
(14.3) is mean square exponentially admissible with H∞ performance γ. This
completes the proof.

Remark 14.5. Note that Theorem 14.4 provides a delay-range-dependent suf-
ficient condition for the solvability of the H∞ filter problem of SMJSs with
time-delays. The gain matrices of the desired filter (14.2) can be constructed
through the solutions of (14.39)-(14.42). It is worth mentioning that the con-
ditions of Theorem 14.3 and Theorem 14.4 are formulated by the original
system matrices. Thus, the computational problems arising from decomposi-
tion of the original SS can be avoided, which makes the analysis and design
procedures simple and reliable. Although, equality constraints, which may
lead to numerical problems when checking the conditions, appear in Theo-
rem 14.3 and Theorem 14.4, this computational difficulty can be overcome
by employing some transformation applied in Chapter 4.
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14.4 Numerical Examples

In this section, we shall give some numerical examples to demonstrate the
applicability of the proposed approaches.

Example 14.6. Consider system (11.30) with E = I, two modes and the fol-
lowing parameters, which is borrowed from [182]:

A1 =

[−3.4888 0.8057
−0.6451 −3.2684

]
, Ad1 =

[−0.8620 −1.2919
−0.6841 −2.0729

]
,

A2 =

[−2.4898 0.2895
1.3396 −0.0211

]
, Ad2 =

[−2.8306 0.4978
−0.8436 −1.0115

]
.

To compare the stochastic stability condition in Theorem 14.3 with that in
[182], we choose π22 = −0.8 and μ = 0.9. For given d1 → 0+, the computed
upper bound d2 by different methods can be found in Table 14.1, from which
we get that our result is an improvement over that in [182]. Next, we consider
system with d1 > 0. The allowable upper bound d2 for different d1 and π11
can be found in Table 14.2. It can be seen from Tables 14.1 and 14.2 that for
Theorem 14.3 of our chapter, the allowable upper bound d2 is dependent on
the lower bound d1 when π11 is fixed.

Table 14.1. Example 14.6: Allowable upper bound d2 for different π11

π11 −0.1 −0.3 −0.5 −0.7 −0.9

[182] 0.4021 0.4010 0.4001 0.3993 0.3987
Theorem 14.3 0.4252 0.4250 0.4248 0.4246 0.4244

Table 14.2. Example 14.6: Allowable upper bound d2 for different π11 and d1

π11 = −0.1 π11 = −0.3 π11 = −0.5 π11 = −0.7 π11 = −0.9

d1 = 0.1 0.4336 0.4332 0.4328 0.4324 0.4321

d1 = 0.2 0.4459 0.4450 0.4442 0.4434 0.4428

Example 14.7. Consider system (14.1) with two modes. The system parame-
ters are described as follows:

A1 =

[−0.1793 −0.7876
1.6790 1.6746

]
, A2 =

[−0.3946 −2.3342
−0.1439 −1.3575

]
,

Ad1 =

[−0.3649 0.6192
−0.4381 −0.0420

]
, Ad2 =

[−0.9503 1.1842
−0.0672 0.3443

]
,

Bω1 =

[−0.2
0.5

]
, Bω2 =

[
0.5
0.2

]
, L1 = L2 =

[
0.9
0.5

]T
.
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The singular matrix E and the transition rate matrix Π are given by the
following expression:

E =

[
1 0
0 0

]
,

Π =

[−a a
0.4 −0.4

]
.

We firstly suppose μ = 0.2, ω(t) = 0 and d1 = 0.2. For various a, Table 14.3
gives the allowable upper bound d2 ensuring the mean-square exponentially
admissibility of the considered system by using Theorem 14.3. Next, we take
disturbance ω(t) into account and let μ = 0.3, d1 = 0.3 and a = 0.2. The
minimum H∞ performance γ for various d2 can be obtained in Table 14.4.
While the results of [7, 9, 159] cannot be applied to deal with the above
system, because only time-invariant delay has been discussed in these papers.

Table 14.3. Example 14.7: Allowable upper bound d2 for different a

a 0.1 0.3 0.5 0.7 0.9

Theorem 14.3 0.7158 0.6985 0.6881 0.6814 0.6773

Table 14.4. Example 14.7: Minimum H∞ performance γ for different d2

d2 0.35 0.4 0.45 0.5 0.55

Theorem 14.3 0.4802 0.5388 0.6184 0.7248 0.8638

Example 14.8. Consider system (14.1) with two modes. For mode 1, the sys-
tem is described as

A1 =

[−1.1423 1.4521
−2.5 −3.2

]
, Ad1 =

[
0.1251 −0.5122
−0.2 −0.4

]
,

Bω1 =

[−1.2159
−0.1921

]
, C1 =

[−0.5215 1.4327
]
,

Cd1 =
[−0.9321 0.1252

]
, Dω1 = 2.2121,

L1 =
[−0.9800 −1.1210

]
.

For mode 2, the system is described as

A2 =

[−2.2111 −1.4321
−1 −1.5

]
, Ad2 =

[
1.200 1.5421
−0.35 −0.3

]
,

Bω2 =

[
1.500

−0.1200

]
, C2 =

[−0.2197 1.5421
]
,

Cd2 =
[−0.2727 0.2100

]
, Dω2 = 2.5490,

L2 =
[
0.9721 −1.5412

]
.
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Suppose the transition rate matrix is given by[
π11 π12
π21 π22

]
=

[−0.3 0.3
0.4 −0.4

]
.

In this example, we assume

E =

[
1 0
0 0

]
,

d1 = 0.5 and μ = 0.39. The purpose is the design of a delay-dependent H∞
filter in the form of (14.2) such that the filtering error system (14.3) achieves
mean-square exponentially admissible with H∞ performance γ. When d2 = 3
and γ = 4, using Matlab LMI control Toolbox to solve (14.39)-(14.42), we
can get the filter parameters to be determined are as follows:

Af1 =

[−67.2832 −71.1765
209.2346 233.6312

]
, Bf1 =

[−3.2529
9.2785

]
,

Cf1 =
[−0.9802 −1.1216

]
,

Af2 =

[−27.4747 −32.5712
45.6857 54.9458

]
, Bf2 =

[
2.5941
−4.2869

]
,

Cf2 =
[
1.1343 −1.3436

]
,

Ef =

[
1 0
0 0

]
.

On the other hand, we also provide the calculated minimum H∞ performance
γ with different d2 achieved by the filtering error system (14.3) in Table 14.5.
Although the condition in [167] fails to conclude whether or not there exist
filters for this system, the result reported in this chapter has less conservatism
than the existing one.

Table 14.5. Example 14.8: Minimum H∞ performance γ for different d2

d2 0.9 1.2 1.5 1.8 2.1

Theorem 14.4 2.6569 2.7559 2.8637 2.9268 2.9634

14.5 Conclusion

The problem of delay-dependent H∞ filtering has been addressed for SMJSs
with time-varying delay in a range. A delay-dependent BRL has been pro-
posed in terms of LMI approach. Based on this, a desired H∞ filter has been
designed such that the corresponding filtering error system is delay-dependent
mean-square exponentially admissible with H∞ performance γ. The numer-
ical examples have demonstrated the effectiveness and reduced conservatism
of the given methods.



Appendix

Proof of Lemma 1.6

Proof. It can be found that[
Z Y
∗ Y TZ−1Y

]
=

[
Z1/2 0

Y TZ−1/2 0

] [
Z1/2 Z−1/2Y
0 0

]
� 0,

where Y =
[
Y T
1 Y T

2 TT
1

]
. Hence,

k−1∑
α=k−d

[
η(α)
ξ(k)

]T [
Z Y
∗ Y TZ−1Y

] [
η(α)
ξ(k)

]
� 0.

After some simple manipulation, the above inequality yields (1.10). This com-
pletes the proof.

Proof of Lemma 1.7

Proof. According to Jensen inequality, we have

−d
∫ t

t−d

[
x(α)
Eẋ(α)

]T [
Z1 Z2

∗ Z3

] [
x(α)
Eẋ(α)

]
dα

� −
∫ t

t−d

[
x(α)
Eẋ(α)

]T
dα

[
Z1 Z2

∗ Z3

] ∫ t

t−d

[
x(α)
Eẋ(α)

]
dα.

Rewriting the right-hand side of the above inequality, we can obtain (1.11).
This completes the proof.
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