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Visual support vector machine-based method for reliability-based 
design optimization

You Xie & Yizhong Wu
School of Mechanical Science and Engineering, National CAD Supported Software Engineering Centre, 
Huazhong University of Science and Technology, Wuhan, China

ABSTRACT: In this paper, a method based on Virtual Support Vector Machine (VSVM) and Kriging 
response surface model is proposed to address Reliability-Based Design Optimization (RBDO) problems 
for black-box system. In many engineering optimization problems, the number of function evaluations is 
limited because of the expensive evaluation of the objection function and constraint functions. To get a 
more precise result, it is necessary to evaluate more samples in a small region, which includes the optimum 
point. Considering these characters, the RBDO method based on VSVM (RBDO–VSVM) is proposed 
in this article. RBDO–VSVM uses VSVM classification to approximate the limit state function, which 
can guide the constraint boundary sampling process. Besides, Trust Region (TR) method is used in the 
algorithm to downsize the search space to a local range around the constraint boundary, which probably 
contains the optimum point. Numerical optimization example is posed in the end of the article to validate 
the efficiency and accuracy of the proposed method.

(PMA) belong to the traditional optimization 
method. A  serial Single-Level Approach (SLA) 
has been developed recently, which decompose the 
double-loop algorithm into a sequential single-
level process. The key of SLA is how to convert the 
reliability constraints into certainty constraints. 
The widely used methods include Sequential Opti-
mization and Reliability Assessment (SORA) and 
reliability index approximate approach. Other 
typical uncertainty optimization methods such 
as Single-Loop Single Vector (SLSV) and Single-
Level Double Vector (SLDV) aim at uncertainty 
optimization problems, which insert uncertainty 
analysis based on the Most Probable Point (MPP) 
into optimization research.

Meta-Model-Based Design Optimization 
(MBDO) has been the mainstream method to 
achieve optimization of the Constrained Black-box 
system. Typical methods such as Efficient Global 
Optimization (EGO) emerged as one of the most 
promising methods for expensive simulators (Jones 
et al. 1998). EGO is based on the approximation of 
responses using a Gaussian process model so that 
the variance of the prediction is available over the 
whole design space. Expected Improvement (EI) 
of the object function can also be assessed; hence, 
the optimum value can be found by maximizing 
the EI with a global search. Recently, EGO has 
also developed Efficient Global Reliability Analy-
sis (EGRA) [Bichon BJ et al. 2008]. The EGRA 
is based on expectation improvement. To improve 

1 INTRODUCTION

In recent years, RBDO has been studied to design 
safer and more reliable products, which take the 
uncertainty of loadings, material properties, envi-
ronment, and other parameters into consideration. 
Reliability analysis aims to quantify the uncertainty 
of the output according to the uncertainty of the 
system inputs, environment, system itself, and 
so on. On the contrary, the relationship between 
inputs and outputs becomes increasingly compli-
cated, and mostly they are black-box systems in the 
practical engineering application, which makes the 
aforementioned relationships highly nonlinear and 
not able to be characterized with explicit functions. 
Therefore, it is very important do more research on 
the RBDO problems of black-box systems.

Several reliability analysis methods have been 
proposed. The First-Order Reliability analysis 
Method (FORM) is widely used because of its sim-
plicity and efficiency (Du 2008; Yao et al. 2013). To 
improve the FORM, the Second-Order Reliability 
analysis Method (SORM) was developed, which 
can obtain a more precise result. Uncertainty opti-
mization methods aim to find the optimum point 
by taking the effect of uncertainty into considera-
tion. Traditional uncertainty optimization meth-
ods apply a double-loop algorithm, which inserts 
the reliability analysis into the process of optimiza-
tion. Methods such as Reliability Index Approach 
(RIA) and Performance Measure Approach 
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the efficiency and precision of RBDO, other 
theories are also developed to address RBDO, such 
as the Support Vector Machine (SVM). The SVM 
is a classification method, which constructs only 
the decision (i.e., limit state) function. Another 
advantage of this classification method is that 
SVM can deal with multiple constraints simultane-
ously. Besides, Virtual SVM (VSVM) (Song, 2013) 
is developed to improve the accuracy of SVM 
while maintaining its desirable features, by using 
the available response function values.

In this paper, the RBDO–VSVM method is 
proposed to improve the efficiency and accuracy 
of RBDO. This paper is organized as follows. 
In Section  1, the mainly situation of the RBDO 
is reviewed. Section  2 introduces the theoretical 
background, whereas Section  3 introduces the 
details of the proposed method. Numerical exam-
ples and welded beam design example are demon-
strated in Section 4. Conclusion is proposed in the 
last section.

2 THEORETICAL BACKGROUND

2.1 EGO and EGRA

EGO was proposed by Jones [Jones, 2001]. In 
EGO, a new sampling point, which should be 
added to the Gaussian process model, is selected 
by maximizing the amount of improvement in the 
objective function that can be expected by add-
ing that point. A point could be expected to pro-
duce an improvement in the objective function if  
its predicted value is better than the current best 
solution or if  the uncertainty in its prediction is 
such that the probability of it producing a better 
solution is high. Because the uncertainty is higher 
in regions of the design space with fewer observa-
tions, this provides a balance between exploiting 
areas of the design space that predict good solu-
tions and exploring areas, where more information 
is needed. EGO was developed in Bichon BJ et al. 
[2012] to address RBDO problems, which devel-
oped the EI into the Expected Feasibility Function 
(EFF) that can provide an indication of how well 
the true value of the response is expected to satisfy 
the equality constraint.

2.2 Virtual support vector machine

The basic idea of VSVM is to increase the prob-
ability of locating the decision function close to 
the true limit state function by inserting two oppo-
site signed virtual samples between the given two 
samples. Virtual samples could be generated from 
the approximation method using any pair of real 
samples.

3 RBDO–VSVM

In this section, details of the proposed method will 
be presented.

The aim of optimization is to find the optimum 
point; therefore, orientating a small region, which 
contains the optimum point precisely, is impor-
tant for optimization the algorithm. The method 
includes two phases. The aim of Phase 1 is to ori-
entate the region, which contains the optimum 
point. With the base of Phase 1, the aim of Phase 2 
is to refine the meta-model within the trust region, 
which is near the real optimum point. Detailed 
information of the two phases is proposed below. 
The abstract flowchart of the method is depicted 
in Fig. 1.

3.1 Phase 1—the coarse search process

Because the classification approach of VSVM to 
construct the explicit boundaries is good at dealing 
with discontinuous and binary responses, both the 
VSVM and Kriging models are used in Phase 1. In 
order to improve the efficiency of orientating the 
small region, which contains the optimum point 
in Phase 1, EFF and the nearest distance from the 
existing sample points are applied in the sampling 
criterion of Phase 1.

The flowchart of Phase 1 is depicted in Fig. 2.
Four steps will be carried out in this phase to find 

the coarse region, which contains the optimum.

Step 1: Initialize the sample set. In order to obtain 
the sample set, which meets the uniform distri-
bution, the Latin Hypercube Sampling (LHS) 
method is used in this step. More than 2n+1 sam-
ples should be taken as the initial sample set for 
the problem with n dimensions.

Step 2: Evaluate objective function and con-
straint functions for each sample and con-
struct/update Kriging models for the objective 
function and constraint functions based on 
samples. Besides, the VSVM model is also 
constructed/updated for constraint functions 
based on the samples.

Figure 1. Abstract flowchart of the proposed method.
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Step 3: Obtain the DOP according to the current 
object Kriging model and constraints Kriging 
model with Genetic Algorithm (GA). The opti-
mization problem can be expressed as:

min f
s.t g

�

�
( )x

( )x =
⎧
⎨
⎧⎧
⎨⎨
⎧⎧⎧⎧

⎩
⎨⎨
⎩⎩
⎨⎨⎨⎨ 0

where f� ( )x  is the current Kriging model of objec-
tion function and g� ( )x  is the current Kriging 
models of constraint functions. This optimization 
problem is addressed by GA. DOP will be added 
to the optimization set. The trust region is con-
structed/updated according to the current DOP 
xk+1 and the former DOP xk, as shown in Fig. 3.

If  f(xk+1 k) )f(xkf(x , which means that the solu-
tion can be trusted, then the trust region will be 
expanded, which means the value of r should be 
larger; if  f(xk+1 k) )f(xkf(x , which means that the solu-
tion cannot be trusted, then the trust region will 
be downsized, which means the value of r should 
be smaller.

If  the last two DOP points meet the criterion 1, 
which is expressed in Eq. (1), go to Step 5; if  the 

last two DOP points do not meet the criterion 1, 
go to Step 4:

x rk+1 k− ≤xkx 2 *  (1)

Step 4: Select a new sample based on EFF, SVM, 
and trust region, which is expressed in Eq. (2), 
and add it to the sample set. Then, go to Step 2:

max EFF*D
s t. . s(x) = 0

x current trust region

⎧
⎨
⎪⎧⎧
⎨⎨
⎩⎪
⎨⎨
⎩⎩

 (2)

where D is the minimal distance from the current 
sample point to the existing sample points. EFF 
is the expected feasibility function. s(x) = 0 is the 
VSVM decision function. In the criterion expres-
sion, EF is applied to improve the precision of the 
Kriging model. D is applied to make the sample 
distribution more uniform. The constraint function 
of the criterion ensure that the new sample point is 
located at the SVM decision function and belong 
to the trust region, which can ensure that the new 
sample is as close to the optimum as possible.

3.2 Phase 2—the accurate search process

The flowchart of Phase 2 is depicted in Fig. 4.
Two steps are included in this phase.

Step 5: Obtain the DOP according to current 
object Kriging model and constraints Kriging 
model with Genetic Algorithm (GA) and add 
it to the Optimization set. The trust region is 
updated with the method that is used in Step 3. 
Besides, the RBDO design point is obtained 
with SORA. If  the last two DOP points meet 
Criterion 2, which is expressed in Eq. (3), the 
process is complete; if  not, go to Step 6:

Figure 2. Flowchart of Phase 1.

Figure 3. Trust region.

Figure 4. Flowchart of Phase 2.
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xk+1 k− ≤xkx ϕ (3)

where ϕ is a small positive number (i.e., 10−3)
Step 6: Select a new sample on the basis of EFF 

and trust region, which is expressed in Eq. (4), and 
add it to the sample set. Then, go to Step 2:

max EFF*D
s t. .
x trust region

⎧
⎨
⎪⎧⎧
⎨⎨
⎩⎪
⎨⎨
⎩⎩

 (4)

where EFF, D, and the trust region have the same 
meaning as that in Eq. (2). Kriging models of 
the constraints can be refined with the criterion 
within the trust region at each iteration. With the 
increase in the number of iterations, the accuracy 
of the Kriging model within the trust region will be 
increasingly higher.

In the RBDO–VSVM method, because of the 
uniform distribution of LHS sampling result, the 
stability of SVM, and taking the minimal distance, 
D, into consideration, the risk of finding the local 
optimum point can be reduced to some extent. 
Besides, the optimum point is obtained with 
Genetic Algorithm, which can also avoid falling 
into local optimum point.

4 NUMERICAL EXAMPLE

In this section, a numerical example is proposed 
to demonstrate the accuracy and efficiency of 
the proposed method. A comparison between the 
EGRA and RBDO–VSVM methods is made in 
this section. This example is the modified Haupt 
example (Lee and Jung, 2008), which has two 
design variables, whose objection function and 
constraint functions are nonlinear.

−

=
= −

<

Find x
Min f
s.t.prob

X

X
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1 2x,
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⎨⎨
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⎪⎪
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⎪⎪

⎪
⎩⎩

⎪⎪

In Fig. 5, the feasible samples are denoted by 
red spots and the infeasible samples are denoted 
by blue spots. The VSVM decision function, 
s(x)  =  0, is denoted by black lines. The Kriging 
models of  the constraints boundary are denoted 
by the pink dotted line. The true constraints 
boundaries are denoted by the green line. The 
trust region is represented by a red rectangle. 

The final RBDO design point is denoted by the 
red “+”. The RBDO design point obtained by 
the RBDO–VSVM method is [2.826, 3.268] with 
14 samples; the RBDO design point obtained by 
EGRA is [2.834, 3.251] with 35 samples. To quan-
tify the accuracy of  these methods, we adopt the 
accuracy measure in Eq. (5):

error = X X
X

d dX
d

×
�

100%  (5)

where Xd is the true optimum design point and X� d 
is the optimum design point. The norm used in this 
equation is 2-norm.

The error percent of the RBDO–VSVM method 
is 0.0487%; whereas that of the EGRA method is 
0.468%. Thus, it is evident that the accuracy and 
efficiency of the RBDO–VSVM method are sig-
nificantly higher.

5 CONCLUSION AND FUTURE WORK

In this article, the RBDO–VSVM method is pro-
posed to address the black-box system optimiza-
tion problems. In the RBDO–VSVM method, 
Kriging models are used to approximate the con-
straints and objection function, and the VSVM 
method is used to approximate the limit state 
function. To improve the efficiency of the optimi-
zation process, trust region is used in this article. 
With the process of iteration, the trust region has 
an increasingly higher probability to contain the 
optimum design point so that the Kriging model 
near the optimum design point can be refined with 
a higher accuracy.

However, the RBDO–VSVM method still has 
some limitations in some extreme situation. For 
example, the method is not good at addressing the 
optimization problem, whose feasible region is very 
small, long, and narrow. Under these conditions, it 
is difficult to find the first sample point within the 
feasible region, which decreased the accuracy of 
the VSVM method. Therefore, how to improve the 

Figure 5. Result of the RBDO–VSVM method.
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sampling strategy to improve the accuracy of the 
VSVM still has much room for further research.
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Study on the tunnel group traffic accident risk using a fuzzy 
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ABSTRACT: This paper aims to evaluate the tunnel traffic accident risk using an Analytic Hierarchy 
Process (AHP) and the fuzzy comprehensive evaluation methods. The concept of highway tunnel group 
was put forward for the first time. Three safety factors, including the human factors, vehicle factors, and 
road factors, were analyzed. The group tunnel traffic accident risk index system was established following 
the principles of integrity, scientific, credibility, and operable principle. The group tunnel traffic risk eval-
uation model was put forward using AHP and fuzzy comprehensive evaluation methods. Taking the Luan 
Chuan Highway Tunnel group traffic accident in Luoyang City as an example, the fuzzy comprehensive 
evaluation model was used in the application example. The results showed that the fuzzy comprehensive 
evaluation value of the Luan Chuan Highway Tunnel group traffic was 3.08, indicating that the traffic 
accident risk of the Luan Chuan Highway Tunnel group was medium.

distance between the two tunnels (L) is less than 
250 m, it is defined as the adjacent tunnel. When 
L > 250 m and L < 1000 m, it is defined as the con-
tinuous tunnel. The adjacent tunnel and continu-
ous tunnel are two types of the tunnel group. The 
maximum value of the range of the influence fac-
tors is selected as the dividing boundary between 
the tunnel group and the independent area, which 
belongs to the static definition. The advantage of 
the definition is its easy operation, whereas the 
disadvantage is its poor accuracy. Na Zhou (2010) 
proposed the concept of relative tunnel spacing 
and put forward the concept of the critical value 
of the interaction effect of the tunnel spacing. The 
tunnel section is a special cover structure of road. 
The tunnel traffic is still related to the human, 
vehicle, and road, which fully take into account 
natural attributes, characteristics of the environ-
ment, driver's visual requirements, and vehicle’s 
space requirements (Wang, 2009).

In this paper, the dynamic definition of the 
tunnel group is used to determine the critical 
value according to the tunnel group and to deter-
mine whether the tunnel group is based on the 
distance S. Taking the Luan Chuan Highway in 
Luoyang City as an example, the driving safety 
characteristics of the highway tunnel group was 
systematically studied and analyzed. In order to 
improve the construction and operation of tun-
nel group, the tunnel group accident risk evalua-
tion model is established and different sections of 

1 INTRODUCTION

In view of the current serious situation of traffic 
accidents, this paper evaluates the risk of traffic 
accidents using the fuzzy comprehensive evaluation 
method. There are very few research works focus-
ing on the tunnel group. Current references mainly 
focused on the definition of the tunnel group, the 
safety evaluation system of tunnel group, the influ-
ence factors of the safety of the tunnel group, and 
the practical safety technology of the tunnel group. 
However, the definition of the tunnel group and the 
operation environment of the identification are still 
not clear. Although the definition of the highway 
tunnel group is different, it can be mainly divided 
into two types: static definition and dynamic defi-
nition. The static definition of the highway tunnel 
group is used in the existing traffic environment, 
given the concept covers tunnel extension attrib-
utes, such as the limited value of the fixed distance 
between two tunnels. The value generally consists 
of various factors affecting the maximum distance. 
The dynamic definition of the highway tunnel 
group is set according to the tunnel design vehicle 
speed, traffic volume, and variable factors.

Shaofei Wang (2009) defined the tunnel group 
as the highway, where there are two or more inter-
vals in the shorter tunnel, including the continu-
ous tunnel and the adjacent tunnel. On the basis 
of the analysis of several factors affecting the 
role of distance, it is recommended that when the 
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the actual situation were carried out, which can 
provide references to deal with the traffic accidents.

2 MATERIALS AND METHODOLOGY

2.1 Study area and data

The design speed of Luan Chuan Highway in 
Luoyang City is 80 km/h, and the running mode 
is one-way travel. The total distance is 66.58 km, 
containing 24 tunnels, with a total length of about 
10.3 km, accounting for 15% of the total length of 
the road. The longest tunnel is 2 km, and the rest 
are short tunnels. The average tunnel spacing is 
270 m (Zhang, 2009). The West ditch tunnel group 
of the Luan Chuan Highway consists of seven 
tunnels, as shown in Table 1.

2.2 Establishment of risk evaluation index system

People (the driver visual characteristics, psycho-
logical characteristics), car (vehicle speed, vehicle’s 
own factors), and road (the road itself  and environ-
mental factors, including tunnel) are three aspects 
of the highway tunnel safety factors described in 
this paper. The evaluation criteria are determined 
through the concrete analysis of the influence 
factors of the tunnel group. Then, the risk index 
system of the highway tunnel group traffic acci-
dents is established (Chao, 2012).

The tunnel group and safety factors are com-
bined with the actual situation to discuss the clas-
sification and itemized fixed factors of the tunnel 
group according to the above principles. The com-
prehensive safety evaluation system of the highway 
tunnel group is mainly established from the tunnels 
of the main structure, traffic engineering facilities, 
import and mouth and the surrounding environ-
ment, electromechanical facilities, emergency rescue 
system, ventilation and lighting, security manage-
ment, and maintenance services. According to the 
reality of the situation of highway tunnel traffic 
accidents and morphology, Luan Chuan Highway 
Tunnel group of individual tunnel is divided into 
three sections. According to the purposes and 

principles of the highway tunnel traffic accident 
risk assessment system, the highway tunnel traffic 
accident risk assessment index system framework is 
divided into the target layer, the criterion layer, and 
the index layer. To analyze the key indicators of the 
evaluation system, the evaluation index value uses 
five conventional grades according to the various 
risk indicators assignment.

2.3 Safety influence factors of tunnel group

The analytic Hierarchy Process (AHP) method 
and the fuzzy comprehensive evaluation method 
are applied to the established risk evaluation index 
system and then the evaluation method of the risk 
assessment model is built.

1. AHP
AHP was first proposed by American operational 
experts in the mid-20th century proposing the use 
of the decision-making method. The complex prob-
lem is to decompose it into a hierarchical structure. 
The next level of various factors is relative to the 
level of each factor for pairwise comparison judg-
ment. The judgment matrix is constructed by the 
calculation to determine the holding level, with the 
sorting and the consistency test. Finally, a general 
arrangement of administrative levels, the combi-
nation weights of the factors and sorting, are con-
ducted through the analysis of results to solve the 
problem (Satty, 1978). This method has the char-
acteristics of a small amount of information and 
the short-time decision process. Using the analytic 
hierarchy process, the weight can be determined by 
the following three steps (Kayastha, 2013):

1. Establish hierarchical structure
First, a hierarchical structure model is constructed. 
The same element has a dominant effect on some 
elements of the next layer, and it is subject to the 
domination of the upper layer. In each level, there 
should not be more than nine elements dominated 
by the next level of the general; otherwise, it will 
cause more difficulty to judge.

2. Structure judgment matrix
Judgment matrix A = (aij)n×n has the following 
properties:

a aij ij ij ij> = ( )i j n0 1(i j =i j, /ij 1aij =aij ,aij (i1(i

In the formula aij ,( )i j n, j  Ui and Uj rep-
resent the scale of the importance of a layer of 
elements relative to its upper layer. The value of 
the judgment matrix directly reflects people’s 
understanding of the relative importance of each 
factor, and it is generally used to assign values to 
the degree of importance and scale. The meanings 
are shown in Table 2.

Table 1. Luan Chuan highway tunnel in Luoyang city.

Tunnel name Length Slope (%) Distance

Taishang tunnel 302 2.9/2.5 1237
Wangyuan tunnel 161 −1.92 1845
Dayangti ditch tunnel 480 +2.45/2.35   73
West ditch tunnel No. 1  95 +2.95   44
West ditch tunnel No. 2 124 +2.95   33
Yangjuan tunnel 753 +2.2/−1.2  691
Yachi ditch tunnel 640 –
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3. Calculation of the relative weights of elements 
under a single criterion and the consistency check

The maximum characteristic root of A is λmax, and 
the corresponding characteristic vector is W, which 
is the weight of the corresponding elements for the 
relative importance of a certain element at the same 
level. It is necessary to carry out the consistency test 
and calculate the consistency test index CI:

CI
n

n
=

−
−

λmax

1

where n is the order of the judgment matrix.

If  random consistency ratio CR
CI
RI

= < 0 1. ,1  

the judgment matrix is satisfied with the consist-
ency; otherwise, it is required to adjust the element 
value of the judgment matrix. RI value is showed 
in Table 2.

2. Fuzzy comprehensive evaluation model
In the fuzzy comprehensive evaluation model, 
the evaluation object is judged according to the 
specified criteria. The comprehensive evaluation 
aims at making a comprehensive evaluation of the 
evaluation object affected by multiple factors. The 
basic principle of Fuzzy comprehensive evaluation 
method for risk assessment is as follows: the influ-
ence degree of all risk factors is considered, and 
the weight difference of each factor is set to distin-
guish the importance difference. By constructing a 
mathematical model, all possibility degrees of risk 
and the degree of possibility value are higher for 
the level of risk to determine the final value. As 
a kind of concrete application method of fuzzy 
mathematics, it has been widely used.

First, a set of factors U is set up, U = {u1, u2, 
u3, u4}, to determine the value of comprehensive 
evaluation. Then, we should divide the judgment 
matrix by using the theory of fuzzy mathematics. 
The weight of evaluation index is calculated and 

the results of the fuzzy comprehensive evaluation 
are finally obtained.

3 RESULTS AND DISCUSSION

According to the established fuzzy comprehensive 
evaluation model, the evaluation standard, the 
measured value, the fuzzy switching principle, and 
the maximum membership principle are used to 
make a general evaluation of the things or objects, 
which are restricted by many factors.

1. Set up a set of factors
The factors that affect the traffic accident of tunnel 
section 1 are set as follows:

U1 = {u1, u2, u3, u4} = {Highway alignment, The 
alignment of tunnel entrance section, Traffic char-
acteristics of tunnel, Tunnel traffic environment}.

Inside: Ul  =  {c1, c2, c3}  =  {Highway curve 
radius, Slope of Expressway, Highway pavement 
adhesion coefficient}.

U2  =  {c4, c5, c6}  =  {Curve radius of tunnel 
entrance, Longitudinal slope of tunnel portal 
section, Sight distance}.

U3  =  {c7, c8, c9}  =  {Traffic saturation, Cart 
proportion, Average speed}.

U4 = {c10, c11, c12} = {Road adhesion coeffi-
cient of tunnel entrance section, Tunnel ventila-
tion, Tunnel lighting}.

The risk index system of traffic accidents of high-
way tunnel sections 2 and 3 is set up. The set of factors 
of accidents of sections 2 and 3 was set up as follows:

V  =  {vl, v2, v3, v4, v5}  =  {Very good, Good, 
General, Poor, Very poor} = {5, 4, 3, 2, l}.

2. Comprehensive evaluation of traffic accidents 
risk of tunnel group

As the different sections of the tunnel are interrelated 
and influence each other, the comprehensive evalu-
ation value of the tunnel, which is determined by 
the “compromise generalized criterion”, is adopted. 
The tunnel group is supposed to be consistent with 
ti tunnels. The tunnel is set into three sections of the 
entrance, intermediate, and export. The evaluation 
values of the tunnel sections are (I = 1, 2 … J = 1, 
2, 3). For a group composed of a plurality of tunnel, 
“bucket theory” is used to determine the value of 
comprehensive evaluation of the tunnel group, as 
well as the tunnel traffic accident risk comprehen-
sive evaluation values for all segments of the tunnel 
evaluation value minimum value:

V = min(vij)(i = 1, 2, …; j = 1, 2, 3)

3. The highway tunnel traffic accident risk assessment
First, the traffic accident risk of the Dayangti 
ditch tunnel section 1 is assessed. According to the 
membership function of the fuzzy mathematics, 
the evaluation matrix of the four subfactors of the 
criterion layer is obtained from R1, R2, R3, and R4:

Table 2. Judgment matrix scale and its implication.

Scaling Meaning

1 Compared with the two elements, which is 
of the same importance.

3 Compared with the two elements, the former 
is a little more important than the latter.

5 Compared with the two elements, the former 
is more important than the latter.

7 Compared with the two elements, the former 
is more important than the latter.

9 Compared with the two elements, the former 
is more important than the latter.

2, 4, 6, 8 The intermediate values of the two adjacent 
judgments are indicated.

Reciprocal The importance ratio of element j is aij = 1/aij.
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Weights of the four factors are:
W1 = (0.0910, 0.4545, 0.4545),
W2 = (0.6370, 0.1047, 0.2583),
W3 = (0.1047, 0.2583, 0.6370),
W4 = (0.6491, 0.0719, 0.2790).

A comprehensive evaluation of the four subfac-
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As the weight of factor set U1 is W = (0.1091, 
0.1891, 0.3509, 0.3509), the two-level fuzzy compre-
hensive evaluation vector of Dayangti ditch tunnel 
section 1 traffic accident is given as follows:

B WgRWWgRW =WgRWW ( . . . )0. 0 0 0 0.1 16 0.21 2623

As the two-level comprehensive evaluation vec-
tors have been normalized, the weighted-average 

method is used as v b vj jb v
j

m

=
∑

1

.

The fuzzy comprehensive evaluation results of 
three-section traffic accidents of Dayangti ditch 
tunnel are shown in Table 3.

Similarly, the fuzzy comprehensive evaluation 
results of West ditch tunnel No. 1, West ditch tunnel 
No. 2, and Yangjuan Tunnel are shown in Table 4.

On the basis of the above calculation, the final 
fuzzy comprehensive evaluation result of Luan 
Chuan Highway Dayangti ditch tunnel group 
is v = 3.0819, which means that the accident risk 

for Luan Chuan Highway Dayangti ditch tunnel 
group in Luoyang city is “medium”.

4 SUMMARY AND CONCLUSION

In this paper, the definition of the highway tunnel 
group is proposed for the first time. The AHP 
and fuzzy comprehensive evaluation methods are 
used to establish the highway tunnel group traffic 
accident risk evaluation model. The tunnel group 
safety factors are analyzed from three aspects, 
including human factors, car factors, and road fac-
tors. Taking the tunnel group of the Luan Chuan 
Highway Tunnel group in Luoyang City as an 
example, the results showed that the fuzzy com-
prehensive evaluation result of the Luan Chuan 
Highway Tunnel group is 3.0819, and traffic acci-
dent risk is “medium”. The evaluation results have 
great practical significance for strengthening the 
safety operation of the tunnel group, which should 
improve the safety of highway engineering. It thus 
has good application value in the same projects.
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ABSTRACT: The reinforcement methods at shield shaft will be directly related to the security of 
shield’s departure and reception. Choosing the correct reinforcement method in that phase is crucial. The 
common reinforcement method at shield shaft is summarized in this paper. The conclusion is as follows: 
the frequently used reinforcement method for the soft soil area is cement-soil deep mixing pile + high-
pressure rotary jet grouting pile. The artificial freezing method is also used when the environment restrains 
reinforcement and water is the primary method in the soft soil area. When encountering a full-face rock 
formation, it is not necessary to reinforce and a slice grouting method can be used. A special method may 
be taken to the special stratum. Meanwhile, three new reinforcement methods are given. Results and con-
clusions in this research may play a useful role to aid designs of similar projects in the future.

2 THE COMMON REINFORCEMENT 
METHOD AT SHIELD SHAFT

There are several reinforcement methods used in 
the shield shaft, such as the cement-soil deep mix-
ing, high-pressure rotary jet grouting, SMW, arti-
ficial freezing, grouting, concrete filling pile, and 
water lowering methods. A single or a variety of 
methods can be used for the soil reinforcement 
(Zeng, 2011; Hu, 2012).

The reinforcement methods at the shield shaft 
can be divided into the following two categories:

I. Chemical reinforcement,
II. Physical reinforcement.

The cement-soil deep mixing pile  +  the high-
pressure rotary jet grouting pile, SMW pile + high-
pressure rotary jet grouting pile, and high-pressure 
rotary jet grouting pile are often used in the soft 
soil area. The cement-soil deep mixing pile + high-
pressure rotary jet grouting pile has been widely 
used. The artificial freezing method is used when 
the environment is restricted on the ground.

SMW pile  + high-pressure rotary jet grouting 
pile and high-pressure rotary jet grouting pile  + 
deep well dewatering could be used in the sand 
soil area. The reinforcement  + artificial freezing 
method can be used if  serious water and sand 
leakage occurs while drilling or the water can’t be 
pumped by dewatering the well.

1 INTRODUCTION

The 21st century is the underground engineering 
age, which is a peak time for the underground space 
development and utilization of China (Hu, 2013 & 
2013). The shield method has been widely applied 
and rapidly developed, along with sea crossing, 
hydraulic, hydroelectric, and municipal engineer-
ing accompanied with the tunnel construction in 
the subway. However, the shield method has some 
construction difficulties and risks, with the entry 
and exit construction of shield tunnelling being 
one of the most difficult problems.

Reinforcement methods at shield shaft are 
important parts of  the entry and exit construc-
tion technology. Accidents often take place at the 
end of  shield tunnel, so the reinforcement effect 
of  shield shaft is directly related to the safety of 
the entry and exit construction. Because it plays 
an important role in the shield tunnel, it is impor-
tant to select a suitable reinforcement method to 
ensure that the project is going well (Hu, 2012; 
Hu, 2011). Based on the common reinforcement 
methods at the shield shaft and considering the 
safety, economy, and environment feasibility of 
the entry and exit construction, in this paper, a 
special reinforcement method will be used. This 
may play a useful role to the foundation treatment 
and soil reinforcement of  similar projects in the 
future.
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A full-face rock formation has a strength far 
greater than mixing pile or rotary spray pile, which 
is usually between 0.8 MPa and 1.2 MPa. There-
fore, it is not necessary to reinforce when encoun-
tering it. However, when fractures develop, a slice 
grouting method can be used in order to block 
fissure water. By controlling the grouting pressure 
to guarantee the effect of grouting seal, a slice-
grouting hole is created in a 0.5 m line along the 
enclosure structure.

When constructing the entry and exit, a particu-
lar reinforcement method should be used on the 
special stratum, including highly weathered soft 
rock, medium-weathered soft rock, hard clay, and 
high-density sand layer. For example, the stratum 
in tunnel portal part is hard plastic silty clay layer 
between chalukou station and hedingqiao station 
for the Nanjing subway No. 1 line. Neither mix-
ing pile nor jet grouting pile reinforcement is ideal. 
Finally, concrete filling pile  + rotary spray water 
stopping are used to solve the problem. According 
to the actual construction site effects, because there 
was no leakage or deformation, the reinforcement 
method was proven to have its own suitability to 
the special stratum.

3 SEVERAL NEW REINFORCEMENT 
METHODS FOR SHIELD TUNNEL END

3.1 Large-diameter cup-shaped horizontal 
freezing

Mostly, the cup-shaped horizontal freezing is con-
ducted based on 6.34 m shield diameter. However, 
the ends of a very large-diameter shield tunnel gen-
erally adopt several reinforcement methods. There 
are few cup-shaped horizontal freeing methods for 
the ends of the shield tunnel with a large or very 
large diameter.

This reinforcement method is mainly used for 
the ends of the shield tunnel with a large or very 
large diameter. For a shield tunnel with a large exca-
vation diameter of 11.64 m, 122 horizontal freez-
ing holes are designed in this layout. Freezing circle 
holes with Φ12.3 m are designed along the mouth 
of the cup body, with a hole pitch with the arc 
length of 0.76 m. A freezing pipe is often referred 
to an outer pipe whose length shall be shield host 
length  + 2–3 times the segment width. The freez-
ing circle holes with Φ9.9 m, Φ7.5 m, Φ5.1 m, and 
Φ2.7 m are designed at the cup bottom along the 
mouth with hole pitches of 1.11 m, 1.12 m, 1.14 m, 
and 1.21  m (arc length) respectively. The freezing 
pipe with circles of Φ9.9 m, Φ7.5 m, and Φ5.1 m 
along the mouth is called the middle pipe, with a 
total of 63 pipes. The freezing pipe with a Φ2.7 m 
circle along the mouth is called the internal pipe, 

with a total of 7 pipes. A central pipe has one 
freezing hole at the mouth. The freezing pipe at the 
cup bottom consists of the middle pipe, inner pipe 
and central pipe, and the length of freezing hole 
should ensure a thickness of 2 m of the cup bot-
tom. Fig. 1 refers to the layout of the freezing hole.

One outer pipe, three middle pipes, one inner 
pipes and one central pile are used in this reinforce-
ment method. The freezing pipe on the cup body is 
made from the outer pipe. The length of the freez-
ing hole is the shield host length + 2–3 times the seg-
ment width. The cup bottom of the freezing pipe 
consists of the inner pipe, middle pipe and central 
pipe, with a freezing hole length to ensure a thick-
ness of 2 m of the cup bottom. The 20# low-carbon 
seamless steel pipe with Φ127 × 5 mm can be used 
as a freezing pipe. It is connected by welding the 
outer pipe hoop and using the Φ48 mm × 3.5 mm 
steel pipe as a feed pipe. This method is used to 
ensure the formation of the sup-shaped freezing 
wall with an excavation diameter of 11.64  m at 
the ends of the shield tunnel with a large diameter, 
which allows the large-diameter shield tunnelling 
machine to smoothly get in and out, and to meet 
the strength and anti-seepage requirements.

3.2 Combined method of cup-shaped horizontal 
grout and pipe shed reinforcement

A combined construction method of the cup-
shaped horizontal grout and pipe shed reinforce-
ment is used for the shield tunnel end strata. This 

Figure 1. Layout of freezing holes.

ICCAE16_Vol 01.indb   14 3/27/2017   10:29:43 AM



15

method is based on a shield diameter of 6.34 m, 
with an advanced grouting long pipe shed by a 
row of 26 Φ108 mm × 5 mm seamless steel pipes 
400 mm above the mouth of the working well. The 
four specifications of the segment length are 1.0 m, 
1.5 m, 2.0 m and 3.0 m. Two fabricated interfaces 
of the pipe shed cannot be assembled at the same 
section. A hole should never be drilled within 1.0 m 
of the steel pipe at the retaining structure near the 
working well. Quincuncial grouting hole is drilled 
at the other parts of the pipe, with a diameter of 
8 mm, 300 mm longitudinal pitch, and 4 rows of 
even drilling on the pipe body. A box and pin with 
a drilling casing is used to connect the steel pipe 
sections. 65 horizontal grouting holes are set in 
the mouth of working well, and then a Φ45 mm 
PVC sleeve valve pipe is used in order to form a 
cup-shaped horizontal grouting reinforcement. 
The diameters of the circle-grouting hole is 1.5 m 
(5, 5 m L), 2.7 m (7, 5 m L), 3.9 m (14, 5.2 m L), 
5.1 m (14, 12 m L), and 6.1 m (25, 8.6 m L). The 
circle grouting hole is horizontal at the section of 
the shield tunnel with diameters 5.1 m and 6.1 m. 
The lower section is vertical and 13° down from 
the mouth. A circle grouting hole with a diameter 
of 3.9 m is vertical and 5° from the mouth. Fig. 2 
refers to the layout of the cup-shaped horizontal 
grouting pipe and pipe shed.

This reinforcement method includes an 
advanced grouting long pipe shed reinforcement 
within 160° section at the shield section, as well as 

65 horizontal sleeve valve pipes in the mouth for 
grouting reinforcement. When mixing piles, this 
reinforcement method can be adopted. While the 
ground, environment or serious water sand leakage 
occurs after the chemical reinforcement is used to 
improve the soil strength, stop water at the shield 
tunnel end, and to ensure the safety of the shield 
tunneling machine. This reinforcement method 
has advantages of a short construction period, low 
cost, and simple entry and exist operation, com-
pared with reinforcement scheme of “drilling in 
working well and horizontal freezing” (like cup-
shaped horizontal freezing method). Moreover, it 
can save time, labor, and material cost.

3.3 Reinforcement method of glass fiber 
reinforced polymer diaphragm wall and 
reinforced concrete box

Firstly, this reinforcement method completes the 
major structure of the shield well. It adopts the 
underground diaphragm wall as the retaining 
structure. The Glass Fiber Reinforced Polymer 
(GFRP) is used at the mouth of the slurry wall of 
the underground diaphragm wall. The shield tun-
nelling machine breaks through to substitute the 
bar of the underground diaphragm wall. After 
that, a reinforced concrete box is constructed 
before the mouth and sealed with the backfill. 
At the beginning, the shield tunneling machine is 
closed with backfill in the reinforced concrete box. 
Then the reinforced concrete box is full of back-
fill. Lastly, starting or reaching the direct cutting 
mouth by shield tunnel machine is completed. The 
shield tunnel machine directly cuts the mouth in 
the closed reinforced concrete box to finish start-
ing, as well as to finish reaching.

GFRP can meet safety demands for the founda-
tion ditch during the excavation stage of the shield 
well due to the glass fiber features. There is no need 
to set an outer reinforcement lateral to retain the 
structure at the excavation stage of the shield tun-
neling machine. Instead, the shield tunnel machine 
can directly cut the mouth slurry wall to cross the 
mouth. Not only can this reduce the incidence rate 
of the collapse accident resulted from the exposed 
mouth while excavating the mouth, but it can also 
save time of construction. Using backfill to seal the 
reinforced concrete box can balance the water and 
earth pressure in and out of the shield well founda-
tion ditch, as well as avoid the flowing risk of the 
entry and exit of the shield tunneling machine.

Other similar materials which can substitute 
the Glass Fiber Reinforced Plastic bars (GFRP) 
will meet functional requirements of retaining the 
structure of the shield well, as well as direct cutting 
mouth demands by the shield tunneling machine 
after the substitution.

Figure  2. Layout of cup-shaped horizontal grouting 
pipe and pipe shed.
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The reinforced concrete box in this reinforce-
ment method can be substituted by other similar 
structures, which shall meet demands for balanc-
ing the water and earth pressure in and out of the 
shield well foundation ditch.

This method is applicable for the entry and exit 
construction of the shield tunneling machine at 
rock stratum or complex strata, for the hob of the 
earth pressure balance shield machine can cut the 
GFRP diaphragm wall. The shield tunnel machine 
with scraper cannot break the GFRP concrete. 
In order to avoid serious concrete blocking in the 
pipe, the slurry balance shield machine has to be 
controlled.

The layout of GFRP diaphragm wall and rein-
forced concrete box in this reinforcement method 
refer to Fig. 3.

4 CONCLUSIONS

1. The cement-soil deep mixing pile + high-
pressure rotary jet grouting pile, SMW pile  + 
high-pressure rotary jet grouting pile, and high-
pressure rotary jet grouting pile are often used 
in the soft soil area. When the environment is 
restricted on the ground, the artificial freezing 
method is adopted.

2. SMW pile  + high-pressure rotary jet grouting 
pile and high-pressure rotary jet grouting pile + 

deep well dewatering could be used in the sand 
soil area. It is essential that pumping tests are 
taken prior to reinforcement. Generally, the 
reinforcement should be completed before the 
dewatering well building in order to avoid high-
pressure cement slurry to damage it.

3. It is not necessary to reinforce when encounter-
ing a full-face rock formation. However, if  a 
rock fracture develops, a slice grouting method 
should be used. Some special method may be 
taken to the special stratum when the common 
reinforcement methods cannot meet the ideal 
effect. When the common reinforcement meth-
ods can’t meet the ideal effects, a special method 
for the special stratum may be used.

4. The Large-Diameter Cup-Shaped Horizontal 
Freezing method is used to ensure the forma-
tion of the sup-shaped freezing wall at large-
diameter shield tunnel end with 11.64 m excava-
tion diameter, to meet requirements for strength 
and anti-seepage, and to smoothly allow the 
large diameter shield tunnelling machine to get 
in and out.

5. This reinforcement method is of short con-
struction period, low cost and simple entry and 
exit operation when compared with reinforce-
ment scheme of “drilling in working well and 
horizontal freezing” (like cup-shaped horizontal 
freezing method). Additionally, it has the ability 
to save time, labor, and material cost.

6. The advantages of Reinforcement Method of 
Glass Fiber Reinforced Polymer Diaphragm 
Wall and Reinforced Concrete Box are obvious. 

 The construction period is shortened because 
no labor is needed to excavate the mouth. 

 Engineering costs are reduced because no 
reinforcement is needed in the lateral retaining 
structure.  Retaining structure can directly 
stop soil and water at the entry and exist stage 
of the shield tunneling machine, and reinforced 
concrete box sealed with backfill can bal-
ance the water and earth pressure in and out 
of shield well mouth, therefore improving the 
safety of entering and exiting the construction 
of the shield tunnelling machine.
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ABSTRACT: It is of great significance to describe the stress characteristics of concrete carrier pile in 
foundation reasonably and accurately for ensuring the safety of superstructures. On the basis of the finite-
element numerical simulation method, cast-in-place pile is used as contrast to analyze the change rules 
of Q-s curve of carrier pile by applying axial pressure and lateral pressure repeatedly and verify the cor-
rectness of the rules through field test. The result indicates that the stress and displacement of the carrier 
pile are smaller than those of cast-in-place pile, stress concentration does not exist at the end of carrier 
pile, displacement change of the soil around the pile end is distributed symmetrically, the displacement 
at pile end is only 0.07 cm, and there is parabola change between the load increase and subsidence values. 
Static load test of a single carrier pile was designed in site, the stress reflection wave value of the test pile 
was measured, Q-s curve of the carrier pile is drawn, and the result of the numerical calculation verified 
the accuracy of numerical calculation.

2 DESIGN OF THE SIMULATION 
SCHEME

2.1 Constitutive model of pile and soil materials

In this paper, concrete refers to a nonlinear mate-
rial model with the nonlinear constitutive relation; 
generally, concrete plastic damage model can well 
describe the constitutive relation. However, in this 
paper, especially in pile–soil interaction, elasticity 
modulus of concrete is much greater than that of 
soil, and damage rarely occurs in vertical action. 

1 INTRODUCTION

Carrier pile is capable of compacting foundation 
soil and enlarging the action area of pile end. When 
soft soil layer exists at the shallow soil layer of the 
construction site and there is a good soil layer with 
a certain thickness underneath, it has high applica-
tion value. In recent years, it has substituted tra-
ditional foundation and ground treatment forms 
in medium and small architectural works as it has 
high bearing capacity and can adjust the uneven 
settlement to some extent to show good mechani-
cal properties. According to the principle of the 
role of vector piles from analysis and research, a 
concise exposition of the principle of the piles with 
the force, design, and calculation of bearing capac-
ity was given by Wang (2009). Li (2011) studied 
the bearing capacity and settlement of the ram-
compaction piles with composite bearing. Hou 
(2015) studied the carrier pile bearing performance 
and engineering application using the method of 
field test and theoretical analysis. To explain the 
stress characteristics of carrier pile, in this paper, 
we carry out research on the stress of carrier pile 
and cast-in-place pile, conduct modeling, perform 
analysis on the bearing process of axial and lateral 
stresses by the two piles in foundation using large 
numerical simulation software, and draw the Q-s 
curve. Figure 1. Elastic–plastic Coulomb friction model.
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Thus, a linear elastic model is adopted for the 
constitutive relation of concrete in this paper. The 
model of soil often refers to Mohr–Coulomb plas-
tic model and Drucker–Prager model. Both of the 
strength criteria exist in the constitutive relation in 
an implicit form.

ABAQUS contact simulation refers to point–
surface contact analysis based on the surface, and 
the pile surface is taken as the main surface because 
of its great rigidity, while soil surface is taken as the 
auxiliary surface. The point–surface contact unit 
is composed of coordinate and contact surface. 
Before using such contact unit, there is no need 
to know the exact contact position in advance or 
keep consistent network among the contact sur-
faces, and large deformation and relative sliding 
are allowed. Coulomb friction model prevails as 
the contact constitutive relation, and the relation-
ship between shearing stress and normal stress of 
the model contact surface is shown in Figure 1.

2.2 Calculation model

During modeling, the radius of the soil is 10 times 
that of the pile cross section and the soil of dou-
ble pile length is extended below the pile end to 
minimize the influence of model boundary on the 
analysis area. The soil body influenced by the car-
rier of carrier pile is 2–3 m deep in the horizontal 
direction and 3–5 m deep in the vertical direction. 
Conduct pile modeling inside Part model, assem-
ble the soil layer model in Assembly, set materials 
in Property, set analysis step in Step, set pile soil 
contact surface in Interaction, set birth–death ele-
ment, set load in Load module, and divide mesh 
in Mesh module; after completing modeling, sub-
mit in Job module for post-treatment process. The 

model established is shown in Figure 2. Figure 2 (a) 
refers to cast-in-place pile soil model and Figure 2 
(b) refers to carrier pile soil model.

To ensure that the model conforms to actual 
engineering, we conduct the survey and sampling 
of actual engineering geology of the place and 
obtain the summary of soil parameters required for 
modeling through indoor test, as shown in Table 1.

The order of soil layer is plain fill, muddy clay, 
silty clay, and wholly weathered work from the 
surface, with thicknesses of 6, 9, 12, and 6  m, 
respectively.

The two models established above are of the same 
soil-layer structures, and all soil body parameters 
are obtained from Table 1. The friction coefficient 
is the same as that of pile body, and the elasticity 
modulus of the concrete is 2.36 × 104 MPa.

2.3 Load application

Apply load to both of them, respectively, by 
12  steps, and the applied load is N (measured in 
kN). To apply the load to the pile evenly, adopt 
local loading, that is, apply load with the converted 
P, wherein:

P F S/  (1)

The loading mode is shown in Table 2.
As for cast-in-place pile, the loading mode is the 

same as that of concrete carrier pile; to distinguish 
both of them, apply load by 12 steps, and the load-
ing model is shown in Table 3.

Figure 2. Models of cast-in-place pile soil and carrier 
pile soil.

Table 1. Summary of soil modeling parameters (1).

Name of 
the soil layer

Elasticity 
modulus
(MPa)

Density
(kg/m3)

Cohesion
(kPa)

Plain fill 30.6 1700 25.3
Muddy clay  4.8 1800 19.6
Silty clay 26.6 1900 24.3
Wholly weathered 

rock
2600 2400 82.0

Table 1. Summary of soil modeling parameters (2).

Name of 
the soil 
layer

Internal 
friction 
angle
(o)

Expansion 
angle
(o)

Poisson’s 
ratio

Plain fill 6.4 3 0.3
Muddy clay 16.5 8 0.3
Silty clay 17.2 8.5 0.3
Wholly weathered 

rock
28.8 0 0.2

ICCAE16_Vol 01.indb   20 3/27/2017   10:29:46 AM



21

and the pile end, the displacement distribution of 
soil around the pile end is uneven, and the pile end 
displacement is 0.27 cm. Displacement also occurs 
to the soil around the carrier pile body and the 
pile end; however, the displacement change of soil 
around the pile end is symmetrically distributed, 
and the pile end displacement is only 0.07 cm. It is 
shown through comparison that the displacement 
of carrier pile is less than that of the cast-in-place 
pile.

2.4.3 Q-s curve
Because it is difficult to calculate the pile lateral 
friction at present, in this paper, we take the set-
tlement curve of pile body as reference during the 
numerical simulation process, judge the ultimate 
bearing capacity of pile according to specification, 
and draw the numerical calculation results to Q-s 
curve of the carrier pile and the cast-in-place pile, 
as shown in Figures 5 and 6. During the numeri-
cal calculation process, when the cast-in-place pile 
is loaded to 600 kN, the corresponding Q-s curve 
has no obvious turning change. Thus, the load is 
increased to 700 and 800 kN, and the correspond-
ing P values are 3,567 and 4,076 kPa.

It is evident from Figure  5 that the Q-s curve 
is approximately parabolic and the curve change 

Table 2. Successive load application to concrete carrier 
pile (kN).

Pile type 1 2 3 4 5 6

Single-pile 250 500 750 1000 1250 1500
Model 62.5 125 187.5 250 312.5 375
P (kPa) 1274 2548 3822 5060 6369 7643

Pile type 7 8 9 10 11 12

Single-pile 1750 2000 2250 2500 2750 3000
Model 437.5 500 562.5 625 687.5 750
P (kPa) 8917 10191 11465 12739 14012 15287

Table 3. Successive load application to concrete cast-in-
place pile (kN).

Pile type 1 2 3 4 5 6

Single-pile 50 100 150 200 250 300
Model 12.5 25 37.5 50 62.5 75
P (kPa) 255 510 764 1019 1273 1529

Pile type 7 8 9 10 11 12

Single-pile 350 400 450 500 550 600
Model 87.5 100 113 125 138 150
P (kPa) 1783 2038 2293 2547 2802 3057

2.4 Calculation result

Apply load to the carrier pile and cast-in-place pile 
separately as per the loading mode above, and read 
the data after each load application. Considering 
the limit to the paper length, this study only con-
ducts analysis on the stress diagram and displace-
ment diagram of a certain point.

2.4.1 Stress diagram
It is evident from Figure 3 (a) and (b) that, under 
the same vertical load effect, the maximum stress 
borne by the cast-in-place pile is 904.4  kPa and 
that borne by the carrier pile is 484.2 kPa. Stress 
concentration occurs to the end of cast-in-place 
pile, which indicates that the soil has punching 
shear destruction, thus being against bearing 
upper load. While the stress at the end of the con-
crete carrier pile is distributed evenly and a stress 
vacuum area appears on the soil layer of  the car-
rier, that is, the stress borne by the carrier pile is 
much less than that borne by the cast-in-place pile 
because of the interaction between carrier bottom 
and soil.

2.4.2 Displacement diagram
It is evident from Figure 4 (a) and (b) that, under 
the same vertical load effect, a certain displacement 
occurs to the soil around the cast-in-place pile body 

Figure  3. Stress diagram of cast-in-place pile and 
carrier pile under the 300-kN load effect.

Figure 4. Displacement diagrams of cast-in-place pile 
and carrier pile under the 300-kN load effect.
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is relatively gentle. Subsidence value of the car-
rier pile increases with the increase of load; when 
the load exceeds 2,500 KN, the soil at the carrier 
bottom is damaged; then, settlement increases 
rapidly. Such phenomenon occurs because when 
bearing load, the carrier pile relies on the friction 
force between the pile and soil, and the carrier at 
the bottom of carrier pile restricts the sinking of 
pile body.

Through observation of Figure  6, Q-s curve is 
in a steep fall shape. Subsidence value of the cast-
in-place pile also increases with the increase of 
load; before the load reaches 500 kN, the sinkage 
and load value vary linearly; after the load exceeds 
700 kN, the curve decreases sharply. Such phenom-
enon occurs because that at the beginning of load 
application, the friction force between the pile and 
soil is the main source of bearing capacity; after the 
friction force reaches the limit, the pile end bears 
the load, but the bearing capacity of pile end is lim-
ited, which is less than the bearing load of friction 
force.

A comparison of Figures  5 and 6  shows that 
although the subsidence value of both of the piles 
increases with the increase of load, the variation 
type of the Q-s curve is different. If  the corre-
sponding load values of the same subsidence value 
are selected for comparison, the load borne by the 
carrier pile is larger, which indicates that the carrier 
pile bears a higher load than the cast-in-place pile, 
and there is parabolic variation rule between the 
load increase and subsidence value.

3 FIELD LOADING TEST

3.1 Static load test design of carrier pile

Select an engineering carrier pile to conduct ver-
tical static load test of single pile and adopt 2h 
load-keeping method at each step in reference with 
domestic and international engineering cases. Dur-
ing the testing of 1# test pile, there are 12 steps of 
load application in total, the first step a 240  kN 
load is applied, then in each of the subsequent 
steps, a 160  kN load is applied. The maximum 
load value is 2,000 kN; after each step of loading, 
read every 5, 10, 15, 15, 15, 15, 15, 15, and 15 min, 
and the accumulated time of load keeping is 24h. 
During the test of 2#, 3#, and 4# test piles, there 
are 12 steps of load application in total. In the first 
step, a load of 250 kN is applied; then, in each of 
the subsequent steps a 250 kN load is applied; after 
each step of loading, read every 5, 10, 15, 15, 15, 
15, 15, 15, and 15 min, and the accumulated time 
of load keeping is 24h. The load test of the field 
carrier pile is shown in Figure 7.

3.2 Static load test results of carrier pile

The stress wave reflection method is used in site for 
measuring the pile, which assumes the medium as 
a one-dimensional section homogeneous bar with 
continuous elasticity, without taking into account 

Figure 7. Load test of the field carrier pile.

Figure 5. Q-s curve of the carrier pile.

Figure 6. Q-s curve of the cast-in-place pile.
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the influence of substances around the medium 
on the stress wave, which is propagated along the 
medium. The property of pile body defect and pile 
end can be exactly judged according to the phase, 
amplitude, and frequency characteristic of the 
reflection wave as well as the stratum data, con-
struction record, and practical analysis experience. 
The measured curve of the reflection wave for test 
pile and the analysis results of the measured curve 
of reflection wave for the test pile are shown in 
Table 4.

It can be known from Table 4 that an obvious 
defect exists in 1# pile body, which does not meet 
the specification requirements; thus, the static load 
test data results of 2#, 3#, and 4# test piles are 
selected as the test data of the carrier pile. Specific 
results are shown in Table 5.

The data of Table  5 is drawn as a Q-s curve 
chart, as shown in Figure 8.

It is evident from Figure 8 that Q-s curve varia-
tion trends of the three test piles are the same, all 
referring to a parabolic change. The variation of 
2# test pile is more obvious than that of the 3# 
and 4# test piles, which is mainly resulted from 
poor integrity of the pile. However, overall varia-
tion rules of the three test piles are the same.

4 CONTRASTIVE ANALYSIS ON 
FIELD LOAD TEST RESULTS AND 
NUMERICAL SIMULATION RESULTS

The results of a comparison of the field load test 
results presented above with the ABAQUS numeri-
cal simulation results are shown in Figure 9. It is 
evident from the figure that the numerical simu-
lation results are similar to the field test results, 
which indicates that the modeling of numerical 
simulation and the selection of parameters and 
loading process are accurate, thus reflecting the 
actual situation of the field. Therefore, the Q-s 
curve variation rules of the carrier pile obtained 
through numerical simulation are correct and 
authentic.

Table 4. Analysis results of measured curve of reflection 
wave for test pile (1).

Test pile 
no.

Construction 
no.

Pile length
(m)

Pile diameter
(mm)

1 1 17.00 500
2 2 17.00 500
3 3 17.00 500
4 4 17.00 500

Table  5. Load–subsidence corresponding analysis of 
2#, 3#, and 4# test piles at each step.

Step
Load
(kN)

Accumulated subsidence (mm)

2# test pile 3# test pile 4# test pile

1 250 0.68 0.64 0.79
2 500 1.78 1.05 1.47
3 750 3.04 1.82 2.07
4 1000 4.63 2.84 2.71
5 1250 7.35 3.48 3.54
6 1500 11.26 4.62 4.56
7 1750 14.78 6.92 5.92
8 2000 20.38 9.83 8.06
9 2250 27.63 12.45 11.33

10 2500 32.54 15.86 17.32
11 2750 37.63 18.46 25.42
12 3000 46.55 21.37 34.92

Figure 8. Q-s curve of 2#, 3#, and 4# test piles.
Figure  9. Q-s curve of field test piles and simulation 
results.

Table 4. Analysis results of measured curve of reflection 
wave for test pile (2).

Test pile no.
Wave velocity
(m/s)

Analysis of pile 
body integrity

1 3300 III
2 3300 II
3 3300 I
4 3300 I
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5 CONCLUSION

By comparing the stress, displacement, and Q-s 
curve of the carrier pile with those of the cast-in-
place pile under the same vertical load effect via 
numerical simulation, it can be concluded that 
the stress and displacement of the carrier pile 
are smaller than those of the cast-in-place pile, 
the displacement change of the soil around the 
carrier pile end is distributed symmetrically, and 
the displacement at the pile end is only 0.07  cm, 
being approximately steady. The carrier pile bears 
a higher load at the same subsidence value, and 
there is parabolic variation rule between the load 
increase and subsidence value. The static load test 
of a single carrier pile is designed in site, the value 
of stress reflection wave of the test pile is meas-
ured, the Q-s curve of the carrier pile is drawn, and 
the result agrees with the numerical calculation 
result. These observations verify that the Q-s curve 
variation rule of the carrier pile obtained through 
numerical simulation is accurate.
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Theoretical analysis of the deformation of shield tunnel segment 
under fire
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ABSTRACT: Shield tunnel segment would be exposed to elevated temperature when fire occurs. The 
elevated temperature will decline the mechanical properties of the segments as well as complicate their 
deformation and force analysis. The impact of elevated temperature is not fully considered in most stud-
ies on the deformation of shield segments. This paper presents a theoretical analysis on the deformation 
of the segments subjected to elevated temperature. Considering the nonlinear segment section thermal 
degradation and mechanical property declination, a somewhat generic theoretical calculation model for 
the segment deformation is established. On the basis of the Free-Form Deformation theory, an analytical 
solution via the model is then proposed. Moreover, the application of the formulation is illustrated by 
presenting a case study of Nanjing Metro tunnel segments. The result shows that, when fire lasted 2 h, 
the maximum deflection reached to 79 mm at the segment crown. The upper half  of the segment shows a 
significant downtrend, whereas its lower half  rises. The maximum horizontal deflection occurs at 60 mm 
down from the crown and reaches to 45 mm at 2 h. Compared with the Chinese code for the design of 
road tunnel, it would not be safe enough for the escape or rescue of people after the fire lasted 40 min.

Yan 2007, Choi et al. 2013). Their experiments are 
mostly concentrated on spalling of the lining con-
crete or the force of a single segment. Very few 
studies have been done on the deformation of the 
whole ring of the segment. Numerical simulation 
is also well used in studying the influence of fire on 
lining (Guo 2013, Kodur 2008).

Compared with experiment or numerical sim-
ulation, theoretical analysis is relatively weak. 
A  theoretical result of pinned arches under ther-
mal loading was given by Heidarpour (2010). 
Zhongyou Li (2012) also established a theoretical 
analysis model of the lining under fire loading. 
The influence of fire on lining is significantly made 
clear by this model, but its boundary condition is 
inconsistent with the real project.

In this paper, we present a mechanical analyti-
cal formulation for the deformation of segment 
ring at elevated temperatures in which the segment 
ring was treated as a circle. With the symmetry 
of geometric model and external loads, only half  
of the ring was analyzed. The calculating model 
is restrained at its bottom. The cross-section axil 
force and bending moment are obtained via the 
free deformation theory by considering external 
loads such as vertical pressure of soil, lateral pres-
sure of soil, segment self-weight, water pressure, 
and subground resisting force. Following the seg-
ment deformation, regulation under fire situation 
is obtained from the case study.

1 INTRODUCTION

Tunnel fire is an irresistible rare event, which would 
bring great damage to both human life and the 
tunnel structure. The influence of fire on the tun-
nel lining has been studied wisely. Recently, shield 
tunnel construction has dramatically increased in 
China because of its advantage of high mecha-
nization and very little influence on the environ-
ment. Thus, the influence of fire on shield tunnel 
has become a central issue in tunnel disaster release 
and proof.

Mechanical behavior of  a beam subjected to 
elevated temperature has been widely studied in 
bridge and construction engineering (Huang et al. 
1999, Huang et al. 2000, Bailey 2004). Compared 
with the normal beam (Heidarpour & Bradford 
2009, Bradford 2001, Bradford et  al. 2006, 
Kruppa & Zhao 1995), only few studies have been 
conducted on the tunnel lining—a curve beam 
(Pi  et  al. 2002, Pi & Bradford 2004, Heidarpour 
et  al. 2010). As to the tunnel lining, the thermal 
degradation along the tunnel section, and lining 
thickness, the external loads and the boundary 
condition are more complex than those of a bridge 
or building beam.

There still have been some studies on the influ-
ence of fire on a lining. Several laboratory experi-
ments were carried out by many researchers (Yan 
et al. 2013, Yan et al. 2015, Lai et al. 2014, Guo 2013, 
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2 ANALYTICAL MODEL

The nomenclatures used in this paper are listed as 
follows:

M  Bending moment at segment section
N  Axial force in the segment section
M Bending moment considering the eccen-

tricity caused by temperature
N Axial force considering the eccentricity 

caused by temperature
k Coefficient of thermal expansion of 

concrete
ET Moduli of elasticity of segment
T(y) Function of segment cross-section tem-

perature distribution 
α α1 4α αα  Parameters of the calculating process
y0 Location of neutral axis of the segmenty
y Eccentricity caused by temperature
h Segment thickness
Tt Segment temperature of the left-hand 

side
Tb Segment temperature of the right-hand side
R Segment radius
ϕ Angle from segment crown to any section
θ (ϕ) Rotation
υ(ϕ) Radial deflection
ux(ϕ) Horizontal deflection
uy(ϕ) Vertical deflection
Pi Horizontal pressure
q1 Soil pressure
PR Soil resistance
Xi Unknown redundant force
δij Flexibility coefficient
Δij Unit load deflection
g Segment self-weight 
h Underground water depth

According to Zhi-guo Yan et al. (2013, 2015), the 
thermal degradation of a segment section under 
fire is not a line but a curve, as shown in Fig. 1.

Current experiment shows that concrete elastic 
modulus decreases and maximum strain increases 
when subjected to elevated temperature. However, 
it could still meet the elastic deformation condi-
tion before its yield. The concrete could meet the 
elastic deformation rule before its yield. Hence, the 
assumptions of this model are:

1. The metric is still in the range of elastic 
deformation;

2. The section deformation meets the plane cross-
section assumption.

As shown in Fig. 1, Tb is the fire close face of 
the segment, Tt is the fire away face, and h is the 
segment thickness. According to assumption (1), 
the strain of segment section can be expressed as:

ε κ( )  (1)

The elevated temperature would lead to a ther-
mal expiation of concrete. The strain caused by 
thermal expiation is:

εTεε kT y= ( )y  (2)

Using Eqs. (1) and (2), the elastic strain of the 
segment section can be written as:

ε ε ε κe Tε εε εε kT−ε ( )y y − ( )y  (3)

According to assumption (2), ignoring the tem-
perature distribution along tunnel drive direction, 
the stress of the segment section is:

σ κ( ) − ( )⎡⎣⎡⎡ ⎤⎦⎤⎤E Eε =ε − kTT eεε TEE  (4)

The axial force (N) in the concrete typical cross 
section can be obtained by integrating the stresses as:

N E kT yTEE
h ( )y y − ( )y⎡⎣⎡⎡ ⎤⎦⎤⎤∫0∫∫ κ dyy  (5)

Eq. (5) leads to a relationship between the total 
internal axial force and the location of the neutral 
axis in each part of the cross section as:

y
y y N

E y

h

T

h

TEE
h0

0 0

0

=
y∫ ∫E y yEE

h

0 0
y yT

∫0

κ ∫∫
κ ∫∫

dE y yyEE dE y yE y y∫y ky k

dyy
 (6)

Using Eq. (4), the typical cross-section bending 
moment can be expressed as:

M ET kT y y
h ( )y y − ( )y⎡⎣⎡⎡ ⎤⎦⎤⎤∫0∫∫ κ dyy  (7)

The curvature (κ ) at the cross section can be for-
mulated as a function of the total internal moment 
and axil force using Eq. (7) as:Figure 1. Temperature distribution of lining cross section.
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α κ1 2α αα M Nα2α k−Nα ( )α α3 4α αα =  (8)

where α α α α1 2α αα 3 4α αα,2α d  are defined as:
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 (9)

The cross-section bend angle can be represented 
by the sectional curvature (Bradford MA, 2006), 
which can be computed as:

θ αs M Nα k(θθ ) α M − ( )α α⎡⎡⎣⎡⎡ ⎤⎦⎤⎤∫ 1 2αα αM αα M α αα ds  (10)

As to the circular tunnel segments, Eq. (1) can 
be further expressed as:

θ α ϕ( )θ ϕ = α − ( )α α⎡⎣⎡⎡ ⎤⎦⎤⎤∫ 1 2α αααα α ααM Nα2α k R⎤⎦⎤⎤ d  (11)

The radial deformation can be determined 
from:

υ ϕ θ ϕ( )ϕ = ( )θ ϕ∫ Rd  (12)

Further, the horizontal and vertical deforma-
tions can be calculated as:

u
u

x

y

υ
υ

( )ϕ = ( )ϕ ( )ϕ
( )ϕ = − ( )ϕ ( )ϕ

⎫
⎬
⎫⎫
⎬⎬
⎫⎫⎫⎫

⎭
⎬⎬
⎭⎭
⎬⎬⎬⎬i
 (13)

Considering the decrease of elasticity modulus 
with temperature, the axial force would cause an 
additional bending moment. Therefore, the axial 
force and bending moment can be expressed as:

N N M M N yN M +;  (14)

where y is the location of the neutral axis which is 
given by:

y
E y y

E y

hTEE
h

TEE
h= −∫
∫

dyy

dyy
0∫∫
0∫∫ 2

 (15)

3 SEGMENT DEFORMATION ANALYSIS

The theoretical segment deformation calculating 
result is established on the basis of free deformation 
method and time-dependent material property.

3.1 Free-form deformation method

The hypothesis of this calculating result is that 
the tunnel segment is built in a soft sandy soil or 
cohesive soil; thus, the soil would not produce a 
pronounced resistance to the segment. Under this 
hypothesis, the tunnel segment can be treated as 
a deformation-free homogeneous circle. The main 
loads applied on the segments are soil pressure 
above the segment (q1), soil horizontal pressures 
(p1 and p2), and soil resistance (pR).

The segment is a three-time redundant-degree 
structure, whose internal forces can be solved by 
force method. The segment structure and its loads 
are symmetrical with the segment vertical axils; 
thus, the shearing force along the symmetrical face 
is 0. Without the shearing force, only two forces 
are redundant. The basic structure calculating 
diagrams are shown in Fig. 2. The bottom of the 
circle is fixed, and the unknown forces, X1 and 
X2, are moved to the elastic central. The flexibility 
coefficient δ12 equals 0 and then the equation of 
displacement coordination is expressed as:

X
X

P

P

1 1XX 1 1

2 2XX 2 2

0
0

δ1
δ2

+ =P1
+ =P2

}Δ
Δ  (16)

The angle between the lining section and the ver-
tical axial force are supposed to equal ϕ. Accord-
ing to the free-form deformation method, the axial 

Figure 2. Structure load distribution of the segment.
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force and bending moment of any of this section 
can be solved by:

M M X X R
N N X

P hX X R
PN
+MPM
+NPN

⎫
⎬
⎫⎫
⎭
⎬⎬

X XX X
2XX

cos
cos

ϕ⎫⎫
ϕ

 (17)

in which MP and NP are expressed by:

M

q R p R

p R R

PM =

− −q R
( )−

−
( )−

1
2

2

1
2

2

2
2

3

3

2 2

12

sin ϕ ))

))
0

2
2

≤ <⎛
⎝
⎛⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ ⎞

⎠
⎞⎞⎞⎞
⎠⎠
⎞⎞⎞⎞

− ( )1+ −
+

ϕ π

gR +

sinϕ

( )0 5+ϕ ϕ0 5ϕ +cosϕ 0+ sinii ϕ −

−⎛
⎝
⎛⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ ⎞ϕ⎠

⎞⎞ϕ⎞⎞⎠⎠
⎞⎞⎞⎞ −

( )cosϕ−

−
( )cosϕ−

−

1
2 2

12

1
2

1
2

2

2
2

3

q R1 p R1

p R2 pRRR

gR

2

2

2
2 2

( )1−
≤ <⎛

⎝
⎛⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ ⎞

⎠
⎞⎞⎞⎞
⎠⎠
⎞⎞⎞⎞

− ( )1+ −
+

+

)) π ϕ π< ⎞⎞⎞

( )0 5+cos sinϕ ϕ0 5ϕ + .0+ ϕϕ −

⎧

⎨

⎪
⎧⎧

⎪
⎪⎪

⎪
⎪⎪

⎪
⎪⎪

⎪
⎪⎪

⎪
⎪⎪

⎪
⎪⎪
⎪
⎨⎨
⎪⎪

⎩

⎪
⎨⎨

⎪
⎪⎪

⎪
⎪⎪

⎪
⎪⎪

⎪
⎪⎪

⎪
⎪⎪

⎪
⎪⎪

⎪⎩⎩
⎪⎪

3R

 
(18)

N

q R p R

p R R

PN =

− ( )−

− ( )−
+

1
2

1

2

2

4

sin cos

cos sin

ϕ )) ϕ
)) ϕ ϕgϕ ϕR+ gR+ ϕ       0

2
02 20 5 2

1 1

≤ <⎛
⎝
⎛⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ ⎞

⎠
⎞⎞⎞⎞
⎠⎠
⎞⎞⎞⎞

+ −

−

ϕ π

ϕ ϕ ϕ

ϕ

R 02 0 5−2 R h2R +2 ϕ R

q R1 p R1

.5 2ϕR55 i cos

sin ( )1− ϕcos((
− ( )−

− ( )−

cos
cos

ϕ

)) ϕ

))

p R

p RR

2
2

4
siss n sin

. i cos
ϕ ϕ ϕ

ϕ ϕsin ϕ

π ϕ π
+

+ −

≤ <ϕ⎛
⎝
⎛⎛⎛⎛
⎝⎝
⎛⎛⎛⎛ ⎞π⎠

⎞⎞π⎞⎞⎠⎠
⎞⎞⎞⎞

⎧

⎨

R
R − R hcosϕ +cosϕ R2 2R 20..

2

⎪⎪
⎧⎧⎧⎧

⎪
⎪⎪⎪⎪

⎪
⎪⎪

⎪
⎪⎪

⎪
⎪⎪
⎪
⎨⎨
⎪⎪

⎩

⎪
⎨⎨

⎪
⎪⎪

⎪
⎪⎪

⎪
⎪⎪

⎪
⎪⎪

⎪⎩⎩
⎪⎪

 
(19)

Eq. (20) resulted from structural mechanics and 
expressed as:

X M

X
R

M

P
PM

P
PM

1XX 1

11 0

2XX 2

22 0

1

2= − =

⎫

⎬
⎪
⎫⎫

⎪
⎬⎬
⎪⎪∫

∫

Δ

Δ

δ π11

ϕ

δ πRR22

ϕ ϕ

π

π

d

cos dϕ
⎭⎭
⎪
⎬⎬

⎪⎭⎭⎭⎭
⎪⎪
 (20)

Eq. (20) can be expanded by Eqs. (18) and (19) 
so that the unknown forces (X1 and X2) can be writ-
ten as a function of applied loads like
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Eq. (17) can be re-expressed using Eqs. (18), 
(19), and (21) as follows:
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The rotated angle is solved by substituting Eqs. 
(22) and (23) into Eq. (14) and Eq. (8):
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Rewrite Eq. (12) using Eq. (24), the displace-
ment can be determined by:
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Unknown constants C1 and C2 can be worked 
out by the boundary conditions. The complex 
functions can be solved by MATLAB or other 
math-calculating tools.

3.2 Time-dependent material property

When a fire occurs, it is reasonable to treat the tem-
perature distribution along the tunnel face homo-
geneously because of the narrow space of a city 
metro sector tunnel. A temperature distribution 
function of the lining section under fire situation 
was proposed by Qiang Jian (2007) as:

T y e
h y

( )y = ( )f max,( )T t ( )T tfTT max,
( )T tT γeα ( )T tfTT max,

β ((  (26)

where α (Tf max, t), β (Tf max, t), and γ (Tf max, t) are the 
parameters correlated with the fire highest temper-
ature and fire lasting time. These parameters can 
be found in Qiang Jian (2007).

The time-dependent elastic modulus established 
by Guo Zhenghai & Shi Xudong (2003) can be pre-
sented as:

T ETEE = ⎡⎣⎡⎡ ⎤⎦⎤⎤( )TT y0 83 0− 0011 0EE. .83 0  (27)

Parameters θ(s) and υ(s) can be calculated by 
manipulating Eqs. (24) and (25) using Eqs. (22) and 
(23). The integration constants of θ(ϕ) and υ(ϕ) 
can be worked out by the boundary condition.

4 CASE STUDY

Taking Nanjing Metro as an example, from the in 
suit test, we knew that the soil pressure is 237 kPa, 
horizontal pressures p1 and p2 are 131 and 58 kPa, 
respectively, soil resistance is 228  kPa, segment 
self-weight is 8.75  kPa, and underground water 
depth is 9 m.

The thickness of the segment is 0.35 m, racial 
of segment is 3  m, and the elastic modulus is 
29.5 GPa. The recommend highest temperature 
is approximately 1000–1200°C; hence, 1100°C is 
taken as the highest temperature in this section. A 
fire lasting time of 3h is assumed. According to the 
previously proposed method, the results are shown 
in Figs. 3–6.

As can be seen from Fig. 3, the whole segment 
shows a shrinkage trend with the increase in time. 
The shrinkage of the upper half  of the segment is 
greater than that of the lower half. As shown in 
Figs. 4 and 5, horizontal shrinkage is smaller than 
vertical shrinkage. The vertical deflection of the 
upper half  of the segment is greater than that of 
the lower half. The maximum vertical deflection 

occurs at the segment crown. It reaches to 41, 61, 
and 80 mm at times 30 min, 1 h, and 3 h, respec-
tively. As to the lower half  of the segment, the 
maximum vertical deflection occurs when ϕ = 130°. 

Figure 3. Radial deflection of the segment.

Figure 4. Vertical deflection curve of the segment.

Figure 5. Horizontal deflection curve of the segment.
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The maximum horizontal deflection occurs at the 
position where ϕ = π/3. It reaches to 17, 24, and 
45 mm at times 30 min, 1 h, and 3 h, respectively.

5 CONCLUSION

In this paper, we presented a technique for investi-
gating the shield tunnel lining segment deflection 
regulation under fire situation. The lining seg-
ment was treated as a ring. The nonlinear tem-
perature distribution along the segment thickness 
and temperature-dependent concrete mechanical 
properties were considered in this model, which 
paved a way to solve the deflection of segment at 
elevated temperature. An analytic formula is estab-
lished to calculate the segment cross-section bend-
ing moment and axil force based on the Free-Form 
Deformation. The model of this paper is a thermo-
plastic model. The elastoplasticity of the concrete 
under fire should be considered further.

According to the case study results, the elevated 
temperature has a greater influence on the upper 
half  of the segment; hence, more attention should 
be paid on the upper half  when designing as well as 
repairing after a fire accident.

REFERENCES

Amin Heidarpour, Tung Hoang Pham, Mark Andrew 
Bradford. (2010). Nonlinear thermoelastic analysis 
of composite steel-concrete arches including partial 
interaction and elevated temperature loading. J engi-
neering structure. 32, 3248–3257.

Bailey CG. (2004). Membrane action of slab/beam 
composite floor systems in fire. J Eng Struct. 26(12), 
1691–1703.

Bradford MA, Ranzi G, Ansourian P. (2006). Compos-
ite beams in sub-frame assemblages with longitudinal 
and transverse partial interaction at elevated tempera-
tures. In: International conference on metal structures. 
354–50.

Bradford MA. (2006). Generic model for a composite 
T-beam at elevated temperature. In: Fourth interna-
tional workshop on structures in fire. 805–812.

Guo Xingjun. (2013). Experimental Study and Numeri-
cal Simulation Analysis of Fire Resistance Perfor-
mance of Concrete Segment Component of Shield 
Tunnel D. Changsha: Zhongnan university.

Guo Zhenghai, Shi Xudong. (2003). Behavior of rein-
forced concrete at elevated temperature and its calcu-
lation M. Beijing: Tsinghua University Press. 18–81.

Heidarpour A, Bradford MA. Generic nonlinear model-
ling of restrained steel beams at elevated temperatures. 
J Eng Struct. 31(11), 2787–2796.

Hong-peng Lai, Shu-yong Wang, Yong-li Xie. (2014). 
Experimental research on temperature field and struc-
ture performance under different lining water con-
tents in road tunnel fire. J Tunneling and underground 
space technology. 43, 327–335.

Huang Z, Burgess IW, Plank RJ. (1999). The influence of 
shear connectors on the behaviour of composite steel-
framed buildings in fire. J Constr Steel Res. 51(3), 
219–237.

Huang Z, Burgess IW, Plank RJ. (2000). Three-
dimensional analysis of composite steel-framed build-
ings in fire. J Struct Eng, ASCE. 126(3), 389–397.

Kodur, V.K.R., Dwaikat, M. (2008). A numerical model 
for predicting the fire resistance of reinforced concrete 
beams. J Cem. Concr. Compos. 30, 431–443.

Kruppa J, Zhao B. (1995). Fire resistance of composite 
beams to Eurocode 4 part 1.2. J Constr Steel Res. 33, 
51–69.

Li Zhongyou, Liu Yuanxue, Liu Shulin, Tan Yizhong 
Ge Zengchao. (2012). Theoretical Analysis Model of 
Deformation Behavior of Tunnel Linings Subjected 
to Fire Load J.Rock and Soil Mechanics. 11, 307–310.

Pi Y-L, Bradford MA, Uy B. (2002) In-plane stability of 
arches. Internat J Solids Structures. 39(1), 105–125.

Pi Y-L, Bradford MA. (2004). Elastic flexural torsional 
buckling of fixed arches. Quart J Mech Appl Math. 
57(4), 551–569.

Qiang Jian (2007). A Study onTunnel Lining after Fire 
Damage to Subway and Evaluation Method Fire Sce-
narios. D. Shanghai: Tongji university.

Soon-Wook Choi, Junhwan Lee, Soo-Ho Chang. (2013). 
A holistic numerical approach to simulating the ther-
mal and mechanical behavior of a tunnel lining subject 
to fire. J Tunneling and underground space technology. 
35, 122–124.

Yan Zhiguo. (2007). A Study on Mechanical Behaviors 
and Fireproof Methods of Tunnel Lining Structure 
During and after Fire Scenarios D. Shanghai: Tongji 
university.

Zhi-guo Yan, He-hua Zhu, J. Woody Ju. (2013). Behav-
ior of reinforced concrete and steel fiber reinforced 
concrete shield TBM tunnel linings exposed to high 
temperatures. J Construction and building materials. 
38, 610–618.

Zhi-guo Yan, Yi Shen, He-hua Zhu, Xiao-jun Li, Yong 
Lu. (2015). Experimental investigation of reinforced 
concrete and hybrid fibre Reinforced concrete shield 
tunnel segments subjected to elevated temperature. 
J Fire safety journal. 71, 86–99.

ICCAE16_Vol 01.indb   30 3/27/2017   10:30:01 AM



31

Civil, Architecture and Environmental Engineering – Kao & Sung (Eds)
© 2017 Taylor & Francis Group, ISBN 978-1-138-02985-9

Optimization of composition of the claddings of wooden structures

M. Halirova, H. Sevcikova, R. Fabian & E. Machovcakova
Faculty of Civil Engineering, VSB-TU Ostrava, Ostrava-Poruba, Czech Republic

R. Janousek
KNAUF Praha, spol. s r.o., Praha, Czech Republic

ABSTRACT: In this paper, we show a possible method for responsible choice of the optimal composition 
of the claddings of wooden structures with plasterboard or gypsum board in terms of selected criteria. 
The proposal unaffected by subjective opinions of solvers will be ensured by comparing the compositions 
of the claddings of wooden structures.

value, the lowest indoor surface temperature of 
the structure, moisture transfer in the structure) 
(Sevcikova  H, 2015), ecological criteria (energy 
consumption and CO2 production of building 
materials), and the economic criterion (cost of 
materials and assembly).

2 METHODS OF PROCESSING

We determine a set of real material structure 
variants of cladding and a set of evaluation criteria. 
Then, we choose the optimal variant using multi-
criterion optimization (Halirova M, 2013). Require-
ments for the cladding as well as the requirements 

1 INTRODUCTION

Selection of building materials and technologies 
can be done in the initial design phase, taking into 
account the quality of the claddings of wooden 
structures (Halirova, M., 2015). Multi criterion 
optimization of selection of individual materials is 
the selected objective method, which eliminates or 
minimizes subjective view of solvers and is suitable 
for the design of claddings and other structures 
(Takano A., 2014). Six variations of the claddings 
of wooden structures were assessed using the multi-
criterion optimization method (Table  1). Seven 
evaluative criteria were selected (Table  2): ther-
mally technical criteria (heat thermal transmittance 

Table 1. Type of claddings with used materials.

Type of cladding Structure of cladding—building material

A Fiber gypsum board (12.5 mm) + moisture stop (foil) + squared timber 60 × 140 + mineral 
insulation (140 mm) + fiber gypsum board (12.5 mm) + polystyrene foam (80 mm) + 
plaster (7 mm)

B Fiber gypsum board (12.5 mm) + squared timber 60 × 60 + mineral insulation (60 mm) + 
moisture stop (foil) + squared timber 60 × 140 + mineral insulation (140 mm) + fiber gyp-
sum board (12.5 mm) + polystyrene foam (150 mm) + plaster (7 mm)

C Fiber gypsum board (12.5 mm) + squared timber 60 × 60 + wooden fiber insulation 
(60 mm) + fiber gypsum board (12.5 mm) + squared timber 60 × 140 + wooden fiber 
insulation (140 mm) + fiber gypsum board (12.5 mm) + wooden fiber board (2 × 80 mm) + 
plaster (7 mm)

D
Fiber gypsum board (12.5 mm) + moisture stop (foil) + squared timber 60 × 140 + mineral 

insulation (140 mm) + fiber gypsum board (12.5 mm) + polystyrene foam (80 mm) + 
plaster (7 mm)

E Fiber gypsum board (12.5 mm) + squared timber 60 × 60 + mineral insulation (60 mm) + 
moisture stop (foil) + squared timber 60 × 140 + mineral insulation (140 mm) + fiber 
gypsum board (12.5 mm) + polystyrene foam (150 mm) + plaster (7 mm)

F Gypsum board (12.5 mm) + squared timber 60 × 60 + wooden fiber insulation (60 mm) + 
moisture stop (foil) + squared timber 60 × 140 + wooden fiber insulation (140 mm) + 
gypsum board (12.5 mm) + wooden fiber board (2 × 80 mm) + plaster (7 mm)
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for each building material vary. It also depends on 
the characteristics of the environment in which the 
building project will be implemented. The method 
of multicriterion optimization is one of the ways to 
successfully solve the selection of optimal variant 
of the cladding according to the specified require-
ments (Perina Z, 2016).

2.1 The method of multicriterion optimization

The optimal variant of the situation is selected 
using the multicriterion optimization method.

Step 1 – Formulation of goal—usually selection 
of  the optimal variant for specific cladding. 
Definition of the structure and design of the 
possible material variants (Perina Z, 2014).

Step 2 – Determination of specific criteria for 
comparison of various variants. The selection 
of criteria can be different because of different 
user or contractor (Halirova M, 2015 & 2016).

Step 3 – Numerical values of individual criteria 
are obtained here. Each variant and criterion is 
assessed by the value aij, and decision matrix (1) 
is formed. Variants are in columns and criteria 
are in rows (Lipušček I, 2010). The criterion can 
be assessed by points from 0 to 10 or from 0% 
to 100% if  the calculation of the criterion is too 
complicated (Halirova M, 2014).
The decision matrix:

a a .. a
a a a

a a a

f
f

f

11 12 1n

n

m mn mff

21 22 2

1 2ama

1ff

2ff..
. . ..
. . ..

..

.

.

 (1)

aij   the value of criterion i, variant j (i-criterion 
1 to m, j-variant 1 to n)

f1–fm weights, the valid rule f 1iff
i 1

m

∑

2.2 Formation of a decision matrix

Decision matrix is formed of six claddings, which 
are denoted by alphabets A to F and seven evalu-
ation criteria, which are identified by numbers 1 
to 7 (Tables 1 and 2). The values of maximum and 
minimum (it depends on which value is more use-
ful) can be seen in Table 3.

Step 4 – Determination of criterion weight is the 
most important step in multicriterion optimi-
zation. Each property that is expressed by a 
criterion has a different significance. It is very 
important to determine the importance of a 
certain criterion, and the optimization for dif-
ferent weights of the criterion must be effec-
tively performed (Adekunle, T.O. 2016).

2.3 Determination of criterion weight

Determination of weight requires an assessment 
of the significance of each criterion against other 
criteria. The weight of a certain property must be 
preferred. Criteria include an objective element 
that emphasizes the qualities of claddings and a 
subjective element, which is the decision-making 
element. The weight is assigned to individual prop-
erties, thereby the seriousness and importance of 
each criterion is determined (Friedrich D, 2016).

Several different methods can be used for the 
determination of weights. Each method is more 
or less suitable for certain criterion. Optimal vari-
ant of the solution of all used methods must be 
evaluated.

The method of quantitative paired comparison 
belongs among the best methods. This method 
uses Saaty’s matrix highlights priorities of the eval-
uation criteria. This method is best suited to the 
elimination of the subjective view of the evalua-
tor. Therefore, this method was selected for further 
calculations.

2.4 Method of quantitative paired comparison of 
criteria

Scale 1, 2, 3  … 9 and reciprocal values are used 
for the production of paired comparisons S = (sij). 
Matrix elements are estimations of proportion of 
weights of i-th and j-th criteria:

S f
f

S S 1
S

i j n

ij
if

jf ii ji
ij

≈ Si =

=

, ,Sii

,j , ,1 2, 3 …
 (2)

Table  2. Selected evaluation criteria for multicriterion 
optimization.

Number of 
criterion Criterion

Unit of 
measure

1 Thermal transmittance value U W m−2K−1

2 Temperature factor at the 
internal surface fRsi

–

3 Annual amount of condensed 
water vapor Mc,a

kg/m2 . year

4 Energy consumption for the 
production of building 
material E

MJ/m2

5 Production of CO2 during 
production of building 
material

g/m2

6 The price of material in a 
cladding

CZK/m2

7 The price of assembly of a 
cladding

CZK/m2
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 (3)

2.5 The method of quantitative pair comparison 
of criteria

Saaty´s matrix expresses criteria preferences that 
contain the equal criteria and slightly and strongly 
preferred criteria.

Step 5 – The values of the weights of individual 
criteria are set into the sequence. The sequence 
of the criteria is made in accordance with the 
requirements. These values are converted to 
dimensionless numbers.

a. Cost type is used when the requirement is based 
on the minimum value (e.g., the cost of energy 
intensity). Transformation into a dimensionless 
quantity is as follows: the highest value of max 
aij is the lowest value of the evaluation (usually 
bij = 0); the lowest value of min aij is the highest 
value of the evaluation (bij = 1):

b
a

ijbb ij=
( )aij

( )aij ( )aij)a (  (4)

b. Profit type – is used when the requirement is 
based on the maximum value (the higher the 
better).
Transformation is as follows:

bijbb =
( )aij ( )aij

( )aij ( )aij)a (  (5)

Step 6 – unsuitable variant is eliminated. The used 
criteria are evaluated. The matrix contains 
variants in columns and criteria in accordance 
with Step 5 in rows, including weights of each 
criterion.
Calculation matrix:

b b .. b
b b b

b b b

f
f

f

11 12 1n

n

m mn mff

21 22 2

1 2b2b

1ff

2ff..
. . ..
. . ..

..

.

.

 (6)

Table 3. Decision matrix.

Type of 
cladding

Max. 
Min.

Criterion number

1 2 3 4 5 6 7

Min Max Min Min Min Min Min

A 0.21 0.906 0.0082  430.14 18.28  830.6 761.5
B 0.14 0.955 0.0122  495.19 18.91 1004.3 793.5
C 0.14 0.956 0  992.36  6.86 2478 946.3
D 0.21 0.906 0.0066  448.6 20.06  798.3 749.5
E 0.14 0.955 0.0119  504.42 19.8  965.1 773.3
F 0.14 0.953 0 1066.92  4.83 2277.2 843.5

Table 4. The method of quantitative pair comparison of criteria.

Criterion 
number 1 2 3 4 5 6 7 Sij Rij

Weight 
fi

1 1 5 4 6 7 2 3 5040 3.38 0.32
2 1/5 1 1/3 3 5 1/5 1/5 0.040000 0.63 0.06
3 1/4 3 1 5 7 1/3 1/3 2.916667 1.17 0.11
4 1/6 1/3 1/5 1 3 1/7 1/7 0.000680 0.35 0.04
5 1/7 1/5 1/7 1/3 1 1/9 1/9 0.000017 0.21 0.02
6 1/2 5 3 7 9 1 2 945 2.66 0.25
7 1/3 5 3 7 9 1/2 1 157.5 2.06 0.20
n = 7 ∑ = 10.46 ∑ = 1
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b f c c H optimumijbb ijff ij ij i
j

n

=f = ⇒HiH
=
∑;max

1
 (7)

where:
bij … transformed value by Eqs.(4) and (5).
fi  … criterion weight.

2.6 Transformation of the decision matrix into 
the calculation matrix

The decision matrix is transformed into the calcu-
lation matrix. The matrix contains criteria includ-
ing weights of each criterion in columns and 
variants of the cladding in rows. The calculation 
is performed using the calculation matrix. Opti-
mal variant has the highest sum of the products of 
transformed values and weights.

Step 7 – The result of the calculation is analyzed. 
The decision-making process can be monocri-
terial optimization (searching for variant with 
maximum gain) or multicriterion optimization 
using different criteria. The result depends on 
the experience of the researcher and the prefer-
ences of the individual criteria. Each researcher 
(builder, user) prefers other criteria.

3 CONCLUSION—EVALUATION OF 
MULTICRITERION OPTIMIZATION

The best variant based on the multicriterion opti-
mization is variant E in this case. Variant B is on 
the second place in this case. This variant has a 
higher rating for energy consumption for the pro-
duction of building material and the production of 
CO2 during production of building material. The 
assessment of economic criteria is lower compared 
to that in variant E. Variant F is on the third place 
in this case. This variant has lower rating for eco-
nomic criteria. Variant C has the lowest rating for 
economic criteria. Variants A and D have the lowest 

Table 5. Calculation matrix.

Type of the 
cladding 
cij = bij.fi.100

Weight 
fi

Criterion number

∑1 2 3 4 5 6 7

0.32 0.06 0.11 0.04 0.02 0.25 0.20 1

A  0 0  3.6 4 0.2 24.5 18.8 51.1
B 32 5.9  0 3.6 0.2 21.9 15.5 79.1
C 32 6 11 0.5 1.7  0  0 51.2
D  0 0  5 3.9 0 25 20 53.9
E 32 5.9  0.3 3.5 0.1 22.5 17.6 81.9
F 32 5.6 11 0 2 3 10.5 64.1

ratings. These variants have the lowest ratings for 
heat thermal transmittance value and temperature 
factor at the internal surface. The above mentioned 
walls have shown that gypsum board has similar, 
comparable properties and is suitable as a board 
material for cladding like fiber gypsum board.
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Evaluation of the ultimate strength of RC I-shaped members subjected 
to a combined action

Pu Wang, Zhen Huang & Quanshen Wang
School of Naval Architecture, Ocean and Civil Engineering, Shanghai Jiaotong University, 
Shanghai, P.R. China

ABSTRACT: Under complex loads, especially for earthquakes and wind loads, RC I-shaped members 
are usually subjected to load combinations of axial forces, bending moments, shear forces, and torsion. 
In this paper, we deduce the relationships between the external forces and the cracking degrees. Then, 
a model for the evaluation of the ultimate strength of RC I-shaped members is established based on the 
ultimate equilibrium of twist failure surface. Finally, the model results are compared with the experimen-
tal results of former researchers. The model coincides well with the experiment.

Model. These two series of  theories could analyze 
the behavior of  RC members under combined 
actions fairly well by the help of  finite-element 
method.

Huang & Liu (2007) proposed a theoretical 
model for RC box-section members under com-
bined actions. Wang et al. (2014) proposed a theo-
retical model for RC rectangular members under 
combined actions. These two models try to have a 
clear theoretical basis and be convenient for appli-
cation. In this paper, we attempt to determine the 
relationship between the external force and the 
twist failure surface. Then, a model is established 
on the basis of the ultimate equilibrium of twist 
failure surface.

2 MODEL DEDUCING

2.1 Basic assumption

The factors affecting the ultimate strength of RC 
member are very complex. To simply the expres-
sion, only main factors are considered and the bel-
lowing basic assumptions are adopted.

1. After cracking, the core concrete is assumed to 
not undertake any torsion load. All the torsion 
is assumed to be undertaken by the out-box 
walls of the concrete.

2. All the reinforcements are assumed to achieve 
their yield strengths when crossing the warped 
failure surface.

3. The dowel actions of longitudinal reinforce-
ments are ignored.

1 INTRODUCTION

Nowadays, Reinforced Concrete (RC) I-shaped 
members have been widely used in construction. 
RC I-shaped members are mainly designed to 
undertake the loads of bending moments and shear 
forces. However, RC I-shaped members in hazards 
usually fail under different load combinations of 
axial loads, bending moments, shear force, and 
torsion. The failure mechanisms of these members 
are very complex.

Although the theory for the ultimate strength 
of RC members under axial forces and bend-
ing moments is well recognized, there are many 
different theories for the mechanisms of RC 
members under shear forces. In the engineering 
application, equations based on the regression 
analyses of  experimental results are widely used, 
such as “Code for design of concrete structures” 
(GB50010-2010).

Empirical equations lack theoretical founda-
tions. Researchers have developed many different 
theories for the ultimate strength of  RC members 
subjected to combined actions for decades. Col-
lins (1973) established Compressive-Field Theory 
(CFT) by introducing the compatibility conditions 
of  RC members under shear force. Then, Vecchio 
& Collins (1986 & 2000) developed CFT into 
Modified Compressive-Field Theory (MCFT) 
and Disturbed Stress Field Mode (DSFM). Hsu 
(1988) established Softened Truss Model Theory 
by overall consideration of  the equilibrium, com-
patibility conditions, and softened stress–strain 
relationship of  concrete. Pang & Hsu (1996) 
further developed Fixed Angle Softened Truss 
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2.2 Shear stress

Figure 1  shows the section of RC members. A is 
the area of section, Acor is the area enclosed by the 
shear flow (Acor = 2h1bcor + b2h2 = αA), t is the equiv-
alent wall thickness of the section, and bcor = b−2t, 
hcor  =  h−2t. According to the Bredt thin-walled 
theory, the shear flow on the out-box wall can be 
expressed as a constant (q). The shear flow (q) is 
express as:

q T
qh bcob r qb h

T
AcoA r

=
+

=
4 1hh 2 2 2bb hh 2

 (1)

where T is the torsion on the member and α is the 
ratio of Acor to A.

Figure 2 shows the warped failure surface. The 
left, right, and bottom sides are denoted by 1, 2, 
and 3, respectively.

The shear force on each side wall due to the tor-
sion (T) can be expressed as:

V qh
Th

V h
Th

A
V qb

Tb
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V qb

TVV

TVV cob r
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2qhqhh 2hh 2hh

3 4qb
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; ;V qh
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VV 2qhh 2

22q =qh2qh

; ==
Tb

A
cob r

2αAA

 (2)

The shear stress due to the external shear force 
(V) can be approximately regarded as a constant 
value (τv = V/A). Then, the shear forces on the left 
and right side walls can be expressed as:

V V h t
Vh t

AV VVV V2VVVV 2hh 2hh
=V 2V =τV  (3)

By adding the shear forces from Eqs. 1 and 2, 
the total shear force on each side wall under the 
torsion and shear force is equal to:

V V V
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 (4)

The shear force on each side wall is undertaken 
by the concrete and transvers reinforcements. On 
the basis of this assumption, transverse reinforce-
ments achieve the yield strength when approaching 
the failure. Therefore, the shear force on each side 
wall can be expressed as:

τ
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1ττ 1 1 1

2

1 1

2

2τ 2 2 1
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= = + −
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 (5)

where Asv1 is the area of a single stirrup, fyv is the 
yield strength of transverse reinforcements, and 
n1, n2, and n3 are the numbers crossing the failure 
surface.

The relationships between n1, n2, n3, and crack-
ing degrees are:

n
h

s
n

h
s

n
b

s
coh r cn or cob r

1 2
2

3
3=nn2= co =

cot ; ; cotθ θhch or1 2cot θ3  (6)

where θ1, θ2, and θ3 are the inclined degrees of 
warped failure surface and s is the space of stirrups.

2.3 Normal stress

The mean normal stress on the section is σ = N/A. 
On the left side wall of the member, the principal 
stresses can be calculated as:

σ
σ σ τ

σ
σ σ τ

1 2σσ σ=
+ +σ

=
+σ2σ 1ττ 2 2ττ σ σσ 1ττ 2ττ4

2
4

2
;  (7)

Figure 1. Section of RC members.

Figure 2. Warped failure surfacer.
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where σ1 and σ2 are the principle stresses on the 
section and τ1 is the shear stress on the section.

Figure. 3 shows the failure criterion of Tasuji–
Slate–Nilson. On the basis of the failure criterion, 
it can be deduced that:

τ
β σ βσ

β1ττ
2 2β σ βσσ

=
1+

f 2 βc cβff β −βββββ11
 (8)

where fc is the compress strength of the concrete, 
ft is the tensile strength of the concrete, and β  is 
defined as fc/ft.

The shear strength of the concrete will decrease 
with the development of cracks. Considering the 
decreasing, a factor γ is added to the right-hand 
side of Eqs. 7 and 9 as:

τ
γ βγ σ βσ

β1ττ
2β σ βσσ

1
=

+
= ( )fβc cβ ffβββββ
Φ  (9)

where the equation is defined as Φ(N) and γ is a 
factor considering the strength lowering after 
cracking.

Substituting Eq. 9 into Eq. 5, we obtain Eq. 10:
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Substituting Eq. 6 into Eqs. 10 and 11, we obtain 
Eq.12:
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2.4 Model formula

On the basis of the equilibrium of moment to 
the center of compressive reinforcement, Eq. 13, 
∑Mz = 0, can be established:
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where As is the area of longitudinal reinforcements 
in the tensile area and fy is the tensile strength of 
longitudinal reinforcements.

Substituting Eqs. 10, 11, and 12 into Eq. 13, we 
obtain Eq. 14:

N
f A

M
f A h

h st V
h f A A f A

h s
y sf Af A y sf Af A coh r chh or y sff A yvff svA2

2hh 2 2V
2

1

2 2h sh 2

+ +

+
( )b h2bb 2hh2hh ( )T T−T ′TT 22

2 2
14

1
α 22h f A A f Acohh r yff s yA A ff v sAA v

=
 (14)

Define

N f A M f A h

V
h f A A f A

h st

T
h

y y sff cor

cohh r yff s yA A ff v sAA v

ch

0 0N fN Ay sff A

0VV 2
2

1

2hh 2

0TT 2
24

f Af A

=

=

;M f A hsf Af coh r0MM =M0M

;

α 22
oroo y s yv svf Ay ssA fy Ass

h s
T T T T At

2
1

2 2h sh 2
2

( )b h2bb 2hh
;

;−T = ( )N′′ ′ ′T TT T αAA Φtt

 (15)

Equation 14 becomes Eq. 16:
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3 VALIDATION OF THE PROPOSED 
MODEL

Because of the scarcity of studies on the ultimate 
strength for RC I-shaped members subjected to the Figure 3. Failure criterion of Tasuji–Slate–Nilson.
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4 CONCLUSION

The study leads to the following main 
conclusions:

1. Compared with the experiment data, the vali-
dation of the proposed model is verified. The 
physical concept of the model is clear, and the 
expression of the model is concise. Therefore, 
the proposed model is convenient to be used in 
the application.

Table 1. Reinforcements and concrete strength.

Top Bottom Concrete

A’s (mm2) fy’ (Mpa) As (mm2) fy(Mpa) fc (Mpa)

IRC-1 1519.8 397 2026.8 720 40.3
IRC-3 1519.8 397 2026.8 720 44.0
IPC-1 1519.8 397 2026.8 720 41.8
IPC-2 1519.8 397 2026.8 720 49.3
IPC-3 1519.8 397 2026.8 720 45.0
IPC-4 1519.8 397 3564.8 730 43.2

combined actions of axial force, bending moment, 
shear force, and torsion, it is very difficult to find 
the experimental data. In order to verify the valida-
tion of the proposed model, experimental results 
of RC I-shaped members subjected to bending 
moment and shear force by Sudhira et al. 2008 are 
referred and compared with the proposed model. 
Table  1 and Figure.4 are obtained from Sudhira 
et  al. (2008). The stirrup space is 225  mm for 
IPC-2 and 125 mm for others. The yield strength is 
353 MPa for IPC-3 and 438 MPa for others.

Table  2  shows the comparison of model and 
experimental results. The model results are safer 
and more conservative than the experimental 
results. From Sudhira et  al. (2008), the first five 
members failed when the tensile reinforcements 
were ruptured. Therefore, the ultimate strength of 
reinforcement should be used in the calculation of 
ultimate strength of members. However, the model 
adopts the yield strength of reinforcements in cal-
culation. As a result, the values from the model 
are less than the experimental results. If  we use the 
ultimate strength of longitudinal reinforcements 
in the calculation of model, the ratios of model 
calculation to experimental results are 1.06, 1.07, 
1.01, 1.06, and 1.09, respectively, for the first five 
members. Considering this, the model results can 
be regarded to coincide well with the experimental 
results.

Figure 4. Cross section of experimental beams.

Table 2. Comparison of model and experimental results.

Experiment Model Ratio

M(kN⋅m) V(kN) M(kN⋅m) V(kN) (Mod/Exp)

IRC-1  755.6 559.7  551.5 408.5 0.730
IRC-3  849.2 629.0  658.3 487.6 0.775
IPC-1  954.2 706.8  691.5 512.2 0.724
IPC-2  869.4 644.0  663.7 491.6 0.763
IPC-3  840.6 622.7  651.6 482.7 0.775
IPC-4 1005.8 745.0 1047.7 776.0 1.042
Average 0.802
Standard deviation 0.120
Variation coefficients 14.96%
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2. In the consideration of the requirement of 
torsion, the width of web plate should be con-
fined with a minimum value, which should be 
further studied. In order to use the flange plates 
of I-shaped members to bear torsions, it is rec-
ommended that the overhang length of flange 
plates should be less than three times of its 
thickness.

3. In the text, the transverse reinforcements are 
assumed to achieve the yield strength. However, 
in fact, the transverse reinforcements may not 
yield in many situations. It needs to be further 
studied.

4. The experiments are very difficult for RC 
I-shaped members under combined actions of 
axial force, bending moment, shear force, and 
torsion. As a result, the experimental data are 
very rare in the aspect. The experimental studies 
are much needed in order to study the ultimate 
strength of RC I-shaped members under com-
bined actions.
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Three-dimensional centrifuge and numerical modeling of pile group due 
to twin tunnelling in different depth
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ABSTRACT: Tunnelling activity inevitably induces change of soil stress and hence may cause adverse 
effects on nearby pile foundations. In this study, a three-dimensional centrifuge model test and a series 
of numerical analyses were carried out to investigate the effects of pile group in clay due to twin tunnel-
ling in different depth. The springline of twin tunnels in the test were located at half  a tunnel diameter 
above the pile toe (Test FF). Numerical back-analysis of centrifuge model test and parametric study were 
also carried out to get more insight of twin tunnels-pile interaction. Two more configurations, i.e., twin 
tunnels located at mid-depth of the pile (Simulation MM) and below the pile toe (Simulation BB), were 
investigated in the numerical analyses. The relative elevation between the twin tunnels and pile group has 
a significant effect on the pile settlement and the pile bearing capacity. Apparent loss of the pile bearing 
capacity (i.e., 90.2%) and the largest pile settlement (i.e., 5.5% of pile diameter) due to twin tunnelling are 
identified in Simulation BB. The maximum value of the loss of the pile bearing capacity was 2.7 times of 
the minimum value (Simulation MM). Additionally, the maximum transverse tilting of pile group induced 
by twin tunnelling is also observed when C/D = 3.7 (i.e., Simulation BB).

group were significantly influenced by the relative 
positions between the tunnel and the pile toe.

Recently, more and more twin tunnels are being 
constructed near piles with the development of metro 
system in cities. However, only limited research was 
carried out to study the effects of twin tunnelling on 
piles. In the centrifuge tests reported by Ng & Lu 
(2014), they investigated the responses of a loaded 
pile subjected to twin tunnelling at different depths 
located on both sides of the pile. It was revealed that 
the effects of the tunnelling sequence on the pile set-
tlement and the loss of pile capacity were significant.

In order to comprehend the responses of pile 
group induced by twin tunnelling, a centrifuge model 
test and the displacement controlled finite element 
model (DCM) based on ground loss were applied 
to investigated the responses of pile group under 
working load in clay to twin tunnelling with differ-
ent depth. The effects of the three-dimensional tun-
nel excavation process were simulated in-flight and 
investigated by the numerical analysis. In addition, 
pile group settlement, apparent loss of pile capacity 
and transverse tilting of pile cap obtained from the 
two approaches were compared with each other.

2 CENTRIFUGE MODELLING

2.1 Experimental program and setup

The centrifuge model test was carried out at the 
Geotechnical Centrifuge Facility of Hong Kong 

1 INTRODUCTION

In congested urban areas, tunnel construction 
inevitably induces ground deformation and stress 
redistribution in the soil. This may cause adverse 
effects on adjacent pile foundations. The effects 
of pile foundations due to tunnel excavation have 
been investigated by many researches.

Numerical and analytical studies have been car-
ried out to investigate the effects of tunnelling on 
pile foundations. Marshall (2012) investigated on 
the effects of tunnelling on end-bearing piles located 
above the tunnel by using a new analytical method 
based on cavity expansion theory. It was found that 
pile failure occurred when the load-carrying capac-
ity reduced below 80% of its initial value due to stress 
redistribution by tunnelling. Three-dimensional 
coupled-consolidation analyses were adopted by 
Soomro et al. (2015) to investigate the responses of 
pile group subjected to single tunnelling located at 
different depths. The results show that the largest 
bending moment in the piles occurs when a tunnel is 
excavated at a cover-to-diameter ratio (C/D) of 1.5.

Centrifuge model tests have also been carried 
out to investigate the tunnel-pile interaction 
mechanism (Jacobsz et al. 2004, Loganathan et al. 
2000, Marshall 2009, Marshall & Mair 2011). 
Loganathan et al. (2000) investigated the responses 
of a 2  ×  2 pile group with working load in stiff  
clay subjected to a single tunnel excavation. The 
induced bending moments and settlement of pile 
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University of Science and Technology. According 
to the size of the model tunnel and model pile 
group, the centrifugal acceleration of 40 g (where 
g is the acceleration due to earth gravity) was 
adopted in the test. Fig. 1 shows the cross section 
of Test FF, where the springline of the tunnels 
was located half  tunnel diameter above the pile 
toe. The diameter of each model tunnel (D) was 
152 mm (6.08 m in prototype scale) and the cover-
to-diameter ratio (C/D) was 2.5. The pile group 
was centered between the tunnels, so that the hori-
zontal distance between the tunnel axis and the 
closest pile was 0.75D.

2.2 Simulation of tunnel excavation

In this study, the tunnel excavation was simulated 
using the equivalent volume loss method. This was 
achieved by draining out 2% of water in the rubber 
bag. Fig. 2(a) shows the model tunnels and the pile 
group. Each model tunnel consists of five cylindri-
cal rubber bags with de-aired water correspond-
ing to five advances of tunnel construction. The 
three-dimensional tunnel excavation process was 
simulated in-flight by draining away a controlled 
amount of water from each rubber bag.

2.3 Model pile group and instrumentation

All the model piles were fabricated from aluminum 
tubes, 20 mm in diameter and 600 mm in length. 
The spacing between two piles was 3.5dp (pile diam-
eter), 70 mm in the model. The size of the pile group 
is often applied in building engineering and bridge 
engineering. As shown in Fig. 2(b), each pile was 
equipped with semiconductor Strain Gauges (SGs) 
bonded at 10 levels, with a spacing of 60  mm, 

along the external surface to record the axial force 
and bending moments. The SGs were protected by 
a thin layer of epoxy coating uniformly pasted to 
the shaft of each pile. The Young’s modulus (Ep) 
of the aluminum model pile was 70 GPa. Thus, the 
model piles are equivalent to a 0.8 m diameter (in 
prototype scale) concrete pile with flexural stiffness 
and bending moment capacity of 721 MNm2 and 
800 kNm, respectively. In the paper, the effects of 
pile installation were not considered, and the pile 
group was “wished-in-place”.

Fig. 3 illustrates the plan view of the model pile 
group, model tunnels and instruments. 10 Linear 
Variable Differential Transformers (LVDTs) were 
installed to measure ground surface settlement. Four 
LVDTs (LP2 to LP4 and LPC) were installed on the 
pile cap to measure the settlement of the pile group.

Figure  1. Elevation view of the centrifuge model test 
and the other two more configurations (dimensions in 
millimetres).

Figure 3. Plan view of the centrifuge model test (dimen-
sions in millimetres).

Figure  2. (a) Model tunnels and model pile group; 
(b) The distribution of SGs (dimensions in millimetres).
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2.4 Model preparation and Testing procedure

The clay used in the tests was obtained from 
Nanning, Guangxi Province, China. The mechani-
cal properties of the clay are summarized in 
Table 1. The clay was dried in the laboratory and 
then crushed and sieved at 2 mm, and mixed uni-
formly with a certain amount of water to reach a 
water content of 18%, then cured for 24 h.

The testing procedure of the test is shown in 
Table 2.

3 3D FINITE ELEMENT NUMERICAL 
SIMULATION

In order to provide more insights into the effects 
of twin tunnelling with different C/D ratios on a 
pile group, the finite element software ABAQUS 
was used in this study. A displacement controlled 
method (DMC) based on ground loss was used to 
back-analyze the centrifuge Test FF. After verify-
ing the numerical model, a numerical parametri-
cal study was performed. As shown in Fig. 1, two 
C/D (C/D = 1.5 and 3.7) ratios were adopted in the 
numerical parametric study.

3.1 Constitutive model and model parameters

In this study, the Modified Cam Clay model 
was adopted for the soil. The model parameters 
obtained by oedometric test and triaxial test were 
summarized in Table 3. The model pile group was 
modelled as a linear elastic material with Young’s 
modulus, Poisson ratio and unit weight of 33 GPa, 
0.2 and 25 kN/m3, respectively. The soil–pile inter-
face was simulated according to the Coulomb fric-
tion law included in ABAQUS. According to the 

test results obtained from Peng (2012), the two 
parameters i.e. interface friction coefficient (μ) and 
limiting displacement (γlim) were assumed as 0.5 
and 5 mm, respectively.

3.2 Finite element mesh and boundary conditions

The mesh had dimensions of 50.6 m × 26 m × 34 m 
in prototype scale. Eight-node brick elements were 
adopted for both the soil and the pile group. The 
boundary conditions assumed for the bottom and 
vertical sides were pin and roller supports, respec-
tively. In numerical analysis, the piles were mod-
elled using “wished-in-place” method. This was 
the same as that in the centrifuge model test.

3.3 Numerical modeling procedures

Each numerical analysis followed the same proce-
dures as those in the centrifuge test. Firstly, set up 
the 3D finite element mesh and the initial bound-
ary conditions. Then applying working load to 
the pile group, 160 kN at a time until 2.4 MN is 
reached. The displacement boundary of the tunnel 
sections to be excavated should be restrained before 
killing the soil elements inside the tunnel. Accord-
ing to the construction sequence of the centrifuge 
test, apply the target displacement boundary con-
ditions to reach the target volume loss (i.e. 2%). 
The displacement pattern of the tunnel cross sec-
tions adopted in this study was suggested by Park 
(2004). It is important to note that the restrained 
displacement boundary should be released dur-
ing applying the target displacement boundary 
conditions. Finally, impose the same displacement 
boundary conditions to the other tunnel sections 
by repeating the step stated above to simulate the 
three-dimensional tunnelling process.

4 INTERPRETATION OF MEASURED 
AND COMPUTED RESULTS

All the results presented in this paper are in proto-
type scale unless stated otherwise.

Table 2. Testing procedure.

Events

Testing 
time 
(min)

Centrifuge acceleration spun up from 1 g to 40 g  10
Apply working load to the pile until 1500 N was 

reached
 240

Excavate the first and second tunnel  20
Pore water pressure dissipated gradually 1200
Centrifuge acceleration reduced from 40 g to 1 g  30

Table 1. Physical and mechanical parameters of soil.

Free 
expansion 
ration

Maximum 
dry 
density

Plastic 
limit

Liquid 
limit

Plasticity 
index

Optimum 
water 
content

59% 1880 kg/m3 25% 53% 28 12.9%

Table 3. Model parameters of soil.

Parameter Value

Soil density  ρd (kg/m3) 1800
Initial void ratio  e0 0.9
Coefficient of earth pressure at rest  K0 0.68
 Poisson ratio  ν 0.35
 Gradient of normal compression line of soil λ 0.09
Gradient of swelling line κ 0.015
Gradient of critical state line M 0.9
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4.1 Determination of the axial load-carrying 
capacity of the pile

In order to evaluate the security of the pile group 
and the quantitative effects on the pile group due to 
twin tunneling excavation, first of all, a simulation 
was carried out to determine the bearing capacity 
of the pile group. In the simulation, the pile group 
was loaded incrementally, with each loading incre-
ment of 800 kN (500 N in model scale), up to the 
final load of 24 MN (15000 N in model scale).

Fig. 4 shows the load settlement relationship of 
the pile group obtained from the numerical simula-
tion. In the figure, settlement of the pile group (Sp) 
was normalized by the pile diameter (dp).

In this study, the failure criterion (i.e., 10% of 
pile diameter) proposed by IMMMFE (1985) and 
the failure criterion proposed by Ng et al. (2001) 
for large diameter piles (i.e., dp > 0.8 m) were used 
to determinate ultimate bearing capacity of the 
pile group, the equation of the displacement failure 
criterion proposed by Ng et al. (2001) as follows:

δ phδ p
h p

p p

dp

P Lh pp

A Ep pp
,max . +pdp≅ .0 045 1

2
 (1)

where δph,max is the pile settlement used to define 
the ultimate load, Lp is the length of the portion 
of pile inserted in soil, Ph is the pile head load, dp 
is the pile diameter, Ep is the elastic modulus, Ap is 
the cross-sectional area of the pile. As was showed 
in Fig. 4, based on the failure criterion proposed 
by Ng et  al. (2001) and IMMMFE (1985), the 
ultimate bearing capacity of the pile group were 
deduced as 9.3 MN and 15.7 MN, respectively. It is 
known that the working load of 1500 kN (2.4 MN 
in prototype) was much smaller than the ultimate 
bearing capacity of the pile group deduced by Ng 
et al. (2001) and IMMMFE (1985). Thus, the pile 
group with the load of 2.4 MN was secure.

4.2 Settlement of pile group

Fig.  5(a) and (b) show the development of meas-
ured (Tests FF) and calculated (Simulations MM, 
FF and BB) pile settlement. The pile settlement was 
normalized by the pile diameter (dp). As was shown 
in Fig. 3, the y value which was normalized by the 
tunnel diameter (D) is the distance between the tun-
nelling face and the monitoring section. In addition, 
settlement data was obtained from the LPC in Fig. 3.

It can be seen that the pile group settled linearly 
during the first tunnelling in Simulation MM in 
Fig. 5(a). In contrast, non-linear settlement charac-
teristics of the pile group were observed in Simula-
tions FF and BB and Tests FF. The settlement of 
pile group in the cases of Simulation FF calculated 
by the DCM was fitted well with the results meas-
ured from the centrifuge test. In the Simulation FF, 
BB and Test FF, the settlement of pile increased 
rapidly as the tunnel face approached the moni-
toring section, i.e., when the first tunnel advanced 
from y/D  =  −0.25 to 0.25. However, the pile set-
tlements increased at a lower rate as the tunnel 
face continued to advance beyond the monitoring 
section. Similar settlement characteristics of the 
pile group subjected to twin tunnelling in sand 
were observed in the centrifuge tests reported by 

Figure  4. Load-settlement curve obtained from the 
result of simulation.

Figure  5. Settlement of pile group due to twin 
tunnelling: (a) during the first tunnelling; (b) during the 
second tunnelling.
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Ng et  al. (2014). After the first tunnelling, in the 
cases of Simulation MM, Test FF, Simulation FF 
and Simulation BB, the settlement of the pile group 
were 0.67%p, 1.93% dp, 2.02% dp and 2.98% dp, 
respectively. It can be seen that the maximum settle-
ment of the pile group induced by the first tunnel-
ling occurred in Simulation BB. This was because 
the pile group was completely located within the 
major influence zone (as was shown in the inset of 
Fig. 5(a)), as proposed by Jacobsz et al. (2004).

It can be seen from Fig. 5(b) that the settlement 
characteristics of the pile group subjected to the 
second tunnelling were similar to that induced by 
the first tunnelling. In addition, the settlements 
of the pile group induced by the second tunnel-
ling were only 112%, 111%, 110%, 84% and 85% 
of that induced by the first tunnelling, respec-
tively. In addition, the final maximum settlement 
of pile group induced by twin tunnelling were 
1.42%dp, 4.07% dp, 4.26% dp and 5.51% dp in Simu-
lation MM, Test FF, Simulation FF and Simula-
tion BB, respectively. Based on the centrifuge and 
computed results, the maximum settlement of pile 
group induced by twin tunnelling increased with 
the increase of C/D. However, from the parametric 
study, it can be concluded that the effect of excava-
tion of twin tunnels on pile group settlements can 
be ignored when C/D is higher than 5.5.

4.3 Apparent loss of pile group capacity due to 
twin tunnelling

The pile bearing capacity is often quantified using 
the pile settlements. In this study, the relative loss 
of the pile bearing capacity (PLoss) was used to 
quantify the apparent loss of pile group capacity 
due to twin tunnelling. PLoss, and was defined as:

P
N N

NLossPP wNN
= ⋅

0NN
100%  (2)

where N is the load deduced from the load-settlement 
curve (see Fig. 4), Nw is the working load, and N0 is 
the ultimate bearing capacity of pile group.

As shown in Fig.  4, in Simulation MM, the 
settlement of the pile group due to working load 
was 0.91% dp (i.e. 7.3  mm), and the induced pile 
group settlement due to twin tunnelling was 1.6% 
dp (i.e. 12.8 mm), which was equivalent to apply an 
additional load of 3.1 MN on the pile cap (based on 
the load-settlement curve shown in Fig. 4). In the 
Simulation MM, the ultimate bearing capacity of 
the pile group (N0) was 9.3 MN deduced by the fail-
ure criterion proposed by Ng et al. (2001). Hence, 
the loss rate of pile group capacity due to twin 
tunnelling (PLoss) was 33.7%. In the Simulation FF 
and BB, the values of PLoss were 68.7% and 90.2%, 
respectively. In addition, the value N0 is 15.7 MN if  

the failure criterion proposed by IMMMFE (1985) 
be used. Hence, in Simulation MM, FF and BB, 
the values of PLoss were 19.7%, 40.1% and 52.7%, 
respectively. It can be seen that, no matter which 
criterion was adopted, the maximum value of PLoss 
was induced in Simulation BB, while the minimum 
value of PLoss was induced in Simulation MM. This 
was consistent with the centrifuge tests reported by 
Ng et al. (2014). The maximum value of PLoss was 
2.7 times of the minimum value.

4.4 Transverse tilting of pile cap

Fig.  6 (a) and (b) shows the transverse tilting of 
the pile cap during the first and second tunneling 
(i.e. Simulation MM, Test FF, Simulation FF and 
Simulation BB). The tilting was determined as the 
ratio of differential settlements measured from the 
central points of the front pile (LP4) and the rear 
pile (LP3) to the distance between them. A positive 
value means the pile cap tilts towards the first 
tunnel and vice versa.

It can be seen from Fig. 6(a) that the maximum 
calculated tilting of the pile cap (0.116%) occurred 
in Simulation BB. This was due to the stress reduc-
tion induced by tunneling in Simulation BB, which 
was the largest among the three configurations. 

Figure  6. Transverse tilting due to twin tunnelling: 
(a) during the first tunnelling; (b) during the second 
tunnelling.
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Similar to the settlement of the pile group, the 
increment of tilting of the pile cap also increased 
as the tunnel face approached the monitoring sec-
tion and decreased as tunnel face continued to 
advance beyond the monitoring section. Differ-
ent from the test or the simulations in this study, 
the relation between tilting of the pile cap induced 
by the first tunnelling and second tunnelling in 
Simulation MM and the process of tunnelling was 
linear. Comparing Fig.  6(a) with Fig.  6(b), the 
value of tilting was reduced gradually and close to 
zero during the second tunnelling. It implies that 
the plastic strains generated adjacent to the two 
tunnels did not overlap with each other.

The maximum tilting of pile cap induced by 
the first tunnelling in Simulation MM, Test FF, 
Simulation FF and Simulation BB were 0.024%, 
0.114%, 0.100% and 0.116%. It can be seen that 
the maximum value of tilting was lower than the 
tilting limit suggested by Eurocode 7 (2001) for 
buildings and Technical code for building pile 
foundations (China industry standards for build-
ings, JGJ 94-2008) (i.e. 0.2%).

5 CONCLUSIONS

In this study, a three-dimensional centrifuge test 
and a series of numerical analyses were carried 
out to investigate the effects of pile group under 
working load in clay due to twin tunnelling in dif-
ferent depth. A centrifuge model test, i.e, Test FF 
(i.e., C/D = 2.5) was carried out. In addition, Simu-
lation MM (i.e., C/D = 1.5), FF (i.e., C/D = 2.5) 
and BB (i.e., C/D  =  3.7) were investigated using 
numerical analysis. Based on the results obtained 
from centrifuge model test and numerical analysis, 
the following conclusions can be drawn.

1. In all the cases, the pile settlement increased 
as the tunnel face approached the monitoring 
section and then decreased as the tunnel face 
continued to advance beyond the monitoring 
section. The maximum settlement of the pile 
group induced by twin tunnelling occurred in 
the case of C/D = 3.7 (i.e., Simulation BB).

2. The maximum loss of pile bearing capacity 
induced by twin tunnelling occurs when the 
whole pile group is located within the major 
influence zone due to tunnelling proposed 
by Jacobsz (2001). In the cases of C/D  =  1.5, 
C/D = 2.5 and C/D = 3.7, the loss rate of the 
pile bearing capacity (PLoss) are 33.7%, 68.7% 
and 90.2%, when the displacement failure crite-
rion proposed by Ng et al. (2001) was used.

3. The maximum transverse tilting of pile group 
induced by twin tunnelling is also observed in 
the case of C/D = 3.7 (i.e., Simulation BB). The 
maximum tilting of the pile cap is lower than 

the tilting limit suggested by Eurocode 7 (2001) 
for buildings and Technical code for building 
pile foundations (China industry standards for 
buildings, JGJ 94-2008) (i.e. 0.2%).
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ABSTRACT: Municipal public facilities underground development is one of the most important con-
tents of urban underground space planning. In this paper, we study the major factors affecting the under-
ground development of public facilities in the urban planning, including locational factor, geological 
environment, economy, engineering technology conditions, policies and management mechanisms, and 
disaster prevention safety. The subjective and objective weighting methods are adopted to analyze the 
weights of these factors. Weight analysis lays the foundation for the establishment of evaluation model 
and provides scientific and reasonable evidences for establishing the “feasibility and appropriateness of 
underground development of municipal public facilities” evaluation system and the resolutions of the 
underground development of municipal public facilities.

environmental improvement. Meanwhile, munici-
pal projects are the life projects mainly invested 
by the government. It shall be planned in advance 
for intensive utilization of land source, low-carbon 
sustainable development planning, and improving 
the comprehensive benefits of the engineering.

In this paper, we study the influential factors 
of urban underground space development level 
and specific indicator factors of underground 
development from macro and micro perspectives, 
respectively.

2 LOCATIONAL FACTOR

Locational factor can be analyzed from macro, 
medium and micro levels. For the construction 
location, it judges from the municipal public facil-
ity’s requirement level on the underground devel-
opment according to the requirements of urban 
planning.

Macro and medium locational factors represent 
the development level of urban underground space 
indirectly. According to the current practices of 
Chinese cities, the management development of 
urban underground space is mainly taken charge 
by the civil air defense departments. The civil air 
defense level of these cities affects the development 
force for underground space to a large extent. 
Therefore, in the macro locations, the air defense 
level and population of cities directly decide the 

1 INTRODUCTION

Underground development of municipal public 
facilities is one of the major functions of urban 
underground space development and utilization. 
Underground municipal public facilities have 
great advantages in upgrading the safety, stability, 
and post-stage maintenance of infrastructure. In 
large cities like Shanghai, Beijing, Shenzhen, and 
Guangzhou in China, the underground develop-
ment of municipal public facilities has achieved 
certain development, for example, large-scale 
underground transformer substation, underground 
sewage treatment site, and underground compre-
hensive pipe rack.

The development of urban underground space 
facilities shall be closely combined with urban plan-
ning. With the development of the city and social 
economy, it shall consider multiple factors when 
making resolutions on whether the facility shall be 
developed underground. Even if  the development 
conditions and construction technologies are fea-
sible, only when the expected “benefits” of under-
ground development of municipal public facilities 
are more obvious than the ground development, 
it would present the specific enforceability. How-
ever, “benefits” do not only include the direct eco-
nomic ones resulted from land savings generated 
from underground development, but also bring 
more social and environmental benefits, such as 
the contribution to urban transportation and the 
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importance of the underground space in their 
urban development.

Medium location mainly represents the posi-
tion of cities in the surrounding city clusters. For 
instance, cities in the core positions of the city clus-
ters are superior to those not in the core positions 
in terms of the urgency of underground space 
development.

Micro location factor mainly evaluates the 
influences of the micro environment of differ-
ent locations in the city on the development 
conditions and approaches of municipal public 
facilities. For example, the feasibility for carrying 
out underground development in the city center is 
completely different from that in the suburb. The 
soundness of micro location conditions affects the 
benefits resulted from the underground develop-
ment directly. As urban area in China is expand-
ing continuously, many municipal public facilities 
in the suburb previously gradually move to the 
city center and the value of the land is becoming 
increasingly higher. Therefore, underground devel-
opment enjoys an increasingly higher feasibility. 
To sum up, the level-2 factors under locational 
factor are divided into three items: macro location 
of macro factor, medium location, and the micro 
location of micro factor.

3 ECONOMIC FACTOR

3.1 Influential mechanism

In accordance with the actual status, China is still 
in the stage of prioritizing the economic devel-
opment. Therefore, when it comes to the under-
ground development of municipal public facilities, 
economic strength and input–output ratio are the 
biggest concerns of decision makers.

The main factors hindering underground 
development of  municipal public facilities under 
the current status are as follows: the financial 
income of  the city is too low to have capac-
ity to make the underground development of 
municipal public facilities; underground devel-
opment calls for huge investment. For example, 
for a 110  kV transformer substation, the capi-
tal consumed by its underground development 
and ground development is 1.5–5.1. The capital 
for development is available, but the benefits 
brought by underground development are not 
obvious.

Economic factor comes first, which is applica-
ble for not only municipal public facilities but also 
other urban facilities. However, it is common that 
there are multiple plans for municipal public facili-
ties. Among the evaluation standards, the weight 
of economic factor varies.

3.2 Evaluation indicator selection

Economic factor is mainly divided into three level-2 
indicators: Per capita GDP, per capita financial 
income, and per capita disposable income.

3.2.1 Per capital GDP
Per capita GDP mainly represents the economic 
development level of the city and affects the 
strength and model of underground space devel-
opment. It facilitates us to master the stage of 
urban underground space development from the 
overall perspective. Widely recognized “threshold 
theory” holds: When the per capita GDP reaches 
US $3000, it indicates that the city has entered the 
large-scale underground development stage (Shu 
2002a, b, Tong 1994).

3.2.2 Per capita financial income
In the current stage, a major model for Chinese 
municipal public facility development is the allo-
cation from government finance. Therefore, the 
financial income of the city affects the ability of 
municipal public facility development to a large 
extent, especially when the underground develop-
ment increases the financial investment.

3.2.3 Per capita disposable income
Per capita disposable income is one of the impor-
tant factors evaluating the living standards of 
urban residents. Cities featuring high per capita 
disposable income have strong economic dynam-
ics, and their residents have high recognition and 
acceptance on the new facilities. If  the residents of 
a city are still striving to meet daily necessities and 
its government is developing new municipal pub-
lic facilities, it would receive great resistance from 
residents and leads to unsound social effects.

4 POLICY MECHANISM FACTOR

4.1 Influential mechanism

The current municipal public facility planning face 
the following problems: lack of large-scope regional 
municipal public facility planning; municipal pub-
lic facilities are separate and lack connection with 
each other; traditional land supply model leads to 
the shortages of intensive land use of municipal 
public facilities; municipal public facility regula-
tions are old and there are contradictories among 
them; and the integration with other public serv-
ice facilities is insufficient. One of the advantages 
of underground development of municipal pub-
lic facilities is intensive land use and land saving. 
However, because of the factors of governmental 
system or policy mechanism, the underground 
intensive development for some municipal public 
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facilities faces great difficulties. The most collective 
representation is in the construction and operation 
of integrated trenches. Integrated trenches have 
been developed for several years abroad. It has 
been proved to be a sound measure in solving the 
underground pipe problem. Since the development 
and operation of Zhangyang Road of Pudong 
District in Shanghai nearly 20 years ago, there has 
been no significant progress. The development of 
some integrated trenches could hardly make ends 
meet when it enters the operation stage with suffer-
ing losses. The major reason is that the integrated 
trench joining-responsible units failed to clarify 
the responsibility ratios of their departments. The 
integrated trench, which had been proved to have 
sound benefits in foreign countries, came across 
many problems in the domestic development. The 
fundamental reason derives from the problem of 
Chinese municipal public facility management sys-
tem and management mechanism. In 2015, 69 cities 
throughout China initiated the underground inte-
grated pap rack development, and the construction 
scale was about 1000 km. In March 2016, it was 
pointed out that the urban planning construction 
management shall be strengthened in the govern-
ment working report and proposed the clear target 
of over 2000 km underground integrated pap rack. 
It is foreseeable that urban underground integrated 
pap rack would become the important content for 
urban infrastructure development in the future. [8] 
This indicates that the changes of policy mecha-
nism have huge influences on the development of 
urban municipal public facility.

4.2 Evaluation indicator selection

It shall follow the line of comprehensive planning, 
integrative planning, and establishing indicators to 
study the underground development of municipal 
public facilities. Standardized municipal public 
facilities and planning system are beneficial for 
the underground development of municipal pub-
lic facilities. On the basis of the above mentioned 
analysis, level-2 indicators under government factor 
are mainly divided into the optimal level of related 
policies and regulations and the implementation 
force of government in driving the underground 
development of municipal public facilities.

5 URBAN CONSTRUCTION FACTOR

The urbanization process of cities has significant 
influences on their public facility development. 
The higher the urbanization level, the larger the 
burden for the urban life engineering system and 
the higher the requirements and scale for con-
struction. Therefore, urbanization ratio is a macro 

factor in evaluating the underground development 
level of the city in this model.

Urban annual completion ratio is the objec-
tive indicator in evaluating urban construction 
strength. The completion level presents the con-
struction capacity and construction efficiency of 
the city. Therefore, two level-2 indicators would be 
set under the first indicator of urban construction: 
urbanization rate and urban annual completion 
ratio.

Meanwhile, from a micro perspective, plot ratio, 
population density, land using property, construc-
tion land level, and seismic grade of the region also 
serve as factors in analyzing whether the under-
ground development is worthy.

6 CONSTRUCTION BASIS OF 
UNDERGROUND SPACE 
DEVELOPMENT

If the construction basis is weak, it would encoun-
ter the following resistances in considering the 
underground development of facilities: shortage 
of the engineering geological documents of the 
city, shortage of the underground development 
capacity, shortage of government decision-making 
experience, and shortage of residents’ acceptance. 
The main level-2 indicators for underground space 
development foundation are per capita under-
ground space area and underground space con-
struction ratio.

7 GEOLOGICAL AND ENGINEERING 
TECHNOLOGY FACTOR

Analyzing engineering technology condition and 
geological condition together, they represent the 
difficulty in implementing the municipal public 
facilities in the project implementation stage from 
subjective and objective aspects. If  the economic 
condition policy mechanism is permitted, the 
underground development could not be realized 
without the guarantee of mature engineering tech-
nology. The mutuality of the geological conditions 
decides whether the underground development 
could be carried out smoothly for this facility. 
They have close relation with the economic factor. 
The investment of the underground development 
of a project is in inverse proportion to the engi-
neering technology and local geological situations. 
If  engineering technology conditions in Beijing 
and Shanghai are the same, the costs for develop-
ing underground transformer substation are differ-
ent because of the geological condition. In some 
regions of Beijing, they do not need foundation 
pit dewatering and enclosure. In comparison, the 
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expense of enclosure of a large foundation pit in 
Shanghai is approximately 40–50% of that of the 
whole project.

In the same way, Shanghai now has the capac-
ity to make underground development of 500 kV 
transformer substation, which is developed on the 
strong engineering technology condition and eco-
nomic foundation. As the engineering technology 
condition is becoming more mature, the geological 
conditions of a region are by no means the decisive 
factor anymore. For example, the underground 
space of Shanghai stands at the cutting edge and 
serves as the model for domestic cities under the 
support of construction capacity and capital of the 
government.

8 ENVIRONMENTAL FACTOR

Environmental factor mainly analyzes the influ-
ences of underground municipal public facilities in 
pre-setting areas on the surrounding environment.

First, underground development of munici-
pal public facilities could significantly reduce 
pollutions of the surrounding area, such as the 
underground development of transformer substa-
tion and sewage treatment plant. Meanwhile, the 
underground development of these facilities could 
alleviate the psychological depression of surround-
ing residents. Greening implementation on the 
land of underground development could increase 
the greening ratio of this area and improve air 
quality in the surrounding areas.

Furthermore, Chinese society is confronting 
with increasingly large pressure from the interna-
tional community in terms of carbon reduction 
and environmental protection. How to maximize 
the environment-friendly and low-carbon develop-
ment strategies in the underground space planning 
and whether the above mentioned targets could 
be fulfilled through underground development 
of ground facilities have become the research hot 
spots for people in the industry.

Urban municipal public facility is the founda-
tion for urban development, serving as a crucial 
point in guaranteeing the sustainable development 
of cities. “The connotation of low carbon devel-
opment of municipal public facility is the same 
with that of low-carbon economy, that is, improve 
energy efficiency and minimize the carbon emis-
sion. The final target is to reduce environmental 
pressure and realize sustainable development; the 
core is low-carbon technology innovation, system 
innovation and the transformation of the develop-
ment concept” (Zhang, B. et al. 2010).

It is apparent that carbon emission mainly exists 
in the last three stages among planning, designing, 
construction, operation, and dismantles stages of 

municipal public facilities. However, the soundness 
of planning and designing is extremely important 
for the emission volume in the last three stages. 
These two stages are the key for carbon emission 
reduction. Therefore, the underground develop-
ment of municipal facilities is apparently benefi-
cial for the whole lifecycle of the municipal public 
facilities.

9 WEIGHT ANALYSIS OF FACTORS

To sum up, Tables  1 and 2  show the evaluation 
indicators and influential factors. After analyzing 
and selecting major factors, defining the weight of 
these factors is an important procedure in defining 
whether the underground development is applica-
ble for this facility by using mathematic model as 
“indicator  + weight  + analysis model → analysis 
result”.

9.1 Methods for the weight of micro factors

In this paper, micro factors are mainly presented 
as major planning control indicators. Therefore, 
it could adopt the objective weighting method to 
redistribute the weight of these factors.

9.2 Methods for the weight of macro factors

Analytic Hierarchy Process is the decision-making 
method that breaks down decision-related factors 
to hierarchies of target, standard, and plan and 

Table 1. Macro influencing factors.

Indicator 
(level 1)

Indicator 
(level 2) Unit

Location Urban location (macro) 
Urban location (medium)

——
——

Economy Urban per capita GDP 
Per capita financial 
income 
Per capita disposable 
income

10,000 RMB

10,000 RMB

10,000 RMB
Urban 
construction

Urbanization ratio 
Urban annual 
completed area

——
10,000 m2

Underground 
space

Underground space 
status 
Facility construction 
volume of underground 
space

10,000 m2

10,000 m2

Policy 
mechanism

Government 
implementation 
force, soundness 
of government-related 
policies

——
——
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then makes qualitative analysis and quantitative 
analysis on this basis. In this paper, we adopt yaahp, 
the Analytic Hierarchy Process software, to analyze 
the macro factors and establish target hierarchy, 
standard hierarchy, and plan hierarchy (Figure 1).

Four major procedures in establishing a model 
in the Analytic Hierarchy Process are as follows: 
establish the hierarchical structure model on the 
basis of  the mentioned analysis: highest hierar-
chy (target hierarchy), middle hierarchy (standard 
hierarchy), and bottom hierarchy (plan hierar-
chy); construct all judgment matrixes in different 
hierarchies, that is, defining weights of  all factors 
by comparing the importance of different indi-
cators of  the same hierarchy. In this paper, we 
constructed a judgment matrix through yaahp 
software; separated hierarchy sequencing, made 
computing sequencing on factors of  relatively 
high hierarchy. The overall hierarchy sequencing 
and re-sequencing weights of  targets for all factors 
in this model, especially in the plan of the bottom 
level, were used to obtain the final weight of  the 
analysis.

In evaluating the weight of factors subordinated 
to “urban underground space development level”, 
it shall first compare the important level of factors 
in the standard level and then compare all factors, 
especially in the plan level, and finally find the 
weight of macro factors in the plan level through 
software in Table 4.

10 CONCLUSIONS

In this paper, we analyzed and selected indica-
tors affecting the underground development of 
urban municipal public facilities and adopted cor-
responding weighting approach to make weight 
analysis on various indicators. It lays a foundation 
for establishing “feasibility and applicability of 
the underground development of municipal public 
facilities” evaluation indicator system.

After defining weights for corresponding indi-
cators, it could select appropriate constitutive 
model to establish “feasibility and applicability of 
the underground development of municipal public 
facilities” evaluation indicator system. The appli-
cability of underground development of munici-
pal public facilities deduced through this method 
makes the primary exploration for introducing 
quantitative calculation to the decision of under-
ground development of urban facilities.
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Table 2. Micro influencing factors.

Evaluation indicators Unit

Land use property ——
Locational value (micro) ——
Greening ratio %
Population density 10,000 men/km2

Land development intensity ——
Construction density ——
Construction land grade ——
Building antiseismic grade ——

Table 3. Micro factor weights.

Micro factors Unit Weight

Land use property —— 0.125
Locational value (micro) —— 0.125
Greening ratio —— 0.125
Population density 10,000 0.125
Land development intensity men/km2 0.125
Construction density —— 0.125
Construction land grade —— 0.125
Building antiseismic grade —— 0.125

Figure 1. Analysis hierarchy process model.

Table 4. Macro factor weights.

Macro factor Unit (RMB)
Weight 
(ranking)

Per capita GDP 10,000 0.1705 (1)
Government implementation 
force

—— 0.1584 (2)

Macro location —— 0.1197 (3)
Per capita disposable income 10,000 0.1000 (4)
Underground space 
construction rate

—— 0.0942 (5)

Urbanization ratio —— 0.0905 (6)
Policy optimization level —— 0.0712 (7)
Per capita financial income 10,000 0.0587 (8)
Medium location —— 0.0538 (9)
Per capita underground space 
area

—— 0.0423 (10)

Annual completion rate —— 0.0407 (11)
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application of MATLAB
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ABSTRACT: The pipeline risk evaluation model is established on the basis of the analysis of risk 
factors encountered in the operating period of pipeline. Moreover, subfunction program of the model is 
written using MATLAB. Applying the model to the risk evaluation of a real oil pipeline in Dalian, which 
can identify the risk safety grades and the risk response measures in the operating period, the calculated 
result is consistent with the actual one. Examples show that using the risk evaluation model established 
by the combination of Analytic Hierarchy Process (AHP) and MATLAB can not only draw the specific 
quantitative indicators to carry out the objective assessment of pipeline risks, but also simply and effi-
ciently provide a reliable basis to the risk assessment and management of the operating pipeline.

weak sections of pipeline and the risk factors and 
the degree of risk, which provides specific data to 
operation of pipeline and improves the safety. All 
these evaluation methods lack a procedural calcu-
lation model. The calculation and analysis process 
still needs to be simplified and the computational 
efficiency also needs to be improved.

In this paper, we conducted a research on risk 
factors encountered in the operation of pipe-
line on the basis of AHP, wrote the subfunction 
program of AHP using MATLAB, and built the 
pipeline risk evaluation model. This model can not 
only carry out quantitative assessment of pipeline 
risk, but also make the corresponding risk man-
agement program according to assessment results, 
which can provide a reliable judgment basis for the 
follow-up risk management of pipeline. Besides, 
the calculation and analysis process are simple and 
it can work efficiently.

2 AHP STRUCTURE EVALUATION 
MODEL

2.1 The basic principles and steps of AHP

Analytic Hierarchy Process is a hierarchical weight 
decision analysis method put forward by Professor 
Saaty from the United States in the early 1970s 
(SU Yi, 2011). This method lists all elements 
related to the target issues and then establishes 
goal, rule, and index layer so as to establish a mul-
tilevel structural analysis model. It is a modeling, 
quantitative, and systematic process referred to 
the thought process of decision makers on com-
plex systems. Furthermore, it reflects the subjective 

1 INTRODUCTION

With the increase of urbanization, the demand 
for oil, natural gas, and tap water is increasing, 
which promotes the rapid development of pipeline 
transportation. It is expected that, in the period of 
“Thirteen Five”, the total length of China’s oil, gas, 
and water supply pipelines will reach 200,000 km, 
and the government will build the inter-regional 
oil and natural gas supply network system and 
urban water supply pipe network system (ZHANG 
Zhihong, 2012). With the passage of time, a num-
ber of pipelines are in “sick” operating state; with 
the increasing use of pipelines, it is necessary to 
perform health diagnosis and risk management for 
those pipelines.

In recent years, scholars specialized in pipeline 
fields in China have made a preliminary exploration 
and research on the risk of pipeline and obtained 
some fruitful results. Liu Jiaming (2014) determined 
that the weight of pipeline corrosion, equipment, 
third-party damage, and natural environment are, 
respectively, 0.49, 0.31, 0.12, and 0.08. By intro-
ducing several improvements in AHP, it obtained 
the pipeline health index, which is 0.707, by fuzzy 
comprehensive evaluation, which is in potentially 
unsafe levels. Wang Junfang, Yu Qianxiu (2009) 
evaluated 10 pipe sections of an oil pipeline using 
the unascertained measure model. The evaluation 
results were consistent with the actual ones, which 
indicates that unascertained measure model can 
effectively evaluate the oil and gas pipelines. Wang 
Kai (2009) carried out qualitative and quantita-
tive analyses for long-distance pressure pipeline 
by using fault tree analysis method to identify the 
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importance of each factor and thus expands the 
quantitative analysis and research, which can be 
divided into the following steps: establishing a 
hierarchical structure analysis model; construct-
ing judgment matrix; calculating the weight vector 
of judgment matrix; testing the consistency; and 
making judgment.

First, the analytic hierarchy process is to con-
struct a hierarchical analysis model with issue 
principled. Second, the analytic hierarchy process 
stresses the upper and lower subordinate relation-
ships strictly and uses the 1–9  scaling method to 
carry out a quantitative comparison of the impor-
tance of this level of factors with the previous layer 
and establish the judgment matrix:

ij m n
( ) ×

 (1)

where aij is the important degree of the i factor rela-
tive to the j factor and the matrix A is a reciprocal 
matrix, which satisfies aij, aij = 1/aji, aii = 1. For hier-
archical structure, the number of judgment matrix is 
the same as the number of affiliations from the top 
layer to the bottom layer. After the establishment of 
the judgment matrix, the most important thing is to 
obtain the maximum eigenvalue and the correspond-
ing eigenvector, that is, the weight vector. Usually, the 
characteristic polynomial is used to obtain the eigen-
value of matrix, which can be expressed as:

det( )A I =I 0 (2)

where I is the unit vector, λ is the eigenvalue, from 
which the characteristic vector can be obtained.

Practice shows that with the increase in the 
complexity and the structures of the problem, the 
calculation and analysis process of AHP will be very 
complex, especially for the solution of the matrix 
eigenvalue and eigenvector. In fact, the eigenvalues and 
eigenvectors can be easily obtained and the consistency 
test of judgment matrix by writing a function program 
in MATLAB, which greatly simplifies the calculation.

2.2 Pipeline risk index evaluation system

The number of risk factors that affect the opera-
tion of pipeline is high; therefore, the selection of 
evaluation index will have an important effect on 
the accuracy and reliability of the final evaluation 
results. Referring to the research of pipeline damage 
in China and abroad (JIANG Delin, 2011; Thomas 
jones, 1992 & Benkherouf A, 1988) and pipeline 
integrity specifications, we selected 12 representative 
risk indicators affecting the safety operation of pipe-
line to build a hierarchical evaluation model, which 
can more fully reflect the risk characteristics of the 
pipeline operation period, as shown in Figure 1.

2.3 Classification of pipeline risk safety grade

Currently, most of the pipeline condition assess-
ment using fuzzy evaluation method, such as pipe-
line operation safety, exists some security risks 
and other fuzzy qualitative evaluation, and there 
is no clear pipeline operation risk safety grade 
classification method and corresponding risk 
response measures. With reference to the four-level 
method used in pipeline security status evaluation 
in industrial pipeline, we determine to use the four 

Figure 1. Safety assessment system of operating pipelines.
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division methods as the operational pipeline risk 
safety level classification method, and according to 
the weights of risk factors and the experience of 
experts and site management personnel, it estab-
lished the pipeline risk security level and response 
mechanisms, as shown in Table 1.

3 PROGRAMMING MODEL DESIGN 
OF AHP

We use MATLAB programming language to write 
the subfunction of Analytic Hierarchy Process (AHP) 
to achieve the calculation and analysis procedure. 
The procedure is that when inputting the judgment 
matrix, seeking single-level sorting, total sorting, con-
sistency checking, and eventually getting the total 
ranking weight of all risk factors will be carried out 
automatically in the procedure (SONG Fei, 2008).

3.1 Solving normalized eigenvectors

Calling function eig in MATLAB is to solve the 
maximum eigenvalue and the corresponding eigen-
vector of matrix. The call format is [V, D] = eig (A), 
where V is the eigenvector matrix and D is eigen-
value matrix. Defining function maxeigvalvec.m to 
implement.

function [maxeigval, w] = maxeigvalvec (A); % 
Seeking maximum eigenvalue and the correspond-
ing normalized eigenvectors of judgment matrix A

[v, d ] = eig (A); % v is eigenvector matrix and d 
is eigenvalue matrix

eigenvalue = diag (d );
maxeigval = max (eigenvalue); % Seeking maxi-

mum eigenvalue maxeigval
maxeigvec = v (:, 1); % Seeking eigenvector cor-

responded to the maximum eigenvalue
w = maxeigvec ./sum(maxeigvec); % Eigenvector 

maxeigvec normalization
end

3.2 Calculation of single-level sorting and 
consistency test

When constructing judgment matrix, because of 
the diversity of risk the pipe encountered and the 

understanding limitations of inspectors for each risk 
factor, the consistency of the judgment matrix will 
inevitably be damaged and result in the biased judg-
ment result. In order to avoid the error, emergence 
of A is more important than B, B is more important 
than C, while C is more important than A; in the 
same layer, the consistency of judgment matrix is 
checked by the obtained maximum eigenvalue λmax. 
Therefore, it is necessary to test the consistency of 
the judgment matrix. Defining function examine. 
m to test the consistency of matrix:

function [CI, RI] = examine (maxeigval, A); % 
Consistency test of single-level sorting weight vec-
tor, maxeigval is maximum eigenvalue, A is judg-
ment matrix

N = size(A,1);
RI = [0.0 0.0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 

1.49 1.51 1.54 1.56 1.58 1.59]; % RI is consistency 
index of average random (He Furong, 2014)

RI = RI(n);
CI  =  (maxeigval-n)/(n-1); % CI is consistency 

index
CR = CI/RI; % CR is consistency ratio
if  CR < 0.1
disp (‘Judgment matrix A passes the consistency 

test’)
else
disp (‘Judgment matrix A does not pass the con-

sistency test, please readjust the judgment matrix’)
end

3.3 Calculation of total-level sorting and 
consistency test

Defining function tsw = tolsortvec (utw, dw, CIC, 
RIC); % Seeking total-level sorting weight vector 
and testing its consistency, tsw is the total ranking 
weight of risk factors in the second layer, utw is 
the total ranking weight row vector of factors in 
the upper layer, dw is the single-sorting weight vec-
tor matrix of the lower-layer factors for the upper-
layer factors, CIC is the consistency index column 
vector, and RIC is the index column vector of ran-
dom consistency.

tsw = dw * utw;
CR = utw .* CIC / (utw .* RIC);
if  CR > = 0.1

Table 1. Risk level and response mechanisms of operating pipelines.

Risk level Response mechanisms

First level of risk (Weight greater than or equal to 0.2; extremely dangerous): take immediate measures
Second level of risk (Weight ranged from 0.15 to 0.2; severely damaged): master the risk dynamic and make 

preparations to cope
Third level of risk (Weight ranged from 0.1 to 0.15; moderate damage): exclude potential risks within 7 days
Fourth level of risk (Weight less than 0.1; slight damage): strengthen risk management to eliminate risk as soon as 

possible
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disp (‘total-level sorting does not pass the 
consistency test, please readjust the judgment matrix’)

else
disp (‘total-level sorting passes the consistency 

test’)
end

4 ENGINEERING APPLICATIONS

4.1 Project overview

A tank farm is located in the Ganjingzi district of 
Dalian, the pipeline of which operated for more 
than 10 years. The length of the oil pipeline is 
about 600 m, the diameter of pipe is 200 mm, and 
the thickness of wall is 6 mm. The pipeline adopted 
an overhead layout scheme; the bottom of the pipe 
is about 30 cm above the ground. According to the 

site investigation and inspection records of staff, 
we know that both the inner surface and the outer 
surface of the pipe have a different degree of cor-
rosion; it is accompanied by a certain degree of 
micro deformation and damage caused by human 
factors.

According to the hierarchy structural diagram 
in Figure 1, the safety state S of the pipeline is the 
target layer, the pipeline corrosion (S1), fatigue 
damage (S2), creep rupture (S3), circumferential 
deformation (S4), and vandalism (S5) are the crite-
rion layer, and the index layer is specifically divided 
into 12 influencing factors. We use 1–9 scale meth-
ods to carry out the pairwise comparison of risk 
factors so as to establish the judgment matrix of cri-
terion layer and index layer, as shown in Tables 2–6.

For the circumferential deformation, the influence 
factor is only expansive deformation, so the judg-
ment matrix is S4 = [1].

Table 2. Judgment matrix (S).

S
Pipeline 
corrosion S1

Fatigue 
failure S2

Creep 
failure S3

Circumferential 
deformation S4

Vandalism
S5

Pipeline corrosion S1 1 7 6 4 2
Fatigue failure S2 1/7 1 1/2 1/5 1/6
Creep failure S3 1/6 2 1 1/3 1/5
Circumferential deformation S4 1/4 5 3 1 1/2
Vandalism S5 1/2 6 5 2 1

Table 3. Judgment matrix (S1).

S1
Corrosion 
depth S11

Longitudinal 
length S12

Circumferential 
length S13

Particle 
diameter S14

Particles 
hardness S15

Corrosion depth S11 1 3 2 7 5
Longitudinal length S12 1/3 1 1/2 4 3
Circumferential length S13 1/2 2 1 5 4
Particle diameter S14 1/7 1/4 1/5 1 1/3
Particles hardness S15 1/5 1/3 1/4 3 1

Table 4. Judgment matrix (S2).

S2 Loading frequency S21 Medium temperature S22

Loading frequency S21 1 3
Medium temperature S22 1/3 1

Table 5. Judgment matrix (S3).

S3 Improper selection of material S31 Irrational structure S32

Improper selection of material S31 1 1/2
Irrational structure S32 2 1
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4.2 Write calculation program

4.2.1 Input judgment matrix
Clear; % Clear all variables

S = [1 7 6 4 2;1/7 1 1/2 1/5 1/6;1/6 2 1 1/3 1/5;1/4 
5 3 1 1/2;1/2 6 5 2 1];

S1 = [1 3 2 7 5;1/3 1 1/2 4 3;1/2 2 1 5 4;1/7 1/4 1/5 
1 1/3;1/5 1/3 1/4 3 1];

S2 = [1 3;1/3 1];
S3 = [1 1/2;2 1];
S4 = [1];
S5 = [1 3;1/3 1];

4.2.2 Calculation of single-level sorting and 
consistency test

[ maxS, wS ] = maxeigvalvec (S);
[maxS1, wS1] = maxeigvalvec (S1);
[maxS2, wS2] = maxeigvalvec (S2);
[maxS3, wS3] = maxeigvalvec (S3);
[maxS4, wS4] = maxeigvalvec (S4);
[maxS5, wS5] = maxeigvalvec (S5);
[RIS, CIS] = examine (maxS, S);

4.2.3 Calculation of total-level sorting and 
consistency test

dw = zeros (12, 5);
dw (1:5,1)  =  wS1; dw (6:7,2)  =  wS2; dw 

(8:9,3) = wS3; dw(10,4) = wS4; dw(11:12,5) = wS5;
CIC = [CIS1; 0;0;0;0];
RIC = [RIS1; 0;0;0;0];
tsw = tolsortvec (wS, dw, CIC, RIC)
By default, the order of judgment matrix S2, S3, 

S4, S5 is less than 3, which completes consistency 
and does not need to carry out the consistency 
test, so RIS2 = 0, CIS2 = 0; RIS3 = 0, CIS3 = 0; 
RIS4 = 0, CIS4 = 0; RIS5 = 0, CIS5 = 0.

4.3 The operation result of program

Running the above procedures, the interface will 
pop up two times “judgment matrix passes the 
consistency test” and a time “total-level sorting 
passes the consistency test”, which explains that 
judgment matrix S, S1, and the total-level sorting 
all pass the consistency test and will obtain the 
total-level sorting weight of each risk factor in the 
second layer at the same time: tsw = [0.1968 0.0782 
0.1231 0.0205 0.0381 0.0320 0.0107 0.0218 0.0436 
0.1604 0.2061 0.0687].

According to the 1.3  section of safety level of 
pipeline risk, by comparing the calculated results, 

we can know that the weight of construction dam-
age or vandalism is 0.2061, which belongs to the 
first level of risk; the weights of corrosion depth 
and circumferential expansion deformation are 
0.1968 and 0.1604, respectively, which belong to the 
second level of risk; the weight of circumferential 
corrosion length is 0.1231, which belongs to the 
third level of risk; and the weight of transmission 
medium, loading frequency, pipeline structure, and 
material are all less than 0.1, which belong to the 
fourth level of risk. By combining with the oper-
ating conditions and daily management records of 
site management staff, it is clear that the construc-
tion of surroundings and man-made structures acci-
dentally damage and cause a lot of adverse effects 
on the operation of the pipeline. Besides, because 
of the external natural environment and internal 
medium, the pipe also faces the risk of corrosion. 
As a result, the calculation results are in agreement 
with the actual condition of pipeline. Finally, we 
determine the corresponding risk response meas-
ures according to the calculated risk level so as to 
ensure the safe operation of the pipeline.

5 CONCLUSION

Here, we realized the calculation and analysis steps 
of AHP by MATLAB programming language 
and established the pipeline risk evaluation model. 
The model was applied to the risk evaluation of 
an actual pipeline risk assessment; by comparing 
the calculated results with the actual condition of 
pipeline, we can draw the following conclusions:

1. According to the fundamental principles of 
AHP, pipeline risk factors, and industrial 
pipeline security status level, the risk hierar-
chy assessment model of pipeline structure in 
operation period was established. The use of 
MATLAB programming language to write the 
AHP calculation procedure realizes the proce-
dure of calculation and analysis and reduces the 
quantitative calculation to derive more accurate 
results.

2. Application of the programmed calculation 
model of AHP to the risk assessment of an 
actual oil pipeline can quickly obtain the weight 
value of each risk factor the pipe has faced 
in the operation period and can determine 
the risk level and take the corresponding risk 

Table 6. Judgment matrix (S5).

S5 Construction damage S51 Manmade damage S52

Construction damage S51 1 3
Manmade damage S52 1/3 1
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response measures. After the above procedure, 
the problem which primary seemed vague and 
difficult to judge became clear. Therefore, it is 
a good method to deal with the fuzzy problem 
and has strong generalization and practicability 
in the future.
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ABSTRACT: Ground conditions (geotechnical properties and geological setting) influences the near 
surface response of a strata subjected to seismic excitation. Geotechnical parameters required for com-
putation of dynamic impedance of bridge foundations include damping ratio (β), shear wave velocity 
(Vs) and soil shear modulus (G). Values of these parameters are sensitive to the level of non-linear strain 
induced in the strata due to seismic ground motion. This paper attempted to investigate the effect of vari-
ation in soil properties like Plasticity Index (PI), Over Consolidation Ratio (OCR), effective stress (σ ′), 
depth of soil strata over bedrock (H) and Impedance Contrast Ratio (ICR) on seismic design parameters 
(β, Vs and G) for two soil types (C and D in AASHTO code). It was found that variation in soil properties 
influenced seismic design parameters in soil type D more profoundly than soil type C.

Vs30. Site class D has Vs30 from 175 m/s to 360 m/s. 
Pile foundations are commonly used for bridges in 
this site class. This study focused on the most com-
monly occurring soil classes C and D which are 
suitable for both shallow as well as deep founda-
tions and are characterized by a wide variation in 
Vs30 (175–760 m/s), PI (0–60), OCR (1–10) and σ’ 
(20–1500 kPa). It is to be noted that AASHTO site 
classes C and D roughly corresponds to EC-8 soil 
classes B and C respectively (CEN, 2003).

2.2 Procedure

Sensitivity of seismic design parameters (β, Vs 
and G) to variation in Vs30, PI, OCR, σ ′, depth of 
soil strata and variation in bedrock stiffness; charac-
terized by variation in VsR based on CSIR classifica-
tion for rocks (Bieniawski 1974) was undertaken in 
this study. The seismic bedrock characteristics con-
sidered in this study are classified as rock classes I to 
V in which class I is a very good rock (Vs > 3353 m/s) 
and class V a poor rock (Vs = 600 m/s). Five generic 
soil profiles falling within the Vs30 range for soil 
classes C and D were selected from Douglas et al 
(2009) as depicted in Fig. 1. Variations in PI, OCR, 
σ ′, strata depth and Impedance Contrast Ratio 
(ICR) between soil strata and bedrock considered in 
the study are summarized in Table 1. Twenty actual 
far-field ground motions varying in PGA from 
0.036 to 0.47  g were selected from ATC-63 (2008) 
and Chaudhary (2016a) to perform one-dimensional 
non-linear seismic site response analysis. Accel-
eration response spectra of these strong motions is 
depicted in Fig. 2. Table 2 lists the salient features of 
the selected ground motions as well as group these 

1 INTRODUCTION

Influence of site conditions on seismic design spectra 
is well recognized in current codes. AASHTO code 
(2010) caters for these effects by characterizing the 
site conditions into six classes based on shear wave 
velocity in the top 30 m depth (Vs30) or alternative 
procedures based on average SPT N values or und-
rained shear strength of top 30  m strata. Design 
spectrum for a bridge is constructed based on the 
mapped PGA of the site, short period spectral accel-
eration, Ss and long period spectral acceleration, S1 
along with site modification factors FPGA, Fa and Fv. 
Effect of variation in soil properties like Plasticity 
Index (PI), Over Consolidation Ratio (OCR), effec-
tive stress (σ ′), depth of soil strata over bedrock and 
variation in stiffness of the bedrock are currently 
not included in the code based site characterizing 
and design spectrum construction processes. This 
study examined the influence of these geotechnical 
and site parameters on spectral acceleration, SA, 
used for seismic design of bridges.

2 METHODOLOGY

2.1 Background

Site conditions are classified into six categories (A to 
F) in the AASHTO code based on Vs30. Site Classes 
A and B are rock sites with Vs30 more than 760 m/s. 
Shallow spread footings are commonly used for 
bridges in these site classes. Site class C represents 
very hard soil or soil-rock with Vs30 between 360 and 
760 m/s. Shallow spread foundations are suitable in 
this site class for upper range of Vs30 while deep pile 
foundations can be used for the lower values of 
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into Design Basis Earthquakes (DBE), Functional 
Evaluation Earthquakes (FEE) and Maximum 
Credible Earthquake (MCE) based on a design PGA 
of 0.2 g. Ground motions 18 to 20 were scaled down 
to match MCE for the design PGA.

More than 2400 analysis were carried out using 
1-D site response analysis software STRATA 
(Kottke and Rathje, 2008) for various combi-
nations of soil profiles, soil properties, strata 
depth and ICR. STRATA performs a 1-D linear/
non-linear seismic response analysis of the soil 
column in the time domain and incorporates strain 
dependent non-linear shear modulus reduction 
and damping curves from a number of sources. In 
this study, modulus reduction and damping curves 
developed by Darendeli (2001) were used for the 
soil classes included in the study.

The choice of PI values as listed in Table 1 were 
based on the generally accepted limit for sand, 
medium plastic and highly plastic soils. OCR was 
kept constant (= 1) for all soil profiles based on the 
observations of Guerreiro et al. (2012). Two values 
of confining pressure were considered: 2  atm 
for sandy soils (PI  =  0) and 4  atm for soils with 
PI = 15 and 60. The choices of confining pressure 
were made based on the observations of Guerreiro 
et al. (2012) and to limit the number of simulation 
cases to a realistic number. Salient results of 110 m 
deep strata analysis are presented herein. Refer to 
Chaudhary (2016b) for other cases.

Figure  1. Shear wave velocity profile for various site 
classes.

Figure 2. Spectral acceleration of selected input ground motions for DBE (PGA < 0.27 g), FEE (0.27 g < PGA < 
0.36 g) and MCE (0.38 g < PGA < 0.46 g).

Table 1. Variation in soil parameters.

Parameter Range

Vs30 (m/s) 600 (C_high)
475 (C_avg)
350 (D_high)
275 (D_avg)
175 (D_low)

PI 0, 15, 60
σ ′ (atm) 2, 4
Strata depth (m) 40, 110
Vs bedrock (m/s) 600, 760, 1350, 2251, 3353

Table 2. Median values of β (%) – 110 m strata.

Soil

DBE (PGA 
< 0.27g)

FEE (0.27g < 
PGA < 0.36g)

MCE (0.38g < 
PGA < 0.46g)

Pl 0 15 60 0 15 60 0 15 60

C_high  2.44 1.63 1.57  4.31 2.63 2.07  5.42  3.17 2.29
C_avg.  4.34 2.66 2.10  6.17 3.86 2.73  8.56  5.18 3.44
D_high  7.68 4.27 2.91  9.21 7.14 4.88 11.46  8.46 6.08
D_avg. 10.92 6.72 4.28 12.68 8.97 5.77 15.01 12.43 8.21
D_low 11.50 9.42 6.63 11.80 9.58 7.10 13.71 12.07 9.52
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3 RESULTS & DISCUSSIONS

3.1 1-D site analysis results

Variation in damping ratio, shear wave velocity 
and shear modulus along strata depth for various 
analysis cases as outlined in Table  1 were deter-
mined by conducting 1-D site response analysis for 
the chosen ground motions. Figure 3 presents typi-
cal variation in these parameters along depth for 
Soil type D-avg for 110 m deep strata. Median and 
16 & 84 percentile values of these parameters are 
marked in the figure with solid bold and dashed 
bold lines respectively.

In the design of deep bridge foundations, soil 
parameters in the top 30 m depth are mostly used. 
Therefore, weighted damping ratio in the top 30 m 
depth is computed by the following relationship 
for a particular earthquake in an analysis case:

β
β

30ββ
30m = ∑di iββd  (1)

Time averaged Vs30 is the shear wave velocity 
based on the time for the shear wave to travel from 
a depth of 30  m to the ground surface and was 
computed as:
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sVV
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Variation in the average values of damping 
ratio, shear wave velocity and shear modulus in 
top 30 m depth with respect to PGA, PI and ICR 
are presented in Figure 4 for soil type C_avg as an 

example. Tables 2 and 3 list the median values of 
β and Vs30 for 110 m strata. The following observa-
tions were made:

1. Damping ratio increases while Vs30 and G 
decrease with an increase in PGA.

2. Damping ratio decreases with an increase in 
PI. This means that non-plastic (sandy) soils 
exhibit more damping than plastic (clayey) soils. 
Whereas Vs30 and G increase with increasing PI. 
This means that non-plastic (sandy) soils have 
smaller shear wave velocity compared to clayey 
soils.

3. Damping ratio increases with a decrease in Vs30. 
That is, weaker soils exhibit more damping. The 
reverse is true for Vs30 and G, which decrease as 
the soil becomes weaker.

4. An increase in ICR within a soil type and for 
the same PI value, increases the damping ratio. 
Whereas, increase in ICR within a soil type and 
for the same PI value, decreases the shear wave 
velocity and soil shear modulus.

5. The impact of ICR on variation in damping 
ratio, shear wave velocity and shear modulus is 
more in soil type D compared to soil type C.

3.2 Effect of ICR on β & Vs30

Effect of ICR at the bedrock-soil interface on seis-
mic wave propagation and design parameters like 
β & Vs30 was investigated in the study. ICR varied 
between 1 to 6.75 for type C soils and between 1 
to 18 for type D soils. Difference in β & Vs30 for 
various ICR values within the same soil type and 
PI with respect to the median values in the group 
(as reported in Tables 2 and 3) were used to delin-
eate the impact of ICR on these parameters. 

Figure 3. Variation in β, Vs30 and G with depth for Soil Class D_avg., PI = 0 & Vs bedrock = 3353 m/s – 110 m profile.
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A difference in β of  more than 1.75% was taken as 
the threshold for considering the influence of ICR. 
Whereas a spread of more than 10% between Vs30 
for extreme ICR cases with respect to the median 
Vs30 for the group was taken as the threshold for 
shear wave velocity. Figures  5 and 6 depicts the 
results for critical cases for damping ratio and 
shear wave velocity respectively for 110  m deep 
strata. It can be observed that variation in ICR has 
most effect of soil type D for both β and Vs30.

3.3 Reduction in Vs30 as compared to Vs0

Figure 7 depicts the reduction in final median value 
of Vs30 as compared to Vs0 for a soil type. Reduc-

Figure 5. Effect of ICR on damping ratio.

Figure 6. Effect of ICR on shear wave velocity.

Figure 7. Reduction in Vs30 with earthquake intensity.

Figure 4. Variation in β, Vs30 and G with PGA in top 30 m depth for Soil Class C_avg. – 110 m profile depth.

Table 3. Median values of Vs30 (m/s) – 110 m strata.

Soil

DBE (PGA < 0.27g) FEE (0.27g < PGA < 0.36g) MCE (0.38g < PGA < 0.46g)

Pl 0 15 60 0 15 60 0 15 60

C_high 558.73 578.01 589.54 516.68 554.11 576.74 491.42 543.02 571.84
C_avg. 408.65 436.72 453.75 377.94 415.96 442.21 340.20 394.01 430.54
D_high 247.52 302.06 329.45 211.27 253.37 297.23 164.52 225.79 278.09
D_avg. 160.91 210.95 242.06 144.59 185.94 225.91 101.75 140.32 201.93
D_low 103.46 116.60 136.79 100.36 115.77 133.89 84.10 98.31 118.58
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tion in Vs30 can be noted with increasing PGA as 
well as reducing PI values. Type D soils displayed 
more reduction than type C.

4 CONCLUSIONS

The following conclusions are drawn from this study:

i. β, Vs30 and G are strongly influenced by PGA, 
soil type and PI.

ii. ICR influences β, Vs30 and G more profoundly 
in soil type D.

iii. Vs30 reduces with PGA and the reduction is 
very significant (up to 60%) in soil type D with 
PI = 0.
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ABSTRACT: On the basis of a great amount of multivariate obtained information (geological infor-
mation, geophysical prospecting data, etc.), tunnel geological comprehensive prediction is the procedure 
to predict the unexcavated geological situations. According to the characteristics of the current tunnel 
geology comprehensive prediction method, D-S evidence theory is introduced to construct the multi-
source information fusion model of tunnel geological comprehensive prediction in this paper. The evi-
dence obtained in each step is superposed layer by layer following the comprehensive prediction process 
from macroscopic prediction to the geological analysis in tunnel and then comprehensive geophysical 
prospecting (long distance and short distance). With more sufficient evidence, the unfavorable geological 
information is much more clear for predicting the unfavorable geology of tunnel barrel, which can be nar-
rowed down to a specific location. Citing the instance of comprehensive geological prediction of the left 
line in the LingJiao Tunnel, the proposed application processes and results of multisource information 
fusion model of tunnel geological comprehensive prediction based on the evidence theory are introduced 
in detail. The prediction of four anomalies are in good agreement with the prediction of the expert groups 
and the actual excavation results, which shows that the proposed comprehensive prediction model can 
fuse various information and is capable of simulating multiexpert decision-making process without reduc-
ing the accuracy.

system and a more rigorous reasoning process than 
the probability theory, and can reflect the uncer-
tainty of objects more objectively (Fan & Zuo. 
2006; Tan & Xiang. 2008). As a method of uncer-
tainty reasoning, it can express the uncertainty 
caused by randomness and fuzziness. Dempster 
evidence combination rule can integrate evidences 
without complete information simply and effec-
tively and reflects the conflict of different evidences 
to some degree. The evidence theory is widely used 
in the fields of information fusion and expert sys-
tem, and it is a relatively frontier research topic 
worldwide (Du et al. 2014, Jia et al. 2014). The 
multisource information fusion method of tun-
nel geological comprehensive prediction proposed 
in this paper aims at maximum elimination of the 
multisource results of the single predicting method 
and improvement of the accuracy of prediction.

2 OVERVIEW OF D-S EVIDENCE THEORY

2.1 Frame of discernment

The set Θ, in which any result that people 
care about can be found, is a set of mutually 

1 INTRODUCTION

Geological comprehensive prediction of tunnel is 
a very complicated process and the geological pre-
dicting workers have to face large amounts of geo-
logical materials and field data, which should be 
organized and analyzed effectively to obtain cor-
rect predicting results. Recent years have seen some 
comprehensive predicting models put forward (Ge 
et al. 2010, Xu et al. 2013, Xu et al. 2011, Yuan 
et al. 2011), which can integrate multiaspect infor-
mation and have achieved good results in some 
engineering cases. There are still some shortcom-
ings and limitations in these studies; for instance, 
the fuzzy evaluation method in the existing com-
prehensive predicting model mainly reflects the 
consistency but no clear description of conflict 
between each evaluation index. Meanwhile, as a 
complicated engineering system, the geological 
prediction of tunnel produces several uncertain-
ties, but the current fuzzy evaluation methods are 
difficult to fully reflect the uncertain characteris-
tics of the information.

The evidence theory is a generalization of the 
probability theory, which has a weaker axiom 
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exclusive proposition of problems that need to be 
determined, and the determination often depends 
on the level of knowledge of the decision maker. 
Shafer calls Θ as the frame of discernment, and the 
formula is expressed as follows:

Θ={ }F F F1 nFF , F , FFFF �  (1)

where Fn is an element of frame of discernment.

2.2 Basic function

To describe and deal with the uncertainty after 
establishing the frame of discernment, the concepts 
of basic probability assignment function, belief  
function, and likelihood function are introduced.

The set 2Θ composed of all subsets of Θ is the 
power set of Θ. If  the function set m: 2Θ→[0, 1] 
satisfies

m( ) 0φ ))  (2)

m(A) 1
A⊆∑ =

Θ
 (3)

then m could be named as the Basic Probabil-
ity Assignment (BPA) of Θ, which expresses the 
trust of evidence in subset A of the frame of dis-
cernment. Formula (2) demonstrates that a null 
proposition does not generate any probability, and 
formula (3) shows that the sum of the probability 
assignment of all subsets is equal to 1. A which sat-
isfies m(A) > 0 is called the focal element. If  subset 
A obtained only one element, it could be called a 
single-element focal element.

The belief  function of D-S evidence theory is 
also named as the lower function, which indicates 
the trusting level in an assumed set and its value is 
defined as the sum of the current basic probabil-
ity assignment of all subsets, and is expressed as 
follows:

Bel A( )A =
⊆
∑ m(B)
B A⊆

 (4)

The plausibility function can be described as 
the upper function, reflecting the extent of doubt 
about A, that is, how we do not doubt A or A is 
reliable, and the formula is given in the following 
expression:

Pl( )A =
∩ ≠
∑ m(B)

B A∩ φ

 (5)

The trust interval, [Bel(A), Pl(A)], is made up 
of the belief  function and the plausibility func-
tion, to measure the degree of certainty of some 
hypotheses.

2.3 The Dempster evidence combination rule

The Dempster combination rule is the essence of 
the D-S evidence theory, which reflects the com-
bined action among evidences. Using the rule, a 
new belief  function could be figured out from sev-
eral belief  functions based on different evidences, 
which does not conflict completely, in the same 
frame of discernment. Therefore, the new belief  
function can express the combined actions of 
those evidences.

Assuming that there are two independent evi-
dences in the same frame of discernment whose 
focal elements are Bi and Ci (i = 1, 2, …, m; j = 1, 
2, …, n), where m and n, respectively, represent the 
number of the two evidence focal elements, then 
m1 and m2 are the corresponding two BPAs, and 
the formula of the synthetic BPA m⊕: 2Θ→[0, 1] is 
as follows:

m

m m

K
A

i j
B C Ai jB C

⊕mm
=C jC=

−
≠

∑
( )A

( )B ( )C jC

,
1 mi m( )BiB

1
φ  (6)

m A⊕ =A=( )A ,0 φ  (7)

where ⊕ is the combination mark and 
K m mi jB Ci jB C =C jC∑ 1 2mi m( )BBiBB ( )C jCφ  is the conflict coefficient. 
When the number of evidence is more than two, 
they can be combined one by one according to the 
formula as Dempster rule meets commutative law 
and associative law. Dempster rule can integrate 
multi-information and reflect the conflict condi-
tion between different information or evidences. 
Generally, a larger value of K means a greater 
conflict between two evidences. However, some 
studies show that K is not enough to describe the 
conflict, which should combine other factors such 
as the distance of evidence and evidence similarity 
measure (Bi et al. 2016). They are not discussed in 
detail.

3 D-S EVIDENCE INTEGRATION 
MODEL OF TUNNEL GEOLOGICAL 
COMPREHENSIVE PREDICTION

3.1 D-S evidence integrate model of tunnel 
geological comprehensive prediction

According to the characteristics of the current 
comprehensive prediction method of tunnel geol-
ogy, D-S evidence theory is introduced to con-
struct the multi-source information fusion model 
of tunnel geological comprehensive prediction in 
this paper.

The evidence obtained in each step is super-
posed layer by layer following the compre-
hensive prediction process from macroscopic 
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prediction to the geological analysis in tunnel and 
then comprehensive geophysical prospecting (long 
distance and short distance).

With the more sufficient evidence, the unfa-
vorable geological information is much more clear 
for predicting the unfavorable geology of tunnel 
barrel, which can be narrowed down to a specific 
location.

The four most common geophysical prospect-
ing methods included in this model are the Tunnel 
Seismic Prediction (TSP), the Landsonar (LDS), 
the Transient Electromagnetic (TEM), and the 
Ground Penetrating Radar (GPR). Other geo-
physical methods can be also incorporated into 
this system in a similar way.

According to the characteristics of various 
predicting methods system, the tunnel geological 
prediction information fusion process consists of 
three stages, and the model structure is shown in 
Figure 1.

The first stage is information sorting and 
preprocessing, which then extracts corresponding 
characteristic parameters to construct some evi-
dence subspaces in which all evidence reflects the 
tunnel geological condition from an independent 
aspect.

For example, the main sources of the basic geo-
logical information of the tunnel macro-geological 
prediction come from the existing survey and 
design results, regional geological data, and com-
plementary surface geological survey results.

What comes in first is the extraction of the 
stratigraphic lithology, geological structure, topog-
raphy and geomorphology, climate conditions and 
surface water features, and other indicators to con-
struct the subspace of the macro-geological pre-
dicting evidence.

The second stage is the local information fusion, 
namely evidences obtained from each predic-
tion method are input onto the constructed local 

Figure 1. Structure frame of the information fusion model for tunnel geological prediction.
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information fusion submodel. This paper consists 
of three submodels of local information fusion: 
macro geological prediction, TEM data interpreta-
tion, and GPR target recognition.

With step-by-step integration of framework 
shown in Figure 1, the third stage is transferring 
the predictions of each submodel to new evidences. 
Then, the final prediction, Fc, can be drawn as 
according to the following rules:

Rule No.1: Bel Fc( )FcFF ma= max{ }l F Fj jB l ), ⊆FjFFjFBelBel ),

Rule No.2: Wm( ) <) ε1εε

Rule No.3: Bel F B l Fc jel( )FcFF )j )F− >BelBel )FjF ε2ε

Rule No.4: Bel Fc( )FcFF ( )>Wm(

where [Belj, plj] is the belief  interval of  evidence 
to all propositions in the frame of  discernment Θ 
and Wm(Θ) is the uncertainty of  evidence. Rules 
1 and 2 are the basic conditions to ensure that 
the predicting results can be sufficiently distin-
guished. Rules 3 and 4 guarantee the advantage 
of  reliability of  the determined predictions, in 
which ε1, ε2 should be chosen based on the actual 
situations. If  the above four rules can not be sat-
isfied at the same time, the prediction would not 
be determined. Two reasons may explain this situ-
ation: (1) the prediction does not include in the 
frame of  discernment; therefore, it is necessary 
to re-identify the frame; (2) the evidence selec-
tion is not reasonable; therefore, it is necessary to 
select again or further selecting more evidences for 
fusion calculation.

4 THE GENERATION METHOD OF 
THE BPA

Because of the complexity and diversity in applica-
tion of D-S evidence theory, it is always difficult 
to construct the BPA of all evidence in practice, 
which should be constructed according to the 
characteristics of the research issue, as there is no 
unified mode (Lin et al. 2007, Xiang et al. 2015).

Some scholars have already proposed several 
methods to different problems, such as the BPA 
generation method based on fuzzy membership, 
the BPA converted from the measure value based 
on pattern recognition (Jiang et al. 2008); the 
determination of BPA according to the types of 
target and the weighting coefficient of environ-
ment (Han et al. 2014); and the establishment of 
the BPA based on the Euclidean distance of the 
interval.

Geological analysis and various geophysi-
cal methods are involved in the geological 

comprehensive prediction of tunnel. Different 
BPAs are adopted in different methods for which 
they have different principles according to their 
own characteristics. In this paper, the three adopted 
methods are as follows.

• The formation of the BPA of all evidence based 
on the Euclidean distance of interval number 
(Cao et al. 2015). The quantitative value of the 
jth evidence is Q x xjQ l ux

).).
[ ,xl ],  and the evaluating 

interval of the jth evidence corresponding to 
the ith prediction is F y yiFF l uy

vivi
[ ,yl ].  According to 

the definition of Euclidean distance, the Euclid-
ean distance between interval Q x xjQ l ux

anan
[ ,xl ]  and 

interval F y yiFF l uy
~nn

[ ,yl ]  is:

D Fj iFF2D 0 5( ,QjQ )
~ ~ .[ ]x y x yl ly uy2 2u uy( )2 )−xl −xuxu  (8)

Using formula (8), all Euclidean distance 
between the jth evidence and each possible pre-
diction Fi can be calculated. A smaller Euclidean 
distance means a higher supporting degree of the 
jth evidence to Fi. As the Euclidean distance can 
reflect the support degree of evidences to the pre-
diction, there is further determination of the BPA 
of the prediction corresponding to the jth evidence:

m F
Q

D F

j iFF j iQ

j iFFi

n[ (AjA )]
/ (D , )FiFF

( ,QjQ )

~ ~

~ ~

=

=
∑
1

1
2D

2D1

 (9)

• The conversion of pattern recognition results 
to the BPA. Using Ground Penetrating Radar 
(GPR), for example, to identify the unfavora-
ble geological body, the corresponding attrib-
ute parameters (such as spectral attributes 
and instantaneous attributes) based on the 
measured GPR data are extracted first (Forte 
et al. 2012). Obtained by pattern recognition 
method, the recognition measure of the unfa-
vorable geological body in the frame of dis-
cernment can be finally converted to the BPA 
after normalization. This method embraces 
the objectification of the BPA and the avoid-
ance of the complexity when constructing the 
BPD.

• The acquisition of the BPA on the basis of the 
measured data by the assistance of experts expe-
rience. The interpretation of TEM, LDS, and 
other geophysical methods being difficult to be 
quantified and the artificial intelligence meth-
ods, like pattern recognition, being difficult to 
be applied, experts in relevant fields are often 
needed to interpret the measured data and give 
the corresponding BPA.
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5 FIELD APPLICATION

5.1 Field description and geological condition

Lingjiao Tunnel located in Cenxi, Guangxi 
Province, China, is a separated highway tunnel 
(length = 790 m, maximum burial depth = 130 m). 
The distance between the center lines of the two 
openings is 30 m, whereas the net distance is 17 m.

The tunnel is located in the northeastern foot of 
Yunkai Mountain, an erosional-denudation land-
form of high hills. The main litho-stratigraphic 
stratum of the tunnel is weathered migmatite with 
regional metamorphism. Overall, the rock mass 
has a broken and inlaid cataclastic structure with 
weak interlayer bonding.

There are two regional faults, F1 and F2, in the 
tunnel location, whose intersection causes many 
complicated conditions in geology.

To guarantee safety during construction, com-
prehensive geological prediction conducted by 
Censhui highway headquarters for the preceding 
geology is undertook by several research institutes 
using multiple predicting means as well as compre-
hensive analyses about the prediction by experts.

On the basis of the comprehensive geological 
prediction of the left line in the LingJiao Tunnel, 
the application process and effect are introduced 
in detail for the method proposed in this paper 
as multisource information fusion based on evi-
dence theory for tunnel geological comprehensive 
prediction.

Geological analysis process, field geophysical 
process, and the corresponding geophysical result 
involved in this paper can be found in Zhou et al. 
(2015). Because of the limited length of this paper, 
no further details are included.

5.2 Comprehensive geological prediction 
processes and results based on evidence theory

The following is the prediction of geology cir-
cumstance in front of the tunnel face FK18+230 
by using the proposed information fusion model 
based on the evidence theory, geological analysis, 
and geophysical prospecting results.

5.2.1 Constructing the frame of discernment
According to the macroscopic geological predict-
ing conclusion, unfavorable geology in fault frac-
ture zones mainly includes: fractured rock mass 
(fractured rock mass with mud zone), soft layer 
(filled cavity) mainly filled with soft plastic and 
flow plastic clay, and fracture cleft (cavity) without 
filling material. Therefore, the frame of discern-
ment can be expressed as: Θ = {A, B, C, D}.

Where A is the relatively intact surrounding 
rock; B is the fractured rock mass (fractured rock 

mass with mud zone), C is the soft layer (filled cav-
ity) mainly filled with soft plastic and flow plastic 
clay, and D is fracture cleft (cavity) without filling 
material.

5.2.2 The basic probability assignment
1. Section FK18+228∼FK18+202
Evidences of tunnel geological prediction in this 
section include the result of four prediction meth-
ods: geological analysis, LDS detection, TEM 
detection, and GPR detection. Therefore, the evi-
dence set can be expressed as: P =  {P1 (geological 
analysis), P2 (LDS), P3 (TEM), P4(GPR)}.

Geological experts believe that the geological 
analysis can only determine that the above three 
types of unfavorable geologies are all likely to 
exist when entering section FK18+220 in the fault 
fracture zone; however, the uncertainty of specific 
location and the reason for their anomalies make 
it almost impossible to be a intact rock. Conse-
quently, the basic probability of the evidence m1 
can be assigned as m1(A) = 0.25, m1(B,C,D) = 0.75.

Detecting results of the LDS method show that 
the range of abnormal area is obviously reduced 
and there are several faults and cavities, in which, 
however, the material can not be determined and 
there may be false anomalies because of far detect-
ing distance. The BPA of LDS detection, which 
has higher accuracy than geological analyses, and 
the location of the anomalies of LDS are unified 
as m2(A) = 0.2 and m2(B,C,D) = 0.8.

The Transient Electromagnetic Method (TEM) 
can only determine the region where low resistance 
exists of  the tunnel space. The detection results 
show that the section FK18+213∼FK18+207 is 
obvious in the area of low-resistance anomalies, 
where there is a high possibility of  low-resistiv-
ity, water-bearing formations, compared to other 
areas whose relatively high apparent resistivity 
means little possibility of  low-resistivity, water-
bearing formations. Therefore, the BPA of the 
TEM detection are m3(A,B,D) = 0.2, m3(C) = 0.8 
in obvious low-resistivity abnormal zone and 
m3(A,B,D)  =  0.8, m3(C)  =  0.2 in other regions. 
The targets A, B, and D are all regarded as high-
resistance areas.

Using the attribute extraction and target recog-
nition technology of GPR described in Forte et al. 
(2012), we can divide abnormal zones and distin-
guish the types of the unfavorable geology. Con-
sequently, attributes, instantaneous amplitude, 
instantaneous phase, amplitude spectrum, and 
phase spectrum are extracted. Table  1 shows the 
result of BPA converted from pattern recognition 
of three abnormal regions in Fig. 7 of Zhou et al. 
(2015). According to the pattern recognition result, 
the abnormal regions and the types of unfavorable 
geology can almost be determined; however, the 
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superiority in reliability of the abnormal types is 
not obvious.

2. Section FK18+202∼FK18+150
Evidences of tunnel geological prediction in this 
section include the result of geological analysis, 
TEM detection, and LDS detection. Therefore, the 
evidence set can be expressed as P =  {P1 (geologi-
cal analysis), P2 (LDS), P3 (TEM)}.

The detection result of TEM and LDS shows 
the existence of a large cavity in the upper right 
of section FK18+188∼FK18+183. Synthesis of 
evidences is mainly used to determine the type of 
filling materials.

The BPA of geological analysis results can be 
also assigned as m1(A) = 0.25, m1(B,C,D) = 0.75.

Although the detection results of LDS detected 
inside and outside both show that there is a cav-
ity, and the filling material still remains unknown. 
Therefore, the BPA is m2(A)  =  0.1, m2(B)  =  0.1, 
m2(C,D) = 0.8.

Meanwhile, TEM can show obvious exist-
ence of low-resistivity anomalies and the BPA is 
m3(A,B,D) = 0.2, m3(C) = 0.8.

5.2.3 Combination of multiple evidence
Using D-S evidence fusion, the above four anoma-
lies are fused separately, and their results are shown 
in Table 2.

5.2.4 Conclusions of prediction
According to the reliability-dominance judging 
rule in Section 3, the above four types of abnormal 
geological condition can be determined. Section 

FK18+220∼FK18+219 is the fracture rock mass 
(fracture rock mass with mud zone); there is a 
cavity without filler in the right wall of section 
FK18+220; section FK18+213∼FK18+207 is the 
soft layer (filled cavity) mainly filled with soft plas-
tic and flow plastic clay, and the right side of sec-
tion FK18+188∼FK18+183 is a filled cavity whose 
filling material is loose and mixed rock soils with 
the saturated water.

It can be seen from the above processes of evi-
dence fusion that a single prediction method can 
not determine the specific type of the unfavorable 
geology. With the fusion of multiple evidences, the 
state of uncertainty declines continuously while the 
superiority of reliability of the detection target was 
observed simultaneously; finally, the type of anom-
alies can be judged clearly. For instance, the GPR 
can only show the existence of a cavity in the right 
wall of section FK18+220, with no information of 
whether filled or not for its strong interference. For-
tunately, this problem is addressed after the fusion 
of TEM result.

5.3 Expert predictions and actual excavating 
situations

To guarantee the accuracy, the prediction of geo-
logical conditions ahead of the FK18+230 is made 
after discussion, organized by the command, of 
experts in geological and geophysical fields. The 
agreement of prediction between experts and the 
evidence fusion theory demonstrates that the evi-
dence fusion theory proposed in this paper can 
fuse multiaspect information to simulate the deci-
sion-making process of experts.

Excavation was completed by using advanced 
support, and it was performed in the fault fracture 
zone. The excavation shows that the main anoma-
lies lie in section FK18+212∼FK18+206, which 
has cavities, and is a fault fracture with mud zone 
mainly filled with yellow soft plastic and flow plas-
tic clay. A small scale of mud burst occurred when 
the excavation came to section FK18+18 but with-
out large-scale disaster because of early preven-
tion. Precisely, the excavation is in good agreement 
with the prediction.

Table 2. Synthesis results of the mass function.

Abnormal regions

Mass function

m1234(A) m1234(B) m1234(C) m1234(D)

FK18+220∼FK18+219 0.021 0.706 0.116 0.158
FK18+213∼FK18+207 0.002 0.126 0.775 0.098
The right wall of FK18+220 0.011 0.198 0.158 0.633
The upper right of FK18+188∼18+183 0.010 0.024 0.774 0.194

Table 1. BPA of abnormal areas of the GPR.

Abnormal regions

Mass function

m1(A) m1(B) m1(C) m1(D)

FK18+220∼FK18+219 0.151 0.452 0.296 0.101
FK18+213∼FK18+207 0.054 0.285 0.439 0.222
The right wall of 

FK18+220
0.070 0.126 0.402 0.402
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6 CONCLUSIONS

Information fusion is a process of combination or 
comprehensive processing of multisource data and 
information, and the information fusion technol-
ogy is actually a function simulation of complex 
problems handled in the human brain, in order to 
obtain more accurate and reliable conclusion than 
single information. The geological comprehensive 
prediction of tunnel is a typical information fusion 
process, which aims at predicting the unexcavated 
tunnel geological situations according to massive 
obtained information (geological information, geo-
physical prospecting data, etc.). Its ultimate goal is 
to eliminate the multiplicity of the single predict-
ing method and improve the predicting accuracy.

According to the characteristics of the current 
comprehensive prediction of tunnel geology, D-S 
evidence theory is introduced to construct the 
multisource information fusion model of tunnel 
geological comprehensive prediction in this paper. 
The evidence obtained in each step is superposed 
layer by layer following the comprehensive predic-
tion process from macroscopic forecast to the geo-
logical analysis in tunnel and then comprehensive 
geophysical prospecting (long distance and short 
distance). With the more sufficient evidence, the 
unfavorable geological information is much more 
clear for predicting the unfavorable geology of 
tunnel barrel, which can be narrowed down to a 
specific location.

Suffered from the wide fractured zone origi-
nated by the intersection of two regional faults and 
thick water dykes formed by magmatic intrusion 
into the fault zone, the geological conditions of 
the Lingjiao Tunnel are very complicated, which 
may contain many types of unfavorable geologies. 
On the basis of this project, the application pro-
cess and result of multisource information fusion 
model of tunnel geological comprehensive predic-
tion based on the evidence theory are introduced in 
detail. Predictions of four anomalies in this project 
are in good agreement with the prediction of the 
expert groups and actual excavating results, which 
shows that the proposed comprehensive predicting 
model can fuse various information and is capable 
of simulating multiexpert decision-making pro-
cesses without reducing the accuracy.
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Pushover analysis of modularized prefabricated column-tree steel frame

Z.P. Guo, A.L. Zhang & X.C. Liu
College of Architecture and Civil Engineering, Beijing University of Technology, Beijing, China

ABSTRACT: A prefabricated steel frame with Z-shaped cantilever beam splicing is proposed, which 
can realize a good seismic performance through the slip of the splice. The moment-rotation relationship 
model of the splice is constructed through force analysis about various states of loading process of splice. 
A simulation method utilizing connecting element of ABAQUS to realize the constitutive relation of the 
splice in the overall structure is proposed. Then modal analysis and pushover analysis are conducted on 
the modularized prefabricated column-tree steel frame and rigid frame under the same condition, and 
the result shows that there is a very small difference of the natural periods of vibration of the two frames 
and the performance points under seismic action. The column-tree frame can dissipate seismic energy by 
utilizing slip of the splice, and compared with the rigid frame, the column-tree frame achieves the purpose 
of multiaspect seismic fortification.

away plastic hinge of beam to prevent beam column 
connection from brittle fracture in the earthwork via 
energy dissipation of shift-away plastic hinge (Kim 
et al. 2002, Lee & Kim 2007, Popov et al. 1998, Uang 
et al. 2000). In this paper, the splice is designed as 
semi-rigid and shift-away of plastic hinge is achieved 
by using slip energy dissipation of the splice. What’s 
more, modular plate installation has not been 
formed and assembly degree is not high because 
placing and maintenance are conducted for concrete 
floor on the construction site. Therefore, a kind of 
column-tree frame that is applicable to modular-
ized prefabricated steel structures is proposed on the 
basis of traditional column-tree structure system. 
The frame is assembled through the splicing of con-
nection on the construction site after the beam and 
slab are assembled in the factory. Assembly experi-
ment has been conducted for sample engineering of 
two-floor modularized prefabricated steel structure 
frame as shown in Figure 1. The experiment proves 
that the structure has advantages of simple on-site 
installation and quick assembly.

As stated above, it is necessary to research the 
seismic performance of modularized prefabri-
cated column-tree steel frame (Liu et al. 2015a, b, 
Zhang & Liu 2013). In this article, aimed at the 
modularized prefabricated steel frame with 
Z-shaped cantilever beam splicing, a method of 
utilizing connecting element of ABAQUS finite 
element software to simulate the beam and column 
connection with Z-shaped cantilever beam splicing 
of the overall structure is proposed, and the reli-
ability of using the connecting element method in 
the overall structure is verified. On this basis, modal 
analysis and pushover analysis are conducted on 

1 INTRODUCTION

Quality of welding joint can be guaranteed as 
welding of beam and column is completed in the 
factory for column-tree frame. What’s more, high-
strength bolt connection has been conducted on 
the site to quicken installation. Therefore, column-
tree frame structure system has been widely 
applied (Astaneh-Asl 1997). The seismic behavior 
of column-tree frame is analyzed and the improve-
ment measures are put forward. Mcmullin et  al. 
(2003) have conducted theoretical and experimen-
tal researches about seismic performance of semi-
rigid column-tree steel frame and put forward that 
column–tree construction can utilize splice assem-
blies to provide stable energy dissipation dur-
ing lateral movement. Chen & Lin (2006 & 2013) 
have researched seismic performance of reinforced 
column-tree connection, put forward that the 
specimens can successfully develop ductile behav-
ior with no brittle fracture by forming the plastic 
hinging of the beam away from the beam–column 
interface. Oh et  al. (2014) have conducted quasi-
static test for column-tree connections with weak-
ened beam splices, and put forward the moment 
resisting capacity of the specimens doesn’t obvi-
ously decrease. Also, their energy dissipation 
capacity is better than that of the specimen follow-
ing the full-strength design principle.

Above all, most of traditional column-tree con-
nections follow the full-strength design principle. 
The seismic damage of the weld between beam and 
column can’t be effectively reduced and the number 
of bolts is too much. One effective way to resolve 
brittle failure of beam column connection is to shift 
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the overall structure of prefabricated column-tree 
steel frame, and the result is compared with the 
rigid frame under the same condition.

2 CONNECTING ELEMENT METHOD

The moment-rotation relationship model of the 
splice is constructed through force analysis about 
various states of loading process of splice. ABAQUS 
finite element software connecting element is 
employed to simulate the constructive relation of 
splice in the overall structure, and the moment-
rotation curve of beam and column connection 
simulated with this method is compared with the 
completed static loading curve and skeleton curve.

2.1 Moment-rotation relationship model of the 
splice

Taking the splice as the research object, the 
moment-rotation relationship model of the splice 
is constructed according to the mechanical theory 
and finite element calculation result.

According to the analysis on the overall load-
ing process, the states of loading process of the 
splice can be divided into four stages: elastic stage, 
slip stage, bearing capacity strengthening stage 
and elastic-plastic stage. Each stage is analyzed to 
determine the moment, rotation and rotation stiff-
ness of the splice in each stage, and the moment-
rotation relationship model finally determined of 
the splice is shown in Figure 2.

2.2 Verification of connecting element method

Figure 3 shows the test picture of column-tree con-
nection with Z-shaped cantilever beam splicing, 
and static loading and quasi-static loading tests 

are conducted to this connection, with the column 
being rolled square steel tube RHS200  ×  10 and 
beam H300 × 200 × 8 × 12, both of which are made 
of Q235B steel, and during the test 10.9  grade 
high-strength bolt of M 20 is employed, which is 
made of 40 Cr steel, and anti-slip coefficient of 
specimen is 0.51 through test.

In the overall structure model, the constructive 
relation of the splice under the static load is simulated 
by defining the nonlinear connecting element, the 
connection property is defined as HINGE, which is 
composed of translation connection property JOIN 
(restriction u1, u2, u3) and rotational connection 
property REVOLUTE (restriction ur2, ur3), and 
rotation is only allowed in the direction of ur1, the 
moment-rotation relationship of the splice is entered 
as the connection property in this direction. Based 
on the completed static loading and quasi-static 
loading tests and by reference to the actual bound-
ary condition in the test, both the bottom and top of 
the square steel tube in the finite element simulation 
are simulated as hinge, and the lateral support in the 
test is simulated by setting a lateral restriction in the 

Figure 1. Assembly experiment of two-floor structure.
Figure 2. Moment-rotation relationship of the splice.

Figure 3. Failure modes of specimen.
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I-shape steel beam. A finite element analysis model 
is constructed with the same size as the test piece, 
beam and column are simulated with beam element, 
and the splice is simulated with nonlinear connecting 
element, as shown in Figure 4.

Static loads are applied to the loading point 
in both the positive and negative directions, and 
the moment-rotation curve at beam end obtained 
from the finite element analysis is compared with 
the moment-rotation curve at beam end obtained 
from the static test and skeleton curve obtained 
from the quasi-static test, as shown in Figure  5. 
Due to only one-way loading in the static load-
ing test, the moment-rotation curve at beam end 
obtained from the static test only has the positive 
part. Figure 5 shows that the finite element analysis 
result coincides with the test result well, so it can be 
considered that the connecting element method is 
feasible to the application in the overall structure.

3 FINITE ELEMENT MODEL OF 
OVERALL STRUCTURE

3.1 Overview of overall model

A calculation example of 3  ×  8-span steel frame 
residence building of nine-story is designed in 
this section, which is proposed to be built in a 

region of 8 degree of fortification intensity, with 
a plane size of 28.8 m × 12 m and it has 8 spans 
transversely, with a span of 3.6  m and 3  spans 
longitudinally, with a span of 4  m. The overall 
structure is 27  m high, with 3  m of each floor. 
The structure is designed to a rigid structure with 
the structural design software, with column being 
rolled square steel tube RHS 200 × 10 and beam 
H 300 × 200 × 8 × 12. This structure is named as 
frame RF, and then the rigid joint of the frame RF 
is changed as column-tree joint, and the sectional 
size of the beam and column remains unchanged, 
the column-tree frame named as frame CTF is 
constructed, as shown in Figure 6. The beam and 
column are simulated with beam element B32 for 
which the shear deformation can be considered, 
and the floorslab is simulated with shell element 
S4R. The detailed size of splice connection in the 
frame CTF is shown in Figure 7, modal analysis 
and pushover analysis are conducted of the rigid 
structure and column-tree steel frame respectively, 
and the difference of frame RF and frame CTF 

Figure 4. Finite element analysis model.

Figure  5. Comparison of moment-rotation curves 
between experiments and FEM analysis. (a) Static test. 
(b) Quasi-static test.
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is compared in terms of seismic performance in 
details.

3.2 Definition of material parameters

Both the beam and column are made of Q235B 
steel, and the multilinear isotropic hardening 
model is employed. The floorslab concrete has a 
strength grade of C 30, and based on the consid-
eration of elastic material, the elastic modulus is 
3.0 × 104 MPa. The representative value of gravity 
load is calculated by “1.0 × dead load +0.5 ×  live 
load”, which is considered by increasing the den-
sity of floorslab during modeling.

3.3 Boundary condition and load application

In the structural model, the bottom of the column 
is fixedly connected, and all 6 degrees of freedom 
are restricted, the seismic force is applied accord-
ing to the inverted triangle model.

F
G H

G H
ViFF i iG H

j jG H
j

n=

=
∑

1

bVV  
(1)

Where, Fi represents the horizontal load in floor 
i, Gi and Hi represent the representative value of 
gravity load and calculated height of floor i, and 
Vb represents the total seismic shear at the bottom 
of the structure.

4 COMPARISON OF STRUCTURAL 
CHARACTERISTICS

A linear perturbation analysis step is set in ABAQUS 
for modal analysis and to obtain the structural fre-
quency. Lanczos method is selected for the solver of 
eigenvalue, and the first 12-order frequency and nat-
ural period of vibration are calculated respectively 
for frames RF and CTF, and by observing the vibra-
tion mode in each order of the two frames, it is found 
that frame CTF has its mode of vibration consist-
ent with that of RF in each order, i.e. the change of 
rigid joint into column-tree joint does not change the 
original mode of vibration of the structure. The first 
6-order natural period of vibration of the structure 
is shown in Table 1. According to Table 1, compared 
with the traditional frame, frame CTF has its rigidity 
reduced slightly with a very small a amplitude, and 
the difference of natural period of vibration is very 
small, only 1.71% maximally, so it can be considered 
that the change of the rigid joint into column-tree 
joint has a very small influence on the natural period 
of vibration, and it can be neglected basically.

5 PUSHOVER ANALYSIS RESULT OF THE 
STRUCTURE

In this article, a pushover analysis is made on two 
steel frames RF and CTF, and capacity spectrum 

Figure 6. Schematic of three-dimensional frame model.

Figure 7. Details of splice connection.

Table  1. Natural vibration period comparison of RF 
and CTF.

Vibration mode

TRF* TCTF*

Differences s

1 1.71% 1.58 1.60
2 1.50% 1.53 1.56
3 1.61% 1.37 1.39
4 1.13% 0.53 0.54
5 1.53% 0.52 0.53
6 1.54% 0.45 0.46

* TRF refers to natural vibration period of frame RF, TCTF 
refers to natural vibration period of frame CTF.
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method is adopted. The response of the two frames 
under frequent earthquake and rare earthquake 
has been analyzed, so as to illustrate the character-
istics of seismic performance of the overall struc-
ture of column-tree steel frame.

5.1 Capacity spectrum method

Pushover analysis method is to apply a monotonic 
increasing horizontal load to the structure accord-
ing to a certain horizontal loading model, push 
the structure to a given target displacement or a 
ultimate status gradually, analyze the mechanical 
behavior of the structure after entering the plastic 
status and judge whether the bearing capacity and 
deformation of the structure and members can 
meet the requirements of seismic design.

The analysis steps of capacity spectrum method 
are as follows:

1. Solve the internal force of the structure under 
the action of vertical load, and then apply the 
horizontal pushover force. The inverted triangle 
loading model is employed in this article.

2. Carry out pushover analysis to obtain the push-
over curve. Then convert the pushover curve 
into acceleration spectrum-displacement spec-
trum relation curve. The conversion formula is:

S
V
M

S
U

aS bVV
* dS nUU

n1

,= =Sb
dS

1 1MM Γ φn

 (2)

Where, Γ1 and M1
* are respectively the partici-

pation coefficient of the first mode of vibration 
of the structure and effective mass; Vb and Un are 
respectively the base shear and top displacement.

3. Establish the elastic-plastic demand spectrum 
curve: first, convert the elastic response spec-
trum curve with damping ratio of 5% into an 
elastic demand spectrum curve, and the conver-
sion formula is:

S
T

Sd aS SS= ⎛
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⎠⎠2

2

π
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Then, preset the acceleration values as ap and 
displacement value as dp on the capacity spectrum, 
and according to the principle of equal energy, the 
capacity spectrum is double linearized to obtain 
the acceleration value ay and displacement value dy 
at the yield point, as shown in Figure 8.

Then calculate the hysteretic damping ratio β0 based 
on formula (4), and reduce the elastic demand spec-
trum to obtain the elastic-plastic demand spectrum.

β
π0ββ 1

4
=

E
E

DEE

SOEE
 (4)

Where, ED is the energy consumption of hysteretic 
damping, ESO is the maximum strain energy, dp and ap 
are respectively the maximum displacement and the 
corresponding acceleration of the equivalent single 
degree of freedom system; dy and ay are respectively 
the corresponding displacement and acceleration at 
yield of equivalent single degree of freedom system. 
The sum of hysteretic damping ratio β0 and inher-
ent damping ratio β can be expressed with equivalent 
damping ratio βeff, as follows:

β κβ βκκefββ fff κβκκ 0ββββ  (5)

Where κ is the adjustment coefficient of equiva-
lent damping, used to consider that the structure 
with different energy consumption capacities has 
different hysteretic damping ratios.

The equivalent damping ratio βeff can be used 
to calculate the reduction factors SRA and SRV of 
the response spectrum. In Figure 9, SRA and SRV 
respectively represent the reduction coefficient of 

Figure 8. Response spectrum reduction with damping 
ratio.

Figure 9. Demand spectrum and capacity spectrum.
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the constant acceleration zone and constant speed 
zone. CA and CV are the seismic factors, CA rep-
resents the effective peak acceleration, CV repre-
sents the speed response spectrum of the structure 
system with damping ratio of 5%.

4. Determination of performance point. If  the 
error between the intersection of capacity spec-
trum and elastic-plastic demand spectrum and 
the trial point is within 5%, it is considered that 
the intersection is the performance point, other-
wise, this intersection should be used as a new 
trial point for calculation in the same way, until 
the point solved is within the permissible error 
range.

5.2 Calculation of structural performance point

After determination, the performance point is 
converted into the top displacement of the struc-
ture, i.e. the target displacement. The seismic 
performance of the structure can be evaluated by 
analyzing the plastic zone and story drift angle at 
the moment when the structure reaches the target 
displacement. If  there is no intersection between 
the capacity spectrum and demand spectrum, 
the structure does not have anti-collapse capac-
ity. According to the calculation steps above, the 
frames RF and CTF are respectively calculated, 
and the results is as shown in Figure 10.

According to the figure above, the performance 
point of the frame is as shown in Table 2, it can be 
seen that the two frames have a very small differ-
ence in performance point, and under the frequent 
earthquake and rare earthquake, the two frames 
have a very small difference of top displacement, 
indicating that under the condition of achieving 
prefabrication, the frame CTF does not have a 
great difference from the fame RF in terms of seis-
mic performance of overall frame.

5.3 Evaluation on structural seismic performance

Under the frequent earthquake, there is no plastic-
ity occurring in each component of the frames RF 
and CTF when the structure reaches the state of 
performance point, and both frames are in an elas-
tic state. Under the rare earthquake, some beams of 
frame RF are in plastic state, and there is no plas-
tic deformation of the column. Some connecting 
elements of the frame CTF are in nonlinear state, 
and without plastic deformation of column and 
beam. This shows that under the rare earthquake, 
the frame RF can utilize the plastic deformation of 
beams to dissipate energy, and the frame CTF can 
utilize the slip of splices to dissipate energy. With 
the development of plasticity in frame RF, plastic 
deformation occurs to the column gradually, and 

the yield mechanism of the structure is: frame 
beam-frame column. With the development of 
plasticity in frame CTF, plastic deformation occurs 
to the beam and column respectively, and the 
yield mechanism of the structure is: splice—frame 
beam-frame column. The yield mechanisms of the 
two frames show that both frames conform to the 
seismic requirements of strong column and weak 
beam, and frame CTF realizes the energy dissipa-
tion of the splice, and compared with frame RF, 
it achieves the purpose of multiaspect seismic 
fortification.

Figure 10. Analysis result of pushover. (a) Frame RF. 
(b) Frame CTF.

Table 2. Performance points of RF and CTF.

Frame Earthquake
Sd
mm

Sa
mm

Top displacement
m/s2

RF Frequent 22.3 0.34 28.6
Rare 123.0 1.97 157.7

CTF Frequent 21.4 0.36 27.4
Rare 124.0 1.94 159.0
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The curve of change of story drift angle of the 
two frames with the number of floors and mul-
tiple of load is extracted, as shown in Figure 11. 
It shows that with the increase of load, the story 
drift angle of each floor increases, and on the first 
8 floors, with the increase of floor, the story drift 
angle increases, and on the 9th floor, it decreases. 
The maximum story drift angle of both frames RF 
and CTF occurs on the 8th floor under the fre-
quent earthquake and rare earthquake, the maxi-
mum story drift angles of frames RF and CTF 
under the frequent earthquake are respectively 
1/689 and 1/764, both less than 1/250, meeting the 
requirements of seismic code. The maximum story 
drift angle of frames RF and CTF under the rare 
earthquake are respectively 1/121 and 1/109, both 
less than 1/50, meeting the requirements of seismic 
code.

Figure 12 shows the distribution of story drift 
angle of the structure along the height under fre-
quent earthquake and rare earthquake, and it 
can be seen that under the frequent earthquake, 
the structure has a relatively even deformation, 

and under the rare earthquake, there is a sharp 
increase deformation on the 8th floor, which is the 
weak layer in the structure, and during design, it 
is required to mainly check whether its story drift 
angle meets the seismic requirements.

6 CONCLUSIONS

In this article, ABAQUS is employed to build two 
steel frame models, and the modal analysis and 
pushover analysis are respectively conducted on 
the overall structures. The calculation results of 
rigid frame and column-frame steel frame are com-
pared and analyzed in details, and it is concluded 
that:

1. The moment-rotation curve of the beam col-
umn joint obtained by the connection element 
method and the experimental results have been 
compared and analyzed. The results show that 
the connection element method can simulate 
the response of the tree column frame under the 
static load accurately.

2. The column-tree frame has its mode of vibra-
tion consistent with that of rigid frame, and 
the difference of natural period of vibration is 
very small, only 1.71% maximally. The change 
of the rigid joint into column-tree joint has a 
very small influence on the natural period of 
vibration.

3. The two frames have a very small difference in 
performance point under the frequent earth-
quake and rare earthquake, indicating that 
under the condition of achieving prefabrication, 
the column-tree frame does not have a great 
difference from the rigid frame in terms of seis-
mic performance of overall frame.

4. The yield mechanisms of the two frames 
show that both frames conform to the seismic 

Figure  11. Story drift ratio of the frames. (a) Frame 
RF. (b) Frame CTF.

Figure  12. Story drift ratio of the frames in frequent 
earthquake and rare earthquake.
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requirements of strong column and weak beam, 
and the column-tree frame realizes the energy 
dissipation of the splice, and compared with the 
rigid frame, it achieves the purpose of multi-
aspect seismic fortification.

5. The maximum story drift angle of both column-
tree frame and rigid frame occurs on the 8th 
floor under the frequent earthquake and rare 
earthquake and the 8th floor is the weak layer 
in the structure.
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Study on reuse of heritages of an old industrial area in Harbin 
Gongyijie area against the backdrop of urban renewal
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ABSTRACT: The urban old industrial area, because of its geographical location and close spatial 
relationship with the urban land, has become an important aspect of urban renewal. Against the backdrop 
of decreasing new land development in China, there is a huge demand of transforming the old industrial 
area. To study the transformation style of the urban old industrial area and to promote implementation 
of the transformation project is a major approach to enliven the urban old industrial area and increase 
the environmental quality of the urban material space. In this paper, we adopt the transformation plan-
ning of the old industrial area in Harbin Gongyijie Area as an example and summarize characteristics 
and problems facing the old industrial area. Combining the characteristics and specific transformation 
requirements of urban renewal in the Area, the author hopes that this study can provide technical support 
and references for planning and implementation of heritage reuse in the urban old industrial area through 
the functional integration of the urban space, the ecological environmental construction, the historical 
heritage protection, and the space culture re-shaping.

both economic efficacy and social and ecological 
efficacy (Li, D. 2009).

2 CHARACTERISTICS AND 
TRANSFORMATION DEMANDS OF 
URBAN OLD INDUSTRIAL AREAS

2.1 Major characteristics of urban old industrial 
areas

Because of historical transformation and urban 
industrial structural adjustment, old industrial 
areas of Harbin are mainly located on the edge 
of downtowns and feature the traditional manu-
facturing industry enterprises. Its disadvantages 
include a small industrial development space and 
serious environmental pollution, and its advan-
tages are favorable geographical conditions, pro-
found industrial cultural deposit, and strong space 
plasticity.

To sum up, the old industrial area in Harbin 
Gongyijie Area has the following characteristics: 
1) Favorable geographical conditions: Because 
of historical reasons, urban industrial areas are 
often located in expensive areas such as the main 
urban area. With the acceleration of urbanization, 
improvement of the urban space layout, and the 
constant adjustment of the industrial structure, 
old industries are moved out, leaving a space with 
a high added-value area. Such areas have favorable 

1 INTRODUCTION

Currently, China’s urbanization and industrializa-
tion has entered a new development period. With 
constant adjustment of the urban space structure 
and the industrial layout, a large number of indus-
tries have been migrated because of their singular 
functions and serious pollution. The remaining 
industrial land is closely related to the urban space. 
Being convenient in transportation, the old indus-
trial area has been a major target for urban con-
struction against the backdrop of urban renewal. 
However, as the urban construction level uplifts 
and the new urban land development decreases, 
the large-scale extended construction and the old 
urban area-leveled reconstruction have gradually 
shown their defects, and the urban development 
mode is seeking for adjustment (Li, R. et al. 2014).

Through urban renewal, the regional economic 
development and construction can be enhanced, 
the public service facility and infrastructure con-
struction level can be lifted to a new level, and 
more attention will be paid to protecting ecological 
environment, reshaping space culture, and protect-
ing and reusing industrial heritages. Transforma-
tion of the urban old industrial area on the basis 
of the backdrop of urban renewal can improve 
urban functions, alleviate pollution, protect the 
ecological environment, sustain the history and 
culture of the old industrial area, and improve 
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basic conditions for redevelopment. 2) Carrier of 
history and culture: The material space and envi-
ronment peculiar to the urban old industrial area, 
including the industrial texture, the large-scale 
production, construction and space and the struc-
tures, and its industrial production atmosphere, 
including production slogans and sounds of 
machine operation—all these form a part of a city’s 
history and its characteristics. They are basic ele-
ments of the indispensable industrial slogans during 
the urban renewal and transformation. 3) Strong 
plasticity of the space environment: The texture of 
the urban old industrial area is highly orderly. The 
industrial buildings are huge in size, high in floors, 
and large in space. Their spatial integrity is strong. 
Therefore, the urban old industrial area shows a 
high degree of flexibility and plasticity in terms of 
space structure, layout mode, industrial building 
transformation, and facade shaping.

2.2 Transformation demands of urban old 
industrial areas

On the one hand, urban old industrial areas boast 
advantages in terms of geographical location 
and transportation; on the other hand, they are 
faced with challenges, including industrial decline, 
waste of resources, and environmental pollution. 
Against the backdrop, renewal and transforma-
tion of urban old industrial areas have put forward 
more specific requirements in terms of reasonabil-
ity of the regional industrial structure, supplement 
of the city functions, protection and utilization of 
regional industrial heritages, and improvement of 
regional space environment.

Specific requirements are as follows:

1. Adjustment of the industrial structure: In the 
current stage, the urban industrial structural 
adjustment mainly aims to develop the terti-
ary industry, stimulate new demands of land 
use, and put forward more reasonable require-
ments of the current urban space and the land 
use structure. Generally speaking, because of 
the fact that the industrial land use takes up 
a huge percentage in the urban old industrial 
area and lack of land for the tertiary industry, 
it is imperative to supplement relevant land use 
types and adjust the land structure for the con-
venience of upgrade and transformation of the 
overall industrial structure and stimulation of 
the regional economic development.

2. Improvement of the city functions: Transforma-
tion of urban old industrial areas calls for sup-
plementation and improvement of the urban 
functional space in these areas. Realization of 
a city’s economic and ecological functions relies 
on renewal and transformation of the urban 

land utilization structure, optimization of the 
urban industrial space layout, and enhancement 
of the urban greening construction. At the same 
time, the relationship among residence, public 
services, and infrastructure construction should 
be coordinated, the residents’ living environ-
ment should be improved, the public service 
level should be upgraded, and the infrastructure 
construction should be strengthened so as to 
address problems such as the outdated infra-
structure and lack of public services in urban old 
industrial areas. Besides, reusing of heritages of 
urban old industrial areas has a significant effect 
on the function of urban culture, for example, 
doing tourism exploitation is a principal means 
to enhance the regional cultural functions.

3. Improvement of the comprehensive urban envi-
ronment quality: Urban old industrial areas 
mainly feature traditional industrial enterprises. 
Current industries, such as the ordinary machine 
manufacturing industry and the boiler industry, 
are mostly traditional industries with an extensive 
development mode, backward equipment condi-
tions, and a huge influence on ecological environ-
ment. They pose a great obstacle to improvement 
of the urban ecological environment.

4. Protection of history and culture: Industrial 
heritages are a record of historical traces with 
precious cultural value. Therefore, to dig the 
historical and cultural deposit of industrial 
heritages and to protect them have become key 
development tasks of a city. (Li, H. & Xiao, Y. 
2014) In the current era, as a large number of 
industries move out, buildings, industrial pro-
cess, and other cultural information left behind 
to date need carriers to further preserve them. 
While endowing land with new functions and 
value, urban renewal can maximally meet a 
city’s requirements of making use of industrial 
areas and protecting industrial heritages.

3 PROBLEMS EXISTING IN HARBIN 
GONGYIJIE OLD INDUSTRIAL AREA

3.1 Overview

Harbin Gongyijie Industrial Area is located in the 
Harbin Urban-Rural Continuum. The Gongyijie 
Area is close to Majiagou River on the east. The 
major research area is the area enclosed by Gongyijie 
Street, Huaneng Railway, and Majiagouhe River, 
which covers an area of 0.3 km2 (Fig. 1).

There are dozens of plants in Gongyijie Area 
(Table 1). The boiler industry, the manufacturing 
industry, and other relevant industries are domi-
nating in the area. The remaining are processing 
links at the bottom of the industrial chain.
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3.2 Main problems

3.2.1 The single industrial structure
In Harbin, the tendency of industries’ outsourcing 
and core industries’ hollowing gradually appears in 
Gongyijie Area. The overall industrial structure is 
imbalanced: In the secondary industry, the priority 
is given to the general machinery manufacturing 
industry and boiler industry, which account for a 
large proportion but are at the low level. Besides, 
the developmental model of industrial chain is 
extensive and the technical foundation is weak, 
which has a little effect on the overall economic 
development. Moreover, the proportion of ter-
tiary industry is small, with its development lying 
behind (Fig. 2).

3.2.2 Waste of land resources
With the increasing expansion of Harbin urban 
land, the geographical position of Gongyijie Area 
has gradually been the downtown area, which 
was originally the industrial area at the edge of 

city. Now, its geographical condition has obvious 
advantages, and the land value is significantly pro-
moted. As for the present internal situation of this 
area, the priority is given to the industrial land 
with scattered usage and mixed organization in 
which the lands of industries, residents, and cor-
porate facilities are mixed. In addition, because 
of various reasons such as history and economic 
development, the majority of its internal factories 
have been abandoned without production or in the 
half-production state, but they still occupy most of 
land in this area, which leads to a waste of land 
resources in land use (Fig. 3). Here, the industrial 
land use accounts for 50.97% of the total land area.

3.2.3 Disappearance of distinctive features
The Gongyijie is near Majiagou, and its good 
ecological landscape resources have not been 
effectively utilized. At the same time, the construc-
tional situation and quality in jurisdictional area 
of Gongyijie is comparatively poor: The industrial 
landscape, such as the original large workshops 
and the private sidings of railway transportation, 
has been lacking maintenance for many years, The 
phenomena of private and arbitrary construction 
could be seen everywhere, which forms a large 
number of negative space and landscape, and seri-
ously affects the style of urban landscape. In addi-
tion, the evaluation system in Table  2 is used to 
evaluate the status of the construction quality, and 
quality evaluation of the existing industrial herit-
age is shown in Fig. 4.

3.2.4 Serious environmental pollution
The industries and enterprises that contribute to 
serious environmental pollution in Gongyijie dis-
trict include asbestos tile factories, sewage treat-
ment plants, boiler factories, and special equipment 

Figure 1. Local map.

Table 1. List of industrial types in Gongyijie Area.

Industrial type Industrial institutions

Plantation Material companies
Fishery Fish farms
Manufacturing Furniture plants, asbestos tile 

plants, boiler plants, building 
material companies, steel 
manufacturers, electricity 
plants, special equipment 
plants, machinery plants of 
light industry, oxygen plants, 
boiler plants, fuel companies, 
and material plants

Building Cement plants
Catering Fishing villages
Wholesales and retails Steel markets and goods yards
Logistics warehousing Ceramic warehouses

Figure 2. Distribution map of plants.
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and lack of technological innovation, leading to 
problems such as high energy consumption and 
serious environmental pollution. They seriously 
interfere with the surrounding residents’ daily pro-
duction and living and threaten the urban ecologi-
cal environment that needs to be governed.

3.2.5 Incomplete coverage of public service and 
backward infrastructure construction

The public service facilities in Gongyijie Area are 
in the lack of system with the incomplete type of 
internal corresponding public service facilities, low 
constructional standard, and poor constructional 
quality. The service radius of the only schools is 
too large with small radiation scope. The current 
urban construction is seriously backward. For 
example, the roads have no specific scales, and 
the system is in the chaos. The hardening of road 
surface has not been finished, and there is no bus 
passing through the area. Besides, the correspond-
ing infrastructure set of water and energy supply is 
insufficient, which does not match with the further 
development of city, the improvement of living 
standard, and the modernization of lifestyle.

4 THE RECONSTRUCTION STRATEGY 
OF THE RENEWAL OF INDUSTRIAL 
HERITAGES IN GONGYIJIE AREA

According to the goal of regional development, the 
present situation and problems, and the updating 
demand, the reconstruction of industrial heritages 
preservation in Gongyijie Area adjusts the regional 
positioning and industrial structure, reshapes the 
spatial environment, and revitalizes the regional 
energy. The specific strategies and working paths 
of the renewal of industrial relic preservation in 
Gongyijie Area are analyzed from the perspectives 
of industrial development, urban context, urban 
function, urban material environment, and urban 
spatial environment.

4.1 Functional positioning of Gongyijie area 
in Harbin

As for the update and reconstruction of Gongyijie 
Area, the actual demands of its industrial herit-
ages in Harbin’s future urban development should 
be comprehensively considered in order to achieve 
the overall development of city. Analyze the relative 
developmental strategies of Harbin at the current 
stage with gradually achieving “the secondary 
industry’s exist and the tertiary industry’s entrance” 
and outsourcing the second industries under the 
backdrop of heavily developing the tertiary indus-
tries; combine Gongyijie Area with the present 
situation of its surroundings and relative planning; 

Figure 3. Land use ratio map.

Table 2. List of industrial heritage evaluation index.

First-level 
index Factor

Second-level 
index Factor

Representative 62.95% Historical value 28.87%
Artistic value  6.27%
Technology value  4.05%
Social value  9.16%
Economic value 14.61%

Authenticity 12.64% Plane function  7.02%
Facade appearance  3.18%
Structure equipment  1.22%
External environment  1.22%

Integrity  6.84% Material form  5.13%
Nonphysical form  1.71%

Regional 17.57% Regional traditional 
technology

 2.85%

Regional 
characteristics

 2.52%

Regional rarity  5.54%
Mark local industry 

beginning
 6.66%

Figure 4. Construction quality evaluation map.

factories. In the production process, soot, sewage, 
toxic or harmful gases, solid wastes, etc. have been 
emitted for a long period of time. Meanwhile, this 
type of industries and enterprises has always been 
the traditional industries with outdated equipment 
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comply with the actual situation of regional 
economic development; balance the land use struc-
ture and ratio in Gongyijie Area; adjust industrial 
structure; put the Gongyijie Area on the position 
of vice center of external Harbin that is guided by 
modern service; and possess a comprehensive area 
of being open, dynamic, ecological, and livable.

4.2 Specific strategies of the renewal planning 
in Gongyijie area

4.2.1 Adjust the original industrial structure and 
encourage the development of the tertiary 
industry

The original industrial structure in Gongyijie Area 
is imbalanced with the secondary industry occupy-
ing a large proportion. First, the industrial layout 
should be adjusted. The companies with limited 
special equipment, and the factories with occupy-
ing large land, consuming much energy, and heavily 
polluting environment such as steel plants, asbes-
tos plants, and cement plants should be relocated 
or shut down. At the same time, capital invest-
ment should be increased, the relevant supporting 
policies should be perfected, and the great efforts 
should be made in developing tourism, finance, 
information, and community service. Besides, the 
ecological tourism along the river, industrial tour-
ism, and other modern service industries with low 
energy consumption, no pollution, and high added 
value in the tertiary industry should be introduced 
in order to achieve the upgrade and transforma-
tion of industrial structure in Gongyijie Area.

4.2.2 Extend the urban context and reasonably 
protect and utilize the industrial heritages

Industrial old area records the history of urban 
development. Thus, the principle of historical pres-
ervation should be adhered to in the reconstruc-
tion planning. The industrial remaining buildings 
and structures with certain memorable significance, 
such as blast furnace, chimney, tower crane, and 
railway and transport equipment, inside the base 
should be protected and utilized (Li, L. 2012). 
Taking the workshop of cement factory that pos-
sesses the industrial atmosphere in Gongyijie Area 
as an example, its function should be replaced 
by introducing multiple functions of business, 
resident, culture, and so on, and making a recon-
struction design of its space corresponding to the 
functional demand in order to protect the industrial 
relics and inject the new vigor into Gongyijie Area.

4.2.3 Perfect the urban functions, and complement 
public service and basic infrastructure 
construction

The original land use model in Gongyijie Area lacks 
planning of the public service facilities and attention 

to the infrastructure construction, and the overall 
function lacks a systematic planning. The updating 
process should be based on the public service facili-
ties of Gongyijie Area and its surroundings as well 
as the functional layout of business and finance, 
culture and entertainment, sports and health, edu-
cation and scientific research, and so on to supple-
ment the categories of facilities and improve the 
service level. On the one hand, the original scale 
of education facilities and medical facilities within 
the jurisdictional area should be improved, and the 
social welfare facilities and sports facilities should 
be supplemented so as to complete the public ser-
vice system. On the other hand, the  water supply 
facilities ought to be repaired, and the level of infra-
structure services should be improved to perfect the 
urban functions from all aspects.

4.2.4 Strengthen the construction of green system 
and improve the urban environment by using 
the ecological restoration measures

In the need of thoroughly improving the ecologi-
cal environment in Gongyijie Area, the ecological 
and livable environment should be built within the 
internal Gongyijie Area in which a green system 
has not been planned at the current stage. Now, 
there still exists more public space to be developed 
in Gongyijie Area such as the green space with 
ecological protection (such as isolating noise) and 
ecological restoration function (such as easing land 
pollution) (Nan, X. 2013). For example, Majiagou 
River with good ecological landscape and osmosis 
should be first developed as the public green space. 
The priority should also be given to restore the 
industrial land that is seriously polluted by the 
original cement factory as the public green space so 
as to partly construct the green system and curb the 
pollution and negative effect, construct an urban 
landscape with high quality, and improve the urban 
environmental quality (Zhou, Q. et al. 2009).

5 CONCLUSION

Through the way of urban renewal and on the 
basis of regional functions, the planning should 
optimize the allocation of land resources and 
adjust the land using type and proportion. Besides, 
the planning should guide the adjustment of 
industrial structure, strengthen the public service 
facilities and infrastructure construction, perfect 
the urban functions, protect and utilize industrial 
heritages, and improve the quality of urban envi-
ronment so as to enable the urban old industrial 
areas to adjust to the demands of regional social 
and economic development, protect historical con-
text, and restore ecological environment. Because 
the renewal of urban old industrial area has an 
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extensive involvement and is a complex system, 
this study on the strategic renewal of urban old 
industrial areas by taking the Gongyijie Area in 
Harbin as an example, basing on its current condi-
tions and existing problems, is certainly one-sided. 
With the gradual deepening of relative studies in 
the future, the renewal and reconstruction strate-
gies of urban old industrial areas would be con-
tinually and systematically improved so that it can 
provide a more complete and specific guideline for 
the reuse of different types of old industrial areas.
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Research on lateral resistant behavior and design of multicover plates 
connection for prefabricated steel plate shear wall with beam-only-
connected infill plate
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ABSTRACT: In this paper, the design principle for the connection of prefabricated steel plate shear wall 
with beam-only-connected infill plate is investigated. Expressions for determining single-bolt demands 
for the purposes of design are developed, and a multicover plates connection for prefabricated steel plate 
shear wall with beam-only-connected infill plate is designed. The lateral resistant behavior for both welded 
connections and multicover plates connections for steel plate shear wall with beam-only-connected infill 
plate are analyzed and compared by using ABAQUS finite-element software. The effects of changes in the 
bolt pre-tightening force for multicover plates connection are investigated as well. Then, the FEM simula-
tion results are verified by monotonic loading test of a multicover plates connection with 6 mm infill plate, 
the lateral resistant behavior and the deformation of cover plates for both FEM simulation results and test 
results are compared. The results show that the lateral resistant capability of beam-only-connected steel 
plate shear wall with prefabricated multicover plates connection is less than that with welded connection; 
in tension field, severe tearing happens on the bolt holes, and the loss of bolt pre-tightening force is large; 
the tearing of bolt holes and the loss of bolt pre-tightening force get smaller when they are away from the 
tension field; the buckling of infill plate can cause deformation in cover plates. There was no significant 
difference on force transmission performances between welded connections and prefabricated multicover 
plates connections.

prefabricated high-rise steel structure still need to 
be further researched.

Steel plate shear wall system is a type of efficient 
lateral resistant system, which was developed in the 
1970s. It consists of infill steel plate and boundary 
frame members. The infill steel plate can be con-
nected with the boundary frame members by bolts 
or welding (Guo 2009). Infill steel plate is a lateral 
resistant member in steel plate shear wall system, 
which provides the primary lateral strength and 
energy dissipation (Clayton, Berman & Lowes 
2015). It protects the main frame structure and 
damages before the main frame structure as the 
first line of defense and improves the collapse-
resistant capacity of the structure.

In most steel plate shear walls, infill plates are 
connected to both the beams and columns. How-
ever, connecting the infill plates to the beams only 
has been proposed as a means of reducing bound-
ary frame demands and mitigating infill steel plate 
damage (Xue 1994). Steel plate shear wall with 
beam-only-connected infill plate can also provide 
convenience for structural openings and lateral 
stiffness adjustment (Choi & Park 2009). Because 
bolted connection is more suitable for assembly, 

1 INTRODUCTION

After entering the 21st century, China’s construc-
tion is facing an urgent need for industrial tech-
nology improvement. Combining with the highest 
crude steel output ranks of the world and the 
current situation of oversupply of steel, there are 
opportunities for the development of prefabri-
cated steel structure. Prefabricated steel structure 
has many advantages such as high quality, short 
construction period, energy conservation, and 
clean production and construction (Zhang 2013). 
Comparing with concrete structure, prefabri-
cated steel structure system is more suitable for 
industrialization. This is because steel has better 
machinability and it is more suitable for indus-
trial production and processing; steel structure is 
lighter and more suitable for transportation and 
assembly; steel structure is suitable for the high-
strength bolt connection and much easier for 
assembly, maintenance, and replacement (Zhang 
2014). The A.L. Zhang research group of Beijing 
University of Technology earlier proposed and 
studied the industrial prefabricated steel structure. 
However, the different lateral resistant systems for 
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steel plate shear wall with bolted connection is 
more suitable for prefabricated high-rise steel 
structure than the welded one.

At present, most of the researches mainly focus 
on different infill steel plates and boundary frame 
members, and only few researchers investigate 
different welding connections between infill steel 
plates and boundary frame members. Studies on 
bolted connections are almost none. In this paper, 
expressions for determining single-bolt demands 
for the purposes of design are developed first. 
Then, a multicover plates connection for prefab-
ricated steel plate shear wall with beam-only-
connected infill plate is designed and analyzed.

2 DESIGN FOR PREFABRICATED STEEL 
PLATE SHEAR WALL WITH BEAM-
ONLY-CONNECTED INFILL PLATE

2.1 Design principle

The earliest design principle of steel plate shear 
wall is to ensure that the shear buckling of the 
plate is not earlier than the shear yield. This 
means that the buckling of the infill plate is not 
allowed. Therefore, the shear buckling stress of the 
infill steel plate is designed as the ultimate bear-
ing capacity. The later studies show that the infill 
steel plates can form a tension field after buckling 
(Thorburn 1983). When tension field develops, 
the structure still has efficient lateral stiffness and 
shear capacity. Ever since then, many studies are 
focused on the tension field, the results of which 
show that rational utilization of tension field can 
provide not only the good seismic performance 
and energy dissipation capacity but also low steel 
quantity, light weight, and small seismic response 
(Hosseinzadeh & Tehranizadeh 2014).

The strain of tension field is large and the stress 
is greater than the yield strength of infill steel 
plate. Therefore, steel plate shear wall needs to 
be designed by using the ultimate tensile strength 
of the tension field. For frictional high-strength 
bolted connection, the slippage between infill plate 
and fishplate should be avoided in the design. The 
shear capacity of single bolt should not be less 
than the ultimate tensile strength of the tension 
field it takes.

2.2 Expressions for determining single-bolt 
demands

As Figure 1 shows, take the diameter of bolt hole 
as d. Assuming that the spacing between two bolt 
holes is the minimum:

b = 2d (1)

a = 3d (2)

e = 2d (3)

c b
a

d
d

d+b +d= =
2

2 3
2

3 5.  (4)

where a, b, e, and c are shown in Figure 1. If  the 
angle of tension field is α, then:
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The width of the tension field for single bolt (bv) 
is given in equation (7):
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The cross-sectional area of tension field for sin-
gle bolt (Av) is given in equation (8):
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The ultimate tensile strength of tension field for 
single bolt (Nv) is given in equation (9):
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Figure 1. Model for design calculation. (a) Model for 
prediction of inclination angle of tension field. (b) Buck-
ling of infill plate.
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As Figure 1(b) shows, buckling of  infill steel 
plate will cause out-of-plate load on bolts, the 
magnitude of  which can reach 10% of  the yield 
strength of  tension field. If  the out-of-plate 
load is ignored, the bolt hole will slip easily. 
Therefore, the out-of-plate load should be con-
sidered while designing. The out-of-plate load 
for single bolt(Nt) can be design using equation 
(10):

NtNN AtA f

d t f

= ( ) ×
= ( )bvbb t f ×
=

⋅
t

⋅t

10
10

0 35

%
%

.  (10)

For frictional high-strength bolted connection, 
the shear capacity of single bolt ( )NvNN b  can be cal-
culated by equation (11):

N k k n PvNN b
f⋅k ⋅n ⋅1 2kk kkk μ  (11)

where μ is the friction coefficient. For ordinary 
steel structure, take k1 as 0.9; for large bolt hole, 
take k2 as 0.85; the number of friction surface (nf) 
should be 2 in multicover plates connection, then 
the expression for shear capacity of single bolt can 
be simplified as equation (12):

N P PvNN b P ⋅0 9 0 85 2 1 53μ μP =P 1 53.  (12)

The design value of tensile capacity for a single 
bolt can be calculated by equation (13):

N PtNN b 0 8  (13)

When frictional high-strength bolt undertakes 
shear and tension simultaneously, the bearing 
capacity should satisfy equation (14):

i
N
N

N
N

vNN

vNN b
tNN

tNN b
= +v ≤1  (14)

The multicover plates connection for prefab-
ricated steel plate shear wall with beam-only-
connected infill plate can be designed by using the 
design sheet shows in Table 1, when Q235B steel 
and level 10.9 M24 high-strength bolts are used.

2.3 Design of multicover plates connection for 
prefabricated steel plate shear wall with 
beam-only-connected infill plate

From the calculated results in Table 1, the differ-
ence between ultimate tensile strength of tension 
field for single bolt in full-size model and the one 
in reduced scale model is less than 1%. For the 
convenience of finite-element analysis and test, the 
reduced scale model has been designed.

The characteristics of prefabricated multicover 
plates connection of prefabricated steel plate shear 
wall with beam-only-connected infill plate are: 
1) large bolt holes are arranged at the top and bot-
tom of the infill steel plate in order to increase the 
allowable value of machining error and make the 
installation more convenient; 2) multiple welded 
angle steel are used for connecting the infill plate 
and boundary beam. There are normal bolt holes 
on both sides of the cover plates. In this paper, 
there are three normal bolt holes on each side of 
the cover plate and a 10 mm space between each 
cover plate; 3) the bolt holes on beam flange are 
large; 4) there are stiffeners at both ends of the bot-
tom plate to avoid deformation caused by buckling 

Table 1. Assembled connection design sheet.

l H t d η α Nv Nt i

mm mm mm mm kN kN

2700 2700 6 30 0.5 0.78 163 13.5 1.02
2700 2700 5 30 0.5 0.78 136 11 0.85
2700 2700 4 30 0.5 0.78 109 9 0.68
900 900 6 30 0.5 0.78 164 13.5 1.03
900 900 5 30 0.5 0.78 137 11 0.86
900 900 4 30 0.5 0.78 110 9 0.69

Figure 2. Design layout for multicover plates connection. (a) Cross section of connection, (b) front view of connec-
tion, and (c) back view of connection.
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of infill steel plate. The design layout of multi-
cover plates connection of prefabricated steel plate 
shear wall with beam-only-connected infill plate is 
shown in Figure 2.

3 FINITE-ELEMENT ANALYSIS

3.1 Introduction of the FE model

In this paper, six models are analyzed by using 
ABAQUS software. The details of the six models 
are shown in Table 2. All models are made by Q235B 
steel. H-section beams of H200 × 200 × 8 × 12 are 
used as the boundary beam.

There is no connection between infill plate and 
columns. To avoid the lateral stiffness of columns, 
the simplified analysis model is shown in Figure 3.

In order to simplify the finite-element model 
further and make the calculation more conveni-
ent, columns are modeled as rigid wire element of 
RB3D2, and the other parts are modeled as 3D 
solid element of C3D8R. The models are under 
displacement-controlling loading, and the loading 
point is at one end of the top beam. The models 
are fixed at both ends of bottom beam, and they 
make sure that there is no out-of-plane displace-
ment of the top beam. The finite-element models 
are shown in Figure 4.

3.2 Lateral capacity analysis

Figure 5 shows the loading-displacement curve of 
six finite-element models. By comparison, the lat-
eral capacities of multicover plates connections are 
lower than those of the welding connections; how-
ever, the trends of the curves are similar. As can be 
seen from the deformation of the models, the effec-
tive height of infill plate with welding connection 
is smaller because the welded part between infill 
plate and bottom plate has nearly no deformation. 
This means the effective height of infill plate with 
welding connection should be the distance between 
upper and lower bottom plates, which is smaller 
than the one with multicover plates connection.

Table 2. Details of finite-element model (mm).

Assembly connection Welding connection

Model A6 A5 A4 W6 W5 W4

Bolt diameter 24 24 24 24 24 24
Height of infill plate 900 900 900 900 900 900
Width of infill plate 900 900 900 900 900 900
Infill plate thickness 6 5 4 6 5 4
Cover plate thickness 10 10 10 10 10 10
Bottom plate thickness 10 10 10 10 10 10

Figure 3. Model for simplified calculation.

Figure 4. Model for finite-element analysis. (a) Assem-
bled connection. (b) Welded connection.

As can be seen from the curves, when the lat-
eral loading reaches a certain value, every curve 
has its own descent part. The thinner the infill 
steel plate, the larger the reduction. The reduc-
tion of lateral loading is caused by the buckling of 
infill steel plate. When the infill steel plate starts 
to buckle, the tension field has not developed, the 
lateral loading will decrease until the tension field 
is formed. For models A5, A4, W5, and W4, the 
tension fields are obvious by the end of the simula-
tion, but the tension fields of models A6 and W6 
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are still developing. This means models A6 and W6 
do not belong to thin steel plate shear wall.

3.3 Bolt pre-tightening force analysis

Figure 6 shows how the bolt pre-tightening force 
changes in models A4, A5 and A6 when they are 
under lateral load. The bolts are the bottom con-
nection bolts on the infill plate, and the bolt num-
bers are 1–9 from the left to right. This means bolts 
1 and 9 are the first and last bolts in the tensile 
zone.

By comparison, from bolt 1 to bolt 9, the losses 
of bolt pre-tightening force are decreasing. The 
largest loss happens on bolt 1, which is about 70% 
of the total bolt pre-tightening force. The farther 
the bolt from the tensile zone, the less loss of the 
bolt pre-tightening force. Only about 10% of total 
bolt pre-tightening force was lost until the end of 
simulation. This loss is caused by the buckling of 
infill plate.

From the deformation of the FE models, the 
bolt hole of bolt 1 slips and tears first, then the bolt 
2, and so on. The farther the bolt from the tensile 

zone, the smaller the slippage of the bolt hole. 
There is nearly no slippage at bolts 7, 8, and 9.

4 MONOTONIC LOADING TEST

4.1 Introduction of the test

In order to verify the results of FE analysis, a test 
specimen is designed on the basis of the FE model. 
A prefabricated steel plate shear wall with 6-mm-
thick infill plate has been tested under monotonic 
loading. The loading device is depicted in Figure 7. 
Because of the stroke limit of the loading device, 
the test specimen was pulling at the end of the top 
beam instead of pushing.

4.2 Comparative analysis of lateral capacity

Figure  8 shows the comparison of the loading-
story drift angle curve for both test results and FE 
results. The lateral capacity of the test member is 
about 8% less than the FE results, but the trends of 
both curves are similar. The test results prove the 
validity of the finite-element modeling.

Figure  5. Loading-story drift angle curve for FE 
models.

Figure 7. Loading device.

Figure 6. Bolt pre-tightening force-story drift angle curves. (a) Model A4. (b) Model A5. (c) Model A6.
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4.3 Comparative analysis of deformation

When the story drift angle is 0.005, the first bolt 
holes in the tensile zone of both the test specimen 
and the FE model start to slip until the story drift 
angle reaches 0.02. Then, the bolt hole touches the 
bolt shank and starts to deform.

Buckling of the infill plate happens at nearly the 
same time when the infill plate slips. Figure  9(b) 
shows the deformation of test specimen at the end 
of pulling. Comparing with the deformation of 
FE model under pushing, they are close to com-
pletely symmetrical. Therefore, the FE modeling is 
verified.

The beams have obvious shear deformation at 
the tensile end of the connection. The cover plates 
are slightly deformed because of the buckling of 
the infill plate. Therefore, the suggestion is that the 

Figure 8. Loading-story drift angle curve for FEM and 
test specimen.

Figure 9. Final deformations. (a) Finite-element model. (b) Test specimen.

Figure 10. Comparison of residual deformation. (a) Infill plate connection zone. (b) Side view of cover plates. (c) Top 
view of cover plates.

stiffening rib is arranged on the beam at the end of 
the connection.

4.4 Comparative analysis of residual deformation

Figure  10(a) shows the comparison of residual 
deformations on infill plate after loading. The bolt 
hole in tension is teared, and the hole at the other 

end is unwounded. Figure 10(b) and (c) shows the 
cover plates, which are removed after test; both 
sides of the cover plates have slightly deformed. 
The bolt holes are all unwounded. The deforma-
tion of cover plates is slightly smaller than that of 
the FE model, because after the pulling, the test 
specimen has been pushed to the original position 
before dismantling.
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5 CONCLUSION

In this paper, first, the design principle for the con-
nection of prefabricated steel plate shear wall with 
beam-only-connected infill plate is investigated, 
expressions for determining single-bolt demands 
for purposes of design are developed, and a multi-
cover plates connection for prefabricated steel plate 
shear wall with beam-only-connected infill plate is 
designed. Assuming that the spacing between two 
bolt holes is the minimum, the angle of tension 
field is related to not only the dimension of infill 
plate but also the diameter of bolt holes. Together 
with the development of the tension field, the 
angle of it will increase.

In order to study the influence of lateral capac-
ity on welded connection and bolted connection of 
steel plate shear wall, six FE models have been ana-
lyzed by using ABAQUS finite-element software. 
By comparison, the lateral capacities of multicover 
plates connections are lower than the welding con-
nections, but their trends are similar. The effective 
height of the infill plate with welding connection 
is smaller than that of the multicover plates con-
nection. The bolt pre-tightening force will decrease 
during loading; the closer the tension field, the 
larger the loss of bolt pre-tightening force. The 
deformation and slippage of tension field are 
serious.

Then, the FEM simulation results are verified 
by monotonic loading test. The results show that 
the multicover plates connection has a good force 
transmission performance. The beams have obvi-
ous shear deformation at the tensile end of the 

connection. To ensure that the steel plate shear 
wall gets damaged first, the stiffening rib at the end 
of the connection on the beam is suggested.
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Research on sensitivity and control criteria of cable length error 
in a double-strut cable dome
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ABSTRACT: Cable dome is a kind of lightweight and efficient large-span tensegrity structure. The 
manufacturing error of cable length will seriously affect the pre-stress distribution of cable dome and 
deviate structural performance from the design goal. With a new type of double-strut cable dome as 
calculation example, the sensitivity of cable length error to structural behavior is analyzed, under the 
construction method of “fixed length cable”. Then, using reliability theory and nonlinear programming 
method, the control criteria of cable length error are obtained for this structure. The accuracy of control 
criteria is verified by the Monte Carlo method. The results show that for the double-strut cable dome, 
the length errors of ridge cables, inner diagonal cables, and outer hoop cables have an obvious effect on 
the internal forces of other cables. The method used in this paper can get reliable control criteria of cable 
length error. However, the excessive allowable error in specification will lead the structure unable to meet 
the design requirements.

and labor consumption to adjust cable force 
repeatedly. However, if  there is a big error in the 
original cable length, the pre-stress distribution 
will seriously deviate from the design value after 
completing construction, which will impact sub-
sequent mechanical properties under the external 
load. Therefore, it is necessary to study the influ-
ence of cable length error and the control criteria.

At present, the research of tensegrity structure 
mainly concentrates on form finding (Juan & Tur 
2008, Tibert & Pellegrino 2011) and structural 
behavior (Fu 2005, Ge et  al. 2011); however, the 
research on the sensitivity of cable length error 
and control criteria is rare. Quirant et  al. (2003) 
studied the effect of cable length error on tenseg-
rity gird by the Monte Carlo method. Gao (2004) 

1 INTRODUCTION

In recent years, tensegrity systems have attracted 
much attention of engineers and become popular 
as roofs for arenas and stadiums because of their 
lightweight and architectural impact. Cable dome 
is the first civil structure inspired by the tensegrity 
principle (Richard 1962), and its engineering appli-
cations include two forms: Geiger type (Geiger 
et al. 1986, Zhang et al. 2012) and Levy type (Levy, 
1994), as shown in Figure 1.

As a tensegrity structure, the pre-stress of cable 
dome depends on the change of cable length 
during the tensioning process. To control the pre-
stress distribution conveniently, the construction 
method of “fixed length cable” is always adopted 
as shown in Figure  2, which makes the anchor 
end of cable unadjustable so that we can stretch 
the cable from its original length to the connec-
tion directly through jack equipment (Guo et  al. 
2011). The construction method of “fixed length 
cable” is economical and efficient, avoiding time 

Figure 1. Cable domes: (a) Geiger type and (b) Levy type. Figure 2. Unadjustable anchor end of cable.
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and Zhang (2011) adopted the orthogonal test to 
study the sensitivity of manufacturing error for 
suspen-dome and cable dome. Tian (2011) studied 
construction tolerance of spoke structure through 
reliability theory and experiment test. Both the 
American standard ASCE/SEI 19-96 (1997) and 
Chinese specification JGJ 257-2012 (2012) pro-
vided allowable error according to the manufactur-
ing level, without considering the requirement of 
structural behavior.

In this paper, we study the sensitivity and con-
trol criteria of cable length error for a new type of 
double-strut cable dome. First, under the construc-
tion method of “fixed length cable”, the sensitivity 
of cable length error to structural behavior is ana-
lyzed. Then, reliability theory and nonlinear pro-
gramming method are used to obtain the control 
criteria of cable length error. Finally, the accuracy of 
error limit is verified by the Monte Carlo method.

2 DOUBLE-STRUT CABLE DOME 
STRUCTURE

2.1 Structural features

Double-strut cable dome is composed of ridge 
cables (RC1, RC2, and RC3), diagonal cables (DC1, 
DC2 and DC3), hoop cables (HC1 and HC2), cen-
tral strut (ST1), and diagonal struts (ST2 and ST3), 
as shown in Figures 3–4. In Geiger and Levy cable 
domes, only one strut is connected between the top 
and bottom nodes. However, in double-strut cable 
dome, except for central strut, each node is con-
nected to two diagonal struts, so diagonal struts are 
continuously arranged in circular direction.

Double-strut cable domes (Zhang et  al. 2016) 
have better structural stiffness than the Geiger 
type because of the presence of triangular nets. 
Furthermore, the number of diagonal cables is 
only half  that of the Levy type; thus, it needs fewer 
scaffolds and jack equipment to apply pre-stress 
through tensioning diagonal cables.

2.2 Calculation model

The calculation model is a double-strut cable dome 
with 60 m span and 12 divisions in circular direction. 
To ensure a reasonable structural design and safety 
reserves, optimization was carried out to guarantee 
that no cable relaxes and no strut buckles under the 
design load (1.05 kN/m2), and the cable force does 
not exceed 50% of breaking force. The optimal 
design results of all components under the initial 
pre-stress state and design load are shown in Table 1.

Numerical analyses were carried out using 
ANSYS, a nonlinear finite-element software pack-
age. In the finite-element model, element Link180 
is applied to simulate both cables and struts, and 
the elasticity modulus of cables and struts are 
1.6  ×  105 and 2.06  ×  105 MPa, respectively. The 
paper only discusses the impact of cable length 
error under the initial pre-stress state, without con-
sidering gravity and the external load.

3 SENSITIVITY ANALYSIS OF CABLE 
LENGTH ERROR

Sensitivity analysis of cable length error was 
carried out under the pre-stress state, as shown 
in Table 1. Taking the cable force on axis 1 as the 

Figure 3. Perspective view of double-strut cable dome.

Figure  4. Member arrangement and profile view of 
double-strut cable dome.

Table 1. Design of components.

Section

F0* FP* Fu*
Safety
factorkN kN kN

ST1 Φ95 × 4 −148.2 −111.9 −168.6 1.14
ST2 Φ83 × 4  −30.2  −41.2  −45.4 1.10
ST3 Φ168 × 5 −119.0 −189.0 −198.8 1.05
RC1 Φ20  193.4   7.5  405.1 2.09
RC2 Φ18  142.7  26.6  329.8 2.31
RC3 Φ26  323.1  207.6  677.5 2.10
DC1 Φ12   53.8  38.7  150.7 2.80
DC2 Φ24  204.4  259.5  578.9 2.23
DC3 Φ46  656.4  990.7 2090.8 2.11
HC1 Φ32  397.4  504.5 1019.8 2.02
HC2 Φ65 1300.0 1965.0 4153.6 2.11

* F0 is the internal force under initial pre-stress state, 
FP  is the internal force under design load, and Fu is the 
ultimate capacity of components.
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reference value, a micro error of the initial length 
was assigned for each cable from axis 1 to 12 suc-
cessively to obtain the changes of reference value. 
If  the inner ridge cable (RC1) on axis i has an ini-
tial cable length error as δRC1, and it leads to the 
cable force changes of RC1 on axis 1 as ΔFRC1,RC1(i), 
then we define:

s Fi iRC1,RC1( Ri C1) (FFRCFFFF 1,RC1 ) /Δ δR  (1)

where s  =  sensitivity to cable length error, which 
reflects the impact of unit length error of a cable 
on axis i on the internal force of a cable on axis 1. 
By repeating the above process, all values of sensi-
tivity s in the double-strut cable dome can be cal-
culated as shown in Figures 5–8.

Figure  5  shows that the cable force of ridge 
cables on axis 1 is affected by the length error 
of ridge cables and diagonal cables on all axes. 
Because of structural symmetry, the impact of 
ridge cables’ (RC1, RC2, and RC3) length error 
is shown on the right-hand side, and the impact 
of diagonal cables’ (DC1, DC2, and DC3) length 
error is shown on the left-hand side.

It can be seen from Figure  5 that the length 
error of RC1 and RC2 has a significant impact on 
RC1 and RC2 of the same axis and RC3 of adja-
cent axes, but has few impact on the ridge cables 
far away from axis 1. If  the initial length error of 
RC1 on axis 1 is 5 mm, the cable force variation of 
RC1 on the same axis is 5.08% and that of RC2 
is 2.85%, while the cable force variation of RC1 
on axis 2 is only 1.84% and that of RC2 is 1.01%. 
Therefore, the impact weakens rapidly from axis 1.

The length error of DC1 has a significant impact 
on RC1 and RC2 of the same axis. If  the length 
error of DC1 on axis 1 is 5  mm, the cable force 
variation of RC1 on the same axis is 1.49% and 
that of RC2 is 0.96%. The other diagonal cables 
have little impact on the ridge cables force.

Figure 6 shows that the cable force of diagonal 
cables on axis 1 is affected by the length error of 
ridge cables and diagonal cables on all axes. It can 
be seen from Figure 6 that only DC1 is sensitive 
to the length error of DC1 and ridge cables of the 
same and adjacent axes. If  the length error of DC1 
on axis 1 is 5 mm, the cable force variation of DC1 
on the same axis is 9.99%, and that on the adjacent 

Figure 5. Sensitivity of ridge cables force: (a) RC1, (b) RC2, and (c) RC3 to cable length error.

Figure 6. Sensitivity of diagonal cables force: (a) RC1, (b) RC2, and (c) RC3 to cable length error.

ICCAE16_Vol 01.indb   99 3/27/2017   10:31:00 AM



100

axis 2 is 3.01%. However, both DC2 and DC3 are 
not sensitive to the length error of ridge cables and 
diagonal cables. If  the length error of DC3 on axis 
1 is 5 mm, the cable force variation of DC3 on the 
same axis is only 0.48%.

Figure  7  shows that the cable force of hoop 
cables on axis 1 is affected by the length error of 
ridge cables and diagonal cables on all axes. The 
figure also shows that hoop cables are not sensi-
tive to the length error of ridge cables and diagonal 
cables. When the length error of HC1 on axis 1 is 
5 mm, the cable force change of HC2 on the same 
axis is only 0.18% and that of HC2 is only 0.29%.

Figure 8  shows that all cables force is affected 
by the length error of hoop cables. The impact of 
HC2’s length error is shown on the left-hand side, 

and the impact of HC1’s length error is shown on 
the right-hand side. It can be seen that HC2 has 
a significant impact on all cables, much greater 
than that of HC1. If  HC2’s length error on axis 1 
is 5 mm, then the average cable force variation of 
each group of similar cables would exceed 0.50%.

In conclusion, the length error of ridge cables 
and internal diagonal cables has a significant 
impact on the internal force of adjacent local 
cables. And that of the outer hoop cables has a 
signi ficant impact on the overall cable force.

4 CONTROL CRITERIA OF CABLE 
LENGTH ERROR

4.1 Constraint inequations of error variance 
based on reliability theory

Let the structural resistance be R and load effect 
be S. Then, the structural state equation is G=R−S. 
In the case of G>0, the structure is safe. If  the 
structural state equation is expressed as a linear 
form, as shown in (2), then the structural reliability 
index, β, can be expressed as (Nowak 2012):
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Let ΔFRC1 be the total force change of RC1. 
According to the sensitivity analysis in Section 3, 

Figure 7. Sensitivity of hoop cables force: (a) HC1 and (b) HC2 to cable length error.

Figure  8. Sensitivity of all cables force to the length 
error of hoop cables.
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we can obtain ΔFRC1 by adding the impact of all 
cables as (4). Repeating the similar process, the 
force change of all cables write as (5).

Let [ΔFRC1] be the force deviation limit of RC1 
under initial pre-stress state. On the basis of the 
reliability theory, the state equation of RC1 is 
expressed as (6). Set δRC1 to satisfy a normal dis-
tribution with mean 0 and variance σ2

RC1, namely 
δRC1∼N (0, σ2

RC1). According to (2) and (3), we can 
obtain the reliability of the RC1 as (7).

Therefore, the maximum value of σi arithmetic 
product is chosen as the selection principle of vari-
ance combination. Set xi  =  σi

2 and this issue can 
be transformed to a nonlinear programming prob-
lem. The objective function is: max {Π xi}. The 
constraint conditions are:
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Use the double-strut cable dome structure 
mentioned above as an example. Select the 
allowable deviation of  cable force as 10% of  the 
designed value; thus, [ΔF] can be calculated. Set 
the allowable structural failure probability to 
10−5 and the corresponding reliability index [β] 
to 4.27. Combining with the sensitivity analysis 
results in Section 3, all the coefficients aij (mm−2) 
in (10) can be calculated through (4)–(8), and the 
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where n = the total number of similar cables. For 
RC2 and RC3, n = 24; and for other cables, n = 12.

The structural reliability must satisfy certain tol-
erance value [β], namely β ≥ [β]. By substituting (7) 
to β ≥ [β], we get (8). Following the same process, 
eight critical state equations and reliability expres-
sions of all ridge cables, diagonal cables, and hoop 
cables can be obtained successively. Finally, a set 
of inequalities can be obtained and simplified as 
(9), where m = 8.
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4.2 Calculation of error limit based on nonlinear 
programming

The set of inequalities in (9) can enclose a high-
dimensional curved surface. Each point (σ1, σ2 … σn) 

inside the surface is a valid combination of the 
variance of different cables’ length error. The points 
closer to the original point present a higher reliability, 
while those farther from the original point present 
a lower reliability. A proper variance combination 
shall  meet the following two conditions: First, its 
distance to the original point shall be as far as pos-
sible to relax the request of manufacturing accuracy. 
Second, the value of each σi shall be as close as possi-
ble to take similar control criteria for different cables.
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final results are shown in (11). Then, MATLAB 
is adopted to solve the nonlinear programming 
issues to obtain the optimal variance combina-
tion of  length error.

If  the cable processing satisfies 3σ quality man-
agement standards, then all cables’ length error 
control criteria (δC) is shown in Table  2. Table  3 
also presents the control criteria in Chinese specifi-
cation JGJ 257-2012. It can be seen through com-
parison that, for most cables in double-strut cable 
dome, the error limits of cable length calculated by 
the method proposed in this paper are much less 
than 15 mm. Therefore, the allowable error of JGJ 
257-2012  may lead to an unacceptable deviation 
of cable force and fail to guarantee the structural 
behavior.

5 VERIFICATION OF CONTROL 
CRITERIA BASED ON THE MONTE 
CARLO METHOD

To verify the validity of the error limits of cable 
length δC in Table 2, 1200 samples of random length 
error satisfying δ∼N(0,(δC/3)2) were extracted using 
the Monte Carlo method (Olsson et al. 2003) and 
introduced into the finite-element model. All the 
statistics data of cable force for double-strut cable 
dome structure under the initial pre-stress state are 
shown in Figure 9.

Curves a, b, and c in Figure 9 present the maxi-
mum, minimum, and average values of different 
cable forces. It can be seen that while consider-
ing the impact of random cable length error, the 
average value of cable force coincided with the 
design value, which demonstrates that the quan-
tity of samples is sufficient. When the error limits 
satisfy δC in Table 2, cable force of DC1 deviates 
from the design value most obviously. The maxi-
mum force deviation is 6.54%, followed by RC1 

Table 2. Control criteria of cable length error.

Component

Original length l0 Error limits δC

δC/l0m mm

RC1  9.971  2.471 0.025
RC2 10.791  3.105 0.029
RC3 12.283  5.799 0.047
DC1 10.237  1.339 0.013
DC2  9.937 18.654 0.188
DC3  9.622 19.828 0.206
HC1  5.337  6.803 0.127
HC2 10.683  9.592 0.090

Table 3. Error limits of cable length in JGJ 257-2012.

Cable length
m

Allowable error
mm

≤50 ±15
50 < L ≤ 100 ±20
>100 ±L/5000

Figure 9. Statistics data of cable force.
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and RC2, with the maximum force deviations of 
4.27% and 4.50%, respectively. The force devia-
tion of all cables has not exceed 10% of the design 
value, which demonstrates that control criteria in 
the paper are accurate and reliable.

Figure  9 also presents the statistical data of 
cable force when we adopt the control criteria of 
JGJ 257-2012. The error limit of cable length is 
15 mm, and the random sample satisfies δ∼N(0,52), 
as shown by curves e and f. The maximum force 
variations of DC1, RC1, and RC2 are 30.5%, 
16.7%, and 12.8%, respectively, higher than the 
10% of the design value. Therefore, the excessive 
allowable error of cable length in JGJ 257-2012 
would cause the structural performance failure to 
satisfy the design requirements.

6 CONCLUSIONS

On the basis of the research on the sensitivity and 
control criteria of cable length error for a double-
strut cable dome, the following conclusions were 
drawn:

1. For the double-strut cable dome, the length 
error of ridge cables (RC1, RC2, and RC3) and 
internal diagonal cables (DC1) has a significant 
impact on the internal force of adjacent local 
cables, and that of outer hoop cables (HC2) has 
a significant impact on the overall cable force.

2. The constraint inequations of the variances of 
cable length error have been derived on the basis 
of the reliability theory. Then, on the basis of 
the results of sensitivity analysis and nonlinear 
programming method, the control criteria of 
cable length error were obtained from the opti-
mal combination of variances. This approach 
can be adopted to study the manufacture con-
trol of cables for other tensegrity structures.

3. The accuracy and reliability of the control cri-
teria in this paper were verified by the Monte 
Carlo method. To guarantee the structural 
behavior, the error limits of most cables in 
double-strut cable dome shall be much less than 
the Chinese specification’s value. The excessive 
allowable error of JGJ 257-2012 would lead to 
an unacceptable deviation of cable force and 
fail to meet the design requirements.

REFERENCES

American Society of Civil Engineers. 1997. ASCE/
SEI 19-96 Structural applications of steel cables for 
buildings. Washington, D.C.: ASCE Press.

Fu, F. 2005. Structural behavior and design methods 
of tensegrity domes. Journal of Constructional Steel 
Research, 61(1), 23–35.

Gao, B.Q., & Weng, E.H. 2004. Sensitivity analyses of 
cables to suspen-dome structural system. Journal of 
Zhejiang University Science, 5(9), 1045–1052.

Ge, J. et al. 2012. Analysis of tension form-finding and 
whole loading process simulation of cable dome struc-
ture. Journal of Building Structures, 33(4), 1–11.

Geiger, D.H., Stefaniuk, A., & Chen, D. 1986. The design 
and construction of two cable domes for the Korean 
Olympics. In Proc. of the IASS Symposium on Shells, 
Membranes and Space Frames, 2, 265–272.

Guo, Y. et  al. 2011. Tensioning experiment on spoke 
structural roof of Bao’an Stadium. Journal of Build-
ing Structures, 32(3), 1–10.

Juan, S.H., & Tur, J.M.M. 2008. Tensegrity frameworks: 
static analysis review. Mechanism and Machine Theory, 
43(7), 859–881.

Levy, M.P. 1994. The Georgia Dome and beyond: 
achieving lightweight-long span structures. In Spatial, 
Lattice and Tension Structures, 560–562.

Ministry of Housing and Urban-Rural Development of 
the People’s Republic of China. 2012. JGJ 257-2012 
Technical specification for cable structures. Beijing: 
China Architecture & Building Press.

Motro, R., & Nooshin, H. 1984. Forms and forces in 
tensegrity systems. In Proceedings of the Third Inter-
national Conference on Space Structures, 180–185.

Nowak, A.S. & Collins, K.R. 2012. Reliability of struc-
tures. CRC Press.

Olsson, A., Sandberg, G., & Dahlblom, O. 2003. On 
Latin hypercube sampling for structural reliability 
analysis. Structural safety, 25(1), 47–68.

Quirant, J., Kazi-Aoual, M.N., & Motro, R. 2003. 
Designing tensegrity systems: the case of a double 
layer grid. Engineering structures, 25(9), 1121–1130.

Richard, B.F. 1962. Tensile-integrity structures. U.S. 
Patent 3,063,521 Nov.13 1962.

Tian, G. et  al. 2011. Experiment on sensitivity to con-
struction tolerance and research on tolerance control 
criteria in spoke structural roof of Bao’an Stadium. 
Journal of Building Structures, 32(3), 11–18.

Tibert, A.G., & Pellegrino, S. 2011. Review of form-
finding methods for tensegrity structures. Inter-
national Journal of Space Structures, 26(3), 241–255.

Zhang, A.L., Sun, C., & Jiang, Z.Q. 2016. Calculation 
method of prestress distribution for levy cable dome 
with double struts considering self-weight. Engineering 
mechanics. doi: 10.6052/j.issn.1000-4750.2016.01.0056

Zhang, G. et al. 2012. Design and research on cable dome 
structural system of the National Fitness Center in 
Ejin Horo Banner, Inner Mongolia. Journal of Build-
ing Structures, 33(4), 12–22.

Zhang, J.H., Wang, Z.Q., & Zhang, Y.G. 2011. Sensiti-
vity Analysis of Manufacture Errors for Cable Dome. 
In Advanced Materials Research, 163, 822–827.

ICCAE16_Vol 01.indb   103 3/27/2017   10:31:09 AM



ICCAE16_Vol 01.indb   ii 3/27/2017   10:29:31 AM

http://www.taylorandfrancis.com


105

Civil, Architecture and Environmental Engineering – Kao & Sung (Eds)
© 2017 Taylor & Francis Group, ISBN 978-1-138-02985-9

Structural design of a prefabricated steel frame structure with 
inclined braces

Xuechun Liu, Hexiang Wang & Zhipeng Guo
Beijing Engineering Research Center of High-rise and Large-span Prestressed Steel Structures, Beijing 
University of Technology, Beijing, China

ABSTRACT: A new modular prefabricated steel structure that is characterized by high construction 
efficiency, low labor intensity, convenient quality control, and consumption of excess capacity of the steel 
industry is used in this paper. The structural design and in-depth research are performed in this paper 
using a finite-element method. The strength, rigidity, and stability of the structure and relevant compo-
nents are calculated. The results show that all indices are compliant with the standards and regulations. 
Through pushover analysis and finite-element analysis of the joints, the mechanical characteristics of the 
system under the design load and the failure mode under the ultimate load are obtained, together with the 
elastoplastic development pattern; yield failure mode and potential mechanisms were further explored. 
The results also show that the structural system is consistent with the design philosophy of “strong joint, 
weak component”. The system is basically in the elastic stage with reasonable yield mechanisms in case 
of major earthquakes. Therefore, both the elastic and elastoplastic performances comply with structural 
design requirements. This paper presents an innovative design method that suits the system and provides 
a technical reference for the design of similar structures.

inclined braces. Because the two towers are left–
right symmetric, only the left tower is chosen for 
structural calculation and analysis in this paper.

1 PROJECT OVERVIEW

Let us assume a building containing 28 floors 
above ground with a total building height of 
99.35 m. The 1st through 3rd floors are the annex 
with a height of 5.5 m, length of 144 m, width of 
56.1 m, and total area of 21,503 m2. The main func-
tions of the annex include offering dining, leisure, 
conference, and cultural exchange facilities. Mean-
while, the floors above the 4th floor are divided 
into two towers, with a length of 42.9  m, width 
of 46.8 m, and total area of the main building of 
88,345  m2. The height of the tower’s 4th floor is 
3.6 m, the height of the tower’s 5th floor through 
28th floor is 3.3 m, and both are mainly used as 
office space. The building also contains three base-
ments, with a height of 3.9 m, length of 188.7 m, 
width of 64.9 m, and total area of 36,126 m2. They 
are mainly used for parking and equipment rooms. 
The total floor area of the project is 147,025 m2. 
The building design is depicted in Figure 1.

Two seismic joints are set between the two towers 
and the middle annex building, which actually 
divide the superstructure into three independent 
structural units, as shown by the architectural ele-
vation in Figure 2. The figure shows that the base-
ment and middle annex building are constructed 
using reinforced concrete, whereas the towers 
adopt the prefabricated steel frame structures with 

Figure 1. The building design sketch.

Figure 2. The architectural elevation.
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2 STRUCTURAL SYSTEM

A new type of steel structural system, namely pre-
fabricated high-rise steel frame structural system 
with inclined braces, is applied to the project. The 
prefabricated structural system is characterized 
by high construction speed, industrialized pro-
duction, and low labor intensity, with its indus-
trialization level exceeding 90%. The structure is 
composed of a mainboard and lean-brace column. 
As shown in Figure 3, the mainboard consists of 
the column base, profiled steel concrete floor, and 
truss. The beam is a welded steel truss with chan-
nel steel, angle steel, and a steel plate, and is com-
monly used to facilitate the laying of pipelines. In 
a factory, the beams and floor are prefabricated 
into mainboards that are used as modules for the 
assembly of water, heat, and electrical facilities. 
Before the mainboards are shipped from the fac-
tory, the decorative layer of the floor slabs and the 
placement of pipelines for water, heat, and electri-
cal facilities are completed; the interfaces of the 
connections between the modules are deliberately 
reserved for a later step.

As shown in Figures  4–6, the lean-brace col-
umn consists of a column and lean brace that are 
welded at approximately one-third of the length 
of the column and bolted to the truss at approxi-
mately 45° to the other end. Therefore, the lean 
brace works together with the beam and column. 
During the construction process, the prefabricated 
mainboards and lean-brace columns are connected 
by high-strength bolts via flanges at both ends of 
the column and the mainboard column base. The 
connection between mainboards is a semi-rigid 
connection that connects the end of the truss to 
the column base by a high-strength bolt. The lean 
brace allows the connection of the beam and col-
umn to become more compact and strengthen 
the joint area. Meanwhile, the lean brace and 
beam-column frame jointly carry the load, which 
helps solve the common problem that the joints 
of a traditional frame are easily damaged during 

earthquakes. In addition, the installation process is 
convenient. Figure  6 shows the assembly process 
of the whole structure.

The modular prefabricated steel structure is 
a new type of steel structural system. Compared 
with conventional structures such as reinforced 
concrete structures, the modular prefabricated steel 
structure is characterized by a short construction 
period, low self-weight, low labor intensity, and 
high industrialization level. Therefore, it is a green 
building (Zhang A. L, 2013 & Liu W. L, 2012). The 
design standards of this type of structure are fixed, 
and the components are fabricated by automatic Figure 3. Mainboard.

Figure 4. Diagonal braces column.

Figure 5. Diagonal braces joint.
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production lines. At the construction site, only 
connecting components such as bolts, self- tapping 
screws, and sealing materials are used for dry 
assembly, and the practice of wet operation is not 
required. As a result, the construction process is 
convenient and fast (Xiaoyun G, 2001), and it has 
been widely applied in developed countries and 
regions including Europe, the United States, Japan, 
and Canada (Jaillon L, 2009). However, the steel 
structures are only applied to multistory buildings, 
especially to low-rise frame structures currently 
(Wang W, Dao T. N, Teh L. H, 2012 & Zha X. X, 
2010). By contrast, studies on the applications of 
prefabricated steel structures for high-rise frame 
structures are rare (Ye Z. H, 2012; Case F, 2014 & 
Festjens H, 2013). In this paper, we propose solu-
tions to the key problems of the design process of 
prefabricated high-rise steel frame structures with 
lean-brace joints on the basis of computational 
analysis and empirical research on a modular pre-
fabricated high-rise steel frame structure with lean-
brace joints used by Zhuhai International Business 
Service Base, which provides technical support for 
the design of similar frame structures.

3 COMPUTATIONAL MODEL

ETABS, the software for the finite-element design 
and analysis, is applied in the present study for the 

elastic analysis. It includes static analysis, response 
spectrum analysis, and structural design. Because 
ETABS is based on the method of finite-element 
analysis, it could provide linear analysis, nonlin-
ear analysis, dynamic seismic analysis, and static 
pushover analysis on the basis of the Chinese code 
for steel frame structures. Through repeated trial 
calculations and adjustments, the final analytical 
model of the project is determined, as shown in 
Figure 7.

To be consistent with the true load-bearing con-
ditions of the structure, beam element modeling is 
applied to all components. Meanwhile, webs and 

Figure 6. Assembly of the whole structure.

Figure 7. The whole finite-element model: a) isometric 
view, b) elevation, c) plan of floors 1–3, and d) plan of a 
standard floor.
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chords of the trusses are modeled independently, 
and their joints are rigid connections. The floor 
slabs are modeled by profiled steel plate models, 
which are integral within a slab sector. Gaps are 
reserved between the slab sectors to conform to 
the actual situations. The test results show that the 
connection of the truss and column is a semi-rigid 
connection, which is simulated by the spring ele-
ment built at the joints of the beam and the col-
umn; the rigidity of the joints is obtained from the 
test results. The material of the jack truss and keel 
is Q235B, and the remaining component is Q345B. 
Table 1 provides the component section sizes.

4 LOAD AND BOUNDARY CONDITIONS

The design reference period of the project is 
50 years, and the safety class of the building struc-
ture is Class II. The design category of the founda-
tion is Category I; the seismic fortification intensity 
is Degree 7, Class III site; the design earthquake 
grouping is Group I; the characteristic period is 
0.45  s; and the classification of the seismic forti-
fication is Class C (Class B for the skirt building). 
The basic wind pressure for 50 and 10 years are 
0.85 and 0.50 kN/m2, respectively. The floor load 
is chosen based on the GB50009-2012 Load Code 

Table 1. Component section size and specifications.

No. of Sections Position Section size (mm)

3-section (1st–3rd floor) Main beam chord C160 × 80 × 12
Secondary beam chord C80 × 43 × 5 × 8
Middle beam chord C80 × 80 × 10
Main beam web 2L63 × 10
Secondary beam web L50 × 5
Middle beam web L63 × 8
Column 400 × 400 × 40
Brace foot C140 × 140 × 12
Knee-brace C150 × 130 × 16
Lean-brace H300 × 400 × 30 × 30

2-section (4th–18th floor) Main beam chord C160 × 80 × 10
Secondary beam chord C80 × 43 × 5 × 8
Middle beam chord C80 × 80 × 8
Main beam web 2L63 × 10
Secondary beam web L50 × 4
Middle beam web L63 × 8
Column 400 × 400 × 35 (4th–8th floor)

400 × 400 × 30 (9th–13th floor)
400 × 400 × 25 (14th–18th floor)

Brace foot C140 × 140 × 12 (4th–13th floor)
C140 × 140 × 10 (14th–18th floor)

Knee-brace C150 × 130 × 12 (4th–13th)
C150 × 130 × 10 (14th–18th floor)

Lean-brace H300 × 400 × 25 × 25 (4th–12th floor)
H300 × 400 × 20 × 20 (13th–18th floor)

1-section (19th–28th floor) Main beam chord C160 × 80 × 8
Secondary beam chord C80 × 43 × 5 × 8
Middle beam chord C80 × 80 × 6
Main beam web 2L63 × 10
Secondary beam web L50 × 4
Middle beam web L63 × 8
Column 400 × 400 × 20 (19th–23rd floor)

400 × 400 × 15 (24th–28th)
Brace foot C140 × 140 × 8
Knee-brace C150 × 130 × 8
Lean-brace H300 × 400 × 15 × 15 (19th–28th)

Lift well Main beam H300 × 300 × 12 × 12
Secondary beam H300 × 150 × 6.5 × 9
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for Design of Building Structures and JGJ3-2010 
Technical Specification for Concrete Structures of 
Tall Buildings. Two methods, namely the response 
spectrum method and nonlinear pushover analysis 
are applied to consider the impacts of earthquakes 
on the prefabricated steel structure. The seismic 
spectrum analysis considers bidirectional horizon-
tal earthquakes. More details of the load case and 
combinations are shown in Table  2. Overall, 19 
load combinations that consider seismic and wind 
direction cases simultaneously were evaluated.

5 ANALYSIS RESULTS

5.1 Modal analysis

The 30-order modal is computed, and the modal 
mass participation ratio reached more than 90%, 
which meets the requirements of the code. The 
developed modal is shown in Figure  8, and the 
1st- and 2nd-order modal of the structure is hori-
zontal vibration, with a period T1 =  2.594  s and 
T2 = 2.424 s, respectively. The 3rd-order modal is 
the torsional vibration modal, with a period T3 
= 1.684 s. The period ratio of torsional to transla-
tion modal is 0.65 < 0.90, which conforms to the 
code requirements.

5.2 Analysis of story drift

For the case of common earthquakes, the maxi-
mum story drift angle along the X-direction under 
the influence of X-directional earthquakes is 1/995 
and that along the Y-direction under the influence 
of Y-directional earthquakes is 1/1471, which is 
far less than the limit value of 1/250 stipulated by 
the reference. Under the influence of wind loads, 
the displacements of various floors change uni-
formly, indicating that the change of structural 
rigidity is uniform. The maximum story drift angle 
along the X-direction is 1/862 and 1/680 along the 

Y-direction, which are lower than the limit value of 
1/400 stipulated by the reference.

5.3 Shear–weight ratio

Under the influence of X-directional earthquakes, the 
minimum shear–weight ratio is 0.019, which is larger 
than 0.015. Under the influence of Y-directional 
earthquakes, the minimum shear–weight ratio is 
0.019, which is larger than 0.015. Therefore, both 
cases are in compliance with the relevant standards.

5.4 Strength and stability of components

The aspects of computing the component strength 
and stability, the strength and stability of columns, 
chord, web of the truss, and lean brace are all calcu-
lated using press and bend components model. The 
computational results show that the equivalent stress 
ratios under various load combinations are all less 
than 1.0, which are in accordance with the require-
ments of the corresponding strength and stability.

6 PUSHOVER ANALYSIS

As shown in Figure 9, when developing an overall 
ANSYS finite-element model, a beam is modeled 

Table 2. Combinations of the design load.

Combination type Combination formula

Gravity load 1.35 Dead + 1.4(0.7) 
Live

1.2 Dead + 1.4 Live
Gravity load + wind load 1.2 Dead + 1.4 Live ± 

1.4(0.6) Wind
1.2 Dead + 1.4(0.7) 

Live ± 1.4 Wind
1.0 Dead + 1.4(0.7) 

Live ± 1.4 Wind
Gravity load + wind load + 

horizontal earthquake
1.2 (D + 0.5 L) ±1.3 R ± 

1.4(0.2) W

Figure  8. Modal shape: a) 1st order (T1  =  2.594  s), 
b) 2nd order (T2 = 2.424 s), c) 3rd order (T3 = 1.684 s), 
and d) 4th order (T4 = 0.847 s).
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Figure 10. Ultimate story drift angle.

Figure 11. Curve of the base reaction-vertex displacement.

in an inverted triangle is applied to the structural 
model. The structure is damaged when the total 
X-horizontal reaction is 5.81 times the reaction 
of common earthquakes. Additionally, the struc-
ture is damaged when the total Y-horizontal seis-
mic reaction is 5.6 times the reaction of common 
earthquakes. As shown in Figure 10, the maximum 
ultimate story drift angle occurs on the 10th floor, 
and the story drift angle between the 7th and 14th 
floor is larger, with the maximum value of 1/200, 
which is less than the limit value of 1/50 stipulated 
by the code. Therefore, the lateral rigidity of the 
structural system is larger, and the story drift angle 
meets the requirements of the standards. However, 
it also shows that this structure has poor ductility.

The load displacement curve of the top point 
of the structure is shown in Figure  11. It is evi-
dent from the figure that during the whole loading 
process, the load displacement curves along the X- 
and Y-directions are straight lines, which indicates 
that the structure is in the elastic state. Addition-
ally, under the ultimate load, large-scale yield of 
the structural components has not been observed, 
and the yield positions are mainly concentrated on 
the webs and some chords at the outer edges of the 
structural plane. Therefore, the yield mechanism of 
the structural system is first the beam web is dam-
aged, and then, the beam chord is damaged, while, 
all of the column stress is lower than the yield 

Figure 9. Finite-element model: a) complete model and 
b) structural detail.

using a beam 189 element and a floor slab is 
modeled using a shell 181 element. The model has 
1,190,391 joints and 872,827 elements.

A pushover analysis is performed for the finite-
element model. First, the gravity equivalent load 
is applied, and 0.2 times the total base reaction 
force under common earthquakes is applied to 
each step until the results are divergent with dam-
age occurring to the whole or a portion of the 
structure. Because the shape is almost the same 
along the vertical direction and the stiffness var-
ies smoothly along the vertical direction, only the 
influence of the first vibration mode is consid-
ered. The total seismic reaction force distributed 
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strength. The yield mechanism of the structure is 
reasonable; the structure is basically in the elastic 
state for major earthquakes, so no collapse events 
would occur at this time.

The capacity spectrum proposed by American 
ATC-40 is applied in the capacity spectrum anal-
ysis of the load displacement curve of the base 
reaction-vertex displacement. The capacity curve 
is converted into the capacity spectrum by using 
formulas (1) and (2):

Ordinate of the capacity spectrum: S V G
aiS iVV= /

α1αα
 (1)

Abscissa of the capacity spectrum: roof

1 roof

SdiS i=
Δ ,

,γ ϕ1
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Δi,roof—— Vertex displacement of the structure
ϕ1,roof—— Vertex amplitude of the first vibra-

tion mode
Formula (5) is used to convert the standard 

response spectrum in the Building Seismic Code 
into an ADRS spectrum. The abscissa of the 
demand spectrum is the same as the standard 
response spectrum. The ordinate is:

S T S gdiS iTT
aiSS=

2

24π 22
 (5)

The structure is basically in the elastic state 
before damage occurs. Therefore, an elastoplastic 
reduction of the demand spectrum is not neces-
sary. The curves of the capacity spectrum and 
demand spectrum are shown in Figure 12.

In Figure  12(a), in the curve of the capa-
city spectrum and demand spectrum in the 
X-direction, the vertex displacement correspond-
ing to the performance points for degree 7 major 
earthquakes is 301 mm, and the total base reaction 
force is 25,851 kN. Under these loads, the damage 
rates of the Q235 steel components, Q345 steel 

Figure  12. Capacity spectrum and demand spectrum: 
a) X-direction and b) Y-direction.

Figure  13. Stress of members under ultimate load: 
a) stress in the frame and b) stress in the truss.
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components, and concrete floor slab are 0.02%, 
0.23%, and 0.37%, respectively. Therefore, all 
structures in the elastic state display low damage 
rates. By contrast, the main damaged positions are 
webs and some chords at the building outer edges. 
In Figure 12(b), in the curve of the capacity spec-
trum and demand spectrum in the Y-direction, 
the vertex displacement corresponding to the per-
formance points for degree 7 major earthquakes 
is 294  mm, and the total base reaction force is 
24,280 kN.

The structure loses bearing capacity under loads 
that are 5.81 times the common earthquake forces 
in the X-direction. Under this ultimate load, the 
maximum stress is 633 MPa, and the yielding com-
ponents are mainly distributed along trusses at 
the outer surfaces of the floor plane positions. As 
shown in Figure 13, under the ultimate load, the 
stress of columns is smaller; the maximum stress 
occurs at the truss web and the first chord close 
to the inclined brace. Because the ductility of the 
shear failure is lower than the bending failure, the 
web section should be increased during the design 
process to assure that the bending failure first 
occurs within the chord of the truss, followed by 
failures of the web, and finally column failures. 

This process assures a reasonable yield mechanism 
of the structure, and the performance of struc-
ture in the Y-direction is the same as that in the 
X-direction.

To study the failure state and safety after failure, 
a statistical analysis is performed on the stress of 
each member under the ultimate load, as shown 
in Figure  14. The result shows that the stress of 
only 418 members of the Q235B steel exceed the 
yield strength in the X-direction load because the 
Q235B steel is mainly used for secondary trusses 
that bear gravity loads but no horizontal loads. 
The stress of only 2544 members of the Q345B 

Figure 14. Maximum component stress diagram under 
the limit load a) Q235 steel and b) Q345 steel.

Figure  15. Equivalent stress under the design load: 
a) L-type connection, b) T-type connection, c) cross-type 
connection I, and d) Cross-type connection II.
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steel exceeded the yield strength. The damage rate 
is only 0.23% because most of other members are 
in the elastic state, which indicates that the failure 
of the structure is due to the failure of a few mem-
bers including a truss, but not including a column 
and brace, so the structure would not collapse. 
The structure could continue to be used after the 
broken members are repaired or replaced. The per-
formance of the structure in the Y-direction load 
is similar to that in the X-direction. Therefore, the 
failure mechanism could be summarized as fol-
lows: the web and chord members fail first by an 
axial force and end bending moment, the column 
may or may not fail next, and the brace may or 
may not fail last; the whole structure will not col-
lapse, but local failure will occur.

7 FINITE-ELEMENT ANALYSIS OF THE 
JOINTS

To study the performance of the joints, finite-
element models of four typical joints are established 
in this paper. The loads for the most unfavorable 
load cases are extracted from the ETABS over-
all model and applied to the joint. The mechani-
cal characteristics of the joints under either the 
design load or ultimate load are analyzed, and 
the mechanical characteristics of joints under the 
design load are shown in Figure 15. Through an 
ultimate bearing capacity analysis, the ultimate 
load and ultimate failure mode are determined. 
The safe reserves of the joints are obtained, and 
the design safety of the structure is guaranteed.

As shown in Figure  14, all four typical joints 
are in the elastic state without component yield-
ing or buckling under the design load. Meanwhile, 
no gaps and relative slippage appear between the 
bolted gusset plates and columns, which suggest 
that the internal forces between the beam and col-
umn joints are very small because of the existence 
of the inclined braces. Under the design load, the 

size and arrangement of the bolts are reasonable, 
and all joints and beam–column components are 
well connected in a safe load-bearing state.

As shown in Figure  16, the load-displacement 
curve of the end of truss, four typical joints would 
not reach the ultimate state until the actual load 
force is 3.08–3.59 times the design load (i.e., the 
most unfavorable load case), so the safety reserve 
is large enough. The failure positions are all on 
the trusses outside the inclined braces that are 
designed to protect these joints. In general, the 
structural system complies with the design princi-
ple of strong joint, weak component.

8 CONCLUSIONS

In this paper, we introduced the design method of a 
modular prefabricated high-rise steel frame struc-
ture with inclined braces used by Zhuhai Interna-
tional Business Service Base Project. Using joint 
analysis in an ANSYS finite element and elasto-
plastic pushover analysis of major earthquakes, 
the following conclusions are drawn:

1. The modal, story drift, shear–weight ratio, sta-
bility, and strength of the components of the 
structure are in accordance with the design 
control indices of the relevant standards and 
requirements, and the structural system is both 
safe and reliable.

2. Four typical joints under the design load are 
in the elastic state without the occurrence of 
component yielding. The ultimate load of the 
typical joints is 3.08–3.59 times the design load; 
therefore, there is a large safety reserve.

3. The ductility of the structural system is worse. 
The maximum elastoplastic story drift angle is 
only 1/200, and the maximum elastic floor dis-
placement is 1/416. Therefore, compared with 
conventional structures, the design of the struc-
ture needs to limit the story drift angle more 
strictly.

4. The load bearing and displacement of the 
structure meet the requirements of major earth-
quakes. For major earthquakes, only a few 
structural components are damaged, and the 
whole structure generally displays linear elastic 
properties. Therefore, the safety reserve of the 
entire system is relatively high. Meanwhile, after 
rare earthquakes, the structure could continue 
to be used upon replacement of partially dam-
aged components.

5. According to the requirement of a performance-
based design, the bearing capacity of the 
structural system meets the requirement of per-
formance standard I, and the story drift could 
meet the requirement of performance standard II.

Figure  16. Load-displacement curve of the end of 
truss.
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6. All failure positions are on the truss outside the 
lean brace, indicating that the lean brace has 
served to protect the joints. Additionally, the 
entire structural system conforms to the design 
principle of strong joint, weak component.
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ABSTRACT: Gated community is a very common residential area in Chinese mainland. Now, it is time 
to think about the gated lifestyle and the current situation of a city. The ungated community can help 
a city to reduce the number of traffic jam events and let citizens enjoy more open landscapes and more 
convenient public facilities. Establishing an ungated community needs open-road network system, density 
architectural forms, friendly urban interface, and open landscape.

2 LITERATURE REVIEW

Since the release of the CPC Central Committee 
and State Council on further strengthening urban 
planning and construction management, it quickly 
sparked a heated debate. Two views of manage-
ment raises high concerns, which are China will 
no longer build closed residential area in princi-
ple and Residential quarters and units that have 
been built will compound to gradually open. The 
management has made architectural experts to 
study it carefully. The most famous expert for the 
research of ungated community is Christiande 
Portzamparc. He not only put forward the concept 
of an ungated community, but also put this idea 
into practice in his design, which creates a method 
of reinterpreting city streets and shaping the urban 
space. According to him, the urban district is full 
of urban vitality, pluralistic, and open. In China, 
the research of ungated community is affected 
by Chinese policy. There are two tendencies to 
study the ungated community. The first one is 
research about foreign ungated community theory, 
for instance, The Planing Concept of Open Block 
and Its Enlightenment on the Urban Residential 
Construction in China/ Yong YU, Zhitao Li. The 
other one is the analysis about the practice of 
ungated community, for example, Discussing open 
community based on the Aga Khan Award winners-
Aranya Community/Shanshan Wu,  Gangyi Tan. 
As there has been no research about exploring how 

1 INTRODUCTION

From ancient to modern times, the traditional 
mode of dwelling in mainland China is the 
quadrangle courtyard, which is the basic unit of 
the court–alley–street pattern. While time has 
developed, our family patterns and lifestyles have 
changed a lot. Quadrangle courtyard changed to 
multistorey residential, even high-rise buildings, 
and the courtyard walls changed to residential 
walls and railings. These changes are all based on 
the closed form of the residential quarters and 
happen inside the community, despite the various 
aspects of the Chinese communities have got huge 
progress in the last several decades.

On October 1, 2014, Green Residential Area 
Standards was formally implemented, which was 
hosted and compiled by the China Real Estate 
and Housing Research Association. The standards 
clearly put forward the concept of open residen-
tial district and block in the general principles. The 
standards also advocated opening the residential 
area to the city, sharing green spaces and service 
facilities with citizens, constructing a harmonious 
and unified development system of urban commu-
nities. Today, the design of open community has 
exceeded the simple concept of breaking the wall 
of the residential area. It stresses that the commu-
nity is an integral and organic part of the whole 
city instead of a small independent city in the 
urban space.
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to design the ungated community to date, it will be 
discussed and studied in this paper, and the conclu-
sion may provide the guide and reference to build 
the ungated community.

3 CONCEPT AND CONNOTATION 
ANALYSIS

3.1 Residential district

A residential area (50–100 ha) or residential 
quarter (10–35 ha) and even smaller scales of place 
for living. The connotation of the core is the space 
for living, recreation, and daily activities within a 
certain geographical area.

3.2 Community

Generally defined as a social community, people of 
which have common value view and close relation-
ship. The basic elements of community are certain 
number of population, certain extent of the region, 
certain scale of facilities, certain characteristics of 
the culture, and certain type of organization.

3.3 Gated community

Generally defined as a residential area with a strict 
access control. Its internal parks, trails, sports 
fields, and even the public spaces like river and the 
sea are owned by residents. The most obvious fea-
ture is closed and forbidden or restricted to enter.

3.4 Ungated community

In contrast to the gated communities, there is no 
entrance guard, wall, or fence. Public spaces (roads, 
service facilities, green spaces, etc.) are all open to 
citizens. Its core is connectivity, sharing, and mixing.

Connectivity: Integration of community and 
the surrounding urban areas. Integration of the 
road network of community and the city road sys-
tem. Integration of the community neighborhood 
green and the city green system.

Sharing: Landscape architecture, recreation 
facilities, roads, gardens, and other public venues in 
the open community are shared by urban residents.

Mixing: Building types in the open community 
not only meet the needs of urban functional diver-
sification, but also accommodate the needs of resi-
dents of different classes, races, and ages.

4 ANALYSIS OF ADVANTAGES AND 
DISADVANTAGES OF A GATED 
COMMUNITY

4.1 Advantages

1. Gated community has good privacy and security 
of living space for the residents. First, effective 

community boundary creates a small scope of 
territory, which conforms to the human psy-
chological demand of security. Then, because 
of the limit of the external citizens and vehicles, 
children can play safely and elderly persons can 
move around freely. The management of gated 
community is safe and easy and also suitable for 
traditional living habits.

2. Gated community has good community attach-
ment. The creation of community attachment 
needs appropriate population and the similar 
value orientation. It is easy to produce a sense 
of attachment in gated community in certain 
boundary.

3. Gated community has rich and varied interior 
space and landscape environment. Despite the 
walls to the urban space that gated commu-
nity gives, the interior residential space is very 
rich. It is another garden world within the cold 
enclosure, where there is beautiful and gorgeous 
views, many activity spaces, and different and 
useful facilities.

4.2 Disadvantages

1. Gated community causes traffic jams. Gated 
community, especially large ones, generally 
use walls to make several public roads of a few 
blocks privatization and to prevent external 
vehicles to travel. The road network within the 
walls can not continue the city road system, 
forming a circular or flexural road network. It 
forms a large scale of city road network outside 
the walls of community so that there is not so 
many roads for vehicles to choose, and then, 
they gather in those several major roads, which 
naturally leads to congestion.

2. Gated community occupies public resources. 
The public spaces in gated community are not 
shared by the citizens. Public resources in dif-
ferent communities have been probably dupli-
cated. The phenomenon of gated community is 
the symbol of urban pathology. The reduction 
of social public space is the plunder of the poor 
class.

3. Gated community disappears the street life, 
which is a virtuous circulatory community’s 
necessary space state. However, the walls of 
gated community weaken the fun of strolling 
along the street and reduce business activity 
of the street. The function of the street is only 
traffic.

Gated community is an isolated place, just like 
heavily guarded fortress. It makes the urban space 
depressed. It takes security as an excuse to digest 
the information like that of the traditional city. 
When public service, public facilities, and public 
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roads are private, community responsibility ends 
in front of the wall, where shall we to talk about 
the so-called equal democracy? It reduces the 
motivation of residents to communicate and the 
chances of social intercourse. Where there is no 
social intercourse, the nation will be lazy to fulfill 
its social responsibilities.

The mode of gated community destroys the 
overall planning of the whole city and runs in the 
opposite direction with economic benefit, social 
benefit, and environmental benefit.

5 THE SIGNIFICANCE OF BUILDING 
AN UNGATED COMMUNITY

5.1 Urban perspective: The sustainable 
development of residential area and urban area

On the road system, it is different with the gated 
community road system that ungated community 
gives road space back to the city so that much 
more space changes into city road system. The way 
people can choose is more by the net road system, 
which helps to solve the problem of traffic jam.

On the landscape system, greens and facilities 
of ungated community have more accessibility and 
are easier to share. It helps to have more and larger 
open space of the city, to reduce the same facilities 
and improve the utilization of the existing ones, to 
avoid unnecessary waste, and to achieve a sustain-
able development.

5.2 Residents perspective: Diversity of living 
environment and experience

Ungated community mixes functions of dwelling, 
commerce, working, and so on. It offers a more 
convenient physical environment. Interface of con-
tinuous blocks integrated with service facilities is 
easier to create a vibrant street life, which provides 
a safe environment for working and increases the 
communication between citizens.

5.3 Developer perspective: Flexible methods of 
developing

The way that divides land into small scales and 
large numbers is beneficial to flowing of fund 
and phased development of large-scale projects. 
Smaller block is a flexible layout mode, which can 
be combined or divided according to the city plan. 
In addition, ungated community provides a large 
number of street interface, which has a huge com-
mercial value. Through the reasonable arrange-
ment of the space of streets, developers can gather 
popularity, and the new development projects can 
be quickly transformed into a mature area.

6 EXPLORATION OF THE DESIGN OF 
AN UNGATED COMMUNITY

6.1 Establishing ungated residential district space

1. Establishing ungated residential district space 
requires building density with certain features. 
It needs an appropriate scale to control block, as 
a space carrier to bear the interactive mode of 
life. The building density with certain features 
ensures the level of opening and closing, and it 
also creates living atmosphere that belongs to 
the block. In addition, it will make certain that 
people will obtain plenty of experience level 
of vision, and hence it is easier to make people 
approve residential environment.

2. Establishing ungated residential district space 
requires open-road network system. It will be 
fully considered that keeping the good connec-
tion between the road organization in dwelling 
districts, which belongs to cities, so ungated 
residential district will promote traffic smoother 
both in dwelling districts and cities. It will make 
appropriate road network density, and the most 
important is that ungated residential district will 
solve the increasingly serious traffic problems in 
modern urban design.

3. Establishing ungated residential district space 
requires friendly urban interface. Urban inter-
face of open community needs to be coordinated 
with the urban street landscape. We should not 
only focus on elevation and skyline, but also take 
into consideration that space element and details 
should penetrate into residential district. Public 
area of community must always be located in 
the urban interface, and there is an outgoing 
space  characteristic. This area is the part that 
people in community and city can share and 
exist. The space of ungated residential district is 
mainly reflected in the opening of public area.

4. Establishing ungated residential district space 
requires designing open landscape.

6.2 Creating ungated community life

Ungated community life is mainly reflected in psy-
chological experience of neighborhood association 
and community activity. Planners and designers 
find that creating community life will be affected 
positively by focusing on the following points.

1. Mixed plentiful living experience
What we most importantly focused on is the plen-
tiful and mixed living experience, and it is helpful 
to diversify the formation of residents. Diverse 
residents come from several residential products. 
Apart from residential products, there will be a sub-
stantial proportion of public buildings and facili-
ties, and it will not only attract other community 
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residents to communicate here, but also will save 
land and energy. In addition, residential district 
with good green landscape environment design will 
make community attract people stay longer and 
go sightseeing more interestingly, so it will form a 
mixed living experience.

2. Interactive communication lifestyle
Ungated community provides a wealth of space 
of communication and includes a composite func-
tion of the public buildings and open public space. 
Diverse demographic composition is main part of 
Interactive communication. It can arouse people’s 
curiosity more and also facilitate communication 
that took place. The style of multiple residents liv-
ing is not only an important way to reach living in 
harmony in the long run, but also to put an end 
to the situation of “elite” exclusive advantages of 
resources and satisfy the psychological needs of 
all residents. Therefore, it is important to make it 
obtain a positive and inclusive attitude of mind, 
promoting social harmony.

3. Planning model of shared resource
Supporting open public service facilities not only 
conform to the law in the operation, but it is also 
beneficial to the sharing of resources. Public services 
can be determined according to a reasonable size 
and positioning of the entire region, to avoid dupli-
cation and homogeneous competition. Meanwhile, 
the facility can be gathered by leveraging economies 
of scale to attract a large number of community 
people, to ensure that all kinds of traffic facilities, is 
conducive to survive and avoid unnecessary waste.

Community green space can be united with 
urban parks and green resources as system. Resi-
dents can enjoy the different resources in their 

own communities and share resources belonging 
to other communities through the convergence of 
urban space.

7 CONCLUSION

It is rational to exist that closed community is the 
current resident situation in the stage when urbani-
zation rate grows rather fast in Chinese mainland. 
However, in the long run, single closed communi-
ties restrict the sustainable development of cities. 
Open community is a kind of practice mode, which 
has more positive impact on urban space because 
of its open-space structure. For the current situ-
ation of China, we should neither negate closed 
community completely nor give up the exploration 
of new styles of residence. When the open com-
munities and closed communities coexist, China’s 
residential environment and the urban quality can 
progress continuously.
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Protection and utilization of Gaichun Garden ruins of the 
Summer Palace

Di Zhao & Long Zhang
Tianjin University School of Architecture, Tianjin, China

ABSTRACT: The Summer Palace enjoys the last and most complete large-scale royal garden in Chinese 
feudal society. Gaichun Garden, located in the Longevity Hill, was built in Qianlong Period. As a garden 
located in mountainous region, with gullies in front and cliff  on the back wall, Gaichun Garden con-
tains profound artistic conception, where multiple cultures such as Confucianism, Taoism, and Buddhism 
converge, reflecting the ideology of unification of Emperor Qianlong and the saint, and is of profound 
cultural connotation and historical research value. The surviving gardens and buildings have suffered 
destruction too many times to reflect the historical appearance. In this paper, research will be carried 
out on the remaining buildings, rockery and stone settings, ancient trees, and visitor utilization to under-
stand cultural relics content, analyze existing problems and safety hazards, and propose relevant protec-
tion strategies, playing a positive role on the overall protection of the Summer Palace, display, and value 
cognition.

and water system remain almost the same as that in 
Qingyi Garden, but are artificially created, able to 
shape a profound quiet canyon view, and a perfect 
place to build scattered, profound small garden.

Garden architectures are shaded in the moun-
tains and plants by these scattered gardens within 
the Garden, not in pursuit of the architectural 
scale but focusing on details and artistic concep-
tion. Besides, Gaichun Garden, located at the gen-
tle slope, with three tablelands piled by human, 
combines the royal garden feature of elegance 
and wealthy and mountainous feature of natu-
ral wilderness. The overall architectural layout of 
Gaichun Garden has skillfully made use of moun-
tainous region and palisades to successfully shape 
varied spaces, in line with the artistic conception in 
the book of Yuan Ye, Jicheng (1988) Mountainous 
region, which is the best place to build garden as 
the terrain will be high and low, twist and turn, and 
precipitous and flat, naturally.

2 OVERVIEW OF GAICHUN GARDEN

Gaichun Garden was initially built in the 23th year 
reign of Emperor Qianlong (1758) as an early gar-
den architecture complex, located on the slope beside 
Taohua Gully in the west of the second part of the 
Longevity Mountain, composed of Gaichun Gar-
den and Weixianzhai. Architectures inside the gar-
den buildings like Yunzhenchangqie Palace, Zhuyu, 
Qingkexuan, Xiangyanshi, and Liuyun Tower have 

1 INTRODUCTION

The construction of Qingyi Garden was started in 
the 15th year reign of Emperor Qianlong (1750) 
and completed in his 30th year reign (1765), with 
the basic framework constituted by the Longevity 
Hill and Kunming Lake, known as one of “Three 
Hills and Five Gardens” of the Royal Gardens in 
the northwestern suburbs of Beijing. In the 10th 
year reign of Emperor Xianfeng (1860), the Anglo-
French Allied Force incinerated and plundered 
many gardens in the suburb of Beijing, due to 
which Qing-Yi Garden also suffered serious dam-
age. In the 12th year reign of Emperor Guangxu 
(1886), Empress Dowager CiXi decided to repair 
Qingyi Garden and renamed it as the Summer 
Palace. However, the repair was only concentrated 
on the main sceneries in the first part of the Lon-
gevity Hill and Kunming Lake as well as partial 
sceneries in the second part of the Longevity 
Hill and Kunming Lake due to the economic and 
political situation, and no repair was done to gar-
dens within the Garden, containing the most com-
pact designs and the richest architectural forms. 
Remains are still present in Gaichun Garden, 
Gouxuxuan, Qiwangxuan, Kanyunqshi, and 
Huacheng Pavilion, which serve as a rich wealth of 
historical information and cultural connotations.

The river area of the second part of the Lon-
gevity Hill and Kunming Lake is located in the 
north part of the Summer Palace, accounting for 
12% of the total area, where the mountain terrain 
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taken advantage of natural rock gully to form a 
mountainous garden through adjustment based 
on local conditions (Fig.  1). Gaichun Garden and 
Weixianzhai were places for Emperor Qianlong to 
study, rest, play the zither, brew tea, worship Buddha, 
and where multiple cultures such as Confucianism, 
Taoism, and Buddhism converge, reflecting the ide-
ology of unification of Emperor Qianlong and the 
saint. Cong Yipeng & Zhao di (2015) Fresh and ele-
gant decoration and local plants and trees embody 
leisure life in mountain. According to the record in 
the poems written by Emperor Qianlong, he had 
been to Gaichun Garden for 60 times and composed 
98 poems to show his affection towards it. Unfor-
tunately, Gaichun Garden did not escape from the 
damage when the Anglo-French Allied Force incin-
erated and plundered many gardens in the suburb 
of Beijing. During the reign of Guangxu, Gaichun 
Garden did not receive any repair and thus the resid-
ual architectures gradually dilapidated. In the 1950s, 
Clock Pavalion and the Gate of Qingkexuan were 
repaired. Summer Palace Management Office(ed) 
(2006) in the 1990s, the Management Office of the 
Summer Palace, cleaned, protected, and displayed 
the ruins.

3 GARDEN CREATION AND FEATURES

Emperor Qianlong named this garden as “Gaichun 
Garden”, literally meaning “the garden is full of the 
beauty of spring”, indicating that there were plenty 
of flowers and plants in this garden where spring 
was in the air. The second part of the Longevity Hill 
is mostly quiet natural scene, and Emperor Qian-
long did not mention any kind of plants or flowers 
in the poetry, so he might be inspired by the beauty 
of spring. Gaichun Garden and Weixianzhai are, 
respectively, located on both sides of the west part 
of Taohuagou, connected by corridors on which 
Clock Pavalion was located, 84 m from east to west 
and 60  m from north to south. Gaichun Garden 
was built on hills with multilayer tablelands and 
15 m elevation difference, with each layer linked by 

corridors or stairs (Figs. 2, 3). Climb the corridors 
to the top terraces and overlook the mountains; 
Qingkexuan, Liuyun Tower, and Xiangyanshi are 
located along the cliffs. Weixianzhai at the first 
layer in the lowest terrain is a closed courtyard. The 
tableland at the second layer is higher than court-
yard walls where you can enjoy scenery outside of 
the garden. Yunzhenshangqie Palace is also built on 
the tableland, bamboo open hall, called Zhuyu, on 
the east side, and corridor on the west side to Weixi-
anzhai. Climb the corridors to the third tableland 
and overlook the mountains, where Qingkexuan, 
Liuyun Pavilion, and Xiangyanshi are built along 
the cliffs, and the back walls of Qingkexuan and 
Liuyun Tower as well as large rocks beneath are 
natural (Fig. 4). Liuyun Tower is built on the rocks 
and some of the buildings are outstanding, men-
tioned as the pavilion of Yongji Temple of Jinling 
in the poems written by Emperor Qianlong. Xiang-
yanshi is a stone cave artificially created using 
natural caves to worship Guanyin and a place for 
Qianlong’s study and self-cultivation.

4 GAICHUN GARDEN STATUS 
OVERVIEW AND ANALYSIS

Repair record in the reign of Guangxu showed 
that the surviving buildings in Gaichun Garden 

Figure  1. Restored scene of Gaichun Garden and 
Xianwei study.

Figure 2. Gaichun Garden plan.

Figure 3. Map of tableland slope in Gaichun Garden.
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were the Gate, the Festoon Gate of Weixianzhai, 
Weixianzhai, Qingkexuan, Yunzhenchangqie Palace, 
Zhuyu, and Clock Pavalion. In the 12th year reign 
of Guangxu (1886), Empress Dowager CiXi decided 
to rebuild the Summer Palace, but Gaichun Garden 
was not repaired and gradually reduced to ruins. 
Hence, only a restored gate of Gaichun Garden is 
available now, whereas others became ruins, such 
as architectural platform, plinth, damaged walls, 
and partially-damaged components, among which 
architectural platform and plinth are relatively well-
preserved; therefore, we can get architectural plane 
measurement, column distribution and architectural 
frontal width and depth based on the platform meas-
urement and plinth distribution (Fig. 5).

4.1 Building and construct remains

In the 1990s, the Clock Pavalion and the Gate were 
renovated. Now, the building bases are still distinguish-

able in Gaichun Garden ruins, artificial hills and stones 
are well-preserved, and there are still some palisades left 
at the back walls of Qingkexuan. Emperor Qianlong’s 
inscription and the josses of the 18  Arhats are still 
distinguishable, but the remaining building bases and 
damaged constructs are incomplete and suffer weather-
ing and shifting (Figs. 6, 7). For example, architectural 
platforms become flexible and landslide, trees grow on 
some platforms, and architectural components are miss-
ing, damaged, and repaired by other material. Plenty of 
pavements, both indoor and outdoor, are missing, and 
remaining pavements suffer serious weathering; trees 
are grown here and there on the ground.

4.2 Stone inscription

The remaining artificial hills and stones can be 
classified as chiseled cliffs and piled artificial hills 
or as yellow stone and green stone by material. 
Chiseled cliffs imitate natural extraordinary power 
and highlight the history, whereas yellow and green 
stones are heavy and dense, in line with the fun of 
mountain garden. In general, the forms of groups 
of artificial hills and cliffs in Gaichun Garden are 
well preserved, but the stones suffer weathering and 
some artificial hills crumble down, having negative 
impact on sight view. Emperor Qianlong’s poems 
and inscriptions on the cliff  of the back wall of 

Figure  4. Cut national rock of the back wall of the 
Qingkexuan ruins.

Figure 5. Surveying and mapping of Gaichun Garden 
ruins.

Figure 6. Weixianzhai ruins.

Figure  7. Difference between the repair material and 
original architectural material for Clock Pavalion.
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Qingkexuan are partly distinguishable. As for the 
josses of the 18  Arhats at Liuyun Pavilion, their 
heads are damaged during wars and by human, 
but their dress lines are distinguishable, although 
there are some weathering impact (Figs. 8, 9).

4.3 Ancient trees and vegetation

Wang Qiheng et al. (2009): According to the descrip-
tion in the poems written by Emperor Qianlong, 
the vegetation in Longevity Hill are transplanted, 
mainly evergreen pines and cypresses, also with 
many deciduous trees. As for the second part of 
the mountain, Xuan and Tang are scattered, land-
scapes have twists and turns but quiet, so there are 
many pine trees but also some other plants, like 
peach tree, apricot tree, Acer truncatum, locust 
tree, and Koelreuteria paniculata, to highlight sea-
sonal changes. There remain seven second-level 
ancient trees in Gaichun Garden, that is, Chinese 
junipers and Platycladus orientalis, planted at the 
period of Qingyi Garden. Besides, there are several 
Chinese pines and cypresses outside of the garden, 
reflecting the air of emperor. In the poems written 
by Emperor Qianlong, there are 36 poems related 

to plants, describing the plant species, configura-
tion mode, and the artistic conception, to express 
the aesthetic taste of Emperor Qianlong for plants. 
In the poems, more than 10 plants are clearly men-
tioned, like the pine, plum, willow, bamboo, rattan, 
lotus and lotus moss as well as quiet grove, flower 
rain, and field scenes.

There are remains of three ancient cypress trees 
and four Platycladus orientalis in the garden and 
remains of Pinus tabulaeformis, Platycladus orien-
talis, and Chinese junipers outside of the garden. 
Others are mainly wild species grown in recent 
years, basically common trees of North moun-
tain, broadly in line with the species and the gar-
den environment, plant varieties totally up to 11 
(91 trees), three species of evergreen, and eight 
species of deciduous plants, including Acer trunca-
tum, Koelreuteria paniculata, Chinese scholar trees, 
Platycladus orientalis, Chinese junipers, Amygdalus 
davidiana, Broussonetia papyrifera and elm, but the 
plant species and configuration method cannot 
reflect the original appearance of Qingyi Garden. 
Plant landscape restoration should reflect the artis-
tic conception of gardens, increase space level, high-
light seasonal changes, protect ecology and water 
environment, and strengthen the role of display.

4.4 Water and soil erosion

Because of changes in water resource in the west 
mountain area of Beijing City, in the second part 
of the Longevity Hill, there are some surface water 
only in the rainy season, but short of water appar-
ently in the remaining seasons. The barren area in 
Gaichun Garden accounts for 30% of the whole 
garden, especially in the upstream of Taohuagou 
and the east area of Qingkexuan (Fig. 10), where 
there are no vegetation cover but only few trees. 
As the mountain topography belongs to slope with 

Figure 8. Stone sculpture of 18 Arhats.

Figure 9. Stone sculpture’s mapping of 18 Arhats. Figure 10. Serious water and soil erosion area.
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loose soil surface and the soil erosion is obvious 
after rainfall; therefore, it is speculated that the soil 
decline is more than 20 cm. In this area, there are 
two ways: (1) to cover shrubs and to plant taller 
trees and (2) to restore the artistic concept of the 
garden and conserve water and soil. The areas with 
tableland and stones to keep water and soil have 
better surface condition, as the soil is blocked to a 
certain degree, it is speculated that the soil decline 
is within 10 cm, and the recovery focuses on pro-
tecting buildings and stacked stone from erosion.

4.5 Management and display

In the 1990s, the Management Office of the Sum-
mer Palace has cleaned, preserved, and presented 
the ruins of Gaichun Garden. It has set up stone 
signs in the ruins to briefly introduce each building 
and display area inside the gate of Gaichun Gar-
den to introduce historical changes and cultural 
connotations and to show remains and the full-
recovery model (Fig. 11). However, there are some 
safety concerns in the remain; it is not fully open 
to visitors, about 200 visitors each day to Gaichun 
Garden and Weixianzhai, mostly for short stay to 
rest and enjoy the scenery, relics, or wall inscrip-
tion. The visitor questionnaire statistics showed 
that about 86% of visitors to Gaichun Garden 
were mostly those accidentally passing by, majority 
of whom had no idea about the history and culture 
of Gaichun Garden and surrounding garden sites, 
but showed great interest in the history evolution, 
site ontology show, and garden culture and aes-
thetic; however, this kind of publicity and display 
facilities obviously cannot meet the demand.

5 GAICHUN GARDEN RELICS 
PROTECTION AND UTILIZATION

The ruins at the second part of the Longevity Hill, 
as part of the Summer Palace, have an important 

historical and cultural significance. The research 
on such ruins should adhere to the approach of 
“overall protection, scientific renovations, and 
rational use”, and the core of explicit protection is 
refurbishment and use. On the basis of their own 
characters, we should explore history feature and 
the overall aesthetic effect from the viewpoint of 
sustainable development and consider the layout 
and visual integrity combined with the surrounding 
environment. The sites, including yamagata, drain-
age, vegetation, and architectural sites, must be pro-
tected to reflect the original style and features when 
Qingyi Garden, which was in a period of great 
prosperity, and must be restored and renovated on 
the basis of full and accurate historical information 
to protect and use the sites in a sustainable way. 
Now, we should give priority to site preservation 
and protection, and the subsequent restoration and 
presentation must be conducive to reflect the his-
torical authenticity of the Summer Palace.

In order to ensure the minimum interference to 
the relics and maintain the landscape to the great-
est degree, those existing but in good condition 
or those able to use after conservation treatment 
will maintain the status quo; most natural stone, 
rockery, and stacked stone will continue to be used 
after weathering treatment. The dislocated build-
ing components should return to the seat and 
components, which can be clearly identified, and 
added according to the site situation. Inscriptions 
and poems of Qianlong Emperor of Qing dynasty 
remain on the back wall of Qingkexuan and carv-
ings of 18  Arhats, which are of great historical 
value, and protection components can be added to 
prevent further weathering and destruction.

Meanwhile, ruins information publicity should 
be enhanced to show the public Chinese tradi-
tional culture and garden activities, giving full play 
to its historical, artistic, and scientific value and 
educational role. The publicity and display should 
reflect the original state of Gaichun Garden as real 
as possible and deliver accurate historical infor-
mation. The original artistic conception, design 
techniques, garden artistic concept, history, and 
other information about Gaichun Garden should 
be displayed through panels, poems, paintings, 
and models. Inside building remains is evident the 
technology of Chinese architectural traditional 
carpentry and masonry, as well as ruin protection 
method. Gardening activities like Qianlong read-
ing, playing the zither, brewing tea, and worshiping 
Buddha in Gaichun Garden should be reproduced; 
illustrated by poems, calligraphy, and paintings; 
and displayed. For protecting buildings and build-
ing sites, ancient trees should be paid more atten-
tion for conservation, and garden plant landscape 
should be repaired and garden artistic concept at 
Qingyi Garden should be reproduced.

Figure 11. Renovated palace gate display and commer-
cial services.
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6 CONCLUSION

Relevant historical documents collection and col-
lation, site collection of spatial information, and 
the systematic analysis of gardening ideas, art, 
and cultural connotation can not only fulfill the 
gaps of the study of the Gaichun Garden, but also 
enrich the overall research achievements about the 
Summer Palace and deepen the value. The conser-
vation of Gaichun Garden sites should focus on 
the sustainable development of the garden and sur-
rounding ecological environment, improve overall 
quality and landscape values, realize “authentic-
ity protection, rational utilization and sustainable 
development” of the world cultural heritage, and 
emphasize the importance of continuity, mainte-
nance, and preservation in the protection planning. 
The case study of Gaichun Garden can provide 
basic information for the Summer Palace site pro-
tection, promote the present relics protection, and 
display the progress.
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ABSTRACT: In this study, a building project cost estimation system is developed using the Web-based 
technology. Also known as the Web-based hybrid BIM cost-estimating system, it incorporates the Build-
ing Information Management (BIM) with external cost estimation data to facilitate cost estimation in the 
early design stage and increase the efficiency of project implementation. The system is mainly composed 
of the following modules: “Basic Project Information”, “BIM System”, “Fire Safety Equipment Prop-
erty Database”, and “Web-based System Management Interface”. Through its BIM components, it can 
provide efficient estimation and references for decision making. To verify the feasibility and benefits of 
the system, a case study is conducted by using the Web-based hybrid BIM cost-estimating system and the 
traditional 2D CAD method to evaluate the same case and then compare the cost evaluation accuracy and 
efficiency of these two methods. According to the comparison results, the system developed in this study 
is better than the 2D CAD method in terms of both cost estimation accuracy and efficiency.

information consistency and data connections of 
the operation and, therefore, cannot help project 
managers to achieve efficient cost estimation.

BIM is a type of digital information model that 
can integrate all the architecture design graphics 
and documents (Chen & Hou 2014; Chien, Wu 
& Huang 2014; Porter et  al., 2014; Meža, Turk 
& Dolenc 2014). It can help project managers to 
quickly access detailed design information and 
find out the required quantities of materials by 
automatically calculating related figures. However, 
without sufficient information or data from cost 
estimation, BIM will not be able to provide com-
prehensive references for project managers.

To help project managers to achieve rapid and 
accurate cost estimation in the early design stage, 
the Web-based hybrid BIM cost-estimating system 
is developed in this study. In addition to the char-
acteristic features of a traditional BIM system, 
the system developed in this study can provide 
geometric and nongeometric information from 
its 3D modeling for project managers. Moreover, 
in this system, there is a cost database and cost-
estimating model established for each construction 
project component. This mechanism can enable 
the BIM system developed in this study to have 
more accurate cost estimation of the construction 
(Jarde & Alkass 2001). Moreover, together with the 
rapid development of the construction industry, 

1 INTRODUCTION

1.1 Research background

In project planning, cost estimation about the 
budget, materials, and all the other required 
resources is a fundamental task for policy making 
(Lee, Kim & Yu 2014). However, in the early design 
stage, cost estimation can be made more challeng-
ing because of the restrictions of insufficient time 
and information (Sonmez 2004). For project man-
agers, both accuracy and efficiency of cost esti-
mation are very important in order to ensure the 
overall efficiency of the following work.

Cost estimation is one of the critical activities 
for construction projects (Zhiliang et  al. 2011). 
In the past, project managers often depended on 
subjective judgments based on prior experiences 
in their cost estimation (Yu 2014). However, this 
method is mainly based on personal experiences 
and cannot produce accurate cost estimation due 
to the differences between the estimated prices and 
actual market prices of certain items.

In recent years, with the emergence of Informa-
tional Communication Technology (ICT), project 
managers can use CAD 2D computer software for 
assistance in their cost estimation. However, the 
components in the CAD 2D design drawing may 
not be fully comply with the on-site operation. 
In addition, most of the CAD 2D software lacks 
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construction projects nowadays are growing in size 
and complexity and require participation of more 
professionals (Choi, Choi & Kim 2014).

1.2 Research purpose

This study is intended to develop a Web-based 
system. Through the systematic and synchronized 
management of project information on the Web, 
specialists and professionals from different fields 
can work together to estimate the costs of a project 
whenever and wherever they are needed. To verify 
the feasibility and benefits of the BIM system, a 
case of fire safety system inside a factory building 
is used in this study to explore the cost estimation 
accuracy and efficiency of the system.

The following discussion in this paper is 
divided into four chapters (with the Introduction 
above as the first chapter). The second chapter is 
the literature review, covering issues about diffi-
culty in cost estimation, BIM system, Web-based 
technology, database, and fire safety equipment. 
The third chapter introduces the BIM system 
developed in this study, including its framework 
structure and operation procedure. The fourth 
chapter is the comparison of  the cost estimation 
accuracy and efficiency of  the BIM system devel-
oped in this study and the traditional 2D CAD 
method by using these two methods to evaluate 
the case of  fire safety system deployment in a 
factory building. The last chapter discusses the 
research restriction of  this study, benefits of  the 
BMI system developed in this study, and direc-
tions of  related future research to promote its 
application.

2 LITERATURE REVIEW

2.1 Difficulty in cost estimation

In the stage of early planning and design, it is 
important to consider the required amount of 
capital investment in the construction project first. 
Therefore, the accuracy of cost estimation is the 
key to successful operation and future profitability 
of the project. However, if  the cost estimation itself  
is time-consuming and difficult to implement, it 
will cause extra costs instead. Therefore, this study 
is mainly intended to explore how to establish an 
efficient cost estimation system in order to solve 
the above-mentioned problems.

The cost estimation for construction projects 
is subject to difficulties caused by uncertainties 
in architecture information and requirements. To 
achieve fast, economic, and accurate cost estima-
tion within limited time, computer software can be 
used to help obtain the cost information of facili-

ties and equipment for the architecture (Kim, Seo 
& Hyun 2012).

In the existing method of construction design 
and planning, CAD 2D graphics are used. How-
ever, manual estimation and calculation is still 
required to determine the costs and quantities of 
building elements and required equipment. The 
failure to automatically generate quantity infor-
mation of the required equipment and materials 
results in extra cost estimates in the early design 
and lack of accurate quantity information of 
required materials for cost estimation.

2.2 Building Information Model (BIM)

The greatest change brought by the rapid develop-
ment of ICT for the construction industry is the 
application of BIM (Bryde, Broquetas & Volm, 
2013). The concept of visualization, communica-
tion, and integration of BIM (Ding, Zhou & Akinci 
2014; Grilo & Jardim-Goncalves 2011; Park et al. 
2011) enables architects and professional techni-
cians to work together on the same platform, shar-
ing and exchanging information (Isikdat 2012). 
This can help reduce conflicts of wire, pipe, and 
duct configuration as well as omissions in quan-
tity calculation of building elements. In addition, 
it can allow the users to preview the design results 
before the project is implemented, promote effec-
tive team communication and cooperation (Chen 
& Luo 2014; Qiu 2011; Cheng & Wang 2010; 
Popov et al. 2006; Han, Yue & Lu 2012), integrate 
drawings and documents, reduce conflicts (Chen 
& Luo 2014), and shorten lead time (Kim, Kim & 
Seo 2012). It can also solve the problems of wire, 
pipe, and duct collision/interference and calcula-
tion errors in CAD 2D configuration and material 
estimation caused by its lack of 3D specification 
presentation. In addition, the integral database 
of BIM can be customized to directly display the 
WBS component information and quantity infor-
mation. Without manual calculation, it can help 
reduce man-made errors and improve design qual-
ity (Miettinen & Paavola 2014). However, BIM 
itself  does not contain sufficient cost information 
or data for cost evaluation while it cannot integrate 
or analyze data from similar cases. Such problems 
can be solved by integrating the BIM system with 
external cost estimation data.

2.3 BIM database

The database can help BIM to realize the storage, 
exchange, and sharing of data (Vanlande, Nicolle 
& Cruz 2008). Through the Database Manage-
ment System (DBMS) software, users can create 
projects, operate the system as well as maintain, 
manage, and inquire data. In addition, it can help 
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ensure data safety and integrity as well as enable 
data transmission among multiple users. With the 
DBMS software, manual management of project 
data is no longer needed and all the project data 
can be centrally stored and accumulated. The 
information/data of cost estimation items and 
unit price analysis are integrated in the Relational 
DataBase Management System (RDBMS), which 
can provide detailed cost estimation information/
data in the early design stage and then improve 
the accuracy of cost estimation. By incorporating 
the database, the BIM system developed in this 
study can effectively facilitate information sharing/
exchange among engineers and solve the problem 
of data integration and interoperability among dif-
ferent construction projects (Isikdag 2012).

2.4 Web-based technology

The major purpose of incorporating the Web 
technology into the BIM system in this study is 
to provide a communication and cooperation 
platform (environment) for users, promote organi-
zational efficiency, and enhance the values of 
BIM (Vanlande, Nicolle & Cruz 2008). Through 
the information connection, contribution, and 
exchange on the WWW or central server (Chou 
& O’Connor 2007; Turban et al. 2007), engineers 
can quickly access and exchange different types 
of required information and knowledge and then 
work on the same project even if  they are located 
in different places. This can solve the problems of 
inconvenient access to historical data and lack of 
communication among engineers in the traditional 
manual and CAD 2D cost estimation. Therefore, in 
this study, interactive and dynamic Web pages are 
developed, and the open-source and free software 
of LAMP (LINUX + Apache + MySQL + PHP) is 
used to establish the server database and process-
ing program. Users can access and use this Web-
based system through any interface device that 
can open Web browsers. For cost evaluators, the 
web-based system can enable more flexibility of 
time and space, save time and costs, and promote 
cooperation and communication among users and 
peers to work more seamlessly. With ICT, all the 
data in the evaluation process can be fully recorded 
to provide valuable information for the evaluators 
for their future analysis and improvement of the 
cost evaluation method.

2.5 Fire safety equipment

Fire safety equipment is intended to prevent build-
ings from the potential threat of fire hazards and, 
more importantly, give people more time of evacu-
ation in a fire so as to reduce causalities (Kobes 
et al. 2010). Poor design, maintenance, and use of 

fire safety equipment due to consideration of cost 
reduction pose a huge threat to people’s safety and 
property. Therefore, to ensure reasonable invest-
ments in fire safety equipment, it is necessary to 
develop an effective method of cost estimation to 
prevent both excessive and insufficient budgets for 
fire safety equipment installation and maintenance. 
By introducing BIM into the fire safety equipment 
deployment design in a building’s spatial structure 
(Isikdag, Underwood & Aouad 2008), it is possible 
to manage the design through 3D model visuali-
zation and integrate with other digital monitoring 
systems. For future use and management of the 
design, it can also help prevent spatial conflicts and 
modification costs during the installation process, 
reduce personnel costs, and improve the efficiency 
of fire safety equipment management and mainte-
nance (Godager 2011).

3 DEVELOPMENT OF THE WEB-BASED 
HYBRID BIM COST-ESTIMATING 
SYSTEM

3.1 System introduction

The Web-based hybrid BIM cost-estimating sys-
tem developed in this paper is composed of the 
following modules: “Basic Project Information”, 
“BIM System”, “Fire Safety Equipment Property 
Database”, and “Web-based System Management 
Interface”. Through the system, project managers 
can have efficient access to data and information 
required to make decisions and judgments in cost 
evaluation. The following is a brief  introduction to 
each module and the process of using this system. 
The conceptual flowchart of the proposed system 
is shown in Figure 1.

Basic project information: initial collection and 
analysis of basic information of the evaluation 
factors in the project, including basic information 
investigation of the fire safety equipment legally 
required for buildings, definition of each item in 
cost evaluation as well as investigation scope and 
restrictions.

BIM system: providing the project model, 
property information of fire safety equipment in 
building elements as well as quantity and drawing 
information of each component.

Fire Safety Equipment Property Database: 
transferring information from pervious projects 
and providing information about fire safety equip-
ment classification budge list, detail price list, and 
unit cost required for the connections between the 
BIM model and the Web-based interface.

Web-based system management interface: bind-
ing the information inquiry module with the other 
modules and providing an easy-to-use interface for 
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users, allowing them to create projects, budget lists, 
detailed price lists for the project cost estimation.

System operation and case analysis: First, a 
project is created on the Web-based system man-
agement interface together with its budget list 
and detailed price list. Then, the fire safety equip-
ment elements of the BIM model and the detailed 
quantity reports are imported into the Web-based 
interface. By overlaying the binding module and 

the Fire Safety Equipment Property Database, the 
Web-based hybrid BIM cost-estimating system 
can generate accurate estimation results and pro-
duce the budget list and detailed price list after 
receiving the quantity reports of the BIM project. 
Finally, the BIM 3D models are imported and con-
verted into 2D drawings to fully present the docu-
ments required for cost estimation.

Decision and judgment: producing the cost esti-
mation results for the evaluators to conduct cost–
benefit analysis and find references for decision 
makers.

3.2 Work Breakdown Structure (WBS) and unit 
cost estimation of components

For the code classification of the fire safety equip-
ment, budget lists, and detailed price lists in the 
case of this study, references are drawn from the 
cost estimation of similar cases by some engineer-
ing consultancies as well as the listing prices of 
material/equipment of the suppliers to quantify 
the estimation basis for each item. In addition, ref-
erences are also drawn from the Public Construc-
tion Computer Estimate System (PCCES) and 
the code classification of the Public Construction 
Work Guideline Codes developed by the Public 
Construction Commission under the Executive 
Yuan in Taiwan based on the CSI Master Format.

The codes for the BIM system in this study can 
be divided into two types: work codes (10-digit 
codes) and resource codes (11-digit codes for mate-
rials and miscellaneous items with the prefix code 
and 10-digit code; and 13-digit codes for labor 
and equipment with the prefix code and 12-digit 
code):

− XXXXX: Public Construction Work Guideline 
Codes (totally five digits)

−      : Code for function or specification (four 
digits for materials and miscellaneous items and 
six digits for labor and equipment)

− Δ: Code for pricing unit (one digit)
− L: Code for labor (prefix code)
− E: Code for equipment (prefix code)
− M: Code for materials (prefix code)
− W: Code for miscellaneous items (prefix code)

The code classification structure developed for 
the BIM system in this study can help project man-
agers to understand the type of each work related 
to the fire safety equipment, work structure, con-
nections among components, and unit price of 
each component in the project (Choi, Choi & Kim 
2014; Chou & O’Connor 2007). The WBS of the 
fire safety equipment work in the project is mainly 
divided into eight categories (Table  1). Each cat-
egory represents a type of the most fundamental 
work in the project, and each category is com-

Figure  1. Conceptual flowchart of the Web-based 
hybrid BIM cost-estimating system.
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posed of several subcategories. By comparing with 
the historical data of fire safety equipment in 10 
other projects, the components and their unit costs 
in the case of this study show no significant dif-
ferences from those data in more than 70% of the 
compared cases, indicating that the WBS catego-
rization developed in this study can be used as a 
standard.

3.3 Work categorization and relational matrix of 
the work components

The fire safety equipment work in this study is 
categorized into “fire extinguishing equipment”, 
“fire alarm equipment”, “refuge and escape equip-
ment”, and “necessary equipment for fire escape” 
in accordance with the categorization in the 
“Standard for Installation of Fire Safety Equip-
ment Based on Use and Occupancy” promulgated 

by the National Fire Safety Agency of the 
Ministry of the Interior in Taiwan.

According to related research and the basic 
requirements in governing legal regulations, fire 
safety equipment generally include fire extin-
guishers, indoor hydrants, outdoor hydrants, 
automatic sprinklers, manual fire alarm equip-
ment, emergency broadcasting equipment, direc-
tion indicating equipment, evacuation equipment, 
emergency lighting equipment, water supplying 
pipes, fire water reservoirs, and exhaust equip-
ment. Therefore, the content of the Web-based 
hybrid BIM cost-estimating system can satisfy 
the demand for cost estimation of at least 60% 
of the fire safety equipment used in buildings in 
Taiwan.

The amount of required manpower and work-
ing hours is evaluated on the basis of the working 
progress to estimate the unit price and labor ratio 
of each category of fire safety equipment and then 
calculate the installation cost of each category of 
equipment on the basis of the algorithm rules in 
the database. The relational matrix of the work 
components is illustrated in Table 2.

3.4 User interface flow of the Web-based hybrid 
BIM cost-estimating system

After the input of  the required information, 
such as quantity and unit cost, of  the fire safety 
equipment is completed, the Web-based hybrid 
BIM cost-estimating system exports all the data 
in the form of  a .txt file to the ODBC database. 

Table 1. Work breakdown structure of fire safety equip-
ment project.

Code Classification

EA Equipment and apparatus
TL Transportation & lifting
TW Tubing and wiring
TC Testing costs
IC Installation costs
DF Documentation fees
MD Maintenance and diagnostics
FV Fire technician visa fees

Table 2. Relational matrix of the work components in the project.

Work category Item no Work description EA TL TW TC IC DF MD FV

Firefighting equipment
M1052011106 Fire Extinguisher √ √ √
M1052011203 Fire sand √ √
M1392012108 Indoor fire hydrant √ √ √ √ √ √ √
M1393100004 Automatic sprinkler √ √ √ √ √ √ √ √

Fire Alarm device
M1385100008 Automatic fire alarm √ √ √ √ √ √ √ √
M1678100008 Emergency radio √ √ √ √ √ √ √

Evacuation equipment
M1653020006 Direction indica. Lamps √ √
M1052032104 Automatic descend. √ √ √ √ √ √

Fire rescue Necessary equipment
M1583200004 Exhaust equipment √ √ √ √ √ √ √
M1052042108 Emergency power sockets √ √ √

Maintenance/Diagnosis
L000002A10004 Regular diagnosis √
L000002A20004 Regular inspection √ √ √
L000002A30004 Non-regular inspection √ √ √
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When the system is connected to the Internet, 
users can view and modify their projects via the 
Web browser anytime and anywhere on devices 
or platforms connected to the Internet. The 
framework of  the BIM Web-based cost esti-
mation system is illustrated in Figure  2, and 
the following is an introduction to its function 
flows respectively for nonadministrators and 
administrators:

Function flow A: Nonadministrators
− Step 1: Log into the system as general users by 

entering their passwords;
− Step 2: Create a new project (continue with 

Step 3) or modify an existing project (jump to 
Step 8);

− Step 3: Input the information and data required 
for project such as basic information of the 
building, building site information, basic infor-
mation of fire safety equipment of different cat-
egories, budget list, and detailed price list. Then, 
the system will provide cost estimation examples 
and updated unit price information about each 
category of fire safety equipment for the refer-
ences of the users;

− Step 4: The input data will be imported into the 
cost estimation module to calculate the required 
quantities;

− Step 5: Complete the newly created project and 
obtain the initial cost estimation;

− Step 6: The data of the newly created project are 
stored in the Fire Safety Equipment Property 
Database for future modification or addition of 
any subproject;

− Step 7: After the creation of the project is com-
plete, the system can generate the budget list and 
detailed price list as well as provide related BIM 
2D drawings and documents;

− Step 8: After the completion of the new pro-
ject, the users can track and modify the project 
(Step 9) or import the .txt file of the BIM model 
quantity report into the binding module of the 
Web-based hybrid BIM system to update the 
quantity information stored in the BIM system 

Figure 2. User interface flow of the web-based hybrid BIM cost estimating system.

Figure 3. Models of fire safety system component and 
building element.

Figure  4. Quantity information of the fire safety sys-
tem components.

ICCAE16_Vol 01.indb   130 3/27/2017   10:31:38 AM



131

toward the quantity of fire safety equipment 
actually used in the project (Step 10) or upload 
the BIM 2D drawings (Step 11);

Function flow B: Administrators
− Step 12: Log into the system as administrators 

to maintain and update information in the sys-
tem on a regular and irregular basis;

− Step 13: Use of the administrator privileges, 
including: (a) maintain the Web-based hybrid 
BIM cost-estimating system and manage the 
general user access; (b) expand, maintain, and 
update the unit cost, detailed price list and total 
budget list of the fire safety equipment as well 
as the content of historical projects; (c) change, 
maintain, and update the content and format of 
the detailed price list, total budget list, and BIM 
2D drawings;

− Step 14: Updated data are stored in the Fire 
Safety Equipment Property Database for future 
maintenance and updating of the content in the 
system.

4 EMPIRICAL STUDY

4.1 Case description

The case in this study is a factory building (six 
floors above ground and one floor below) with 
a total floor area of 7,780  m2. The total project 
cost of this building is NT$ 67,690,000 (∼US 
$2,256,000). Then, in accordance with governing 
legal regulations, 3D BIM models of the follow-
ing fire safety equipment in a building must have 
fire extinguishing equipment, fire alarm equip-
ment, refuge and escape equipment, and necessary 
equipment for fire rescue.

4.2 Web-based hybrid BIM cost-estimating 
system

The Web-based hybrid BIM cost-estimating sys-
tem is used as a communication platform for 
drawing and cost estimation. First, the Web-based 
hybrid BIM system is used for the fire safety equip-
ment design and cost estimation of the above-
mentioned case. Second, the 2D CAD model is 
used for the fire safety equipment and cost esti-
mation of the same case. Then, the time and costs 
used in the two cost estimation methods are com-
pared. The process of  using the Web-based hybrid 
BIM cost-estimating system for cost estimation is 
shown below:

− Step 1: Build the 3D model of the building;
− Step 1.1: Build the models of parametric build-

ing elements;
− Step 2: Generate the drawings of fire safety sys-

tem components and set up their properties;

− Step 3: Generate the model of the fire safety sys-
tem (Figure 3);

− Step 4: The content of the inbuilt list-making 
tool of the BIM system is used to automati-
cally generate the quantity information of the 
required fire safety system components;

− Step 5: Import the BIM quantity information of 
the fire safety system components to the BIM 
cost-estimating system Figure 4);

− Step 6: Conduct unit price analysis and create 
the detailed price list;

− Step 7: Create the budget list.

In general, the 3D BIM models created by the 
Web-based hybrid BIM cost-estimating system 
in this study can fully represent the actual condi-
tions of the fire safety equipment in all aspects and 
then generate the detailed price list and budget list 
for cost estimation. By quantifying the evaluation 
criteria for each fire safety system component and 
evaluating the amount of required manpower and 
working hours on the basis of the working pro-
gress, the BIM system can estimate the unit price 
and labor rate of each component to calculate the 
costs of establishing different categories of the fire 
safety equipment in this case.

4.3 2D CAD cost evaluation method

The 2D CAD cost evaluation method is also used 
in this study to evaluate the same case as a com-
parison against the Web-based hybrid BIM system 
to find out the differences in the costs and benefits 
of these two cost evaluation methods. The process 
of using the 2D CAD cost evaluation method is 
shown below:
− Step 1: Create the 2D CAD drawings;
− Step 2: Create the “BLOCK” symbol drawings 

that represent the fire safety system components;
− Step 2.1: Create the shop detail drawing of the 

fire safety equipment;
− Step 3: Design the fire safety system and create 

the disposition plan of the fire safety system;
− Step 3.1: Create the riser diagram of the fire 

safety system;
− Step 4: Manually estimate the quantity of each 

component in the fire safety system and building 
element;

− Step 5: Conduct unit price analysis of the fire 
safety equipment and component;

− Step 6: Create the detailed price list for the cost 
estimation;

− Step 7: Create the budget list.

4.4 Comparison and discussion

By comparing the working hours required to 
evaluate the same case using the traditional 2D 
CAD method and the Web-based hybrid BIM 
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system in this study (see Table  3 for compari-
son results), it is found that the 3D BIM sys-
tem takes 19.6% and 22.2% less working hours 
than the 2D CAD method, respectively, to create 
the building (drawings) models and component 
(blocks) models. In the estimation of  the quan-
tity of  the system and component, the BIM sys-
tem takes 75% less working hours than the 2D 
CAD method because of  its automatic output of 
the component quantity information. However, 
the 3D BIM system requires 25% more working 
hours for the system and equipment layout than 
the 2D CAD method for the former to adjust the 
height of  each water pipe, electrical wire, and/or 
water duct to ensure its connection with the cor-
responding fire safety system component while 
the 2D CAD method just uses the schematic 
drawing with the shop detail drawing and the rise 
diagram as supplements to indicate 3D speci-
fications. Nevertheless, in terms of  the overall 
working hours, the 3D BIM method still requires 
22.2% less time than the 2D CAD method. It is 
because the 2D CAD method requires manual 
estimation of  the quantity, length, and height of 
the system, equipment, and component while the 
automation function of  the 3D BIM model can 
significantly reduce time required for these esti-
mation activities.

The above-mentioned case analysis and com-
parison results reflect the fact that the construction 
industry is a highly fragmented industry with a very 
detailed and complex division of work (Ahmad, 
Russel & Abou-Zeid 1995; Cheah & Chew 2005). 
With the integration of work information through 
the BIM system, the problems with complex divi-
sion of work can be solved. With the BIM system, 

design modifications and conflict detection can 
be done in the design stage, saving both time and 
money (Miettinen & Paavola, 2014). The BIM 
system is also helpful for the construction indus-
try to improve its design development efficiency, 
reduce working hours, prevent construction mate-
rial waste, and effectively improve productivity and 
design quality (Park et al. 2011). In the early design 
stage, the cost estimation using the BIM system 
can help architects and building owners to analyze 
the feasibility of building projects and effectively 
control the costs of the projects (Cheng, Tsai & 
Hsieh 2009).

By comparing the cost estimation of the 2D 
CAD method and the Web-based hybrid BIM sys-
tem for the same case (see Table 4 for comparison 
results), it is found that, with the same fire safety 
equipment categories and quantities, the cost of 
water pipes, electrical wires, and air ducts as well as 
the miscellaneous cost estimated by the Web-based 
hybrid BIM system are 5.7% less than those esti-
mated by the 2D CAD method, whereas the labor 
cost estimated by the BIM system is 2% less than 
that estimated by the 2D CAD method. In terms 
of the overall cost, the estimate of the Web-based 
hybrid BIM system is 2.2% less than that of the 2D 
CAD method.

As indicated by the comparison results, the 
Web-based hybrid BIM system has more accurate 
estimates of the pipe/wire/duct cost, miscellaneous 
cost, and labor cost, whereas its estimate of the 
total cost is 2.2% less than that of the 2D CAD 
method. With more accurate cost estimation, the 
BIM system is helpful for effective cost control.

By comparing the working hours of the Web-
based hybrid BIM system and the traditional 2D 

Table 3. Working hour comparison between the 2D CAD method and the Web-based hybrid BIM system.

Item
2D CAD method 
(working hour)

Web-based hybrid BIM system 
(working hour)

Cost–benefit 
analysis (%)

Creating building (drawings) models  56 45  19.6
Creating component (blocks) models  36 28  22.2
Layout of the system and equipment  8 10 −25.0
Quantity estimation of the system and 

component
 8  2  75

Total 108 84  22.2

Table 4. Comparison of cost estimations of the 2D CAD method and the Web-based hybrid BIM system.

Item 2D CAD method (US $1,000)
Web-based hybrid BIM system 
(US $1,000)

Cost–benefit 
analysis (%)

Equipment cost  54.5  54.5 0
Pipe, wire, and duct cost  29.3  27.6 5.7
Miscellaneous cost  10.3  9.7 5.7
Labor cost component  66.9  65.7 2.0
Estimate of total cost 161.0 157.5 2.2
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CAD method for the same case, we obtained some 
main results. First, the BIM system requires 75.0% 
less working hours than the 2D CAD method in 
the quantity estimation of the system and com-
ponent, 41.8% less working hours in the Creating 
building (drawings) models & creating component 
(blocks) models, and 22.2% less time in the total 
working hours.

The result is contributed by the following rea-
sons: (1) The system can allow different experts to 
work together whenever and wherever they need 
and, therefore, promote more efficient work coop-
eration. In addition, because of the component 
quantity data stored in the database, manual 
evaluation is not needed, which also helps to 
reduce time for design modification in the design 
planning stage. (2) In the Web-based hybrid BIM 
cost-estimating system, the basic information/
data about the evaluation items, component cost, 
component unit price, and so on, are stored in the 
database, which saves time to collect public infor-
mation about the price of each component or to 
visit suppliers to inquire the price. (3) The system 
also saves time for the production of the shop 
detail drawing and riser diagram for each compo-
nent of the system.

Second, by comparing the cost estimation of 
the Web-based hybrid BIM cost-estimating sys-
tem and the 2D CAD method, it is found that 
the total cost estimate of  the former is 2.2% less 
than that of  the latter. It is probably because of 
the following reasons: (1) The 2D CAD method 
only uses the schematic drawing with the shop 
detail drawing and the rise diagram as supple-
ments to indicate 3D specifications. Therefore, 
it is difficult for the 2D CAD method to have 
accurate estimates of  the lengths of  the pipes, 
wires, or ducts because of  the lack of  accurate 3D 
specifications. In addition, the measure standard 
may vary from people to people, which may also 
result in inconsistent estimation results. (2) The 
estimated lengths of  the pipes, wires, and ducts 
are positively correlated with the labor cost. With 
longer pipes, wires, and ducts to install, more 
labor is needed, which will also increase the total 
cost.

5 CONCLUSION

In this study, the Web-based hybrid BIM cost-
estimating system is developed with the intention 
of providing assistance to the cost estimation work 
in the early design stage of a building project and 
promoting the efficiency of the project implemen-
tation. To verify the feasibility and performance of 
the system, a case study is conducted by using the 
BIM system and the traditional 2D CAD method 
to evaluate the same case, and then the working 

hours and cost estimates of the BIM system and 
the 2D CAD method are compared. The com-
parison results indicate that the Web-based hybrid 
BIM cost-estimating system is better than the 2D 
CAD system in terms of estimation efficiency and 
accuracy.

It is probably because the Web-based hybrid 
BIM cost-estimating system is built on the basis 
of  work cooperation while its inbuilt database 
can directly display relevant information and 
quantity of  each component. Therefore, the sta-
tistic information/data of  the BIM system about 
the layout, relative position to building struc-
ture, and 3D specifications of  the components 
are more accurate and helpful for effective cost 
control than those of  the 2D CAD method. In 
addition, the BIM model system can incorpo-
rate the dimension, position, 3D specifications, 
and other information of  the equipment as 3D 
models inside the building structure; therefore, 
it can obtain accurate quantification data of  the 
equipment. Finally yet importantly, on the basis 
of  the requirements of  difference projects, the 
equipment quantity information can be modified 
and then directly exported via the database of  the 
BIM system or exported as a .txt report and then 
printed out. To conclude, the Web-based hybrid 
BIM cost-estimating system uses its database 
to integrate all the information/data and, as a 
result, makes it more convenient and fast for cost 
estimation.

Moreover, by incorporating the fire safety 
equipment into the 3D building structure model, 
the BIM system can accurately represent the spa-
tial configuration of the power line and cable tray 
(power supply), water pipes (water supply), and air 
ducts (exhaust system). Such a visualized design is 
helpful in eliminating problems caused by uncer-
tain factors (3D spatial configuration and quantity 
of required materials) in the initial cost estimation 
of a building project.

The restriction of this study lies in its exclusion 
of economic factors, such as net values, internal 
rate of return, price index, inflation rate, and inter-
est rate, in the cost estimation analysis. Therefore, a 
further analysis of sensitivity toward these factors 
is required. In addition, the influence of the life-
cycle cost of a building project for different types 
of relevant entities (such as owner, investor, devel-
oper, building administrator, and building opera-
tor) is also a topic that requires further exploration 
in future research on the economic benefits of fire 
safety equipment for buildings.

To promote future application of  the Web-
based hybrid BIM cost-estimating system, the 
technology acceptance model can be applied to 
determine the requirements and preferences of 
fire safety professionals in their cost estimation 
operation and explore their possible interest in the 
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BIM system, providing references for the future 
online application and digital learning of  this 
system.
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Test and parametric analysis of postfire seismic performance 
of SRC column–RC beam joints
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ABSTRACT: In order to study the hysteretic behavior of SRC column–RC beam joints after fire, fire 
and pseudo-static tests were carried out. On the basis of the experimental results, the numerical simulation 
was developed to study the influence of parameters such as heating time, axial compression ratio, concrete 
strength, and profiled steel ratio on the hysteretic behavior of the joint after fire. The results show that 
the bearing capacity and stiffness of joints will degrade after fire. With the increase of axial compression 
ratio, concrete strength, and profiled steel ratio of column, the bearing capacity and stiffness of the SRC 
column–RC beam joints were improved.

JGJ. 2001, YB. 2007). The H-shaped steel section 
encased in column is HW175 × 175 × 7 × 10, which 
is fabricated from Grade Q345. The longitudinal 
reinforcement, 18mm diameter bar, and transverse 
reinforcement, 10mm diameter bar, were used for 
both the columns and beams. The yield strength of 
bars is 345 MPa, and the concrete with grade C40 
for the specimens was constructed in specimens.

2.2 Test method

In this study, two types of  test were conducted: 
fire test and pseudo-static test. Figure 1 shows a 
fire furnace and setup of  the pseudo-static test. 
Specimen A was the control one, and pseudo-
static test was developed directly without fire 
condition. Specimens B and C were exposed to 
fire before the pseudo-static test. Specimens B 
and C were fire-tested under ISO834 standard 
fire (GB/T. 2008), whose heating times are 60 
and 90 min, respectively. The fire conditions were 
simulated in a burning furnace with dimensions 
3000 × 3000 × 1000 mm in the China Academy of 
Building Research.

1 INTRODUCTION

Building fire is not only a serious threat to peo-
ple’s lives and property, but also it causes damage 
to the building itself. Sometimes, although building 
collapses are not caused by fire, the structure per-
formance of building must be estimated to decide 
whether it can be used continuously. Because of the 
superiority of high bearing capacity, good earth-
quake resistance, and high stiffness, the Steel Rein-
forced Concrete (SRC) structure is widely used in 
high-rise buildings. At present, most of the studies 
on the column–beam joints are mainly focused on 
the seismic behavior at ambient temperature, and 
only few studies have been concerned with the seis-
mic behavior after fire.

In this study, three pseudo-static tests were con-
ducted, and the influence of heating time on the 
seismic behavior of the SRC column–RC beam 
joints after fire was determined. Then, the influ-
ence of bearing capacity and stiffness under cyclic 
loading was studied by numerical simulation.

2 EXPERIMENTAL PROGRAMS

2.1 Test specimens

Three specimens were used in the test: A, B, 
and C. The main purpose of the test is to inves-
tigate the influence of heating time on the seis-
mic behavior of the SRC column–RC beam 
joints, and three specimens are of the same. The 
joints 1960  ×  300  ×  300  mm for columns and 
2870 × 300 × 300 mm for beams were designed on 
the basis of the relate Chinese codes (JGJ. 1996, Figure 1. The furnace and test setup.
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After fire test, pseudo-static test was conducted, 
and three column–beam joint specimens were 
tested on a special steel girder frame for the 
pseudo-static test. Equal and opposite displace-
ments were imposed at the beam ends by hydraulic 
jacks, and the top and bottom of the column were 
pinned against translation. An axial load of 0.35 
column axial load capacity was applied on the top 
of columns. The test was displacement-controlled 
and the specimens were subjected to an increasing 
cyclic displacement up to its failure.

2.3 Hysteretic loops and envelopes

Table 1 shows the test results. The yield load (Py), 
maximum load (Pmax), and ultimate load (Pu) 
decreased with the prolongation of heating time. 
The bearing capacities of J2 and J3 are 85.2%, 
72.9% of those of J1. Ductilities of the joints are 
2.59, 2.53, and 2.0, respectively, which shows that 
the bearing capacities of the specimens reduced 
significantly when the heating time exceeds 60 min. 
Hysteretic loops and envelopes of the specimens 
are shown in Figure 2. An obvious pinch effect was 
observed in the hysteretic loops, primarily due to 
the slip between the reinforced bars, profiled steel, 

and concrete. The area surrounded by the hystere-
sis loops of Specimen A is larger than that of Spec-
imens B and C, showing that when undergoing fire, 
the energy dissipation capacity would decrease. 
From the envelopes, the stiffness of the joint also 
decreased with the prolongation of heating time.

3 FINITE-ELEMENT ANALYSES

On the basis of the pseudo-static test after fire, 
parameter analysis was carried out to study the 
influence of parameters such as heating time, axial 
compression ratio, concrete strength, and steel 
ratio on the hysteretic behavior of joint after fire. 
A total of 10 finite-element models of SRC col-
umn–RC beam joint were established by using the 
general finite-element package, ABAQUS/Stand-
ard v6.10, as shown in Figure 3. The values of the 
parameters are shown in Table 2. For validation, 
Specimens J1, J2, and J3 are test pieces simulated 
by the finite-element method.

Thermo-structural analysis was conducted to 
simulate the behavior of the SRC column–RC 
beam joints after fire. For thermal analysis, concrete 
and profiled steel were modeled with the element 
DC3D8, which was replaced by the element C3D8R 
in structural analysis. Element DC1D2 was used to 
model the reinforcement bar and replaced by the 
element T3D2 during structural analysis. ISO834 
standard heating curve is used as the heating curve 

Table 1. Test results.

Specimen

Py Δy Pmax Δmax Pu Δu

kN mm kN mm kN mm

A 67.7 14.8 100.1 33.4 84.6 38.3
B 55.9 16.3  85.2 36 72.3 41.2
C 53.9 18.5  72.9 32 64.5 37.1

Figure  2. Load-displacement hysteretic loops and 
envelopes.

Figure 3. Model of the finite analysis.

Table 2. The parameters.

No.

Heating 
time
min

Axial 
compression 
ratio

Concrete 
strength
MPa

Steel 
ratio
%

J1 – 0.35 40 4.96
J2 60 0.35 40 4.96
J3 90 0.35 40 4.96
J4 120 0.35 40 4.96
J5 60 0.45 40 4.96
J6 60 0.55 40 4.96
J7 60 0.35 30 4.96
J8 60 0.35 50 4.96
J9 60 0.35 40 4.23
J10 60 0.35 40 6.72
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and the cooling process is considered to be a straight 
line. The heat radiation and heat convection are 
considered in heat analysis. Because of the analy-
sis focusing on the postfire behavior of the joints, 
as the temperature field of the joints was known, a 
special program was used to extract the maximum 
temperature of each element in the whole process of 
heating and cooling. On the basis of the maximum 
temperature of the element, the correct constitutive 
model of concrete was chosen in structural analysis.

For structural analysis, the concrete and steel 
are considered as isotropic materials, and the bond 
slip between concrete and profiled steel and the slip 
between concrete and reinforcement bars are not 
considered. The relationship between stress and 
strain of concrete at high temperature was adopted 
in accordance with Zhoudao Lu (Zhoudao Lu et 
al. 1993), and the constitutive relation model of 
steel after high temperature recommended by Lin-
hai Han (Linhai Han. 2007) is used as the material 
constitutive relation. In order to better simulate 
the damage process of concrete, the concrete dam-
age plasticity model is used, which could simulate 
the concrete cracking and crushing conveniently.

Figure  4 compares envelopes of the test with 
numerical simulation. It is evident from the figure 
that the bearing capacity gives a close prediction of 
the test results. The stiffness value obtained from 
numerical simulation is larger than that of the test, 
which is mainly because of some simplification in 
the numerical model, such as homogeneous material 
of concrete, no slip between concrete and profiled 
steel, no slip between concrete and reinforced bars, 
and the support restraint ideally. The difference 
between test results and numerical simulation 
results is in the control scope and acceptablity.

4 PARAMETRIC STUDY ON BEARING 
CAPACITY AND STIFFNESS OF JOINT 
AFTER FIRE

4.1 Heating time

Figure  5 illustrates envelopes of the joints at dif-
ferent heating times. It can be seen that the bear-
ing capacity of the specimen decreases gradually 
with the prolongation of heating time. The bearing 
capacities of J2, J3, and J4 are 85.2%, 75.6%, and 
54.2% of those of J1, respectively. The stiffness val-
ues obtained from the simulation of J1–J4 are 3.71, 
3.15, 2.59, and 1.69 kN/mm, respectively, for three 
specimens, which show that the prolongation of the 
heating time would lead to the stiffness degradation. 
The material properties deteriorate at high tem-
perature, which causes degradation of the bearing 
capacity and stiffness. When heating time exceeds 
120min, the bearing capacity and stiffness decreased 
sharply, about half of those of specimen J1.

4.2 Axial compression ratio

According to specification regulated data in the Tech-
nical Specification for Steel Reinforced Concrete Com-
posite Structures, the axial compression ratios were 
assigned as 0.35, 0.45, and 0.55, respectively. Figure 6 
shows envelopes of J2, J5, and J6. It is found that 
the influence of axial compression ratio on the bear-
ing capacity of the joints is very small. The bearing 
capacities of the three specimens are 90.3, 93.6, and 
101.39 kN. And the simulation gives stiffness values 
of 3.15, 3.25, and 3.43 kN/mm, respectively. There-
fore, the axial compression ratio increase can lead to 
the stiffness increase, but the amplitude is very small.

4.3 Concrete strength

For this investigation, concrete strengths C30, C40, 
and C50, are selected, which are commonly used 

Figure 4. Envelopes of the test and numerical simulation.

Figure  5. Effect of heating time on strength and 
stiffness.
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in engineering practice. The envelopes, as shown 
in figure 7, of Specimens J7, J2, and J8 illustrate 
that the bearing capacity and stiffness of the joint 
increased effectively when the strength of concrete 
is improved, as well as the stiffness, which are 3.07, 
3.15, and 3.36  kN/mm, respectively. The bearing 
capacities of the three specimens are 82.1, 90.3, 
and 107.6 kN, respectively.

4.4 Profiled steel ratio

The influence of profiled steel ratio was examined 
by changing the cross section of steel. The type 
of profiled steel is based on the regulations of the 
Technical Specification for Steel Reinforced Con-
crete Composite Structures, and the profiled steel 
ratios of J9, J2, and J10 are 4.23%, 4.96%, and 
6.72%, respectively. The results in Figure 8 indicate 
that the bearing capacity and stiffness are greater 
when the profiled steel ratio is improved. The val-
ues of stiffness are 2.25, 3.15, and 3.71  kN/mm, 
respectively.

5 CONCLUSIONS

The fire test and pseudo-static test were con-
ducted to study the seismic performance of SRC 
column–RC beam joints. Then, on the basis of the 
test, the finite-element analysis was developed to 
conduct parameter study. The test and numeri-
cal simulation results indicate that the bearing 
capacity and stiffness will degrade after fire, and 
the longer the heating time, the more is the dete-
rioration effect. The increase of axial compression 
ratio, concrete strength, and profiled steel ratio 
of column can lead to the significant improve-
ment of bearing capacity and stiffness of the SRC 
column–RC beam joints, except for the axial com-
pression ratio, which has a small influence on the 
bearing capacity.
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ABSTRACT: The Project Team Collaborative Efficiency Simulator (PTCES) proposed by Tsai and 
Huang (2015) was an agent-based simulation tool helping project managers to estimate the workflow effi-
ciency resulted from the collaborative behaviour of the team members. Applying the PTCES, this study 
continuously extended the practice of efficiency estimation to the architectural design project team and 
facilitated the architectural design project efficiency evaluation. A case of four-floor nursery school build-
ing design was studied in this paper including verification, validation and sensitivity analysis experiment 
steps. According to simulation results of the case study, the efficiency bottleneck activities of the design 
process were revealed, and the collaboration willing threshold, communication unit time and the excep-
tion probability were found to be the most significant factors influencing the design process efficiency 
(EC) and the project design duration.

and how organisation design and communication 
tools change team coordination capacity and 
project performance. Based on the VDT founda-
tion, Levitt (2012) illustrated the method apply-
ing agent-based simulation, such as VDT model, 
to help managers design the work processes and 
organisation of project teams engaged in a great, 
semi-routine but complex and fast-paced projects. 
Although the large numbers of organisational and 
individual level behavioural parameters available in 
the VDT model can potentially represent cultural 
phenomena, the social factor is one of the essen-
tial perspectives for developing the next generation 
simulation model (2012). To enhance the social col-
laborative capability of the project team in the sim-
ulation model, Tsai and Huang (2015) adopted the 
social network philosophy and the Agent-Based 
Modelling and Simulation (ABMS) approach to 
develop the Project Team Collaborative Efficiency 
Simulator (PTCES), which breaks the project team 
into individual agents and modeling the behaviors 
and the social network to simulate the collabora-
tive interactions and performance.

The simulation approach provides a useful way 
to evaluate the dynamic status of  a project team 
efficiency. With repeatable scenario experiments, 
we can access not only the collaboration perfor-
mance but also the efficiency improvement strate-
gies by using the simulation approach. Following 
this idea, this study focused on the architectural 
design project team and continuously used the 
PTCES to facilitate the collaborative efficiency 
analysis of  social-network-based and agent-based 
simulation.

1 INTRODUCTION

In many project tasks, teamwork plays a vital role 
in getting things done and the efficiency of the 
results. Effective teamwork is one of the predictors 
of organisational success since it can cause rapid 
information exchange and increase responsiveness 
(Farhangian et al. 2013). The design is a complex 
process which always involves many participants 
from different disciplines to work together during 
the design process (Girard & Robin 2006). There-
fore, design collaboration becomes a crucial element 
in the design process and has a significant effect 
on the final design performance (Yin et al. 2011). 
Moreover, large scale and multidisciplinary archi-
tectural and engineering projects (e.g., the design 
of a commercial building) are often complex. They 
usually involve many interdependent activities and 
require intensive collaboration among actors (i.e., 
designers) to deal with activity interdependencies 
(Jin & Levitt 1996). To make such projects more 
effective and efficient, managers need to under-
stand where collaboration requirements are and 
whether the collaborations could be finished effi-
ciently and effectively by the current project team. 
Consequently, a large amount of research has 
paid attention to improving collaborative design 
performance (Girard & Robin 2006; Bstieler 2006; 
Busi & Bititci 2006; Lahti et al. 2004; Easley et al. 
2003; Jin & Levitt 1996).

Jin and Levitt (1996) successfully developed 
the Virtual Design Team (VDT), a computational 
model of project organisations, to analyse how 
activity interdependencies raise coordination needs 
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2 METHOD

2.1 Problem description

The social-network-based Project Team Collabo-
ration Efficiency Simulation (PTCES) model has 
been developed for the performance analysis of 
project teams by Tsai and Huang (2015) using the 
ABMS approach and has also appropriately used 
to simulate the construction project duration and 
cooperation efficiency of the project team. Since 
the PTCES is an ongoing research project aiming 
at estimating the project team performance with 
different organisational structures and collabora-
tion mechanisms, this study adopts the PTCES to 
evaluate the collaborative efficiency of the project 
design team for validating the soundness of the 
PTCES and even discovering the essential impact 
factors of design performance.

The design process itself  is the result of collabo-
ration developed by the designers during the design 
phrase (Girard & Robin 2006). A building design 
process composed of the designing activities can be 
revealed by extracting the functional requirements 
of the owner, and executed by the corresponding 
actors of the design team. The PTCES crumbled 
the activities of design processes into single-actor-
performed ones to bring the simulation model into 
a micro-level perspective so that users can model 
the detail behaviors of designers with their interde-
pendencies and relevant information/skills.

Following the ABMS philosophy, team members 
are modeled as agents possessing individual char-
acteristics and social network properties, kept 
performing assigned activities not only dealing 
with information but by also communication with 
one another through his/her existing connections 
in both the formal and informal networks. That 
is, team members need to communicate with the 
neighbors via their collaboration networks for their 
insufficient information or skills.

2.2 Project team collaborative efficiency 
simulation

The PTCES (Tsai & Huang 2015) refers to the 
information-processing view of organisations in 
the VDT model (Jin & Levitt 1996; Anon 1999; 
Fridsma 2003) to calculate the design process col-
laboration efficiency. Accordingly, the following 
mathematical relations referred to Jin and Levitt 
(1996) are applied to be the foundation of effi-
ciency calculations of the PTCES.

For a given activity of a building design project, 
TW presents the total work volume of it, which is 
the sum of the Primary Work volume (PW) and 
the Collaboration Work volume (CW) as shown in 
Equation (1).

TWi = PWi + CWi (1)

where the TWi, PWi and CWi are the corresponding 
TW, PW, CW of the activity i.

Besides, the PW consists of originally-planned 
Production Work (PWo) and the production for 
rework (PWr) resulted from the failure of the origi-
nal production work as shown in Equation (2).

PWi = PWoi + PWri (2)

where the PWi, PWoi and PWri are the correspond-
ing PW, PWo, PWr of the activity i.

From Equation (1) and (2), TW is the sum of 
the PWo, PWr and CW (Equation  3); the spent 
time of PW is the sum of the processing time of 
PWo, PWr and CW (Equation 4).

TWi = PWoi + PWri + CWi (3)
tTWi = tPWoi + tPWri + tCWi (4)

According to Equation (4), for management 
viewpoint, we could say the project team is per-
fectly well performed if  the time of TW (tTW)equals 
to the time of PWo(tPWo). Therefore, the ratio (EC, 
Efficiency coefficient) of tPWo and tTW is the pres-
entation of activity efficiency. As Equation (5) 
shows, lower EC implies that more PWr time (tPWr) 
or CW time (tCW) has occurred during the project 
performed and vice versa.

EC
t
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where ECi (0 ≤ ECi ≤ 1) presents the efficiency coef-
ficient of activity i, and ECp (0 ≤ ECp ≤ 1) is the 
efficiency index of the whole project performed by 
the team members.

Besides, since PTCES assumes one communi-
cation task takes one-unit time in the simulation 
model, the CW time spent by an actor for one 
activity depends on the total communication fre-
quencies between him and his coworker.

Unlike CW time, as shown in Equation (7) 
and (8), PWo time and PWr time will be calculated 
according to actor’s information processing speed 
and the work volumes (PWo and PWr).

RPSji = [x ∼ poisson(APSji)] (7)

t
PWoWW
RPSPWo iWW ji

i

jiS( ) =  (8)
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where RPSji is actor j’s Random Processing Speed for 
action i; APSji is actor j’s Average Processing Speed 
for action i; tPWo(ij) is the PWo time of activity i per-
formed by actor j; tPWr(ij) is the PWr time of activity 
i performed by j; the PWoi(t) is primary production 
work volume of activity i at time t, and PWci(t) are 
the correction production work volume of activity i as 
exception occurred to activity i at time t.

Based on Equation (7), (8) and (9), the PWo time 
and PWr time can be calculated according to Actor 
j’s RPS which is randomly generated by the Pois-
son distribution function of Actor j’s APS. In this 
study, the values of actors’ APS need to be surveyed 
with the project team members. According to the 
aforementioned mathematical model, Figure  1 
illustrates the primary function of PTCES.

2.3 Data collection of case study

This study applied a real building design project 
case for testing the soundness of the PTCES and 
discovering the potential strategy of design effi-
ciency enhancement. The historical data of the 
study case are collected by deep interviews with 
the project managers and observation surveys for 
the design actors of the architectural and planning 
firm. Table 1  shows the 43 activities of the four-
floor nursery school building design case, which 
are the process data inputted to the PTCES. The 
actual design time in Table  1 are compared with 
the simulation results to calibrate the simula-
tion model. Figure 2 reveal communicative social 
network of the team members that will be trans-
ferred to the collaborative design network matrix 
and actors’ skills and information list as shown in 
Figure 1.

Figure  1. Inputs and outputs PTCES (Tsai & Huang 
2015).

Figure  2. (a) Project team structure (formal relation-
ships); (b) Collaborative design network of project team.

Table 1. Design activity schedule of the study case.
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2.4 Simulation plan

To facilitate the collaborative performance 
analysis of the building design teams by using 
ABMS and social network philosophy, this study 
continues applying the PTCES above as the tool 
for simulation experiments. Four steps, namely, 
(1) calibration, (2) verification, (3) validation and 
(4) sensitivity analysis, are included in the simula-
tion plan.

3 RESULTS

3.1 Calibration

While running simulations in PTCES, the tunable 
parameters of the PTCES includes (1) exception 
(failure) probability (Pe), (2) failure for rework 
probability (Pr), (3) unit time of communication 
(Cu), (5) correction volume ratio(Cr), and (6) col-
laborative willing threshold (Ŵ) (Tsai & Huang 
2015). The values of all parameters vary from pro-
ject to project. Accordingly, we can only estimate 
the value range of each parameter by interviewing 
the staff  of the studied project team and survey-
ing the historical data. Since users need to set up 
the default values of all parameters in the PTCES, 
this study tunes the case model based on the sur-
veyed value ranges to approach the actual state of 
the project. Table  2  shows the calibration result 

and  the corresponding parameter settings which 
fit the actual performance mostly. The validation 
and the following experiments could be performed 
with the same parameter settings in Table 2.

3.2 Verification

The statistical verification, including the discrete 
degree and the t-test approaches, is applied to 
ensure the soundness of the simulation model of 
the case study and the PTCES (Xiaorong Xiang 
et al. 2005; Sargent 2012). Table 3 shows the dis-
crete degrees of the case study simulations (100 
experiments and 150 simulations per experiment). 
According to the standard deviation and mean 
absolute deviation of each estimated value, since 
they are relatively small, we could say that the sta-
bility of the PTCES is acceptable.

3.3 Validation

After calibration and verification, the outputs 
of the conceptual model of the PTCES and the 
case study are verified to be correct, consistent, 
and stable. In this step, we further compared the 
simulation outputs with the actual performance 
in the real project to validate the reasonability of 
the addressed conceptual model (Xiaorong Xiang 
et al. 2005).

Figure 3 shows the result of each design activ-
ity simulated by the PTCES of the case study. The 
average value of EC of the whole project is 0.54 
and the project design total time is 120 days. The 
histogram diagram in Figure  3  shows the time 
spent in each activity, including PWo time, PWr 
time and CW time; the line chart illustrates the EC 

Table  2. Calibration Results with 100 experiments 
(300 simulations per experiment).

Parameter settings after calibration:
Pe = 30%, Pr = 40%, Pc = 40%, Cr = 40%,
Wthr = 0.1, Cu= 1.2

Output 
factors

Process 
duration 
(Days)

PWo 
Time
(Days)

PWr 
Time
(Days)

CW
Time
(Days) EC

Values after 
calibration

119.39
(118*)

66.73 15.26 46.5 0.54

*actual project design duration.

Table 3. The stability of the PTCES outputs.

Factors

Project 

Duration PWo Time PWr Time CW Time

Average 
EC
(0≤EC≤1)

Average 118.67 day 66.81 day 15.11 day 46.24 day 0.54
SD  1.628  0.759  0.722  1.151 0.024
MAD  1.364  0.617  0.607  0.971 0.020

SD: Standard Deviation, MAD: Mean Absolute Deviation.

Figure  3. Design time and EC value of each design 
activities (estimated by PTCES).
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value of each activity. Ideally, we need to validate 
the results with the real values of the project; how-
ever, it almost impossible to collect the exact time 
spent for each activity. Accordingly, this study can 
only verify the results in Figure 3 with the roughly-
estimated values by interviewing all project staff.

The distribution of the output values in 
Figure 3 match the estimation of the interviewed 
staff. Taking activity AEC21 (Building sections and 
elevations design) as an example, since the architect 
needs to collaborate with the actors “C1”, “E1”, 
“F1” and “G1” to integrate the design results, the 
efficiency of the activity AEC21 is below 30% in 
average. Accordingly, the simulated efficiency of 
the activity AEC21 is 26.3% which is reasonably 
within the range estimated by the architect.

Meanwhile, based on the time distributions 
and the efficiency values of all activities, we can 
also discover the bottlenecks of the efficiency 
and the project duration (total design time). 
Figure  4  shows the distribution of each activity 
with its TW and EC values. Taking EC = 0.5 and 
TW = 6.2 day (average time) as the thresholds, the 
coordinate can be divided into four zones (Zone 
“A”, “B”, “C” and “D”). For the company, the 11 
activities in the zone “D” would be the critical per-
formance bottlenecks of the workflow because of 
very low EC values and long durations.

Summarily, the model after the verification and 
the validation provides the quantitative and mean-
ingful information inside the design workflow. 
Managers could discover the potential efficiency 
bottlenecks and causes related to the social net-
works of the project team.

3.4 Sensitivity analysis

According to the results of the sensitivity analysis, 
the highly-influencing parameters of the project 
efficiency can be determined. Meanwhile, since the 
all the parameters in the PTCES, i.e., Pr, Pe, Cr, Ŵ, 
and Cu, are holistic factors of a project, the project 

managers could find the way improving the total 
project efficiency from the global perspective.

Figure 5a shows the liner adverse effect on the 
EC of each parameter, in which the collaborative 
willing threshold (Ŵ) provides the highest influ-
ence on the project efficiency as the incremental 
percentage is positive, and the unit time of com-
munication (Cu) is the factor with the most signifi-
cant impact in the negative incremental percentage 
area. In Figure 5b, Ŵ is still the most significant 
factor for the project design time, while the Pe is 
the secondary one. Therefore, how to reduce Ŵ and 
Cu values could be the vital issue for enhancing the 
efficiency, and Ŵ and Pe are primary factors con-
trolling the total project design time.

4 CONCLUSIONS AND FUTURE WORKS

By using the PTCES proposed by Tsai and Huang 
(2015), this study facilitated the architectural design 
project efficiency evaluation. A small but complete 
building project design case was addressed to be 
the test model in this study. Following the frame-
work of the PTCES, the communicative design 
network of the project team, the design process 
with all activities and their corresponding infor-
mation were collected to build a simulation input 
data model. Through the calibration, verification, 
and validation experiment steps, we can grasp the 
estimated quantitive efficiency information of the 
global project and the one in the manner of micro 
perspective.

Based on the simulation, the potential efficiency 
bottleneck activities can be revealed, and the cause 
could be analysed by tracing back to the social net-
work features and the interdependency relationship 
between activities. Moreover, with the sensitivity 
analysis results, the collaborative willing threshold 
(Ŵ) and the communication unit time (Cu) are the 
highest influence factors on the project efficiency.

Summarily, in this study, the architectural design 
project with a small design team was modelled and 
simulated successfully with the PTCES. However, 
due to the limitations and model assumptions of Figure 4. Activity EC—TW distribution diagram.

Figure  5. Sensitivity analysis for (a) EC and (b) total 
project design time (total duration of the architectural 
design project).
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the PTCES, some specific and unusual features of 
the studied case were ignored or simplified. How 
to modify the model of the PTCES to match the 
behaviours of the project team in AEC industry is 
the critical issue in the future.
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Field assessment of window daylighting with prismatic glazing
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Y.P. Lei
Suzhou Institute of Building Science Group, Suzhou, China

ABSTRACT: Prismatic glazing has the potential to improve indoor luminance levels and luminous 
comfort. Through field measurements and the comparison with Desktop Radiance simulation results, 
this study shows that using prismatic glazing at side windows can improve indoor luminance levels and 
luminance uniformity, especially for inner spaces. The technology can work effectively in both sunny 
and cloudy days with better performance in the former. Prismatic glazing systems refract light into inner 
spaces and thus can provide better luminous comfort environment for building occupants.

downward to the inner spaces. The prismatic film 
works similarly to the light shelf, but no light will 
be blocked by the light shelf  panels.

Prismatic glazing has wide applications. It can be 
utilized in elevation side windows to increase daylit 
areas and spaces as well as to improve luminous com-
fort by luminance uniformity (Figure 3). Prismatic 
glazing can also be utilized in skylight in atrium of 
courtyard to increase the daylit hours (Figure 4).

1 DAYLIGHTING MEASURES

Daylight is an effective resource to improve the 
health and energy savings of indoor occupants 
(HesChong Mahone Group Inc. 2003). In gen-
eral, there are two methods for daylight: skylight 
daylight and side window daylight, with the latter 
having much wider applications. Limited by the 
aperture parameter factors such as size, shape, and 
position, providing good daylight for large depth 
spaces through side-windows presents a challenge.

To improve daylight area, two approaches are 
often utilized: light shelf  on the window or a solar 
tube on the roof or above the basement. Light shelf  
can reflect daylight to the ceiling and then reflect 
to the inner spaces. The solar tube has a similar 
function to skylight but through more modular 
structure and intensive light accumulation.

Because of dust accumulation on the panels, it is 
necessary to maintain routine housekeeping to clean 
the light shelf so that the light reflective system can 
work effectively. Meanwhile, adding the light shelf  
may bring hurdles to elevation maintenance.

Basically, solar tubes are utilized in the top floor 
or the first floor of basement, and the utilization 
of solar tubes in other cases is very rare.

2 DAYLIGHT WITH PRISMATIC 
GLAZING

The mechanism of prismatic glazing is adding a 
sawtooth prismatic film between double-glazing 
(Jiangsu HURD, 2013) so that the light passing 
through prismatic film will be majorly refracted 
upward to the ceiling (Figure 2) and then reflected 

Figure 1. Light shelf  on the windows.

Figure 2. Light transmittance through prismatic film.
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As a new light directive guidance system, 
prismatic glazing systems can reduce the excessive 
daylight close to the window areas by reflect light 
to the inner spaces and thus can improve the daylit 
area and luminance uniformity. As light is refracted 
in the prismatic film, the appearance of prismatic 
glazing is translucent. In many cases, it is utilized 
in the clearstory and combined with conventional 
glazing in the low windows so as to accommodate 
both the visual and daylighting functions in office 
buildings (Figure 5).

3 FIELD ASSESSMENT CASE STUDY

The ground floor of Sumin Decoration Company 
Office Building was chosen as the field assessment 
study case. The exterior and interior of the building 
are shown in Figures 6 and 7. The floor plan and 
field measurement spots grid set according to Liu 
(2010) and Standard GB/T5699 (GAQSIQ, 2008) 
are illustrated in Figure 8.

Field measurements are conducted throughout for a 
year. For simplification, the Spring Equinox, Summer 
Solstice, Autumn Equinox, and Winter Solstice are the 
typical times for field measurement (Yun, 2007).

Although the field measurement results were 
collected through each hour from 9 AM to 5PM, 
according to the LEED requirement (USGBC, 
2009), field measurement results were presented as 
9 AM, 12PM, and 15PM for both sunny days and 
cloudy days in this paper.

4 FIELD MEASUREMENT RESULTS VS. 
SIMULATION DATA

The field measurement results of luminance lev-
els within the ground floor were compared with 
Desktop Radiance (LBNL, 2016) simulation data 
for analysis. The sunny summer season results and 
cloudy autumn season were presented.

4.1 Summer sunny day’s data

From Table  1, in sunny days at 9  AM, the exte-
rior direct sunlight is majorly on the east side. 
The luminance levels on the west side are higher 
than the simulated ones with conventional glazing, 
especially at the areas close to west side windows.

At 12PM, the luminance levels on the west side 
are overwhelmingly higher than simulated data 

Figure 3. Prismatic glazing on the side windows (Suzhou 
linshine optronics building).

Figure  4. Prismatic glazing on the atrium (Kushan 
Hushi electronics office building).

Figure  5. Combined prismatic and conventional glaz-
ing (Shanghai green building technology incubator 
building).

Figure 6. Exterior of Sumin Decoration Office.
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bution. Simulated data showed that the luminance 
may reach 33137 Lux with direct sunlight and strong 
solar radiation at the space 4 m from west side win-
dows, while only around 278 Lux at the space 20 m 
from windows. This may cause luminous discomfort 
and glare issues. In the field measurement, the cor-
responding luminance levels are 3089 and 490 Lux 
and thus the luminance contrast is reduced from 
119 to 6.3 by using prismatic glazing (the cells in 
Table 1 marked as “X” mean there is a column so 
that no measurement was conducted at this point).

4.2 Autumn cloudy day’s data

The data of autumn season cloudy days are pre-
sented in Table 2. The data are field measurement 
of the luminance levels on the east side of the 
building with prismatic glazing and simulated data 
with conventional glazing.

At 9  AM, the luminance levels with prismatic 
glazing are higher than the data with correspond-
ing conventional glazing, except the data at spots 
4 m from window, where the prismatic reflect light 
to the inner spaces and increase the luminance 
levels.

At 12PM, at spots 20  m from window with 
prismatic glazing, the luminance levels are 100% 
higher than the data with conventional glazing.

At 3PM, the luminance difference with pris-
matic glazing and conventional glazing is not 
significant. Although the luminance with pris-
matic glazing at spaces within 10  m to window 

Figure  7. Interior of ground floor of Sumin Decora-
tion Office.

Figure 8. Field measurement spots grid.

Table 1. Luminance levels with conventional and prismatic glazing (summer sunny days, west side).

with conventional glazing, especially at the inner 
spaces where the luminance levels increased from 
72% to 81%.

At 3PM, the luminance levels with prismatic glaz-
ing have a much better luminance uniformity distri-
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are lower than the data with conventional glaz-
ing, at the inner space 20  m from windows, the 
luminance levels are still around 30% higher than 
the luminance with conventional glazing at the 
east side of  the building. Tables 1 and 2 indicate 
that even prismatic glazing systems have better 
luminous performance on luminance level and 
luminance uniformity improvement than conven-
tional glazing in sunny days; the system still work 
effectively in cloudy days, especially at the inner 
spaces.

5 CONCLUSIONS

This paper introduced the properties and advan-
tages of prismatic glazing system. By comparing 
the indoor luminance levels measurement with 
prismatic glazing to Desktop Radiance simulation 
results with conventional glazing, we summarized 
the following features with prismatic glazing:

1. Prismatic glazing can provide better luminance 
levels and luminance uniformity for interior 
spaces, especially for inner spaces.

2. Prismatic glazing can avoid direct sunlight with 
conventional glazing by refracting light into inner 
spaces and thus can provide better luminous 
comfort environment for building occupants.

3. Both the incident light angle and intensity will 
affect the performance of prismatic glazing sys-
tem for side window daylight.

Table 2. Luminance levels with conventional and prismatic glazing (autumn cloudy days, east side).

4. Side window prismatic glazing systems can 
significantly improve the luminance levels for 
spaces over 10 m from windows.

5. Prismatic glazing can improve indoor lumi-
nance levels for both sunny days and cloudy 
days while the improvement of luminance levels 
is more obvious and effective in sunny days.
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ABSTRACT: In the driving face of rock roadway in underground engineering, local dynamic phenomena 
or dynamic disasters often occur, such as rockburst, pressure bump, shock bump, etc, in which the occur-
rence of rockburst in the driving face is more frequent. In order to study its formation mechanism, a stress 
inclusion was assumed to exist in front of the driving face of rock roadway based on the “locked in” stress 
hypothesis and the mechanical model of driving roadway was simplified under consideration of “locked 
in” stress. Then based on the basic theory of elastic mechanics, the stress distribution laws of the rock 
around a stress inclusion under the combined stress of the overlying rock and the inclusion was deduced. 
By analyzing the stress distribution of the surrounding rock of the inclusion, a conclusion is obtained that 
when there is a certain distance from the driving head to the inclusion, the surrounding rock would be 
destroyed along the direction of the maximum principal stress. When the excavation work is close to the 
inclusion, the rock between destroy weak surfaces will be thrown to the excavation space causing dynamic 
disasters under the combined stress of the overlying rock and the inclusion and left the crater section of 
“V” type. The mechanical analysis results of this paper can provide theoretical support for the prevention 
of rockbursts in the excavation process of underground geotechnical engineering.

contributions. Xie (1993) used the method of 
fractal geometry to study the occurrence mecha-
nism of rockburst. Ge and Lu (1999) simulated 
rockburst behavior and preliminarily discussed 
the rockburst phenomenon in the tunnel based on 
the concept of DDA (Discontinuous Deformation 
Analysis) and artificial jointing. Chen et al. (2009) 
simulated the failure process of rock under differ-
ent conditions by laboratory experiments and put 
forward the index of judging the occurrence of 
rockburst from the point of view of energy. Qin 
et al. (2009) expounded the source, destination and 
the release reason of the energy of the deformation 
rockburst from the point of view of energy and put 
forward the principle of the energy storage of the 
rock mass. However, these research results can not 
explain the localization of dynamic disasters about 
rock and the formation of the pit of “V” type.

Considering the non homogeneity of  rock 
mass and its complicated physical and mechani-
cal environment, the “locked in” stress hypoth-
esis proposed by Academician Tan in 1979 is an 
important theory about the occurrence of locali-
zation, the hypothesis thinks that the “locked in” 
stress is the cause of rock engineering disasters 
(Tan 1979, Tan & Kang 1980, Tan & Kang 1991). 
Academician Qian et  al. discussed the existence 
of “locked in” stress from the point of  view of 

1 INTRODUCTION

Local dynamic phenomena or dynamic disasters 
such as rockburst, pressure bump and shock bump 
often take place in the driving face of rock roadway 
of underground engineering, in which, especially, 
rockburst occurs frequently. Rockburst is one of 
geological hazards about dynamic instability in 
the mining process of underground cavity under 
high geostress, the cave wall will arise stress differ-
entiation due to unloading function caused by the 
excavation of surrounding rocks, the elastic strain 
energy stored in rock mass is released suddenly 
and at the same time the rock mass will generate 
burst loose, peeling off, ejection and even throwing 
phenomenon (Xu & Wang 2000). After the occur-
rence of rockburst, the crater section of “V” type 
often appears (Tan 1989, Feng et  al. 2012, Chen 
et al. 2012, Zhou et al. 2015). Rockburst seriously 
affects the construction schedule of underground 
excavation works, damages the support and con-
struction equipment and endangers the safety of 
the workers (Wang et  al. 2003). However, due to 
the complexity of the rockburst phenomenon, it 
is still one of the worldwide difficult problems of 
rock mechanics (Zhang & Fu 2008). So far, many 
experts and scholars have studied the occurrence 
mechanism of rockburst, and made important 
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microstructure and deformation of rock (Qian 
et  al. 2004, Qian & Zhou 2013). Academician 
Wang (2009) also considered that rock contained 
unreleased sealing stress. Yue (2014, 2015) put for-
ward and tried to demonstrate the fluid inclusion 
was a specific, real, measurable and computable 
stress inclusion. He thought the inclusion was a 
specific form of existence and function of “locked 
in” stress and strain energy and further analyzed 
and discussed the fluid inclusions in the rock were 
the tensile or expanding volumetric force sources 
of  the dynamic disasters of  rock in underground 
engineering.

This paper thought that the inclusion in rock 
mass led to the occurrence of the localization dis-
aster of rock, the combined function of the stress 
closed in inclusions and tectonic stress resulted in 
the local energy concentration in the rock mass. 
When excavating to a certain distance, the balance 
of the energy of the inclusions and the bearing 
capacity of the surrounding rock will be broken, 
the release of energy will form a dynamic phenom-
enon or dynamic disaster. Based on these, the paper 
simplified mechanical model of rock containing an 
inclusion in the driving face, theoretically deduced 
the stress distribution of rock mass under the com-
bined action of “locked in” stress and overburden 
stress and verified the reason for the existence of 
the pit of “V” type after rockburst.

2 MECHANICAL MODEL OF THE ROCK 
MASS CONTAINING AN INCLUSION IN 
THE DRIVING FACE OF THE ROADWAY

In order to explain the localization characteristics 
of rockburst survival and the occurrence of the pit 
of “V” type after rockburst, a stress inclusion con-
taining “locked in” stress was assumed to exist in 
the rock in front of the driving face in the process 
of advancing the roadway. The mechanical model 
was simplified under considering the interaction 
effect of the inclusion and the surrounding rock 
on the heading face. The stress distribution of rock 
containing an inclusion in the driving face of road-
way was obtained by applying the basic theory of 
elastic mechanics.

Without consideration of the influence of the 
driving force and the horizontal stress, the mechan-
ical model of rock mass containing an inclusion in 
the driving face of rock roadway was simplified as 
shown in Fig.1. In the model, we symmetrically 
chose a REV (Representative Elementary Vol-
ume) with a certain size containing a inclusion, the 
size of the REV was much larger than that of the 
inclusion. In consideration of the infinite length 
dimension(compared to the width of the road-
way) perpendicular to the excavation direction of 

the roadway, the model was simplified as a plane 
strain model, the vertical direction of the model 
was influenced by the vertical stress of the overly-
ing strata and the size of the stress was assumed 
to be P; The front of the roadway was considered 
to be infinitely extended along the driving direc-
tion and the driving head was a free surface, so 
it was approximately considered that the rock in 
front of working face was not affected by horizon-
tal stress. The inclusion in rock mass was regarded 
as a sphere, which was a circle in the plane prob-
lem. The “locked in” stress in the conclusion is 
uniformly distributed internal pressure, which 
interacted with the surrounding rock and formed a 
mechanical model of relative equilibrium. Without 
taking into account the deformation and failure 
process of the inclusion, the effect of the “locked 
in” stress contained in the conclusion on the sur-
rounding rock mass and the effect of the overly-
ing strata on the REV were only considered. For 
this model, a stress conclusion with a radius of a 
and uniformly distributed internal pressure of q 
was assumed to exist in the middle of it; we took 
the center of the stress inclusion as the coordinate 
origin of the model, the direction horizontal to the 
right (the driving side of roadway) as the positive 
direction of x axis, the vertical downward direction 
as the positive direction of y axis.

Under consideration of the function of the 
“locked in” stress in the circular inclusion, the 
problem of the rectangular coordinate was con-
verted into that of the polar coordinate by using 
the basic theory of elastic mechanics. The line 
boundary outside was transformed into the circle 
one. With the origin O as the center, a big circle 
with a radius of b much larger than a was made. 
The stress boundary of the model is: σx  =  0, 
σy = −P, τxy= 0 (σx, σy and τxy are the horizontal 
stress, vertical stress and shear stress respectively).

Figure 1. Simplified mechanical model of rock around 
the inclusion in the driving face of rock roadway.

ICCAE16_Vol 01.indb   150 3/27/2017   10:32:04 AM



151

By using the coordinate transformation formu-
las, the stress components of A in polar coordi-
nates can be expressed as

σ σ σ σ
θ τ θ
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 (1)

where σr is the radial stress; τrθ is the shear stress; 
θ is the polar angle; r is the pole diameter.

The mechanical model in the polar coordinate 
was changed into a model of thick wall cylinder 
with a inner diameter of a and a outer diameter of 
b, the stress boundary condition can be expressed as

inner boundary:

outer boundary:
σ
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According to the stress situation of the model 
and based on the superposition principle of elas-
tic mechanics, the mechanical model of thick wall 
cylinder in polar coordinates was split into model 
I and model II, which were shown in Fig.  2 and 
Fig. 3 respectively.

The stress boundary condition of the mechani-
cal model I can be expressed as

inner boundary:

outer boundary: σ
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The stress boundary condition of the mechani-
cal model II can be expressed as

inner boundary:

outer boundary:
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3 SOLUTION OF THE MECHANICAL 
MODEL OF THE DRIVING FACE 
CONTAINING AN INCLUSION

The model I and II in the polar coordinate above-
mentioned were solved respectively, and the results 
were superimposed to obtain the stress situation of 
the original model.

1. Solution of the mechanical model I

The solution of model I is a axisymmetric plane 
problem, so set stress function as

ϕ = +A Br r C+ r D+l ln2 2r C+Cln  (5)

where ϕ is a stress function; A, B, C, D are unde-
termined constants.

The stress components can be expressed as
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 (6)

where σr is the radial stress; σθ is the circumferen-
tial stress; τrθ and τθr are shear stress.

Figure 3. Schematic diagram of mechanical model II.

Figure 2. Schematic diagram of mechanical model I.
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The mechanical model I is a axisymmetric 
model, in which B = 0. Substituting B = 0  into 
Eq.(6) yields
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Combining Eq.(3) and Eq.(7), the solution can 
be expressed as
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Substitution of Eq.(8) into Eq.(7) yields
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Because of b>>a, Eq.(9) can be simplified as

σ

σ

τ τ
θ

θ θτ

r

r rττ θ θθτ

P q a P

q P a P

−= ⎛
⎝
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

−

−q= ⎛
⎝
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

−

=τθτ

⎧

⎨

⎪
⎧⎧

⎪
⎨⎨

⎪⎪

⎩

⎪
⎨⎨

⎪
⎩⎩

⎪⎪

2r2
q
⎠⎠⎠

2r2 ⎠⎠⎠
0

2

2

2

2
 (10)

2. Solution of the mechanical model II

Stress function can be assumed as

ψ θ( )f ( 2  (11)

where ψ is a stress function; r is polar radius; f(r) 
is only a function of r.

Compatible equation can be written in the fol-
lowing form
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Substituting Eq.(11) into Eq.(12) produces
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where A, B, C, D are undetermined constants.
Substituting Eq.(13) into Eq.(11) yields
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The stress components can be expressed as
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Combining Eq.(4) and Eq.(15), and make 
a/b = 0, the solution can be expressed as
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Substitution of Eq.(16) into Eq.(15) generates
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By adding Eq.(10) and Eq.(17), the stress 
solution of  the original model can be expressed 
as
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4 RESULT ANALYSIS OF THE STRESS 
SOLUTION

In the absence of excavation or the working face 
is still far from the stress inclusion, the stress 
inclusion and the surrounding rock are in a sta-
ble equilibrium state. From the point of view of 
long-term stability and statistical significance, it is 
approximately considered that the stress q of  the 
stress inclusion is equal to the vertical stress P of  
the original rock(Yue 2014, Yue 2015), so Eq.(18) 
can be simplified as
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Considering the stress situation of the rock in 
the driving face, combining the dynamic phenome-
non of rockburst with the spatial failure structures 
of rock after disasters, based on the stress distri-
bution of rock mass containing an inclusion, the 
occurring mechanism of the dynamic phenomenon 
of rock mass was analyzed. This paper used the 
maximum principal stress criterion to determine 
whether the rock mass containing an inclusion was 
broken and the rupture direction.

The calculation formula of  maximum princi-
pal stress about the surrounding rock contain-
ing a inclusion in the polar coordinate can be 
expressed as

σ σ σ σ σ τθ θσ σ
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Substituting Eq.(19) into Eq.(20) yields

In Eq.(21), σmax is a function of r and θ, The 
angle of the extreme value of the principal stress 
of radius r can be solved when ∂σmax/∂θ = 0. Mak-
ing r=ka, ∂σmax/∂θ = 0 can be simplified as Eq.(22).

Because Eq.(22) is a complex implicit function 
of k and θ, the curve of the implicit function when 
k∈[1, 20] and θ[−90°,90°] can be obtained by apply-
ing MATLAB software. Combining with Eq.(21), 
the data points of the curve of the maximum prin-
cipal stress can be found and the relation between 
the angle of the maximum principal stress and the 
radius of surrounding rock was shown in Fig.4 
through using Origin software. With the center 
of the stress inclusion as the origin O, The failure 
trace of surrounding rock close to the side of the 
mining space (θ∈[−90°,90°]) was shown in Fig.5.

From Fig.4, we can see that the angle of the maxi-
mum principal stress of the surrounding rock close 
to the inclusion(r≤1.54a) is located in the direction 
of ±90°, with the increase of the radius, the angle θ 
of the maximum principal stress gradually decreases 
and the reduced amplitude of the angle gradually 
decreases until the angle is approximate constant. 
When there is a certain distance from the driving 
head to the inclusion body, according to the maxi-
mum principal stress criterion, the surrounding rock 
containing a inclusion will be destroyed along the 
direction of the maximum principal stress under the 
combined stress of the overlying rock and the inclu-
sion, the extended and perforative cracks will form a 
structural section of “V” type in the upper and lower 
part of the inclusion which was shown in Fig.5.

When the excavation work is close to the inclusion, 
due to the loss of the binding effect of the rock close 
to the side of the mining space, the rock between 
destroy weak surfaces would be thrown to the exca-
vation space causing dynamic disasters under the 
combined stress of the overlying rock and the inclu-
sion and left the blasting crater of "V" type, which 
is consistent with the appearance of “V”-shaped sec-
tion after rockburst in the process of spot excavation.
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5 CONCLUSIONS

Considering the localization problem of dynamic dis-
asters and the formation of the pit of “V” type after 
disasters in the excavation process of rock roadway, 
based on the “locked in” stress hypothesis and the 
basic theory of elastic mechanics, Through theoreti-
cal analysis, the following conclusions were obtained:

1. Assuming that an inclusion is existed in the 
rock mass in the driving face, combining with 
the stress situation of the surrounding rock 
containing a inclusion, the mechanical model 
of the surrounding rock containing a inclusion 
is established through theoretical analysis.

2. Based on the basic theory of elastic mechanics, 
the stress distribution law of the surrounding 
rock containing an inclusion is obtained by theo-
retical derivation.

3. By applying the maximum principal stress cri-
terion, the distribution law of the maximum 
principal stress and the destruction direction 
and trajectory about the surrounding rock con-
taining an inclusion are gained, which explain 
the formation of the blasting crater of “V” type 
after the occurrence of the dynamic disaster.
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Study on the identification of major safety defects in port engineering

Jianhua Peng
China Academy of Transportation Sciences, Beijing, China

ABSTRACT: At present, no regulation or standard has been developed for the identification of major 
safety defects in port engineering in China, as well as there is no common cognition for the identification 
of major safety defects in port engineering, which varies widely. In this paper, three research methods 
(accident deduction, risk assessment of safety defects, and expert consultation) are proposed for the iden-
tification of major safety defects in port engineering, which provide technical support to the development 
of standard for the identification of major safety defects in port engineering. By using the above three 
methods, the list of major safety defects in port engineering is put forward.

rectification refers to the rectification requiring 
high costs or a long time.

3 METHOD FOR THE IDENTIFICATION 
OF MAJOR SAFETY DEFECT IN PORT 
ENGINEERING

3.1 Accident deduction

An accident is caused by safety defect. By means 
of accident deduction, analyzing the cause of 
accidents (major accidents) is an effective method 
to identify the major safety defect. Select 24 port 
engineering accidents (2005–2013) to analyze their 
causes and perform statistical analysis of deductive 
results. Distribution of safety defect in port engi-
neering is shown in Table 2.

In addition, both highway engineering and 
port engineering are traffic construction projects, 
which are more common in safety management. 
Therefore, select some typical highway engineer-
ing major accidents to analyze their causes, such 

1 INTRODUCTION

The impacts of different safety defects on the safe 
production are not the same. In order to distinguish 
them and to find the focus of prevention and control 
of safety defects, it is usually needed to classify the 
safety defect and identify the major safety defect. 
However, there is no regulation or standard devel-
oped for the identification of major safety  defect 
in port engineering in China, and there is no com-
mon cognition on the identification of major safety 
defect in port engineering, which varies widely. To a 
certain extent, it has affected the investigation and 
management of safety defect of port engineering in 
China. Therefore, it is necessary to study the identi-
fication method of major safety defect and propose 
the list of major safety defects.

2 DEFINITION OF MAJOR SAFETY 
DEFECT IN PORT ENGINEERING

From the viewpoint of accident statistic data 
of China port engineering in recent years (see 
Table 1), the number of deaths per year is gener-
ally no more than 10. Major safety defect is often 
defined as the safety defect, which may cause more 
than 10 deaths. Therefore, the definition of major 
safety defect in port engineering needs to be differ-
ent from the former.

With reference to classification of safety defect 
in the “Interim provisions on the management of 
safety defect”, major safety defect in port engineer-
ing can be defined as the safety defect for which 
hazard is great, rectification is difficult, all or part 
of the construction should stop, and rectification 
needs a period of time. Great hazard refers to the 
death or significant property damage. Difficult 

Table 1. Accident statistic data of China port engineering 
(2005–2013).

Year
Number of 
accidents

Number of 
deaths

2005 2 2
2006 6 8
2007 3 3
2008 2 2
2009 4 4
2010 2 2
2011 3 3
2012 1 8
2013 1 2
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as Dongjiashan tunnel project “12.22” major gas 
explosion accident, Tuojiang bridge “8.13” special 
major collapse accident, Jianshan bridge collapse 
accident, and Meliet interchange ramp bridge 
falsework collapse accident. According to the acci-
dent deduction data, the main safety management 
defects are shown below:

− Disordered safety management;
− Illegal subcontracting;
− Absent responsibility of supervision personnel;
− Without a license;
− Without training;
− Unauthorized alteration of construction scheme;
− Unreasonable schedule;
− Absent responsibility of supervisor.

3.2 Risk assessment of safety defect

Risk assessment of safety defect is a direct research 
method for the identification of major safety 
defect. Risk assessment of safety defect from two 
aspects of the possibility of the accident and the 
possible consequence is expressed as:

R = f( p,s) (1)

where R is the risk of safety defect; p is the pos-
sibility of the accident; and s is the possible 
consequence.

The specific risk assessment methods include 
risk matrix, LEC, and so on. The risk matrix 
model of safety defect is shown in Figure 1.

Safety defect in the first quadrant, which can 
easily lead to an accident and huge loss, can be 
identified as the major safety defect. Of course, 
this applies only to a rough analysis. It is more 
scientific to draw the risk contour lines on the 

“risk matrix”. The upper right area of contour in 
Figure 1 is the distribution of major safety defect.

On the basis of the risk of safety defect, consid-
ering the difficulty of the rectification, the major 
safety defect is determined as:

M = f(p,s,d) (2)

where M is the decision value of safety defect; 
p is the possibility of the accident; s is the pos-
sible consequence; and d is the difficulty of the 
rectification.

At this point, the risk matrix is extended to 
3D risk map, where p, s, and d are located in x, y, 
and z axes, respectively, and risk contour lines are 
extended to contour plane.

However, considering the three indicators make 
it is difficult to determine the major safety defect, a 
simplified method is used to determine the risk of 
safety defect (R) through coupling of p and s first 
and then the decision value of safety defect (M) 
through coupling of R and d (see Equation 3):

M = f( p,s,d) = f( p × s,d) = f(R,d) (3)

where M is the decision value of safety defect; p 
is the possibility of the accident; s is the possible 
consequence; d is the difficulty of the rectification; 
and R is the risk of safety defect.

Rating criteria of p, s, and d are shown in 
Table 3.

The numerical distribution of R (p,s) is shown 
in Table 4.

Classification criteria of R (p,s) is shown in 
Table 5.

Taking into account the correlation between 
the accident and safety defect, the risk of safety 
defect should be priority to the rectification dif-
ficulty of safety defect. Therefore, when the risk 
of safety defect is very high, regardless of the dif-
ficulty of rectification, it should be regarded as a 
major safety defect. The risk matrix of R and d is 
shown in Table 6.

The lower right corner of Table 6 shows the dis-
tribution of major safety defect, including 10 types 

Table 2. Distribution of safety defect in port engineering 
(24 port engineering accidents).

Type of safety defect in port 
engineering

Occurrence 
frequency

Workers do not use protective equipment 7
Violation of operating procedures 6
Violation in commanding 4
Risk-taking operation 3
Absent responsibility of the guardianship 3
Employees do not receive safety education 

and training
2

Special operation personnel do not obtain 
the certificate of operation qualification

2

Absent responsibility of safety technical 
disclosure

2

No regular safety check 2
Wire rope defect 2
Operate or stay under lifting object 2

Figure 1. Risk matrix model of safety defect.

ICCAE16_Vol 01.indb   156 3/27/2017   10:32:12 AM



157

of state: (3’ × 4), (3’ × 5), (4’ × 3), (4’ × 4), (4’ × 5), 
(5’ × 1), (5’ × 2), (5’ × 3), (5’ × 4), and (5’ × 5). Take 
the safety defect “Without use of personal protec-
tive equipment (safety belt) in the process of aerial 
work” as an example. It can lead to an accident 
easily, so the possibility of the accident is very high 
and the value of p is 5. It can lead to casualties, the 
possible consequence is extraordinarily severe, and 
the value of s is 5. It is easy to rectify, the value of 
d is 1. Its decision value in the major safety defect 
determination is shown in Table 7.

M is located in the area of major safety defect. 
Therefore, the safety defect “Without use of personal 
protective equipment (safety belt) in the process of 
aerial work” is determined as a major safety defect.

3.3 Expert consultation

Through consulting with experts in the field of 
port engineering construction and safety produc-
tion extensively and understanding their views on 
the major safety defect in port engineering, the list 
of major safety defect is revised constantly. In the 
application of this method, designing some ques-
tionnaires or conducting in-depth communication 
on specific issues can ensure that expert consulta-
tion is more efficient.

4 LIST OF MAJOR SAFETY DEFECT IN 
PORT ENGINEERING

By using the above three methods, the list of major 
safety defect in port engineering (Table  8) is put 
forward.

Table 3. Rating criteria of p, s, and d.

Numerical 
value① p② s③ d④

1 Very low 
possibility

Slight 
consequence

Very easy

2 Low 
possibility

Commonly 
consequence

Easy

3 Medium 
possibility

Great 
consequence

Medium

4 High 
possibility

Severe 
consequence

Difficult

5 Very high 
possibility

Extraordinarily 
severe 
consequence

Very difficult

Notes: ①Values 1, 2, 3, 4, and 5 refer to different degrees 
of state. ②Very low possibility  =  less than 10%; Low 
possibility =  10–30%; Medium possibility  =  30–70%; 
High possibility = 70–90%; Very high possibility = more 
than 90%. ③Slight consequence  =  minor injury but not 
be in hospital, or property damage below 20,000 RMB; 
Common consequence = minor injury and be in hospi-
tal, or property damage 20,000–100,000  RMB; Great 
consequence  =  seriously injured but not disabled, 
or property damage 100,000–200,000  RMB; Severe 
consequence =  seriously injured and disabled, or prop-
erty damage 200,000–500,000  RMB; Extraordinarily 
severe consequence  =  death or property damage more 
than 500,000 RMB. ④Very easy =  rectification time less 
than 3 days, or rectification fund less than 20,000 RMB; 
Easy = rectification time 3–7 days, or rectification fund 
20,000–50,000  RMB; Medium  =  rectification time 
7–15  days or rectification fund 50,000–100,000  RMB; 
Difficult = rectification time 15–30 days or rectification 
fund 100,000–200,000  RMB; Very difficult  =  rectifica-
tion time more than 30 days or rectification fund more 
than 200,000 RMB.

Table 4. Numerical distribution of R (p,s).

p

s

1 2 3 4 5

1 1  2  3  4  5
2 2  4  6  8 10
3 3  6  9 12 15
4 4  8 12 16 20
5 5 10 15 20 25

Table 5. Classification criteria of R (p,s).

Numerical 
value

R (Folding 
point)

Description of 
risk

(1,2,3,4) (1’) Very low risk
(5,6,8,9,10,12) (2’) Low risk
(15,16) (3’) Medium risk
(20) (4’) High risk
(25) (5’) Very high risk

Table 6. Risk matrix of R and d.

R

d

1 2 3 4 5

1’ — — — — —
2’ — — — — —
3’ — — — 3’ × 4 3’ × 5
4’ — — 4’ × 3 4’ × 4 4’ × 5
5’ 5’ × 1 5’ × 2 5’ × 3 5’ × 4 5’ × 5

Table  7. Determination of major safety defect (an 
example).

Safety defect

Without use of personal protective 
equipment (safety belt) in the process 
of aerial work

p = 5 (very high 
possibility)

s = 5 (extraordinarily 
severe consequence)

d=1 (very easy)

R (p × s) = (25)/(5’) d = 1 (very easy)
M = (R, d ) = 5’ × 1
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5 CONCLUSIONS

1. From the viewpoint of accident statistic data 
of China port engineering in recent years and 
with reference to classification of safety defect 
in the “Interim provisions on the management 
of safety defect”, major safety defect in port 
engineering is defined.

2. Three research methods (accident deduction, 
risk assessment of safety defect, and expert con-
sultation) for the identification of major safety 
defect in port engineering are proposed.

3. By using the above three methods, the list of major 
safety defect in port engineering is put forward, 
including four types of human unsafe behavior, 
unsafe physical condition, adverse environmental 
conditions, and defects in management.
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Table 8. List of major safety defect in port engineering.

Type Major safety defect

Human unsafe 
behavior

1.  Without use of personal protective 
equipment in aerial work, water 
operation, etc.

2.  Violation of operating procedures 
or violation in commanding in 
water and underwater operation, 
blasting operation, etc.

3.  Risk-taking operation, such as 
working at height when the wind 
degree is greater than 6

Unsafe physical 
condition

1.  No or improper protective 
measures

2.  Defect of equipment, facilities, 
accessories, and material

3.  No obvious safety warning signs 
are set up.

Adverse 
environmental 
conditions

1.  Inadequate lighting in excavation 
and support of foundation pit, 
lifting operation, etc.

2.  The construction resident set in 
debris flow area, landslide, etc.

Defects in 
management

1.  Disordered safety management
2.  The safety management personnel 

of the construction unit has not 
passed the examination

3.  Special operations personnel 
do not obtain the certificate of 
operation qualification

4.  Illegal subcontracting
5.  Unauthorized alteration of 

construction scheme
6.  Unreasonable schedule
7.  The safety production cost is less 

than 1.5% of the engineering cost
8.  Absent responsibility of safety 

technical disclosure
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Investigating the impact of greenery on the driver’s psychology 
at a freeway tunnel portal
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ABSTRACT: The great environment difference inside and outside freeway tunnels is the major cause 
for a higher accident rate than that in other tunnel sections. To assess the psychology of drivers because of 
load and distract factors form the traffic environment, investigation and analysis of heart rate of drivers 
was carried out in this paper. By using the illumination meter and dynamic electrocardiograph, based on 
a mass of experimental data, we found the quantitative relationship between the greenery form and the 
drivers’ heart rate changes. The results showed that: following the deepening process of greenery level, 
illuminance gap narrowed and greenery on the tunnel portals can effectively reduce the illumination dif-
ference inside and outside the tunnel. Drivers are mentally released because of the greening settings when 
traveling in a tunnel section.

addition to narrowing the illumination gap inside 
and outside the tunnel by tunnel lighting, reasonable 
greenery configuration can also play an important 
buffering role in sudden change of light; however, 
this method was rarely applied in tunnel landscape.

Therefore, the aim of this study is to inves-
tigate the impact of greenery on driver’s psy-
chology located at freeway entrance/exits. With 
the implementation of illumination meter and 
dynamic electrocardiograph into abundant tests, 
the driver’s physiological and psychological indica-
tors and environmental indicators were achieved; 
the impact of greenery on drivers’ psychology was 
investigated via quantitative analysis methods; and 
the application of greenery to reduce tunnel acci-
dents was discussed.

2 LITERATURE REVIEW

The variations of physiological and psychological 
characteristics of drivers describe the impact of 
environment changes on drivers when approaching 
and leaving the tunnels. Many studies have investi-
gated this problem all over the world.

Initially, Groeger and Rothengatter (1998) stud-
ied the cognitive process and social psychology of 
drivers. Byung Chan Min et al. (2002) found that 
subjects feel tension under the high-speed driving 
condition, and as the speed of a car increased, the 
sympathetic nervous system of passengers became 
more highly activated. Hoogendoorn (2010) evalu-
ated the mental load of drivers in the perception 
process of traffic accidents with the application of 

1 INTRODUCTION

With the rapid development of freeway construc-
tion in China, traffic accidents occur everywhere 
especially at the tunnel portal. According to statis-
tics in China, the frequency of accidents near the 
entrance and exit of tunnels is much higher than 
that in the interior parts, as the amount of acci-
dents that happened within 200–400  m from the 
entrance accounts for 70% of the total (Ma Z.L. 
et al. 2009). This type of crash tends to be more 
severe, increasing the probability of fatalities or 
incapacitating injuries.

The cause of freeway tunnel accidents is 
extremely complex and can be generally summa-
rized to be caused by three factors: the driver, the 
vehicle, and the environment. From a subjective 
aspect, the driver, as an operator of the vehicle, a 
road user, and an experiencer of the environment, 
is the primary factor affecting the traffic safety. 
The vehicle condition and outer environment stim-
ulation are also important for a secure trip.

From the viewpoint of objective conditions, free-
way tunnel is narrow and relatively closed. Com-
pared with the general freeway sections, the main 
variation of tunnel sections is the sudden change in 
illumination. Significant contrast between darkness 
and brightness increases the visual and psychologi-
cal burden on drivers. In the daytime, drivers need 
to adapt to sudden darkness when entering tunnels 
and sudden brightness when leaving tunnels. At 
night, drivers need to suffer from bright adaptation 
when entering and dark adaptation when leaving 
tunnels. To overcome this visual adaption issue, in 
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the driver’s physiological indices such as breathing 
and heart rate. Bucchi et al. (2012) investigated the 
construction process of driver personality with psy-
chological methods. In this way, the authors pro-
vided useful indications for the design of safe roads.

Other research efforts have been made to tunnel 
lighting and road greening. The lighting specifica-
tion of China (2000) stipulated detailed parameters 
of luminosity of tunnels in daytime but ignored the 
fact that drivers would suffer from different visual 
disturbances between day and night. International 
Commission on Illumination (2004) published 
“Guide for the Lighting of Road Tunnels and 
Underpasses” in 2004. Kircher and Ahlstrom (2012) 
investigated how driving performance was influ-
enced by tunnel design factors and proposed that 
tunnel design and illumination have some influence 
on the drivers’ behavior, but visual attention given to 
the driving task is the most crucial factor. Wei et al. 
(2012) explored the relationship between night light-
ing and driving safety in long express tunnels. On 
the basis of real road experiments and fuzzy assess-
ments, this study showed that night luminosity was 
too high and should be controlled below 9 Lx.

In China, tunnel entrance and exit are regarded 
as black points of traffic accident. Wang et  al. 
(2010) analyzed the illumination design in tunnels, 
especially at entrance and exit. Du et al. (2007, 2013) 
investigated the pupillary change of the driver at the 
entrance and exit of highway tunnel. The purpose 
of these studies was to analyze the phenomena of 
visual turbulence during light and dark adaption 
and the conversion duration for visual turbulence. 
From the viewpoint of content and methods, this 
study attributed pupil area variation completely 
to drivers’ nervousness and ignored the impact of 
illumination and dark adaptation time. Most of 
the developed countries have their own technical 
standards on highway greening design in highway 
engineering. In 1965, the United States enacted the 
Highway Beautification Act, and Japanese govern-
ment issued the Greening Technology Benchmark 
in 1976. As mentioned in Flexibility in Highway 
Design (2000) published by the federal highway 
administration, an important aspect of highway 
landscape design is the handling of the trees. The 
AASHTO (1996) put forward three suggestions 
about landscape design and plant configuration, the 
first and most important one was that drivers should 
benefit from the beauty and safety vegetation.

To sum up, previous studies have showed that 
the driver’s visual adaptation difficulty caused by 
sharp variation of luminance is the prime reason of 
accident black spot at tunnel entrance. Although 
some of them mentioned the improvement of light 
environment by greening, the support of driving 
experiments is lacked (Pan X.D. et al. 2001, Xiao 
D.Q. 2011, Zhang Q & Chen Y.R. 2005).

3 METHODOLOGY

3.1 Experiment design

Because of the particularity of tunnel sections and 
the differences in tunnel illumination, length, and 
design, drivers will suffer visual adaption gener-
ated by physical and psychological reactions.

3.1.1 Vehicle selection
We select Volvo XC-60 as the experimental vehicle, 
which can fully meet the experimental demand for its 
performance. Besides, drivers are familiar with the 
vehicle’s condition, which could lower the possible 
heart rate fluctuation caused by the experimental car.

3.1.2 Tunnel selection
The experimental tunnel sections belong to the 
Hurong Freeway in Hubei Province of China (also 
known as Huyu Freeway, Hubei). About 30 typical 
tunnels were selected, whose lengths are between 
186 and 9,000  m. The speed limits of these tun-
nels range from 60 to 80  km.h−1. All the tunnels 
are one-way traffic without interference from vehi-
cles in the other way, and all the measurement was 
done in a normal traffic flow.

3.1.3 Participants
Two male drivers, aged 34 and 22, with different 
driving experience and a corrected visual acu-
ity above 5.0 were selected. Both of them are not 
familiar with the experiment sections.

3.1.4 Apparatus
In this experiment, Qingxin L8 Dynamic Electro-
cardiograph (Shenzhen Qingxin Electronics co., 
LTD.) is selected to record drivers’ physiologi-
cal data (mainly heart rate data) when traveling 
through tunnel sections, UNIT UT382 Series Illu-
mination Meter produced by UNI-TREND Tech-
nology (China) Limited for illumination data, and 
Driving Recorder for the driving environment.

3.2 Experimental measurement factors

3.2.1 Tunnel illuminance
The illumination device is capable of storing and 
analyzing data in real time; moreover, it can trans-
fer data to a PC for analysis by specialized software 
UT382 Interface Program. The experiment was 
carried out in daytime on a cloudy day.

Illuminance Coefficient here is defined to assess 
the illuminance variation, and the specific equa-
tion is as follows:

Δ = I I−
T

outI inI  (1)

where ΔI is the illuminance Coefficient; Iout is the 
mean illumination value over time interval (5  s) 
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before the vehicle entered the tunnels; Iin is the mean 
illumination value over time interval (5 s) after the 
vehicle entered the tunnels; and T is a time interval 
(10 s) before and after the vehicle entered the tunnels.

3.2.2 Driver’s electro cardio data
During the driving cognitive process, the driver 
would generate psychological and physiological 
changes due to external environmental stimuli. 
When the environment is relatively simple and the 
information density is low, the driver will be in a 
relatively relaxed state with a regular heart rate. 
Contrarily, the driver will be more intense and the 
heart rate is relatively high under a complex envi-
ronment. Therefore, continuous heart rate detec-
tion can be used to assess the workload of  drivers.

Compared with Heart Rate (HR), Heart Rate 
Growth (HRG) is a more practical index to evalu-
ate drivers’ psychological changes. The specific cal-
culation is shown in the following formula:

HRG
HR

HR
= ×1 2HR−

2
100%  (2)

where HRG is the heart rate growth; HR1 is the 
heart rate when driving; and HR2 is the heart rate 
under normal condition. This paper focused on 
the impact on drivers when driving in a particular 
tunnel road, so the formula (1) can be improved 
as follows:

N
n n

njN j= ×100%  (3)

where Nj is the heart rate growth when driving in 
moment j (%); nj is the heart rate when driving in 
moment j (bpm); and n  is the average heart rate 
when driving in the freeway (bpm).

4 DATA COLLECTION AND PROCESSING

The experimental tunnels were classified into three 
types to perform a better analysis: nongreenery 
tunnels, unilateral greenery (or high cut) tunnels, 
and bilateral greenery (or high cut) tunnels. Thus, 
we selected 12 eligible tunnels in three different 
greenery forms from 30 experiment tunnels.

Average Heart Rate Growth (AHRG), used to 
describe the impact of the greenery, is defined as 
the average heart rate growth during this speci-
fied 20  s: 10  s before and after the moment when 
the HRG reaches a peak. The definition of AHRG 
made the heart rate changes of drivers more 
obvious and easier to describe during the adaption 
period.

4.1 Illumination variation

In general, the illuminance outside the tunnel can 
reach tens of thousands of lux, but only dozens 
of lux inside on a sunny day. Three representative 
tunnels in different forms were selected. The lumi-
nosity variation pattern could be seen in Figure 1. 
Graph (a) is the illumination variation curve of 
nongreenery tunnel, graph (b) belongs to unilateral 

Figure 1. Illumination variation curve of three types of 
tunnel.
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Figure 2. Drivers’ psychology variation in nongreenery 
tunnels.

Figure 3. Drivers’ psychology variation in unilateral 
greenery tunnels.
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Figure 4. Drivers’ psychology variation in bilateral 
greenery tunnels.

greenery tunnel, and graph (c) corresponds to 
bilateral greenery tunnel.

Seen from the three graphs above, all of the 
three tunnels have the similar illumination varia-
tion. The luminosity inside the tunnel was much 
lower than that at both ends. The illumination was 
enhanced in entrance and exit, which could reach 
to several thousands.

4.2 Drivers’ psychological variation

We selected 12 eligible tunnels in three different 
greenery forms and drew the diagram on how 
drivers’ heart rate changes over time. As shown 
in Figures 2, 3, and 4, the solid line represents the 
location of the tunnel entrance, and the dotted 
line represents the tunnel exit. Average heart rate 
of driver A is 77 bpm, whereas that of driver B is 
93  bpm. Graphs (a) and (b) show the heart rate 
variation curves of driver A, and graphs (c) and (d) 
show the corresponding figures of driver B.

Driver’s heart rate increase rapidly when 
approaching the tunnel entrance and then reach-
ing a HRG peak (Figs. 2, 3, and 4). After leaving 
the tunnel, the HRG also reached a peak, which is 
lower than the first peak when entering. The peak 
HRG of three types of tunnels varies from each 
other. For nongreenery tunnels, all of the peak 
HRG values are over 12% (Fig. 2). For unilateral 
greenery tunnels, the peak HRG is more than 8% 
but less than 12% (Fig. 3) and for bilateral green-
ery tunnels the peak HRG is more than 6% but less 
than 8% (Fig. 4).

5 RESULTS

Illuminance coefficient of different types of tun-
nels can be figured out and exhibited in Table 1. By 
comparison, we found that the illuminance coeffi-
cient decreases with the development of greenery 
at entrance, particularly in unilateral greenery tun-
nels where the illuminance factor drops by 56.6% 
compared with nongreenery tunnel; in the bilateral 
greenery tunnel, the illuminance factor declines by 
68.3%.

The AHRG indicators are figured out in Table 2. 
As the greenery develops, both drivers’ AHRG 
show a downward trend, drivers are mentally 
released when traveling in a tunnel section with 
better greening. Besides, while approaching the 
entrance of a tunnel, the drivers’ heart rate rises 
rapidly and levels out after a peak; interestingly, 
the heart rate increases less near the exit. There is 
a tendency in each curve that the HRG descends 
over time. It indicates that drivers are more intense 
at entrance than at exit, as dark adaption is more 
difficult than light adaption.
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6 CONCLUSION AND FUTURE WORK

This study investigated the impact of greenery free-
way tunnel on driver’s psychology, and statistics of 
heart rate and environmental illumination at tun-
nel portals has been recorded and quantitatively 
analyzed. With the implementation of illumination 
meter and dynamic electrocardiograph into abun-
dant tests, we collected the driver’s physiological and 
psychological indicators and environmental indica-
tors, achieved the effect of studying the impact of 
greenery on drivers’ psychology via quantitative 
analysis methods, and discussed the possibility of the 
application of greenery to reduce the number of tun-
nel accidents. The following conclusions are drawn:

1. Greenery in tunnel portals can decrease the illu-
minance variances, moderate the illuminance 
difference, and help drivers be easier to adapt 
to dark and light variation; with the deepening 
of greenery, the tunnel illuminance coefficients 
of three greenery forms decreased gradually; 
the illuminance factor of nongreenery tunnel 
has reduced 68.3% compared with the data of 
bilateral greenery tunnel.

2. Greenery in portal dramatically alleviate driv-
ers’ nervousness and ensure traffic safety; with 
the greenery promoting, the heart rate of two 
drivers rise less, especially in bilateral greenery 
tunnel, where the AHRG has fallen by 52.1% 
averagely. On the basis of the drivers’ psycho-
logical analysis in three different greenery tun-
nel, we could learn that greenery at portal can 
effectively ease the anxiety of drivers through 
the tunnel, thereby improving traffic safety.

In this paper, the information of illumination 
and psychology in expressway tunnels was obtained 
according to Chinese traffic condition and char-
acteristics of drivers. The conclusion was verified 
by sufficient driving tests in Hurong Freeway. In 
fact, on the one hand, the greenery in expressway 
tunnel entrance and exit is not only a type of road 
landscape design or ecological restoration design, 
but it can also play a role like sunshade or light-
abatement grille, which could remove dark and 
light adaptation. For example, under the premise 
of not shielding the sightline of driving, tall and 
leafy arbors with a large crown diameter should be 
planted in a higher density in the tunnel entrance 
and exit sections. The planting space and height 
change in a transitionary way, that is, along the 
direction of the vehicle travelling toward the tunnel, 
gradually narrowing planting space and improving 
planting height. On the other hand, green plants 
can relieve tension while driving, thus making the 
driver feel safer. Therefore, for the sections that 
could make drivers tense and nervous such as the 
tunnel sections, greenery should be used to elimi-
nate or reduce the fear and anxiety of drivers to a 
certain extent, thus improving traffic safety.

However, it would be better to include other 
traffic information such as speed, flow, and lane-
changing behaviors because illumination and 
greening may not be the only reason for increasing 
the heart rate. And as a result, we should have com-
pared crashes with greening to find out how green-
ing affects crash occurrences. Therefore, in future 
studies, we will conduct more tests to take other 
factors, such as speed, flow, and position of the sun 
with respect to the tunnel entrance, into account.
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Modeling two-dimensional rubble mound breakwater using dolos 
at armor layer and geotube at the core layer
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Civil Engineering Department, Universitas Kristen Maranatha, Bandung, Jawa Barat, Indonesia

ABSTRACT: Coastal protection structure is used to protect the coast against erosion that is usually 
determined by the availability of  materials at or near the job site, the sea conditions, water depth, and 
the availability of  equipment for the implementation of  the work. The purpose of  this study is to con-
duct experimental research in the laboratory to obtain the rubble-mound breakwater design optimum 
and tools before it is applied directly in the field to reduce the risk of  failure of  construction. This 
study is conducted for laboratory testing of  a two-dimensional rubble-mound breakwaters model with 
dolos at armor layer and geotube at core layer using regular wave and three variations of  slope in front 
of  the structure facing seaward, that is, 1:1.5, 1:2, and 1:2.5. The water level varies for the conditions 
of  non-over-topping, over-topping, and submerged. The two-dimensional rubble-mound breakwaters 
model with the slope in front of  the structure facing seaward 1:2.5 shows the most stable rubble-mound 
breakwater model.

and geotube at the core layer, because it has a high 
permeability that balances the water pressure. 
Wave run-up will be included in determining the 
peak elevation breakwater.

2 COASTAL PROTECTION STRUCTURE

Coastal structures are intended to protect shore-
line or navigation channels from the effects of 
waves and other hydrodynamic force (Fith, 
et al., 2014). Design of  coastal structures must 
consider a range of  wave heights and periods 
combined with water level variations. The most 
common types of  coastal structures are break-
waters. Breakwater is a structure constructed 
on coasts as part of  coastal protection from 
the effects of  both weather and longshore drift. 
Breakwater reduces the intensity of  wave action 
in inshore waters and thereby reduces coastal 
erosion. Breakwaters may also be small struc-
tures designed to protect a gently sloping beach 
and placed at a distance of  1–300 feet offshore 
in relatively shallow water. Breakwaters can be 
constructed with one end linked to the shore, 
in which case they are usually classified as sea 
walls; otherwise, they are positioned offshore 
from as little as 100  m up to 300–600  m from 
the original shoreline. The types of  breakwaters 
are rubble-mound structures, impermeable slop-
ing structures, vertical wall structures, composite 

1 INTRODUCTION

Indonesia as an archipelago country does not 
escape the impact of global warming due to the sea 
level rise. The impact of sea level rise results in the 
coastline change due to erosion and/or abrasion. In 
addition to global warming, forces of nature such 
as waves, currents, tides, and construction errors 
caused major damage to the existing breakwater. 
In general, construction fault lies in the tilt angle 
of the building, a thick layer, and heavy rock, in 
addition to other factors. This can lead to the col-
lapse of the breakwater.

Breakwater is a structure on the coast to protect 
the coast against erosion. The type of breakwater 
structure used is generally determined by the avail-
ability of materials in or near the work site, the 
sea conditions, water depth, and the availability 
of equipment for the implementation of the work. 
Rubble-mound breakwaters use structural voids to 
dissipate the wave energy. Rock or concrete armor 
units on the outside of the structure absorb most of 
the energy, while gravels or sands prevent the wave 
energy’s continuing through the breakwater core.

Construction of a breakwater on the field will 
take considerable time and cost. A laboratory test 
using a physical model is proved to be effective in 
avoiding such costs before constructing breakwater 
in the field. In this study, we will discuss the opti-
mization of two-dimensional model of the rubble-
mound breakwater using dolos at the armor layer 
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structures, floating structures, and pneumatic 
and hydraulic breakwaters (Hughes, 1993).

Rubble-mound structure is used extensively 
for breakwaters, jetties, revetments, seawalls, and 
wave absorber. Rubble-mound structures have a 
core of  quarry-run stones, sand, slag, or other 
suitable materials protected from waves action by 
one or more stone under layers and a core lay-
ers of  relatively large, selected quarry stones or 
specially shaped concrete armor units (Hudson, 
1959). Rubble-mound breakwaters use structural 
voids to dissipate the wave energy. Rock or con-
crete armor units on the outside of  the structure 
absorb most of  the energy, while gravels or sands 
prevent the wave energy’s continuing through the 
breakwater core. The integrity of  a rubble-mound 
structure is primarily a function of  the stability of 
the individual armor units that form the seaward 
face of  the structure. In shallow water, revetment 
breakwaters are usually relatively inexpensive. As 
water depth increases, the material requirements 
and, hence, costs increase significantly. Figure 1 
shows a typical cross section of  a rubble-mound 
breakwater.

3 STABILITY OF RUBBLE-MOUND 
BREAKWATER

An important aspect in the design of  a rub-
ble mound is its stability to wave attack. Three 
aspects of  the effect of  waves on rubble-mound 
breakwater are wave run-up, overtopping, and 
transmission (Figure  2). Run-up is defined as 
the vertical height above still water level to which 
waves incident upon a structure can be expected 
to travel up the face of  the structure. Wave run-up 
is important in defining both the amount of  wave 
energy transmitted over and through permeable 
rubble-mounds and also the quantity of  water 
that may be expected to overtop the structure 
(Hur, Lee, and Cho, 2012).

4 EXPERIMENT SETUP AND 
PROCEDURE

The experimental test was conducted on the wave 
flume at Laboratory Balai Pantai, Ministry of Pub-
lic Works in Buleleng, Bali, Indonesia. The wave 
flume is 40 m long, 0.6 m wide and 1.2 m high. It 
is equipped with a piston-type wave generator that 
produces regular wave. Figure 3 shows three wave 
probes that are installed in the wave flume.

Simulation of the wave generated by the wave 
maker uses regular wave model. The model of 
rubble-mound breakwater is constructed with the 
seaward face at slopes 1:1.5, 1:2, and 1:2.5 using 
an armor layer composed of individual units of 
weight W and density ρ. The armor units use dolos 
with the average weight of 265  g, relative density 
of 2.209 g/cm3, and Kd of 8. The dolos is randomly 
placed at the armor layer (CIRIA, 2007). The core 
layer is set to be stable by using geotube. Three 
variations of slopes facing the seaward side of the 
breakwater model are applied: 1:1.5, 1:2, and 1:2.5. 
The wave period is 2 s. The wave height for different 
slopes of breakwater models can be seen in Table 1.

The water level tests are conducted at four differ-
ent water levels: 38 cm (mean low water level), 54 cm 
(mean high water level), 63 cm (crest elevation), and 
70 cm (submerged). The structure is assumed to be 
founded on an impermeable bed, and the duration 
of exposure to waves is not considered.

Figure  1. Cross section of a typical rubble-mound 
breakwater.

Figure 2. Waves on rubble-mound breakwater.

ICCAE16_Vol 01.indb   168 3/27/2017   10:32:24 AM



169

The rubble-mound breakwater model is 
designed on the basis of the stability of rubble-
mound structure using the Hudson formula 
(Hudson, 1959). The similarity of the rubble-
mound breakwater model is 1:10. Figure 4 presents 
the side view of the rubble-mound breakwater 
model with the slope of 1:1.5.

5 RESULT AND DISCUSSION

Wave direction, either normally incident or oblique, 
refers to the direction of wave travel with respect to 
the breakwater axis. Tables 2–4 present the results 
of wave height measured using zero upcrossing 
statistic in front of rubble-mound structure model 
with slopes 1:1.5, 1:2, and 1:2,5 facing the seaward 
side, respectively. The highest wave height occurred 
at crest elevation.

The significant wave height, runup, and rundown 
at 38 cm of water elevation can be seen in Table 5. 
It can be concluded that H1/3 and Ru − Rd at the 
mean low water level show the lowest values at the 

slope 1:2.5 of the rubble-mound breakwater model. 
It means that the highest energy of wave absorption 
occurred at the slope of 1:2.5 facing the seaward 
side of the rubble-mound breakwater model.

When the water level is 54  cm or at the mean 
high water level, only rundown occurred. The run-
down for each different slope of the rubble-mound 
breakwater model is shown in Table 6. The wave 
absorber gives the highest value for the slope of 
1:2.5 for the rubble-mound breakwater model.

The elevation of the crest should be minimum 
at which overtopping occurs. This should be based 
on maximum wave runup (Palmer and Christian, 

Figure 3. Side view of the flume.

Table 1. Wave heights at different slope of breakwater 
model.

Slope Wave height (cm)

1:1.5 12.42
1:2 13.66
1:2.5 14.72

Figure 4. Side view of rubble-mound breakwater model 
with slope of 1:1.5.

Table 2. Wave heights based on zero upcrossing statis-
tics in front of rubble-mound structure with slope 1:1.5 
facing the seaward side.

Water level
(cm)

Hmax
(cm)

H1/3
(cm)

H1/10
(cm)

Haverage
(cm)

70 18.0 15.5 16.7 14.4
63 27.0 25.8 26.3 23.9
54 16.2 15.4 15.9 14.1
38 15.5 13.7 14.5 11.5

Table 3. Wave heights based on zero upcrossing statis-
tics in front of rubble-mound structure with slope 1:2 
facing the seaward side.

Water level
(cm)

Hmax
(cm)

H1/3
(cm)

H1/10
(cm)

Haverage
(cm)

70 18.5 16.2 16.7 13.4
63 19.9 18.5 19.1 16.7
54 14.3 14.0 14.1 13.1
38 15.9 14.5 15.0 13.0

Table 4. Wave heights based on zero upcrossing statis-
tics in front of rubble-mound structure with slope 1:2.5 
facing the seaward side.

Water level
(cm)

Hmax
(cm)

H1/3
(cm)

H1/10
(cm)

Haverage
(cm)

70 17.9 15.7 16.3 14.9
63 18.1 17.3 17.7 16.0
54 17.6 16.7 17.1 15.4
38 13.8 12.6 13.1 11.3

Table 5. Significant wave height, runup, and rundown 
at 38 cm of water elevation.

Format 
of slope

H1/3 
(cm)

Runup, 
Ru (cm)

Rundown, 
Rd (cm)

Ru − Rd 
(cm)

1:1.5 13.7 32.0 8.5 23.5
1:2 14.5 28.0 8.0 20.0
1:2.5 12.6 20.0 6.0 14.0
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1998). Unfortunately, the overtopping at 63  cm 
of water elevation cannot be recorded due to the 
instrument’s problem during the experiment.

The wave transmission coefficient (Kt) is defined 
as the ratio of the transmitted wave height (Ht) at 
the leeside to the incident wave height (Hi) at the 
breakwater seaward, as follows:

K H
HtKK tH

iH
=  (1)

The value of Kt indicates the effectiveness of a 
rubble-mound breakwater at submerged condition 
to attenuate waves (Yuliastuti and Hashim, 2011, 
Zhang and Li, 2014). The value of Kt varies between 
0 and 1. A value of zero implies that there is no 
transmission, whereas 1 means no reduction in wave 
height (there is no barrier in front of the wave). The 
result of wave transmission coefficient is presented in 
Table 7 at the water level of 70 cm (submerged).

On the basis of the result of wave transmis-
sion coefficient, slope 1:2.5 of the rubble-mound 
breakwater model can reduce the wave height more 
significantly than the slopes 1:1.5 and 1:2 of the 
breakwater model.

6 CONCLUSIONS

The function of rubble-mound breakwater is to 
protect the coastal area. Because the rubble-mound 
breakwater needs to be stable, the two-dimensional 
physical model of rubble-mound breakwater is con-
ducted using three different slopes, 1:1.5, 1:2, and 
1:2.5, facing the seaward side. The water levels are 
applied at the mean low water level, the mean high 
water level, the crest elevation, and submerged using 
the flume with regular wave. The rubble-mound 
breakwater model is designed on the basis of stabil-
ity of this breakwater using the Hudson formula. 
The armor units of the rubble-mound breakwa-
ter model are dolos placed randomly facing the 

seaward side. The core is set stable using geotube. 
The wave absorber, transmission wave, and dis-
placement of armor units give the best result for the 
slope of 1:2.5 of the rubble-mound structure model.

The results of two-dimensional physical test-
ing for this rubble-mound breakwater model will 
certainly be helpful in making the optimum slope 
of rubble-mound breakwater facing the seaward 
side in coastal areas of Indonesia with erosion 
and/or abrasion condition. The results of the two-
dimensional rubble-mound breakwater model will 
be very useful if  it can proceed to the next stage of 
the three-dimensional physical test by using regu-
lar and irregular waves. In addition, test results of 
physical model of this structure can also improve 
the existing rubble-mound breakwater, especially 
damaged rubble-mound breakwater.
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ABSTRACT: By using BISAR mechanical calculation software to calculate and analyze the rubber 
asphalt compound pavement shear stress of different interlayer adhesive states and under the condition of 
stress-absorbing layer thickness, we know that the adhesive states of stress-absorbing layer, rubber asphalt 
surface layer, and underlying cement pavement have a direct impact on the distribution of shear stress of 
asphalt overlay and stress-absorbing layer, and the maximum shear stress of asphalt layer bottom will first 
decrease and then increase with the increase of friction parameters. Therefore, the bottom layer should 
have good adhesion to prevent the premature entry of shear stress growth period.

more applicable to the layer distribution method 
stress absorbing layer. In addition, the rubber pow-
der-modified asphalt stress absorbing layer is also 
an effective measure of waste tires.

The layer distribution method for rubber pow-
der-modified asphalt stress absorption layer is 
widely used in compound pavement engineering; 
however, some technical problems still remain to 
be solved, including setting rubber powder-modi-
fied asphalt binder stress-absorbing layer asphalt 
overlay design theory and method of structure, 
the rubber asphalt binding material to improve 
the technical performance, and the construction 
technology and other aspects. In light of this, the 
above rubber asphalt stress-absorbing layer shear 
characteristics are studied in this paper, in order to 
further improve the technology of rubber powder-
modified stress absorbing layers.

2 ANALYSIS OF THE INTERLAMELLAR 
SHEAR STRESS

The combination form of general rubber asphalt 
compound pavement structure is shown in Fig. 1.

1 PREFACE

The stress-absorbing layer is arranged on the gen-
eral cement concrete deck and asphalt surface layer, 
which can effectively disperse the stress concentra-
tion of cement concrete joints or cracks under load 
effect in order to delay or prevent the appearance 
of reflective crack of asphalt pavement. The com-
monly used stress-absorbing layer types mainly 
include the layer distribution method stress absorb-
ing layer (such as SAMI), modified asphalt mixture 
stress absorbing layer, the compound stress absorb-
ing interlayer, geosynthetics, and synchronous 
macadam transition layer, among which the first 
three have better impermeable, crack resisting, and 
bonding properties, whereas the effect of the latter 
two in the practical application is not significant. 
The cost of modified asphalt stress absorbing layer 
and compound stress absorption interlayer engi-
neering is high, and the difficulty of construction 
is relatively high. By contrast, the layer distribution 
method stress absorbing layer is relatively more 
economical, reasonable, and convenient for con-
struction. Rubber powder-modified asphalt with 
high elasticity, toughness, and high deformation is 
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In addition to the rubber powder-modified 
asphalt stress-absorbing layer structure of each 
layer of compressive resilient modulus and Pois-
son’s ratio, we refer to “asphalt pavement design 
specification” -JTG D50-2006 value. However, the 
rubber powder-modified asphalt stress-absorbing 
layer refers to the modified asphalt stress-absorbing 
layer parameters. The values of the pavement mate-
rial parameters for each layer are shown in Table 1.

Using BISAR pavement structure in Table 1 in 
the interlayer under BZZ-100 standard axle load 
conditions, shear stress is calculated to analyze the 
thickness of the shear stress distribution, contact 
conditions, the interlayer shear stress, and the effects 
of stress-absorbing layer thickness on shear stress.

2.1 Distribution of shear stress in the lower layers 
of different adhesive states

In this analysis, the stress-absorbing layer and the 
upper and lower positions under different condi-
tions of friction parameters ∂ each point along the 
driving direction (0,1a,2a,3a) at the XX and YY 
normal stress component analysis asphalt surface 
and the bottom of the maximum stress absorb-
ing layer shear stress distribution. The results are 
shown in Figures 2–6.

As can be seen from Figures 2–6, the maximum 
shear stress distribution of the stress-absorbing com-
pound pavement overlay and the stress absorbing 
underlying layer can be changed with different adhe-
sive statuses, and the main changes are as follows:

Figure 1. Pavement structure combination.

Table 1. Pavement structure parameters.

Structure layer
Thickness 
(cm)

Modulus 
(MPa)

Poisson’s 
ratio

Asphalt overlay 4.0  1200 0.35
Absorbing layer 0.6∼1.0  400 0.35
Cement concrete 24.0 30000 0.15
Cement-stabilized 

stone base
20.0  1500 0.20

Graded stone 25.0  350 0.35
Soil matrix –  100 0.40

Figure 2. Shear stress at the underlying layer under the 
condition of complete continuity between two layers.

Figure 3. Shear stress at the underlying layer when the 
upper layer is 0.5.

Figure 4. Shear stress at the underlying layer when the 
upper layer is completely sliding.

Figure  5. Stress absorbing layer friction parameter is 
0.5.
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1. When every level of compound pavement is 
completely in continuous state, asphalt layer 
and stress-absorbing layer stress was basically 
consistent along the direction of travel distribu-
tion, and auto axial and driving direction stress 
are all parabolas, and the axial stress is always 
greater than the direction of traffic stress.

2. When an adhesive status between the asphalt 
surface layer and the stress-absorbing layer 
changes, the distribution of stress in asphalt 
overlay takes a significant change along the 
directions of traffic. When the friction parame-
ter is in the case of 0.5, the axial stress and stress 
variation of the direction of travel are exactly 
opposite, and the maximum shear stress is travel 
direction stress in load center, which proves that 
the interlayer adhesive status affects the stress 
distribution of the asphalt surface layer and the 
maximum shear stress direction. At the same 
time, under three friction parameter conditions, 
absorbing layer stress changing rules along the 
direction of traffic are not obvious, but there 
still exists possibility of the presence of the 
influence of different friction parameters on 
stress variation.

3. When the stress-absorbing layer and the origi-
nal cement coagulation pavement adhesive 
status change, the variation of asphalt overlay 
and stress-absorbing layer of stress were signifi-
cantly changed. When the friction parameter 
is 0.5, that is to say, when the stress-absorbing 
layer and the cement concrete road surface are 
not fully bonded, the stress distribution is basi-
cally equal to the effect generated the asphalt 
layer—the changing adhesive status of the 
stress-absorbing layer. Changes in stress dis-
tribution stress-absorbing layer occurs when 
incomplete bonding is not large; however, when 
the layers completely coincide, the driving direc-
tion and the distribution of the axial stress are 
exactly opposite with fully bonded case, namely 
the maximum shear stress is seen as a parabola, 
which decreases first and then increases.

4. From the distribution of stress in different lay-
ers and the variation of bonded conditions, it 
can be seen that the interlayer shear stress dis-
tribution varies, and this effect will change with 
the variation of friction parameters.

2.2 Variation of maximum shear stress between 
the layers with different bond states

BISAR is used to make mechanical analysis for 
stress-absorbing layer and the upper and lower 
positions, respectively, under different conditions 
of friction parameters. The friction parameters 
were 0, 0.25, 0.5, 0.75, and 0.99, in which the fric-
tion parameter 0 is for complete adhesion and 0.99 
is for nearly complete slide. The variation of the 
maximum shear stress under different conditions 
of friction parameters is shown in Figs. 7 and 8.

As shown in Figures  7 and 8, the change of 
the bonding condition between stress absorption 
layer and the upper and lower layers affects the 
maximum shear stress between itself  and the bot-
tom layers of asphalt directly. With the increase 
in friction parameters between asphalt layer and 
stress-absorbing layer, the maximum shear stress 

Table  2. Shear compliance under different friction 
parameters.

Adhesive 
layers

Friction 
parameters

Modulus 
(MPa)

Poisson’s 
ratio

AK 
(N/m2)

Asphalt 
overlay 
and stress-
absorbing 
layer

0 1200 0.35 0
0.25 3.99E-11
0.5 1.20E-10
0.75 3.59E-10
0.99 1.19E-08

Stress-
absorbing 
layer with 
the original 
concrete 
pavement

0 400 0.35 0
0.25 1.20E-10
0.5 3.59E-10
0.75 1.08E-09
0.99 3.56E-08

Figure 6. Shear stress at the underlying layer when the 
absorbing layer is completely sliding.

Figure 7. Maximum shear stress at the bottom of the 
layer under the condition of friction parameter of differ-
ent asphalt overlay stress-absorbing layer.
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of rubber asphalt overlay will first decrease and 
then increase with the increase of friction param-
eters, while the maximum shear stress of the bot-
tom stress absorption layer increases with it. The 
good bonding state of asphalt overlay layer can 
reduce the maximum shear stress of the stress 
absorption layer and prevent the premature failure 
of the stress absorbing layer. Although the change 
trend of asphalt overlay was first reduced and then 
increased, reducing the maximum shear stress of 
asphalt overlay by reducing the bonding degree 
between layers is not suitable, because at the begin-
ning of building, the initial bonding state between 
the layers is not ideal. At the same time, over time, 
the bonding condition of interlayer will be gradu-
ally reduced, so it should not be the measures to 
prevent premature to enter the maximum shear 
stress growth. The bonding condition between the 
stress-absorbing layer and the cement pavement 
has a significant impact on the maximum shear. 
The maximum shear stress of rubber asphalt 
overlay and stress absorption layer bottom will 
first decrease and then increase with the increase 
of friction parameters. And for the asphalt layer 
bottom, completely sliding and in relatively com-
plete bonding condition, the maximum shear stress 
increases by 15.23%, which also proves that we 
cannot reduce the maximum shear stress by reduc-
ing the adhesion of the layers.

2.3 Effect of different stress-absorbing layer 
thicknesses on the maximum shear stress 
of the bottom layer

BISAR is used for the mechanical analysis of rub-
ber asphalt overlay (stress-absorbing layer) under 
different conditions of stress-absorbing layer 
thickness.

The thicknesses were 0, 0.6, 0.7, 0.8, 0.9, 1.0 and 
1.5 cm. It can be found from calculation that when 

we do not set stress-absorbing layer, the maximum 
shear stress of the asphalt overlay bottom layers 
is 5.959 × 105, and the calculation results of bot-
tom shear stress when settings with other different 
thickness of stress absorption layer are as shown 
in Figure 9.

As it can be seen from Figure 9, with the increase 
in the thickness of stress-absorption layer, the 
maximum shear stress between asphalt overlay and 
the bottom stress-absorbing layers decreases con-
tinuously, the maximum shear stress decreases by 
12.59% when stress absorbing layer thickness is set 
at 0.6 cm. When the thickness is 1.0 cm, it decreases 
by 23.55%, and when the thickness is 1.5 cm, under 
the maximum shear stress, it decreases by 32.01%, 
which proves that the thickness effect is the effec-
tive measure to reduce the maximum shear stress 
of asphalt pavement; however, this effect increases 
with the thickness gradually. At the same time, for 
rubber powder-modified asphalt stress-absorbing 
layer, its thickness is 0.6–1.0 cm, and in the actual 
use of the process, because of the influence of 
Webster effect, the lower layer of asphalt will form 
a certain thickness of the oil-rich layer, the actual 
reduction effect of the maximum shear stress is 
greater than the one of calculation results. There-
fore, the rubber powder-modified asphalt stress-
absorbing layer is an economical and reasonable 
anticracking measure. In addition, from the vari-
ation of the maximum shear stress of absorption 
bottom layer in different thickness, it can be seen 
that increasing thickness cannot effectively reduce 
the maximum shear stress of stress-absorption 
layer. When the thickness of the stress-absorbing 
layer increases from 0.6 to 1.0 cm, the maximum 
shear stress decreases by only 3.44%. When the 
thickness of the stress-absorbing layer increases 
to 1.5 cm, the maximum shear stress decreases by 
only 7.5%. Therefore, the increasing of thickness 
of the stress-absorbing layer cannot effectively 
reduce the maximum shear stress by itself, which 
requires the stress-absorbing layer material’s good 
elastic recovery, and the rubber powder asphalt has 

Figure  8. Maximum underlying shear stress between 
cement pavement and stress-absorbing layer under the 
condition of different friction parameter.

Figure  9. Bottom layer maximum shear stress under 
different thicknesses of stress-absorbing layer.
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a high modulus and a high viscoelasticity trait, 
which is in line with this request.

3 CONCLUSION

1. By using BISAR mechanical calculation soft-
ware, we calculated and analyzed the rubber 
asphalt compound pavement shear stress of 
different interlayer adhesive states, and under 
the condition of stress-absorbing layer thick-
ness, we knew that the adhesive states of stress-
absorbing layer, rubber asphalt surface layer, 
and underlying cement pavement have a direct 
impact on the distribution of shear stress of 
asphalt overlay and stress-absorbing layer, and 
the maximum shear stress of asphalt layer bot-
tom will first decrease and then increase with 
the increase in friction parameters. Therefore, 
the bottom layer should have good adhesion 
to prevent the premature entry of shear stress 
growth period.

2. With the increase in the thickness of the stress-
absorbing layer, the maximum shear stress of 
asphalt overlay is significantly reduced, but the 
effect of the maximum shear stress of the stress-
absorbing layer is not obvious.
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ABSTRACT: The seismic performance of four new-type beam-column joints and two ordinary cast-
in-site beam-column connections was compared with low-cycle loading tests. The study is mainly on the 
failure modes and mechanisms, hysteresis loops, ductility, and stiffness degradation of the joints. It is 
demonstrated that the specimens, belonging to classical bending failure, meet the seismic requirement of 
strong-shear and weak-bending for beam-column joints. There are no cracks on the surface of the joint 
region, and no relative slips along the interfaces between the cast-in-site column and composite beams for 
the bonds raised with concrete keys and reinforced bars. The seismic resistance performance of the new-
type beam-column joints is almost equal to that of the ordinary connections. The construction measures 
of the prefabricate assembly frame structure can guarantee the safety and reliability of the novel joints.

connection is almost equal to that of  monolithic 
connections. At present, connections assembled 
with cast-in-site column and composite beams 
and monolithic connections are frequently used 
in Assembly integral frame joints in Chinese 
(2004). Luo Qinger et al. (2009) conducted con-
trast tests of  one precast monolithic R.C. frame 
interior column joint and one cast-in-site R.C. 
frame interior column joint. Additionally, con-
necting techniques of  precast columns used pres-
ently are not ideal to structural integrity, only 
suitable to multi—layer structures (CECS43:92).

In the paper, a novel beam column joint, com-
posed of composite beams and cast-in-site column, 
was proposed. As shown in Fig. 1, the main con-
struction measures of the joint include composite 
beams, protruding bars of the beams welded in the 
joint region, and concrete shear keys at the beam—
ends. Concrete shear keys are used to improve the 
shear-resistance capacity of the joint.

In the actual construction process, protruding 
bars are unable to be accurately aligned for devi-
ation of component fabrication, positioning 

1 INTRODUCTION

Construction measures, including composite beam 
and concrete shear key, used in New Prefabricate 
Assembly Frame Structure (NPAFS), could ame-
liorate troubles in traditional assembly structure 
system, such as low precision and poor structural 
integrity, and effectively improve construction qual-
ity and structural performance, shorten the con-
struction period, reduce environmental pollution, 
and save resources and energy (Zhang, 2013). The 
NPAFS, good in integrity and seismic performance, 
and high production efficiency, is applicable  for 
multi-layer and small high-rise structure, and is sig-
nificant to the development of urbanization con-
struction and housing industrialization of China.

Most related experiment researches at home 
and abroad assume that the NPAFS can achieve 
the same or similar seismic performance of  the 
cast-in-site structures (Li, 2006). By the full-scale 
model tests, Zhao Bin et al. (2005) had studied the 
seismic behaviors of  cast-in—site high strength 
concrete beam-column sub—assemblage, pre-
cast concrete beam-column sub—assemblage 
with cast-in-site high strength concrete joint 
and precast concrete beam-column sub—assem-
blages with fully assembled joints, such as the 
failure pattern, hysteresis characteristic, skeleton 
curve, strength and stiffness deterioration, shear 
deformation of  the joint core zone, rotation of 
the beam end and column end. Through testing 
the seismic behavior of  precast layered slab and 
beam to column exterior joints under high axial 
loading and low—cycle reversed loading, Yan 
Weiming et al (2010) indicated that the earth-
quake resistance performance of  this type of Figure 1. New-type joint for reinforced frames.
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inaccuracy, and space restriction in the node, so it 
is difficult to be welded together. While welding the 
bars in edge region of the node can reduce the dif-
ficult in adjusting them.

In order to ensure the safety and reliability of the 
construction measures, low-cycle reverse loading 
tests were conducted on the novel frame beam col-
umn joints for comparing the lading process, failure 
mode, hysteretic ductility, energy dissipation, and 
stiffness degradation of the joints with cast-in-site 
beam column joints.

2 SPECIMEN DESIGN

A total of six full-scale specimens of interior RC 
beam-column joints from an assembled integral 
residence was made and tested. Four of the speci-
mens are the novel beam-column joints presented 
in the paper, only different in welding positions of 
the bottom steel bars, in specimens 1 and 2 (PC-1-1 
and PC-1-2) the bottom bars welded at the column 
center-line, and in specimens 3and 4 (PC-2-1 and 
PC-2-2) at the edge region of the joints. Specimens 
5 and 6 (RC-1-1 and RC-1-2) are ordinary cast-in-
site concrete connections. The numbers and sizes 
of the components are shown in Tables 1 and 2, 
and material performance of the steel and concrete 
used is demonstrated in Tables 3 and 4.

For these specimens, the beam and column ends 
were the points of inflection under the applied 
lateral load. The beam length was measured as 

Table 1. Types and numbers of the tested joints.

Component 
type

prefabricated components

Cast-in-site 
members

Bars welded 
at column 
center-line

Bars welded 
at the edge 
region

Number PC-1 PC-2 RC-1
Quantity 2 2 2

Table 2. Dimensions of the tested joints/mm.

Specimen
Column 
section

Beam section

Prefabricated 
part

Cast-in-site 
part

Total cross 
section

PC-1-1 500 × 500 300 × 350 300 × 200 300 × 550
PC-1-2
PC-2-1
PC-2-2
RC-1-1 500 × 500 – 300 × 550 300 × 550
RC-1-2 Figure  2. Geometry and reinforcement layout of the 

joints/mm.

Table 3. Parameters of concrete material.

Specimen

Cubic 
compressive 
strength/MPa

Modulus 
of elasticity 
EC/104 MPa Maturity

PC-1-1

Prefabricated 
part

62.32 4.714 28

Cast-in-site 
part

59.03 4.709 28

PC-1-2

Prefabricated 
part

60.55 4.714 28

Cast-in-site 
part

63.38 4.709 28

PC-2-1

Prefabricated 
part

56.62 4.525 28

Cast-in-site 
part

59.03 4.808 28

PC-2-2

Prefabricated 
part

60.55 4.881 28

Cast-in-site 
part

63.38 4.902 28

RC-1-1 56.45 4.926 28
RC-1-2 62.28 4.908 28

Table 4. Properties of steel.

Type Grade

Yielding 
strength/
MPa

Ultimate 
strength/
MPa

Modulus of 
elasticity × 
105/MPa

D22 HRB335 372 577 2.0
D25 HRB335 368 573 2.0
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1.4 m from the column axis to the point of inflec-
tion. The materials of the joints are similar to the 
prototype structure, made of C60 concrete, and 
symmetrically reinforced with HRB335 bars. The 
detailed geometry and reinforcement of the joints 
are shown Fig. 2.

3 TEST LOADING AND DESCRIPTION

3.1 Loading system

Considering the effect of earthquake, vertical load 
is subjected on the beam ends of the joints by two 
vertical actuators. To simulating the actual mechan-
ical behavior of the beams, the loading positions are 
1.1 m away from the edge of the column.

Axial compression ratio, u, is an important 
parameter to ensure the failure modes of the con-
crete column in earthquakes being large eccentric 
compression and ductility damage (GB50011). Pre-
vious studies believe that when u ≥ 0.3, the angles of 
seismic waves have little effect on the section ductil-
ity of column; and when u ≤ 0.3, the influence of 
concrete strength grade on the section ductility may 
be neglected (Xu, 2012). So a constant axial load of 
0.3fcAg, in which fc and Ag are design value of com-
pression strength of concrete and sectional area of 
the column, respectively, was subjected on the top 
of the column, and maintained in the testing.

The loading system selected is a load—displace-
ment hybrid control  (STMERB, 1997), as shown 
in Fig. 3. The estimated cracking load fcr of  the 
composite beam is 80  kN, and the yield load fy 
is 160 kN. Before yield of steel bars in the beam, 
the tests were executed with force control, and one 
cycle for each load level. The first 3 load incre-
ments are 50%, 30%, and 20% of the cracking 
load, respectively. When the beam cracking, the 
load increment applied is switched to 20% of the 
yield load, and changed to 10% of the yield load 
when the loading approaching the yield load.

When the beam reaches its yield strength, the 
loading system was switched to the displacement 

control. Each load level was subjected on the speci-
mens for three cycles gradually to achieve the dis-
placement ductility factor Δ/Δy  = ±1.5, ±2.0, ±2.5, 
…, where the yield displacement Δy was measured 
during the test. The ultimate deformation of the 
specimens is determined corresponding to the 
beam-end displacement when the bearing capacity 
reduced to 80% of the maximum load. The setup 
of the loading test are shown in Fig. 4.

The stress values in the specimens were meas-
ured with DH3815N static strain instrument, with 
measuring range of ±20000  με, system error of 
0.5% ± 3 με, resolution of 1 με, and drift of 4 με/4 h. 
Deflection  was collected with an automatic dis-
placement acquisition system. Load was read with 
pressure sensors. All instruments were calibrated in 
accordance with specified criteria before tests, and 
a cyclic vertical load of 5 kN was applied on the 
beam-ends for 2 times to check whether the instru-
ments performing normally or not. The arrange-
ment of steel and concrete strain gauges for the test 
components is shown in Figs. 5 and 6.

Figure 3. Loading system of the test.

Figure 4. Setup of the loading test.

Figure 5. Arrangement of the steel-stress gauges.
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3.2 Test process

The failure modes of the components tested are 
shown in Fig.  8. All specimens exhibit bending 
failure modes under cyclic loading, plastic hinges 
fully developed in beam body near the joint. For 
the specimens having present basically similar fail-
ure features, the loading process was divided into 
three phases.

In the first phase, concrete cracks in these speci-
mens are firstly observed in the beams, and the 
width, depth and distribution range develop with 
load increasing. In the second phase, new cracks 

appear constantly and the original cracks are 
gradually developing into crossing cracks. In the 
last phase, cracks develop rapidly, with concrete 
crushed in compression zone, plastic hinge formed 
in the beam, and loading capacity of the column 
decreased. In the process, no cracks were observed 
on the surface of the joint core while reinforced 
bars show no brittle failure. The observed crack 
patterns of the specimens are shown in Figure 7.

At the third loading stage, there are no obvi-
ous changes on the surface of the PC-1 specimens, 
while measured strains show that the beam concrete 
has reached cracking degree. At the fourth loading 
stage, hair cracks are observed at the bottom of the 
left beam in the region near the joint. At the fifth 

Figure 6. Arrangement of the concrete-stress gauges.

Figure 7. Patterns for the failure modes of the joints.

Figure 8. Load-displacement hysteretic loops.
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stage, about 144 kN, vertical cracks with different 
width appear on beams, with the largest length 
of 170  mm and width of 0.06  mm. To the sixth 
stage, the vertical cracks have developed in vary-
ing degree, and form diagonal cracks gradually. 
At the seventh stage, crossing cracks are formed 
at different extent, and the beams yield. The cor-
responding beam-end displacements are 12.0 and 
13.0 mm, respectively, for PC-1-1 and PC-1-2. In 
the displacement control phase, the width, length 
and the distribution range of the cracks expand 
continuously with the displacement increasing 
gradually, and plastic hinge formed at the beam-
end. Finally, when the deformations reach 5Δy, the 
hysteresis curves become unstable, and the speci-
mens are failure.

At the third loading stage, hair cracks were 
observed at the top of the right beam of PC-2 spec-
imens in the region near the column. At the fourth 
loading stage, cracks are observed at the top of 
both beams. At the fifth stage, vertical cracks with 
different width appear on the bottom of beams, 
and origin cracks develop continuously. At the 
sixth stage, origin cracks extend further, and form 
diagonal cracks gradually. At the seventh stage, the 
original cracks have various degree of development 
with a main diagonal crack formed obviously. The 
corresponding beam-end displacements are 12.3 
and 13.7 mm, respectively, for PC-2-1 and PC-2-2. 
The appearance in the displacement control phase 
is similar to PC-1specimens.

The demonstration of RC-1 specimens during 
3 to 6 load stages is similar to that of PC-1 basi-
cally. While reinforced bars of PC-1 are not yield 
at the 7th load stage, 10% of the estimated yield 
load of the beam is still used as the load increment 
in the 8th stage. The corresponding beam-end dis-
placements are 12.6 and 13.4 mm, respectively, for 
RC-1-1 and RC-1-2. In the displacement control 
phase, the hysteresis curves become unstable when 
the deformations reach 4Δy, and the specimens are 
failure.

4 RESULTS AND DISCUSSION

4.1 Hysteresis behavior

The hysteretic responses of specimens, shown in 
Figure  8, are presented in the form of displace-
ment versus corresponding vertical applied load on 
beam-ends. Pinching is obviously observed in the 
hysteresis curves (Mansour, 2001). Skeleton curves, 
shown in Fig. 9, were obtained from the curves. 
Some results inferred from the experimental phe-
nomena and Figs. 9 and 10 are given below.

1. The hysteretic behavior of the specimens is 
depended on the rotation capacity of the 

beam-end plastic hinge. The reduction in 
strength of the specimens is mainly correspond-
ing to the yield of the reinforced bars and con-
crete crushing in the beams.

2. The ultimate bearing capacity of  the ordinary 
beam-column connections is greater around 
10% than that of  the novel beam-column joints.

3. The novel beam-column joints with different 
welding position of the reinforced bars at beam 
bottom are similar in hysteresis curves and skel-
eton curves. Welding position of the reinforced 
bars has little effect on hysteretic behavior of 
the specimens.

4.2 Ductility coefficient of beam

Ductility Coefficient is ratio of extreme deformation 
to yield deformation, and reflects plastic deforma-
tion capacity of structural components (Cai, 2005). 
In structural seismic analysis, ductility coefficient is 
usually used to represent the ductility of structural 
elements, and can be calculated by equation (1).

βDβ u

y

= Δ
Δ

 (1)

Figure  9. Comparison of load-displacement skeleton 
curves.

Figure 10. Comparison of energy dissipation.
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where, βD is ductility coefficient, Δu is extreme 
deformation, and Δy is yield deformation.

Ductility coefficient calculated of  each speci-
men, shown in Table  5, is between 3.37 and 
4.99, and meets the requirements of  seismic 
ductility[12]. Ductile deformation capacity of  the 
novel beam-column joints is greater than that 
of  the ordinary beam-column connections with 
equivalent reinforcement and concrete strength. 
Additionally, no obvious effect of  welding posi-
tion of  the reinforced bars is observed on duc-
tility performance of  the novel beam-column 
joints.

4.3 Energy dissipation capacity

Area of hysteresis loop can be used to evaluate 
the energy dissipation capacity of the component 
in earthquake. Average energy dissipation of each 
specimen under each levels of deformation for 
each specimen is shown in Fig. 10.

The figure indicates that plastic hinges of the 
novel beam-column joints appear earlier than 
those of the ordinary beam-column connections, 
and the energy dissipation capacity of the joints 
inclines when ductility coefficient greater than 4.0, 
demonstrating that plastic hinge start to destroy. 
Additionally, the energy dissipation capacity of the 
novel beam-column joints is greater than that of 
the ordinary beam-column connections, and two 
types of the novel joints are more or less similar in 
energy dissipation.

4.4 Stiffness degradation

Stiffness degradation is that stiffness of structural 
members decreases with their deformation increas-
ing under cyclic loading. Rate of the degradation, 
used for evaluating seismic capacity of the joints, 
can be demonstrated with average stiffness of each 
circulation at all levels:

K njK
i

n

=
( )P PjPi

jPi

( )j
i

j
i

Pi

i
=
∑

j
i ++1

 (2)

In which, P PjPi
jPi−Pi,  are the positive and nega-

tive peak load of the ith cycle in jth loading stage, 
respectively, Δ Δj

i
j
i−Δ i,  are deformation values cor-

responding to PjPi+  and PjPi− ,  respectively, n is the 
number of cycles.

Deductions on the stiffness degradation of each 
specimen, shown in Fig. 11, are given below.

1. The stiffness degrades with deflection increas-
ing after beam yield. However, the deterioration 
trends tend to mitigation.

2. Stiffness degradation of the novel beam-column 
joints is similar.

3. In the process of stiffness degradation, the stiff-
ness of the ordinary beam-column connections 
is greater than that of the novel beam-column 
joints.

5 CONCLUSION

Based on the low-cycle loading tests of four novel 
beam-column joints and two ordinary cast-in-site 
beam-column connections, we can draw the fol-
lowing conclusions.

1. All the joints exhibit typical bending failure modes, 
and plastic deformation capacity of the beams is 
fully developed. The construction measures, such 
as concrete keys in the joint and steel bars welded, 
meet the ductility requirement of strong-shear 
and weak-bending for concrete frame joints.

Table 5. Displacement ductility coefficient of the joints.

Specimen Py/kN Δy/mm Pmax/kN Δmax/mm Pu/kN Δu /mm βD

PC-1-1 176.2 12 219.9 40.3 186.9 59.9 4.99
PC-1-2 178.5 13 223.6 47.4 190.1 48.1 3.70
PC-2-1 179.1 12.3 229.0 29.3 203.2 47.6 3.87
PC-2-2 179.6 13.7 216.6 37.3 184.1 52.9 3.86
RC-1-1 193.2 12.6 258 47.9 221 46.4 3.68
RC-1-2 195.4 13.4 242 45.2 219 45.2 3.37

Figure 11. Comparison of stiffness degradation.
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2. The ultimate strength and stiffness of the novel 
concrete frame joints are slightly lower than 
those of the ordinary beam-column connec-
tions, but their ductility and energy dissipation 
capability are higher, so two types of joints are 
similar in seismic performance.

3. Welding positions of the bottom steel bars of 
the beams have little effect on the mechani-
cal properties of the tested specimens, for two 
kinds of the novel joints having similar stiffness 
degradation, ductility and energy dissipation.

In conclusion, the novel frame joints of assem-
bling integral reinforced concrete frame structure 
presented in this paper can reach the mechanical 
level of ordinary beam-column concrete connec-
tions, and the construction measures for the novel 
frame joints can ensure the safety and reliability 
of buildings.
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Seismic analysis of large span spatial steel frame with isolation system

W.Z. Zhu
School of Civil Engineering, Guangzhou University, Guangzhou, China

ABSTRACT: Base isolation technique was employed in the E Block of the Guangdong Science Center 
(GSC) to protect the huge span frame from damage under external loads, especially typhoon and earth-
quakes. In this application, isolating bearings are directly placed at the base of the main columns of the 
building. Non-linear dynamic analysis and shaking table tests were conducted to study the effect of the 
base isolation on vibration modification, evaluate the improvement of the seismic-resistance capability, 
and estimate the deflection compatibility of the isolation. A 1/35th scale model was constructed and 
tested on shaking table under a series of base excitation with gradually increasing acceleration ampli-
tudes. The results show that the experimental test setup can simulate the vibration characteristics of the 
prototype structure perfectly, and the stiffness simulation for isolating bearings is successful. With the 
comparison of the natural vibration characteristics and the dynamic responses, such as accelerations and 
displacements, of the structure for the cases with or without base isolation, it was demonstrated that base 
isolation can remarkably improve the seismic-resistance capability of the building and improve the torsion 
performance of structure with irregular plan. The investigation indicates that the isolation design for GSC 
is rational and is a useful effort for isolation design in huge civil engineering.

found that the optimum yield strength of the LRB 
is in the range of 10%–15% of the total weight of 
the building under near-fault motions. Dicleli etc. 
(2007) indicated that the accuracy of the equiva-
lent linear analysis results is affected by the ratio 
of peak ground acceleration to peak ground veloc-
ity of the ground motion as well as the intensity 
of the ground motion relative to the characteristic 
strength of the isolator, and the effective damping 
equation currently used in the design of seismic-
isolated structures must incorporate the effective 
period of the structure and frequency characteris-
tics of the ground motion for a more accurate esti-
mation of seismic response quantities.

Although the isolation technique has been used 
in civil engineering for more than 40 years, such 
as U.S. Court of Appeals, San Francisco Airport 
International Terminal, with isolation systems 
mainly consisting of sliding bearings (Charleson, 
2008), Lead-Rubber Bearings (LRB) used in large 
span structures are seldom reported.

Guangdong Science Center (GSC), a large span 
steel frame consisting of special shaped compo-
nents, is new landmark architecture of Guang-
dong Province, China. The potential fatalness to 
the Block is of great seriousness for its extremely 
complex internal force state. To ensure the safety 
of the building and people, devices and exhibitions 
in it under external loads, especially typhoons and 
strong earthquakes, the base isolation system of 
LRB was employed in the E Block of GSC.

1 INTRODUCTION

Base isolation is an effective measure to alleviate 
earthquake disasters to structures. Since the 60’s 
of last century, extensive researches on isolation 
technique have been conducted in practical engi-
neering. It has been indicated that base isolation is 
very effective in keeping the utilization functions of 
buildings under severe earthquakes (Skinner, 1993; 
Su, 2001; Masahiko, 2006). Topkaya (2004) con-
ducted a parametric study using three-dimensional 
finite elements with geometric and material non-
linearities, and identified the important geometric 
specimen properties that influence the measured 
shear modulus. Providakis (2009) discussed the 
aseismic performances of two actual Reinforced 
Concrete (RC) buildings with various Lead- Rubber 
Bearing (LRB) isolation systems. Kilar etc. (2009) 
analyzed the positive and negative effects of dif-
ferent bearing distributions on displacements and 
rotations of the superstructure as well as the base 
isolation system and tried to determine the most 
favorable distribution of isolators that is able to bal-
ance the effects of introduced eccentricities. Goda 
etc. (2010) assessed the cost-effectiveness of seismic 
isolation technology from the lifecycle cost-benefit 
perspective. All of the above studies indicated that 
seismic isolation can reduce vibration in super-
structures significantly, especially the unfavourable 
torsion effect and can be cost- effective in mitigating 
seismic risk. The study reported by  Jangid (2007) 
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Since isolation system was used in such a large 
span steel framework for the first time, whether 
the huge columns directly mounted on the isolat-
ing bearings could work compatibly or not, liking 
the case with a uniform isolating layer, is curious. 
To achieve optimum design and favorable seismic 
effect, a shaking table test and nonlinear dynamic 
analysis were conducted to compare the seismic 
performance of  the base isolated structure with 
that of  the base-fixed one. In this study, a 1/35th-
scale shaking table specimen was constructed and 
tested to evaluate the seismic characteristics.

2 PROJECT OVERVIEW

GSC is located at Wanzuitou, west of Xiaoguwei 
Island in Panyu district of Guangzhou. The con-
struction area is at the northern of the Cenozoic 
era sedimentation basin of Pearl River Delta of 
China, 1.1 km from a nearest fault line. The area 
has a geological condition of high hazard level, 
and many potential geological disasters, such as 
liquefaction, earthquake-induced landslides. The 
fortification intensity for the construction site is 
categorized as 7. The type of site-class is specified 
as type II corresponding to the equivalent shear-
wave velocity and the overlaying thickness of the 
soil profile, and the predominant period of the 
ground motion is taken as 0.45 s.

The main structure consists of seven Blocks, A, 
B, C, D, E, F, and G, as shown in Fig. 1. Among 
them, E Block is the biggest exhibition hall, liking 
a ship sailing on the sea, used for exhibiting valu-
able space instrumentations, and its structural style 
is the newest large span steel frame with many spe-
cial shaped components ever used in China.

The E Block has three stories with span length 
of  40 m, and the supporting system consists of 
six huge truss columns with cross sectional area 
of  4 m × 9 m. Huge trusses of  15 m high, linking 
the huge columns along the longitudinal direc-

tion, are installed at the 2nd storey and reached 
out to support the ship’s bow. Lattice beams are 
connected to the huge columns along the trans-
verse direction on each floor. Then huge trusses, 
lattice beams and huge columns are made up 
of  the huge irregular frame structure, and the 
lateral and vertical force resisting system. Jun-
ior trusses, 3 m in height and 6 m in space dis-
tance, are installed on the 2nd and 3rd floor. The 
structural plan and the elevation of  E Block are 
shown in Figs. 2 and 3.

3 ISOLATION DESIGN

It is very difficult to design base isolation in the 
E Block, for the span length of about 40  m. If  
a uniform isolation layer was chosen, the layer 
would be about 1.5 m high, and the isolating bear-
ings should be embedded about 2 m into soil with 
the level of the structure unchanged. While the 
ground-water level is only 0.4 m below existing sur-
face grade, the bearings would be immersed into 
water. If  the mounting height of the bearings was 
higher than the existing ground, the level of the 
building should be lifted up about 2 m. Therefore 
isolating bearings are placed directly at the base of 
each huge column, taking advantage of the rigid 
characteristic of the huge columns to keep all the 
bearings working compatibly. LRBs (Lead Rubber 
Bearings) were chosen as isolating bearings for the 
well-rounded research and the received computa-
tional model.Figure 1. Building model of GSC.

Figure 2. Structural plan of Block E.

Figure 3. Sketch map of main structure.
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In addition, there are three other standalone 
steel columns shown in Fig.  2. Considering the 
smaller cross sectional area of the columns, a 
partial isolation layer was used to connect all the 
smaller columns to two huge columns nearby. 
Then the seismic deformation compatibility of 
the smaller columns with the whole building is 
achieved.

4 FEM SIMULATION

4.1 Analytical model

In the analytical model, isolating bearings were 
modeled with two-directional coupled viscous 
damping element models. The non-linear relation-
ship of the two-directional coupled force and dis-
placement can be written as

f m k d F z

f m k d F z
u uff k y

uff k y
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The steel trusses, girders and columns were 
modeled with linear elastic beam-column elements, 
and the floors and curtain walls as shell elements. 
The analytical model of the prototype structure is 

Table 1. Parameter of the bearings /mm.

Item GZY-1100 GZY-1000 GZY-800 GZP-500 GZY-500*

Diameter 1100 1000 800 500 500
Height 347 339 325 194 347
Thickness of rubber layers 6 × 27 6 × 27 5 × 32 4.68 × 19 6 × 27
Thickness of steel plates 3.1 × 26 2.8 × 26 2.8 × 31 2.5 × 18 3.1 × 26
Diameter of the lead plug 220 200 160 – 220
First shape coefficient 45.8 41.7 40 24.5 12.1
Second shape coefficient 6.8 6.2 5 5.5 3.15

Figure  5. Arrangement of bearings under EKJZ1 
column.

Figure  4. Arrangement of bearings under huge 
columns.

To secure the deformation harmony of  the iso-
lating bearings with different sizes and satisfy the 
requirement of  the practical engineering, isolat-
ing bearings, with the diameters of  1100, 1000, 
800 and 500 mm, are selected for bearing stability 
under extreme earthquakes. The 1100 mm bear-
ings were the biggest bearings ever used in China. 
The parameters of  the bearings are shown in 
Table 1, in which, GZY500* is a damping bearing 
for wind resistance formed by the commonly used 
GZP500 bearing through increasing the cross 
sectional area of  lead bars. The arrangement of 
bearings under the huge columns is shown in 
Figs. 4 and 5.
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shown in Fig. 6, in which there are shell element of 
2578, beam-column element of 12907 and viscous 
damping element of 78.

According to the Chinese Code for seismic 
design of  buildings (CCSDB, GB 50011-2010), at 
least 2 sets of  strong earthquake records and one 
set of  artificial acceleration time-history curve 
should be selected based on the intensity, the 
design seismic group and site-class, and the maxi-
mum value of  the calculated results should be cho-
sen as the final result of  the time-history analysis 
method. Considering the spectral density proper-
ties of  Type-II site soil, El Centro (1940) and Taft 
(1952) ground motion records were selected as the 
ground motions for the model tests, for the fre-
quency spectrum feathers of  the two waves being 
similar to those of  the site soil. The time history of 
artificial acceleration is developed considering the 
motion design spectrum for Type-II site soil. The 
spectrum characteristics of  the wave are shown 
in Figs.  7 and 8. The peak ground accelerations 
of  the selected records were scaled to 0.055, 0.1 
and 0.31 g, corresponding to seismic intensity of 
frequent, basic and rare earthquakes, respectively.

The artificial time history of acceleration is 1-D 
wave, while El Centro and Taft ground motion 
records are all 2-D waves. If  the main direction is 
X, the peak acceleration in the direction Y can be 
calculated by:

a ay xa0 85  (3)

where, ax, ay represent the peak acceleration in 
direction X and Y, respectively. The factor of 0.85 
was regulated by CCSDB.

4.2 Analysis of FEM results

4.2.1 Natural periods and vibration modes
The vibration periods and modes calculated for 
the base-isolated and base-fixed buildings are 
presented in Table 2, Table 3, Fig. 9, and Fig. 10, 
respectively. The results illustrate that the isolation 
system prolongs the building’s periods of vibra-
tion, and the vibration energy concentrates to 

Table 2. Comparison of periods and modes from FEM.

Type Mode Period (s) Direction

Base-fixed structure 1 0.854 Y
2 0.717 Torsion
3 0.590 X

Isolated structure 1 1.819 Y
2 1.710 X
3 1.495 Y

Figure 6. FEM model of the structure.

Figure 7. Time history curve of artificial acceleration.

Figure 8. Spectrum of the artificial acceleration.

Table 3. Participating mass ratios of vibration modes and accumulated values for the isolated structure.

Mode

UX 
translation 
of X-Dir

UY 
translation 
of Y-Dir

UZ 
translation 
of Z-Dir ∑UXi ∑UYi ∑UZi

RX 
Rotation 
of X-Dir

RY 
Rotation 
of Y-Dir

RZ 
Rotation 
of Z-Dir

1 0.03307 0.86 0.0000038 0.03307 0.86 0.0000038 0.25 0.002043 0.89
2 0.96 0.03816 0.0000051 0.99 0.9 0.0000089 0.01077 0.06025 0.01648
3 0.004791 0.09566 0.0000055 1 0.99 0.0000149 0.0482 0.0005402 0.08844
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Figure 9. Vibration modes of base-fixed building from 
FEM.

Figure 10. Vibration modes of isolated building from 
FEM.

the first three modes. (In Fig. 9 and Fig. 10, the 
number “0” denotes the surface of the shaking 
table, and “1” denotes the first floor). In the base-
isolated building, the isolation system has large 
deformation but the superstructure behaves essen-
tially rigid, while the base-fixed one behaves like 
a flexural beam. With isolation system, the main 
modes change from bent or/and torsion vibra-
tions to translations. Isolation system can upgrade 
the vibration modes of the irregular superstruc-
ture, and make the seismic response smooth and 
regular.

4.2.2 Acceleration response
The maximum acceleration responses for each 
floor of the buildings subjected to the 1940 El Cen-
tro ground motion record, scaled to 0.31 g PAG, 
in two directions are shown in Table 4. It is shown 
that the maximum accelerations on the roof of 
base-fixed building are 0.496 and 0.412 g in x and 
y directions, with corresponding amplification fac-
tors of 2.65 and 1.87, respectively. The maximum 
accelerations on the roof of base-isolated building 
are 0.061 and 0.076 g in x and y directions, with 
amplification factors of approximately 0.30. The 
amplification factors for the roof of isolated build-
ing are far below those of the base-fixed one, with 
a reduction of about 85%.

4.2.3 Displacement response
Analytical results indicate that with isolation sys-
tem, the structural deformation converges to the 
isolating bearings, and the maximum deforma-
tion of the bearings is about 107 mm for the base-
isolated building subjected to the 1940 El Centro 
record with rarely intensity. The ratios of the maxi-
mum storey drift to the ground motions, scaled 
to frequent, basic and rare intensity, along X and 
Y direction are shown in Table  5. According to 
CCSDB, the analytical results in Table 5 are all less 
than the limit value of elastic story drift rotation for 
multi-story and tall steel structures (1/250), which 
means that both buildings are in elastic range.

Table 4. Maximum accelerations of all floors from FEM/g.

Floor

Response of X-Dir Response of Y-Dir

Isolated Base-fixed Isolated/Base-fixed Isolated Base-fixed Isolated/Base-fixed

4 0.061 0.496 0.123 0.076 0.412 0.184
3 0.060 0.291 0.206 0.067 0.287 0.234
2 0.055 0.213 0.258 0.066 0.229 0.288
1 0.055 0.187 – 0.066 0.220 –
0 0.187 0.187 – 0.220 0.220 –
Maximum 

amplification factors
0.30 2.65 0.33 1.87
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Comparisons between the base-fixed and the 
based-isolated buildings in Table 5  show that the 
isolation system reduces the storey torsion drift 
and the internal forces of the base-isolated build-
ing, while maximum elastic storey drift for the iso-
lated building are probably only one third of that 
for the base-fixed one.

5 MODEL TEST

5.1 Description of the shaking table

The shaking table test was conducted on MTS 
shaking table system at Guangzhou University. The 
table can input three-dimensional and six degree-
of-freedom motions. The dimension of the table is 
3 m × 3 m, and the maximum payload is 150 kN. 
The shaking table can vibrate with two maximum 
horizontal direction accelerations of 1.0g and a 
maximum acceleration of 2.0g vertically, with the 
frequency ranging from 0.1 Hz to 50 Hz.

5.2 Model manufacture

The model was designed by scaling down the geo-
metric and material properties from prototype 
structure (Lu, 2007; Deyin, 1996). The basic model 
similitude rules were established from the scaling 
theory (Sabnis, 1983), which is generally known 
and therefore there is no need for further explana-
tion of the theory. Since the dynamic behavior of a 
structure is fully described by means of three basic 
quantities, only three independent parameters can 
be selected when designing a model. Subsequently, 
other parameters are expressed in terms of the 
basic scale factors chosen. Considering the capac-
ity and the size of the shaking table to be used, the 
dimension scaling parameter (SL) was chosen as 
1/35, so the weight of the model was kept less than 
200 kN, the maximum load of the shaking table.

Steel structural elements were modeled with 
grade Q235 steel pipe, which is used as main mate-
rials in the prototype structure. Its Young’s modu-
lus scaling parameter (SE) is 1.0.

Subsequently, the third parameter (Sa) con-
cerning the horizontal acceleration can be deter-
mined. Since the peak value of the noise is close 
to or larger than the amplitude of seismic waves 
under frequent occurrences intensity (the maxi-
mum acceleration is 35 cm/s2), errors would occur 
in the test data acquisition. Amplified accelera-
tions are demanded to prevent measurement from 
being distorted by the noise. According to the 
instrument capacities, Sa was selected to be 2.439. 
The test program was designed on the basis of 
the final similitude scaling relationship. The main 
scaling parameters are presented in Table  6. It is 
noted worthy that the following equation should 
be established according to the similitude rule:

αm/αp = gm/gp (4)

where am is the horizontal acceleration of the 
model structure, αp is the horizontal acceleration 
of the prototype structure, gm is the gravitational 
acceleration of the model structure, and gp is the 
gravitational acceleration of the prototype struc-
ture. However, Eq. 4 is no longer feasible unless the 
model is excited in a centrifuge. In this case, adop-
tion of the artificial mass becomes the only choice 
to fulfill the similitude requirements. In practical 
test, this is achieved by the addition of suitably dis-
tributed weights, which are attached to the model 
in a manner that does not change the strength and 
stiffness of the floor beams and slabs.

To ensure an effective transmission for the earth-
quake motions to the base of the test model, the base 
plate of the model was mounted on the shaking table 
through two methods, bolt connections and isolation 
connections. The arrangement of the isolation bear-
ings on the shaking table for the experimental model 
is shown in Fig. 11, while the performance param-

Table 6. Similitude scale factors for the test model.

Controls 
parameters Symbols

Calculation 
Equations Values

Length SL Lm/Lp 1/35
Young’s 

modulus
SE Em/Ep 1.00

Acceleration Sa Sa = SE SL2/Sm 2.439
Time St s s st Ls a

0.11

Frequency Sf Sf = 1/ St 9.26
Mass Sm Qm/Qp 1/3000
Displacement Sd Sd = SL 1/35
Strain Sε Sε = 1 1.00
Stress Sσ Sσ = SE 1.00
Stiffness of isolat-

ing bearings
Sk S S S /Sk mS a L/S 1/35

Table 5. Analytical ratios of the maximum inter-storey 
drifts from FEM.

Seismic 
intensity

Base-fixed 
structure 
(1/θ)

Isolated 
structure 
(1/θ)

Reduction 
ratio

X-Dir Y-Dir X-Dir Y-Dir X-Dir Y-Dir

Frequently 5213 2726 13581 7976 0.62 0.66
Basic 1719 1205 5643 3876 0.70 0.69
Rarely 1077 726 3418 2183 0.68 0.67
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5.3 Results analysis for model test

5.3.1 Natural periods and vibration modes
According to similarity law (Zhou, 2005; Huang, 
1997), the vibration characteristics of the prototype 
building are shown in Table 8, Fig. 13 and Fig. 14. 

Figure  11. Arrangement of isolating bearings on the 
shaking table.

Figure 12. Test model on the shaking table.

eters are presented in Table 7. Fig. 12 shows the con-
structed test setup. The displacements of the bearings 
were measured with laser displacement transducers. 
It should be pointed out that the designed input 
acceleration amplitudes differ from the measured 
amplitude on shaking table, to some extent due to the 
effects of the control system and mechanical system 
of the shaking table. So the acceleration amplitude 
on shaking table should be measured.

The ground motions applied to the test setup with 
increasing amplitudes are the same as the records 
selected for previous dynamic analysis. According 
to the similitude factors shown in Table 6, the fre-
quency ratio 9.26 means that the time ratio is 1/9.26. 
The incrementally scaled excitations are input suc-
cessively in a manner of time-scaled earthquake 
waves. After different series of ground acceleration 
are inputted, white noise is scanned to determine the 
natural frequencies of the model structure.

Table 8. Comparison of natural periods from the ana-
lytical and experimental studies (s).

Direction 
of mode

Base-fixed 
structure

Isolated 
structure

Analytical value x  0.590  1.710
y  0.854  1.819

Experimental 
value

x  0.67  1.54
y  1.02  1.77

Error x 11.54% −9.94%
y 16.27% −2.59%

Figure 13. Vibration modes of base-fixed building from 
model test.

Figure 14. Vibration modes of isolated building from 
model test.

Table  7. Performance parameters of the bearings in 
shaking table test setup.

Type 
Lateral deformation

GZP200G6 GZY200G6

50% 100% 50% 100%

Yield stiffness 
(kN/mm)

0.39 0.37 1.97 1.32

Yield load (kN) 0.437 0.758
Effective lateral 

stiffness (kN/mm)
0.38 0.33 1.86 1.20

Effective damping 
ratio (%)

5 5 8 10
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The fundamental period of the base-isolated 
 building from the experimental data is 1.54 s, which 
is within 9.94% of the analytical results, while the 
fundamental period of the base-fixed building from 
the experimental studies is 0.67 s, with a difference of 
11.54%. It is indicated that the fundamental periods 
of the building from experimental studies meet well 
with the analytical results. The shapes of the vibra-
tion modes for the test specimen with base-fixed and 
base-isolated are similar to the analytical modes for 
both building, respectively. It reveals that the test 
specimen can capture the vibration characteristic of 
the prototype structure perfectly, and the stiffness 
simulation for isolation bearing is successful.

5.3.2 Acceleration response
According to the Eq. 5, the peak acceleration of 
the prototype structure can be calculated from the 
experimental results:

a K a Spi i mK a aS′ /  (5)

where api  is the peak acceleration for the i th floor 
of the prototype structure (g); Ki is the magnifi-
cation factor of the acceleration at the i th floor; 
′am  is the peak acceleration of the applied ground 

motion (g); Sa is the similitude scale factor for 
acceleration, 2.439, as shown in Table 6.

Subjected to ground motions scaled to 0.31 
PGA, the peak accelerations of each floor of the 
prototype structure are shown in Table 9. It indi-
cates that the acceleration response of the base-
fixed structure is increasing as the height increased, 
and the magnification factors of the acceleration 

on the roof are approximately 2.10 and 1.57  in x 
and y directions, respectively. The acceleration 
response on the roof of the isolated building is 
only 0.056 and 0.064 g in x and y directions, with 
the magnification factor of approximately 0.30. 
The acceleration magnification factors for the roof 
of the base-isolated building are about 6 times 
smaller than those for the base-fixed one, meet well 
with the analytical results.

5.3.3 Displacement response
The peak displacement for the prototype structure 
can be calculated from the experimental results 
using Eq. 6:

D a
a

D
SpiD m

t

miD

dS
= ′  (6)

where Dpi is the peak displacement for the i th floor 
of the prototype structure (mm); Dmi is the peak 
displacement for the i th floor of the test model 
(mm); t  is the peak acceleration measured on 
the shaking table corresponding to ′am (g); Sd is the 
similitude scale factor for displacement, 1/35, as 
shown in Table 6.

The ratios of the peak drifts on each storey to 
the ground motions are presented in Table 10. It 
is indicated that the ratio of the maximum inter-
story drift rotation for the base-fixed building to 
rare intensity earthquakes is 1/785, and the ratio 
for the isolated building is 1/2339, less than the 
limit value of elastic story drift rotation for multi-
story and tall steel structures (1/250). The average 
storey drifts of the isolated building are less than 

Table 9. Maximum accelerations of all floors from experimental studies /g.

Floor

Response of X-Dir Response of Y-Dir

Isolated Base-fixed Isolated/Base-fixed Isolated Base-fixed Isolated/Base-fixed

4 0.056 0.393 0.14 0.064 0.345 0.19
3 0.041 0.268 0.15 0.062 0.193 0.17
2 0.038 0.192 0.20 0.053 0.191 0.28
1 0.053 0.187 – 0.056 0.220 –
0 0.187 0.187 – 0.220 0.220 –
maximum magnification 

factor
0.30 2.10 0.29 1.57

Table 10. Ratios of the maximum inter-story drifts of the prototype building from experimental studies.

Earthquake 
intensity

Base-fixed building (1/θ) Isolated building (1/θ) Reduction ratio

Y-Dir X-Dir X-Dir Y-Dir X-Dir Y-Dir

Frequently 5593 2880 14269 8318 0.61 0.65
Basic 1852 1395  6035 4322 0.69 0.68
Rarely 1134  785  3440 2339 0.67 0.66
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those of the base-fixed one by reducing the peak 
story drifts by a reduction of 61–69%, which is 
within 10% of the analytical drifts.

The peak displacement of the isolation layer 
for the prototype structure estimated from the 
experimental results of  the test specimen subjected 
to the rare intensity ground motions is shown in 
Table  11. The peak displacement in the case of 
the 1940 EI Centro record reaches to 111.65 mm, 
consisting well with the previous analytical results, 
107 mm.

6 CONCLUSION

The E-Block of Guangdong Science Center is a 
complex large span steel frame. Isolation system 
was introduced in the mega structure for the first 
time in the China. Through the non-linear dynamic 
analysis and shaking table test, the following con-
clusions are the main finding of the study:

1. Base isolation system lengthens the fundamen-
tal period of the building, and the basic vibra-
tion modes change from bent or/and torsion to 
translation, upgrade the vibration modes of the 
superstructure, and make the seismic response 
smooth and regular.

2. The natural characteristic of the prototype 
structure calculated form the experimental 
results matches the FEM analytical results well, 
so the experimental test setup can simulate the 
dynamic properties of the prototype structure 
preferably.

3. During the ground motions scaled to 0.31  g 
PGA, the acceleration magnification factors 
for the base-isolated building are about 6 times 
smaller than those of the base-fixed one. The 
modification effect of the isolation system is 
remarkable.

4. The storey drifts of the base-isolated building 
are less than those of the base-fixed one greatly, 
and the reduction ratios are about 0.61–0.69. 
The deviation to the analytical values is less 
than 10 percent.

5. Subjected to the ground motions scaled to 
0.31 g PGA, both the base-fixed and the base-

Table 11. Maximum deformation responses of the pro-
totype building from experimental studies (mm).

Input direction Wave X-Dir Y-Dir

X-Dir El Centro 111.65
Y-Dir El Centro 73.5
X+Y-Dir Artificial 43.4 39.9

El Centro 95.2 71.75
Taft 63.7 57.05

isolated buildings are in elastic stage, while the 
internal forces in the base-isolated building is 
probably one third of those in the base-fixed 
one. The peak deformations of the isolating 
layer in the case of the 1940 EI Centro record 
are in the range of 39.9–111.65 mm, which con-
sists with the analytical value.

On the whole, the isolation system can improve 
the seismic performance of the structure, especially 
for the structure with an irregular plan. Besides, 
because of the stiffness of the huge columns, the 
response of each huge column of the base-isolated 
building is harmony basically. The study indicates 
that the isolation design of GSC is rational, and is 
a helpful explore to the seismic design measure for 
huge civil engineering.
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Effect of material ingredients on the cement-based self-leveling material

Jun Liu, Jiajian Hu, Runqing Liu & Yuanquan Yang
School of Materials Science and Engineering, Shenyang Jianzhu University, Shenyang, China

ABSTRACT: The effect of water-reducing agents, fly ash, and re-dispersible latex powders on the flexu-
ral strength, compressive strength, and fluidity of the cement-based self-leveling material was investi-
gated. The results show that the addition of fly ash can improve the fluidity of self-leveling mortar; 
however, excessive fly ash leads to a higher water requirement. Fluidity of the system decreases when 
additional fly ash is added at a constant water–cement ratio, which decreases the compressive strength and 
flexural strength. Water-reducing agents can improve the fluidity of self-leveling mortar; however, their 
compressive strength decreases after 1–7 days. Addition of re-dispersible latex powders leads to more 
water absorption and unfavorable fluidity.

Recently, researchers have studied the prepa-
ration and properties of self-leveling mortar in 
China. Gu Jun (2008) studied polycarboxylate 
superplasticizer-modified self-leveling cement and 
pointed out that the polycarboxylate was suited 
for self-leveling cement mortar and is highly cost-
effective. However, polycarboxylate superplas-
ticizer may change air entraining performance 
slightly, so bubble problem should be attended. 
Wu Jie and Guo Qiang found that the complex 
retarder can make up for the deficiency of a single 
retarder, which has the advantages of each retarder 
and improves the comprehensive performance of 
the retarder. Hassan et  al. used POFA and PBC 
in self-leveling cement mortar; POFA and PBC 
can prevent the separation of the mortar with a 
high-efficiency water-reducing agent. The paper 
by Canbaz M described that the setting time of 
cement increased with the increase of the addi-
tive. In Self-Compacting Mortar (SCM), Gneyisi 
et  al. used fly ash instead of natural fine aggre-
gate, in which the work of self-leveling mortar was 
improved effectively.

It is very important to study the effect of mate-
rial composition on the physical properties of 
cement-based self-leveling material, considering 
that the composition of the cement-based self-
leveling material was decided by the mixture ratio. 
According to the different mixture ratios, different 
properties of self-leveling materials resulted. Fly 
ash, water-reducing agent, and re-dispersible latex 
powder were critical factors and hence their effects 
on the mechanical properties of leveling material 
were investigated. It is significant to guide the pro-
duction and preparation of self-leveling materials. 
The experimental research program in this paper is 
designated to change fly ash, water-reducing agent, 

1 INTRODUCTION

Compared with developed countries, the research 
on the ground leveling materials started late in 
China, which was proposed about at the end of 
the 1980s and began about the 1990s. Originally, 
the development speed, popularization, and pro-
motion are relatively slow (Dong Sufen, 2009). 
Because of the rapid development of China’s 
reform and opening-up policy and rapid devel-
opment of economy, high quality of foreign re-
dispersible latex powder, water-reducing agent, and 
other materials were introduced (Ren Zeng zhou, 
2010). Therefore, the quality of these materials has 
been greatly improved in China, and their price is 
relatively low too. Thus, it is important to provide 
a good environment for further research so that 
self-leveling materials undergo fast development.

Cement-based self-leveling mortars have advan-
tages of good fluidity, fast strength development, 
simple construction, and good leveling, and they 
are often used in concrete ground of office build-
ings, apartments, shopping malls, schools, hospi-
tals, factories, parking lots, and ship (Gao Shujuan, 
2013 & Huang Tianyong, 2015). They have unique 
advantages compared with conventional mortar in 
floor construction. However, there are many prob-
lems in their popularization and application. Their 
high price is a particularly serious problem; there-
fore, it is very important to control the cost of self-
leveling mortar. Because the total amount of the 
emission of fly ash from China’s coal-fired power 
plant annually increased, the pressure on the envi-
ronment became severe. Use of fly ash can not only 
reduce the price, but also reduce the enormous pres-
sure on the ecological environment and improve the 
self-leveling mortar’s fluidity at a certain extent.
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and re-dispersible latex powder content, aiming to 
study the influence of mixture ratio on compres-
sive strength and flexural strength of cement-based 
self-leveling mortar.

2 EXPERIMENT

2.1 Materials

Portland cement used in this study is provided 
by Dalian Xiao Ye Tian cement plant. Fly ash, 
water-reducing agent, re-dispersible latex powder, 
calcium hydroxide, and sand are also used in this 
experiment.

2.2 Mix ratio design

The proportions of mortar mixture were 
20:40:40:0.6:0.35:1:1 by mass of ordinary Portland 
cement, fly ash, water-reducing agent, re-dispers-
ible latex powder: retarder: calcium hydroxide, 
respectively. Fly ash, water-reducing agent, and re-
dispersible powder were selected as the three main 
variables. Fly ash was used at 20%, 25%, 30%, 
35%, and 40% replacement by weight for cement 
while others were kept constant. Re-dispersible 
latex powder was used at 0.3%, 0.35%, 0.4%, 
0.45%, 0.5%, and 0.55%, and water-reducing agent 
was used at 0.5%, 0.55%, 0.60% 0.65%, 0.70%, and 
0.75%, respectively.

2.3 Methods

In accordance with the proportion of raw materi-
als, the materials were weighted and then poured 
into a mixing container. Then, low-speed stirring 
was performed for 1 min, stopped for 30 s, contin-
ued at high speed for 1 min, stopped for 5 min, and 
then continued at high speed for 15 s. If  there are 
bubbles, stirring was stopped for 1 min. The speci-
mens were demolded and cured in lime-saturated 
water at 23 ± 2°C until testing.

The specimens were kept in molds for 24 h at 
the room temperature of 23 ± 2°C, and the relative 
humidity was 50. Wind speed of the test area was 
less than 0.2 m/s. All experimental methods were in 
accordance with the JC/T985-2005, “ground with 
cement-based self-leveling mortar”.

3 RESULT AND DISCUSSION

3.1 Effect of addition of fly ash on the 
performance of self-leveling mortar

According to the experiment, the mixture ratio of 
fly ash was changed. The fly ash was used at 20%, 
25%, 30%, 35%, and 40%, while others were kept 

constant. The compressive strength and flexural 
strength of the mortar were determined at 1 and 
7 days; the test results are presented in Figure 1(a) 
and Figure 1(b). Fluidity of the self-leveling mate-
rial was determined, and the test results are pre-
sented in Figure 1(c).

Fly ash has a certain effect on fluidity in the 
cement-based self-leveling material, and the fluidity 

Figure 1. Effect of addition of fly ash on the strength 
and fluidity of the self-leveling mortar.
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of fly ash can be improved by appropriate addition 
of fly ash. Figure 1(a) shows the effect of fly ash on 
the fluidity of the self-leveling mortar, the initial 
fluidity and 20-min fluidity of self-leveling mor-
tar are more than 130 mm in accordance with the 
national standard. The fluidity at 20 min is higher 
than the initial fluidity, which is due to the effect 
of retarder. The cement flocculation structure is 
destroyed by the retarder, and more free water is 
released so that the fluidity increases. When the fly 
ash is 30%, the fluidity of fly ash reaches its maxi-
mum. The initial fluidity and 20-min fluidity are 
150 and 153 mm, respectively. With the increase of 
fly ash content, the fluidity of self-leveling mortar 
first increases and then decreases. The result may 
be attributed to the existence of a large amount of 
glass beads from fly ash. Because of the particle 
size effect and water-reducing performance from 
these glass beads, the fluidity of self-leveling mor-
tar increases. When fly ash content is more than 
30% and the water cement ratio is kept constant, a 
large amount of water is needed, so fluidity of self-
leveling mortar decreases. It is important to choose 
an appropriate amount of fly ash to improve the 
fluidity of self-leveling mortar.

Figure 1(b) shows the effect of fly ash content 
on the flexural strength of self-leveling mortar, and 
the amount of fly ash has a great influence on the 
flexural strength at 7 days. When the amount of fly 
ash is less, its flexural strength is higher, the flex-
ural strength at 1 day reaches 2.6 MPa, and that 
at 7  days reaches 5.4  MPa. With the increase in 
fly ash content, the flexural strength of the self-
leveling mortar at 1  day decreased slowly and 
remains almost unchanged. This result may be 
attributed to the pozzolanic effect of fly ash. 
There is almost no hydration reaction for fly ash 
at 1 day, during which period fly ash just plays the 
role of a micro aggregate and a filler. When the 
amount of the fly ash is 20–25%, mortar flexural 
strength at 7 days decreased slowly. However, when 
the amount of the fly ash is 25–30%, the flexural 
strength at 7  days decreased rapidly, by about 
26.4%. When the amount of the fly ash mortar 
is 30–45%, the flexural strength at 7 days tends to 
be low. With the increase of fly ash content, the 
flexural strength of self-leveling mortar showed an 
overall downward trend. On the one hand, the rate 
of cement hydration decreases by low activity of 
fly ash. On the other hand, calcium silicate hydrate 
is reduced, which results in a gradual decrease in 
the strength of the self-leveling mortar.

Figure 1(c) shows the effect of fly ash content 
on the compressive strength of self-leveling mor-
tar. When fly ash content is 20%, the compres-
sive strength reaches its maximum value, that is, 
18 MPa. With the increase of fly ash, strength at 
1 and 7 days were gradually decreased. Compared 

45% with 20%, self-leveling mortar’s compressive 
strength at 1 and 7 days were decreased by 40.9% 
and 29.4%, respectively. When the amount of fly 
ash is more, the pozzolanic effect of fly ash is very 
low and reaction cannot fully take place, so the 
strength decreases by a large margin. Considering 
the influence of fly ash content on the fluidity and 
compressive strength, fly ash content of 35% is the 
best.

3.2 Effect of addition of water-reducing agent on 
the performance of self-leveling mortar

According to the experiment, the mixture ratio 
of  water-reducing agent was changed. The water-
reducing agent was used at 0.5%, 0.55%, 0.60% 
0.65%, 0.70%, and 0.75%, respectively, while oth-
ers were kept constant. The compressive strength 
and flexural strength of  mortar were determined 
at 1 and 7 days, and the test results are presented 
in Figure 2(a) and Figure 2(b). Fluidity of  self-
leveling material was determined, and the test 
results are presented in Figure  2(c). High-per-
formance water-reducing agent is the primary 
material of  self-leveling mortar, and it is the most 
important influential factor on the fluidity and 
strength.

Figure 2(a) presents the effect of addition of fly 
ash water-reducing agent on the fluidity of self-
leveling mortar. The effect of water-reducing agent 
on the fluidity is obvious. When water-reducing 
agent is 0.5%, fluidity of self-leveling mortar is the 
minimum. Initial fluidity and 20-min fluidity are 
120 and 135 mm, respectively, but the initial fluidity 
does not meet the national standard. The national 
standard requested the initial fluidity to be more 
than 130 mm. With the increase of water-reducing 
agent, the fluidity increases obviously. When the 
content of water-reducing agent is low, liquidity is 
not large. This is because water-reducing agent is 
not enough to disperse cement particles, and the 
thickness of adsorbed water film on the surface of 
cement was reduced. When the amount of water-
reducing agent is large, the fluidity of self-leveling 
mortar is gradually increased. This is because the 
water-reducing agent is mixed into fresh cement 
paste and cement particles dispersed by water-
reducing agent become more and more obvious. 
The flocculation structure of cement particles was 
damaged more significantly, thus more free water 
from flocculation structure was released. There-
fore, the fluidity of cement paste increased. Flu-
idity at 20 min did not decrease; however, it was 
higher than the initial fluidity, which is mainly 
caused by the combined effect of retarder and 
water-reducing agent during the hydration.

Figure  2(b) presents the effect of water-reduc-
ing agent on the flexural strength of self-leveling 
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mortar. The influence of water-reducing agent 
on the flexural strength at 1 and 7 days is differ-
ent. With the increase of water-reducing agent, 
the flexural strength at 1  day first increases and 
then decreases. When the amount of water-
reducing agent is 0.60%, the flexural strength at 
1  day is the best. At the low content of water-
reducing agent, cement particles were dispersed 
by water-reducing agent more homogeneously. 
Mortar specimens become more compacted, so 
strength at 1 day increases. When the content of 
water-reducing agent increases, Ca(OH)2 of the 
hydration products become plate from the block, 
hardening structure of the mortar become loose, 
so the appropriate water-reducing agent has strong 
effect on the early strength of the self-leveling mor-
tar. However, with the increase in the content of 
water-reducing agent, the mortar flexural strength 
at 7 days decreases. The result may be attributed 
to the hydration. With water-reducing agent, more 
plate calcium silicate hydrates were produced, 
and the mortar structure was more loose, thereby 
reducing the strength.

Figure 2(c) presents the effect of water-reducing 
agent on the compressive strength of self-leveling 
mortar. The effect of water-reducing agent at 1 and 
7 days is the same. With the increase in the content 
of water-reducing agent, the compressive strengths 
at 1 and 7  days are gradually reduced, 0.5% was 
compared to 0.75%, compressive strengths at 1 
and 7  days were decreased by 29.3% and 32.3%, 
respectively.

3.3 Effect of addition of re-dispersible latex 
powder on the performance of self-leveling 
mortar

According to the experiment, the mixture ratio of 
re-dispersible latex powder was changed. The re-
dispersible latex powder was used at 0.3%, 0.35%, 
0.4%, 0.45%, 0.5%, 0.55%. The fluidity, compres-
sive strength, and flexural strength are measured.

Figure 3(a) presents the effect of re-dispersible 
latex powder on the compressive strength of self-
leveling mortar. The influence of re-dispersible 
latex powder with water-reducing agent and fly 
ash is different. When re-dispersible latex powder 
is 0.3%, the initial fluidity reached 143 mm, 20-min 
fluidity reached 145  mm; in other words, 20-min 
fluidity is not lost. When re-dispersible latex pow-
der is 0.5%, the initial fluidity is 128 mm, 20-min 
fluidity is 135 mm, 0.5% compared with 0.3%, the 
initial fluidity and 20-min fluidity decreased by 
11.7% and 6.9%, respectively. With the increase of 
re-dispersible latex powder, the fluidity of mortar 
is gradually reduced, which is due to the function 
of water retention. When re-dispersible latex pow-

Figure 2. Effect of addition of water-reducing agent on 
strength and fluidity of the self-leveling mortar.
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the flexural strength at 1 and 7 days are the low-
est, 1.9 and 3.1 MPa respectively, and the flexural 
strength at 1 day does not meet the national stand-
ard. When the powder is 0.35%, the maximum flex-
ural strength at 1 day is 2.4 MPa. When the powder 
is 0.45%, the maximum flexural strength at 1 day 
is 4.0 MPa.

Figure  3(c) presents the effect of  re-
dispersible latex powder on the compres-
sive strength of  self-leveling mortar; with the 
increase of  powder, compressive strength at 1 day 
increased gradually. When the powder content is 
0.3%, the compressive strength at 1 day reached 
6 MPa. When the powder content is 0.5%, com-
pressive strength at 1 day reached 8.3 MPa and 
the strength was increased by about 27.7%. 
Because of  the initial hydration, the water content 
is further reduced by the hydration of  cement or 
dry powder. The polymer particles gradually con-
densed, and a thin film was formed. The film has 
a higher ability of  deformation, and the hydra-
tion products and cement aggregate comingle, 
resulting in an increase of  compressive strength. 
However, the compressive strength at 7  days is 
different from that at 1 day. With the increase in 
the amount of  powder, the compressive strength 
decreased from 11.9 to 10.4 MPa gradually, which 
is due to the destruction of  the original structure 
by hydration product, so the mortar strength at 
7  days did not increase but decrease. Therefore, 
the amount of  the re-dispersible latex powder 
should be controlled in a certain range.

4 CONCLUSIONS

1. In a certain extent, fly ash can increase the flu-
idity of  self-leveling mortar, early strength of 
the mortar almost is not influenced; however, 
fly ash is not unfavorable to mortar compressive 
strength and compressive strength at 7 days.

2. Water-reducing agent can improve the fluidity 
of self-leveling mortar; however, it is unfavora-
ble to the compressive strength of self-leveling 
mortar at 1 and 7 days.

3. Re-dispersible latex powder can increase the 
water absorption and raise the corresponding 
consistency. With the increase of re-dispersible 
latex powder, the fluidity of mortar is gradually 
reduced, the strength at 1 day was increased, and 
the compressive strength at 7 days was decreased.
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ABSTRACT: Recently, the number of ecological restoration projects at waterbodies have increased 
significantly and applied in many areas. Many researchers have been working on large-scale restoration 
projects with some complex variables and considerations involved, but only few are focused on small-scale 
projects. The purposes of this study are: (1) to evaluate and monitor the ecological restoration projects 
at Barclay City Park, Tainan City, Taiwan R.O.C, by using Post Project Appraisals (PPAs) and compare 
with several city parks in Bandung, Indonesia; (2) to promote an ecological approach that incorporates 
public perceptions into city parks restoration projects in Bandung City, Indonesia, to determine the envi-
ronment-friendly constructions that provide long-term benefits to the ecosystem. The data were collected 
by kick samplings and used following the Before-After-Control-Impact (BACI) method. We sampled and 
analyzed seven water quality parameters, including temperature, electrical conductivity, salinity, pH, dis-
solved oxygen, and so on, at several sections, and then identified the aquatic habitat within. The results 
showed that water quality condition was still unclear with limited ecological value. The study also identi-
fied that the degraded water quality condition has increased the public awareness. Therefore, the applica-
tion of sustainable ecological projects in urban drainage systems could also improve the aesthetic value 
in the context of urban landscape and gain growing public interest due to its positive effects on water 
quality and quantity issues. Furthermore, the study recommended water quality monitoring and public 
hearings programs. Further recommendation is the principles of ecological effectiveness, methodological 
and economic efficiency, and sociocultural engagement, which should be interwoven in the application of 
the guidelines and the framework for planning and implementing ecological restoration.

measuring the results, and when people do, it gen-
erally turns out that ecological restorations seldom 
function as intended.

Therefore, an appropriate approach was intro-
duced, that is, Post Project Appraisals (PPAs). 
PPAs involves the evaluation of the effectiveness 
of restoration projects on the basis of systematic 
data collection (Tompkins and Kondolf, 2007). 
PPAs are not just the records of project assess-
ment, but rather are the references to improve 
future projects.

The purposes of this study were: (1) to evalu-
ate and monitor the ecological restoration projects 
at Barclay City Park, Tainan City, Taiwan R.O.C, 
using Post Project Appraisals (PPAs) and compare 
with several city parks in Bandung, Indonesia; (2) 
to promote an ecological approach that incorpo-
rates public perceptions into city parks restoration 
projects in Bandung City, Indonesia, to determine 
the infrastructure components or environment-
friendly constructions that provide long-term ben-
efits to the ecosystem.

1 INTRODUCTION

1.1 Background

Recently, the number of ecological restoration 
projects at waterbodies has increased significantly 
and applied in many areas. Many researchers 
are working on large-scale restoration projects 
with some complex variables and considerations 
involved, but only few are focused on small-scale 
projects. Restoring degraded ecosystems or creat-
ing new ones has become a huge global concern. In 
Indonesia, for instance, many cities are rebuilding 
their city parks to achieve a sustainable ecological 
development through environment-friendly con-
struction. This patchwork movement to rebuild 
the city parks is well supported by the government. 
Such projects are, moreover, likely to become far 
more common as the cities rapidly urbanize, turn 
to green infrastructure, or environment-friendly 
construction to address problems like climate 
change, flood control, and pollution within cit-
ies. However, hardly anyone does a proper job of 
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2 METHODS

Several methods were used in this study. In order 
to analyze by using PPAs, the first methods were 
facies mapping and water quality sampling for the 
first study areas. In the second set, we used statisti-
cal analysis by SPSS 17.0 and a set of questionnaire 
prepared for the respondents in the second study. A 
simple and short presentation was also prepared to 
introduce the purpose of this questionnaire. In the 
questionnaire, the respondents were asked to rank 
their satisfactions about the features at city parks 
related to environment-friendly construction. The 
respondents were asked to rate each statement 
by marking one of five boxes that most exactly/
closely matched their perspectives. The responses 
were later coded on a five-point numerical scale for 
analysis: 1 = Dissatisfied, 2 = Somehow dissatisfied, 
3 = Neither satisfied nor dissatisfied, 4 = Somehow 
satisfied, and 5 = Satisfied. Then, they were asked 
to respond to written items on the basis of their 
suggestions, if  they have any.

3 STUDY AREA

In this study, two areas with several sites were 
selected. The first locations were Barclay Memo-
rial Park and Tainan Athletic Park in Tainan City, 
Taiwan R.O.C. The second locations were Lansia 
Park and Maluku Park in Bandung City, Indo-
nesia. The Barclay Memorial Park was located in 
the southern Tainan City with Zhu Creek flow-
ing across and its site is about 3.3 ha. The site was 
abandoned in 1994 due to the land dispute between 
the Tainan City and Tainan County Govern-
ments causing garbage and safety problems until 
the reconstruction in 2001 (Tainan Business Cul-
ture and Art Foundation, 2008). The second site 
was Tainan Athletic Park, which was enclosed by 
Jiangkang road to the north, Datong road to the 
east, Dalin road to the south, and Nanmen road to 
the west. The park is about 130 acres and contains 
facilities for all types of sporting activities. Mean-
while, the second locations were conducted in two 
city parks at Bandung City, Indonesia. Bandung 
City is counted as the capital of West Java province 
in Indonesia (Fig. 1). It is Indonesia’s third larg-
est city by population, with over 2.4 million per-
sons from 30 districts. Geographically, Bandung 
City has an area of about 16.729,65 ha. In 2014, 
the average temperature ranged between 22.5 and 
23.7°C. The average annual rainfall precipitation 
in 2014 is 198.8 mm. Meanwhile, Bandung City is 
reported to have around 600 parks, with the city 
government targeting the adoption of thematic 
concept in 30 parks. The major purpose of the city 
parks in Bandung City is recreation intended for 

improving ecological environment with harmoni-
ously formed landscapes and waterscapes of natu-
ral features.

4 RESULTS AND DISCUSSIONS

On the basis of the water quality sampling result, 
DO varies inversely with the temperature; increas-
ing temperature (warm water) can hold less dis-
solved oxygen because a portion of oxygen converts 
from liquid state to a gas, and decreasing tempera-
ture (cold water) can hold more dissolved oxy-
gen. It was indicated in the last survey in Barclay 
Memorial Park on December 2013 that the value 
of DO was higher than that in the previous survey 
because in the data collected during the beginning 
of the winter season, DO was higher than the DO 
measured in March 2010, which was in the spring 
season. It was also known that DO in the upstream 
is higher than in the downstream and it was very 
poor, which was attributed to the nonflowing 
water. Nonflowing water occurs because there 
was no elevation on the surface and no aeration 
naturally of creek’s water. Low DO due to large 
amounts of floating plants consumes oxygen and 
algae. When organic matter, such as animal waste 
or improperly treated wastewater, enters a body 
of creek, vegetation and algae growth increases 
and DO decreases and is decomposed through the 
action of aerobic bacteria.

This study also identified that Fragrant Water 
Lilies (Nymphaea odorata) dominate as the float-
ing plant in Barclay Memorial Park. Basically, this 
plant is desirable because they enhance the aesthet-
ics of waterbody, create nice flowers, and are essen-

Figure 1. Location of Bandung City, Indonesia.
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tial to a healthy ecosystem. Besides, they can serve 
as a food source for organisms in the waterbody, 
hiding places for fish and insects, and nutrient 
sinks. However, they can overrun the waterbody 
and become undesirable if  not controlled, as hap-
pened in the Barclay Memorial Park. These float-
ing aquatic weeds can cause severely low DO levels 
because they physically block the transfer of oxy-
gen from the atmosphere to the water’s surface. 
They can also block light and prevent photosyn-
thesis (oxygen production) by submerged plants. 
Moreover, death and decay of floating plants pro-
vides the conditions for a further depletion of DO 
levels.

At Barclay Memorial Park, the DO level was 
poor with a value of 3.54 mg/l on upstream, 8.39 
on middle stream, and 1.57 mg/l on downstream. 
At Tainan Athletic Park, the dissolved was also 
poor with a value of 4.44 mg/l on upstream, 5.89 
on middle, 4.66 on downstream, indicating neigh-
borhood sewage and no elevation on the surface 
of water. At levels below 5 mg/l, some fish become 
stressed. Large fish usually have a greater need for 
oxygen than smaller fish of the same species. On 
the basis of visual investigation, small fish have 
adapted to waters that were chronically low in DO 
level. At downstream of Barclay Memorial Park, 
fish cannot survive because of the DO level lower 
than 1.57 mg/l.

At Barclay Memorial Park and Tainan Athletic 
Park, pH condition in water was neutral (7.44–
7.71). Stream water usually ranges from a pH of 
6.5 to a pH of 8.5; this range is considered to be 
an optimal range for most aquatic life. The natural 
pH varies from river to river, but the pH range of a 
river will generally remain stable. The conductivity 
in Barclay Memorial Park was higher than that in 
Tainan Athletic Park because of the higher tem-
perature in the former. However, the conductivi-
ties in Barclay Memorial Park and Tainan Athletic 
Park were below the SPC minimum standard for 
freshwater lakes/streams, which is 2 μS/cm (range: 
2–100 μS/cm). By knowing that the conductivity 
of Zhu Creek was below the minimum standard, 
it does not mean that the Zhu Creek was not pol-
luted because again on the basis of visual investi-
gation, there were some fish like Java tilapia that 
can survive in polluted waterbody. Conductivity 
in waterbody was affected primarily by the geol-
ogy of the area through which the water flows. 
The stream that passed through Tainan Athletic 
Park consisted of concrete bedrock; that is why the 
streams tend to have a lower conductivity because 
concrete was composed of more inert materials 
that did not ionize (dissolve into ionic compo-
nents) when washed with water. On the contrary, 
streams that run through Barclay Memorial Park 
areas with clay soils tend to have a higher conduc-

tivity because of the presence of materials that 
ionize when washed with water. A failing sewage 
system would increase the conductivity because of 
the presence of chloride, phosphate, and nitrate; an 
oil spill would also lower the conductivity (http://
water.epa.gov). Besides, the conductivity depends 
on temperature. During higher winter flows, the 
lower saline surface waters dominate, resulting in 
a decrease in in-stream conductivity.

Salinity of Barclay Memorial Park and Tainan 
Athletic Park were in the low range (around 
the Minimum Amount of Salinity of Brack-
ish Water = 0.5 ppt). The low amount of salinity 
depends on the low amount of conductivity. The 
higher conductivity indicates higher salinity. Some 
solutions were offered, which can partly remove 
floating plants (Fragrant Water Lilies—Nymphaea 
Odorata) to increase dissolved oxygen content, 
water flow, and aeration.

On the contrary, the study also used public per-
ceptions through satisfaction survey for the second 
study area in Bandung City, Indonesia. The data 
obtained from the questionnaires were processed 
using the SPSS 17.0 program for statistical analy-
sis. Specifically, Multivariate Analysis of Variance 
(MANOVA) was used, and this was a way to test 
hypotheses in which one or more independent vari-
ables or factors were proposed to have an effect on 
a set of two or more dependent variables (Mathew 
1989). MANOVA was used in this work to test 
whether different types of respondents and loca-
tions of city parks affect the perceptions of the 
respondents with regard to a measure of aesthetic 
value based on various perceived environment-
friendly construction attributes (bioretention, 
buffer strips, permeable pavements, canopy trees, 
and others). In SPSS, there are four multivariate 
measures: Wilks’ lambda, Pillai’s trace, Hotel-
ling’s trace, and Roy’s largest root. The difference 
between the four measures is the way in which they 
combine with the dependent variables in order 
to examine the amount of variance in the data. 
The results of the multivariate analysis cannot be 
shown in this paper due to the space limitation. 
However, in Wilks’ lambda criteria, the intercept 
showed Wilks’ λ  =  0.003, F (5, 155)  =  9008.768, 
p < 0.001, and the parks showed Wilks’ λ = 0.444, 
F (21, 1316) = 57, p < 0.001.

The results indicated that most visitors satisfied 
with the available environment-friendly construc-
tion features in targeted city parks. Canopy is the 
most preferable environment-friendly construction 
feature according to public perceptions, whereas 
bioretention is the least preferable one. Some 
comments from respondents mentioned that they 
agreed and supported environment-friendly con-
struction to be applied in public city parks. Most 
of them also stated that it is necessary to improve 
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the aesthetic value by applying those features in 
study area.

5 CONCLUSIONS

The study also identified that the degraded water 
quality has increased public awareness. Therefore, 
the application of sustainable ecological projects 
in urban drainage systems could also improve the 
aesthetic value in context of urban landscape and 
gained growing public interest, as a result of its 
positive effects on water quality and quantity issues. 
Furthermore, the study recommended the neces-
sary of continuing water quality monitoring and 
public hearings programs. Further recommenda-
tion is that the principles of ecological effectiveness, 
methodological and economic efficiency, and soci-
ocultural engagement should be interwoven in the 
application of the guidelines and the framework for 
planning and implementing ecological restoration.

The outcomes showed that the public city parks 
are one of the most effective application areas for 
green infrastructure concept design. Green infra-
structure investments in the study area boost the 
economy, enhance community health and safety, 
and provide recreation, wildlife, and other benefits 
that can increase the level of public satisfaction. 
This study can guide local planners and decision 
makers from the other cities to create and develop 
their public city parks on the basis of green infra-
structures concept design. As with other forms of 
infrastructure, green infrastructure requires sus-
tainable management and maintenance arrange-
ments to be in place if  it is to provide benefits 
and services in the long term. Arrangements for 

 managing green infrastructure and funding its 
management over the long-term should be iden-
tified as early as possible when planning green 
infrastructure and factored into the way that it is 
designed and implemented.
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ABSTRACT: Green building materials represent not only the material itself, but also it is a represen-
tation of a use policy, covering the whole life cycle of a construction. In view of this, when it achieves 
some success in energy saving, nonpollution, and recycling of building materials, it provides new ideas 
for the green building materials research. In the reconstruction of Guifeng Temple in Mount Zhongnan, 
the designers considered the future development trend of the region, especially taking three factors of the 
reuse of building materials in account, selected of the structure and installment construction, and finally 
made the plan and design systematically with local building materials. More than protecting the tradi-
tional architectural style, meanwhile, it diversifies the development of the temple, leading to a preliminary 
mode of reconstruction, which adapts to the local economy and culture.

masonry local mature technologies; the other is to 
choose the unified and closed architectural layout in 
north China, thus the whole building forms several 
organic, closed yard as well as half-covered space 
for outdoor activities to adjust the micro climate.

2 RECONSTRUCTION 
OF GUIFENG TEMPLE

2.1 Local green building materials

An investigation was put forward before design, 
simply about the local building materials.

Agriculture is the pillar industry of  this 
region, thousands of  cement columns stand in 
fields as supports of  strawberry cultivation, 
which are now being replaced by metal indus-
tries. Such cement columns share a common size 
about 1.2 m high and a section size of  150*150 
(mm), for they are produced by pouring cement 
into the template until solidification. Without 
internal reinforcement, their bending strength is 
very low.

In addition, there are serious problems among 
houses in the villages around and most of the orig-
inal buildings in the temple, especially structure 
security and thermal properties. After evaluating 
their cultural value, we planned to rebuild all those 
prefabricated and adobe houses, gaining a large 
amount of bricks from demolition.

1 INTRODUCTION

This design is a part of historical area planning 
design of Guifeng Temple, located in Mount 
Zhongnan, over 30 km away from Xi ‘an at 667 m 
above sea level. The climate here is warm and semi-
humid with clear four seasons, known as continen-
tal monsoon climate with warm spring, hot and 
rainy summer, moderate moist autumn, and cold 
and dry winter.

There is a tradition of seclusion for literati and 
Buddhist, with natural environment in good con-
dition. “Guifeng Moonlight” is the most famous 
sight in temple so far. Besides, it is rich in natural 
resources, and several natural villages connect with 
each other into a town at the foot of the mountain, 
where strawberry plants have been extensively cul-
tivated as the main economic crop. Buildings in the 
town and structures in the field are all built up with 
the local materials in various and flexible ways.

After communicating with presiders many times, 
we arrived at two main contradictions, the first is 
building materials can only rely on local human 
transportation, so we chose the construction pro-
cess as simple as possible and the other is build-
ing insulation design. Resolution strategies are 
grouped into two measures, one is building materi-
als are all set in a standard size within two men’s 
luck (the longest edge no more than 3.3 m), and the 
construction technologies limiting to stitching or 
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The selection of building materials goes through 
an assessment by “resource recycling”, for the ref-
erence factors include local source of construction 
waste, the strength of stock, transportation cost, 
safety, and sustainable aspects of comparison. 
Finally, we used the cement column in strawberry 
fields, clay brick from demolition, coal cinder from 
production or living, and steel from prefabricated 
houses.

2.2 Various structure

As building materials are diverse, different struc-
tures are used. Houses in villages are masonry struc-
tures in forms of multistories, holding a strength 
high enough until the villagers start to build addi-
tional contractures on roof, which greatly reduced 
the structure security. Moreover, some villagers 
misuse prefabricated houses as permanent build-
ings, which causes a great damage to both thermal 
insulation and safety performance.

Besides, since the prefabricated houses are steel-
framed structures while the common house are 
masonry structures, connections between the two 
parts are extremely weak.

In the existing constructions of Guifeng Temple, 
masonry structure and brick–concrete structure 
take the main part. Although they are made from 
bricks, the connection materials or masonry con-
structions are simply mud or mixed with cement 
mortar. Thus, these constructions are easily dam-
aged and easy to dismantle.

2.3 Installment construction

The first reconstruction in Guifeng Temple was a 
hovel divided into three bedrooms for monks, fol-
lowed by an expansion of  one prefabricated house 
serving as a monastery and apartments since the 
monks increased. Along with the temple’s further 
development, several brick houses were built for 
the monastery, which have a library and a medita-
tion room attached to them. Soon afterward, one 
more brick house was built for reception. After 
the recovery of  “law” in the temple, a bathroom 
and laundry room in masonry structure was 
added.

The “law” requires more strict patterns to the 
layout of the temple, so an entrepreneur among 
the believers decided to donate a new reconstruc-
tion, thus the design team is invited.

As a heritage ontology of the Qing dynasty, 
reparation of the main hall varies from the using 
requirements; not only the construction needs 
to be repaired, but also lights or other technical 
equipment need to be added. In the latest design, 
because the wood rot of the hall cracked, it needs a 
replacing wood, whose raw material is donated by 

devotees fundraising and other temples’ old mate-
rial. Benefitting from the gradual accumulation of 
those old material, construction realized a condi-
tion of “repair the old as old”.

It is obvious that compared with one-time con-
struction, an installment construction is more suit-
able for the continuous development as well as a 
stable reparation.

3 OPTIMIZATION THEORY SUPPORT

3.1 Green building materials

On the basis of Lynn Froeschle’s book, Environ-
mental Assessment and Specification of Green 
Building Materials, green building materials per-
form well especially in resource efficiency, afford-
ability, and so on. In this process, green building 
materials represent a use policy throughout the 
whole life cycle of a construction.

Resource efficiency can be accomplished by uti-
lizing recycled or renewable, natural, durable, local 
available, and plentiful materials.

Affordability means building costs are compa-
rable to those of conventional materials or within 
a project-defined percentage of the overall budget 
throughout its life cycle. From another perspective, 
it also means lower operating costs associated with 
changing space configurations and greater design 
flexibility.

3.2 Composite structure

Composite structure has high flexibility to cope 
with differences in building materials and the 
demand of the architectural space. The last few 
decades have witnessed that composite materi-
als not only revolutionized traditional design 
concepts but also made possible an unparalleled 
range of possibilities, for composite structures 
have expanded its range of application to nearly 
all types of combination. Therefore, a cantilever 
structure can composite with a masonry structures.

Composite structures offer benefits of using 
materials in various sizes and reducing cost by 
combining large components and small compo-
nents. While structures composed of large compo-
nents are usually better than a structure composed 
of a large number of smaller components more 
easily without damage and dismantling, it is rec-
ommended to use large components in a compos-
ite structure.

Connection mode within a composite structure 
also has an important effect on reducing cost for 
easy dismantling, so materials adopt the mechani-
cal connection method involving wood or steel 
structures.
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3.3 Installment construction

Installment construction has been popular among 
several construction units because of the gradual 
collection mode of recycled material from demoli-
tions in pace with updates of villages nearby.

According to a project management, the main 
factors in the installment construction are size, 
capital, planning, risk, costs, using requirements 
project promotion, and reasonable tax avoidance. 
Temples’ demand changes constantly; learning 
the lessons of the temple overextended in early 
“Reform and Opening up”, requirements of the 
reconstruction of temple need to be tested by time, 
and can only be realized gradually rather than 
overnight. In terms of saving money, the most 
effective way of controlling cost is reasonable tax 
avoidance.

The administration of taxation on real estate 
development enterprises on the management 
of land value-added tax liquidation of circular 
(Guoshuifa [2006] NO.187) regulation states: 
“the land value-added tax should be calculated 
according to departments of the state in real estate 
projects approved, while in the installment con-
struction, the land value-added tax should be car-
ried out cooperating with each stage.”

Conventionally, an estate feasibility study report 
should be submitted when applying for a land 
approval, including the development schedule. 
Companies tend to pick up the land overall, but 
construct in installment. Because of the different 
land range, a discount in tax is obvious.

4 MORE SYSTEMATIC 
RECONSTRUCTION MODE

4.1 Recycling resources from surrounding villages

Local materials in most stock that can be conveni-
ently transported are recycled clay brick from dem-
olition. Bricks are used to build up walls whose 

thickness is 240 mm, the most common mode of 
local wall (see Figure 1(a)).

The second most common stock and the most 
convenient one to be transported is cement col-
umn in strawberry fields. According to section size 
and length, cement columns will be piled up in 
the orthogonal direction alternately, without any 
adhesive material (see Figure 1(b)), beneath which 
waterproofing materials are set at the interface 
with steel beams, forming the roof construction.

To make it easier to be disassembled and built, 
steel beams are applied as structure, which come 
from prefabricated houses or old buildings. All the 
qualified beams are set at a length of 3.6 m, consid-
ering the size of clay brick and cement column.

Coal cinder from production or living is used to 
build square and road (see Figure 1(c)). After the 
compaction process, the surface can gain enough 
leveling and compaction.

As mentioned above, “resource recycling” in this 
design is locally available, plentiful, and renewable, 
forming a building strategy as an implementation 
of green building materials.

4.2 Designed for disassembly

Spaces with different functions in the temple 
require different forms or sizes of a space, leading 
to differences among structures.

Small-span spaces like monk’s apartment, guest 
room, and bathroom use the masonry structure, 
for the local traditional building method is to pile 
up the bricks, with special mud masonry.

Long-span spaces like the main hall, medita-
tion room, and monastery use large cantilever 
structures. In this case, only one column is needed 
to support a whole square (see Figure  1(d)), less 
than a frame structure, in which four columns are 
needed in every square.

Besides, to realize a recycle of resources both in 
constructing this temple and making it recyclable 
for other construction in the future, it is designed 

Figure 1. Structures used in the reconstruction.
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for disassembly at the beginning. The steel com-
ponents are connected by mechanical joint, and 
the cohesion between curtain wall and brick wall is 
applied to a construct site.

Finally, for the convenience of construction and 
disassembly, decorative components are avoided as 
much as possible, and all detail structures use dry 
hanging method rather than the wet homework.

4.3 Installment construction in pace 
with local development

Throughout the reconstruction of the Guifeng 
Temple, it is realized systematically in pace with the 
temple demands to build more constructions, not 
scaled up sharply. Neither the capital volume of 
Buddhist support nor the probability of one-time 
funds from a big benefactor is the focus, but the 
economical construction in every few years itself  
was supported by clear function and demands. In 
this way, it avoids a massive rapid construction, 
causing a waste of resources, and ensures adequate 
following funds for reconstruction, which helps 
realize an update in the life cycle.

It has always been a tradition, whenever it is, 
temples accept believers’ donation, which flows 
to construct the temple. This type of capital cir-
culation pattern results in a persistent update and 
becomes a reference for the latest reconstruction. 
Although the latest capital volume can push the 
temple achieve a rapid expansion, both the public 
who donated and monks prefer to regard the mass 
recovery as long-term planning, which should 
be realized in a staggered way, attaching a fund’s 
plan divided into construction funds and operat-
ing funds. In this plan, gradual capital represents 
a capital using patterns, advocating to guarantee a 
continuous supply of operating funds.

Except from gradual collection of materials and 
the actual requirement of temple, what is more 
important in the necessities of installment con-
struction is to keep pace with the local develop-
ment, that is, the town at the foot of the mountain.

Temple in essence belongs to the cultural con-
struction, taking on a function of presenting the 
social culture, whose service object is the public. In 
terms of the Guifeng Temple, a sharp expansion 
may limit the temple’s normal operation because of 
the inability of the local foundation facilities to meet 
the demand; or it causes an uncontrolled impact on 
local development because of a sudden change on 
land use mutation, which closely related to the local 
public, the main force of the temple protection.

In view of this, the designers considered the rela-
tionship between the reconstruction of Guifeng 
Temple and the development of the towns in a sys-
tematic and careful way. Finally, we put forward 
a plan covering issues about waste management, 
scenic area development, support facilities, and 

people’s livelihood improvement, which adapts to 
the development of the local economy and culture.

5 SUBTOTAL

The reconstruction of  Guifeng Temple is a renais-
sance with recycled materials, exploring a system-
atic using policy complying with the principles of 
green building materials. All the building materi-
als applied in the design are not only local avail-
able but also expanding the source from local 
development and the agricultural facilities. On 
the one hand, the material is not limited to pre-
sent conditions, but in combination with regional 
development trend, so the abandoned clay bricks 
from demolition of  houses are used. On the other 
hand, it is not limited to materials served as build-
ings neither, but using agricultural facilities engi-
neering materials as well, such as strawberries in 
the field of  concrete column and coal production 
and living. Considering material sources are col-
lected in installment, construction is designed to 
be realized in stages. Meanwhile, the use of  mate-
rials for building maintenance operation stages is 
well planned.

In short, in pursuit of the green building mate-
rial using policy, material selection, structure, con-
struction, and operation management methods are 
all considered in an integrated way. Such a material 
using policy leads to a preliminary mode of recon-
struction adapting to local economy and culture, 
whose background is thus a more universal solu-
tion, which remains to be explored by concluding 
more experience in projects.
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ABSTRACT: Shortage of construction project safety management has been one of the problems that 
hinder the development of construction industry. Strengthening the construction safety management can 
not only promote the development of the construction industry, but also promote the social stability. This 
paper uses game theory to study the relationship between the main parties of construction project from 
the macro perspective. In this paper, we first use the static game theory of mixed strategy to establish the 
game model between supervision units and contractors, then use principal-agent system to establish the 
game model between owners and supervision units, and finally use the first model into the second model 
to construct an extensive form between owners and supervision units and contractors. Furthermore, in 
this paper, we obtain the construction project safety equilibrium point and put forward the safety man-
agement strategy for the supervision unit and contractor. Finally, the application of the model is intro-
duced by a case study.

between project safety supervision authorities and 
contractors to determine the proportion of the 
supervisory organ carrying out sampling of the 
contractors and the punishing the contractors for 
unsafe construction (Zhang et al. 2002). On the 
basis of  that, P.H. Tu also concluded the relation-
ship between security costs, punishment, and the 
probability of  inspection (Tu 2004). J.M. Wang 
and other scholars further concluded the relation-
ship between safety construction costs, regulatory 
costs, penalties, and regulatory efficiency (Wang 
2007). The above studies were largely limited to 
the game relationship between the safety supervi-
sion authorities and contractors and less consid-
eration of the impact of  owners and supervision 
units on the construction safety management. 
In view of this, in this paper, we established the 
noncooperative game model between supervision 
units and contractors, and owners and supervision 
units.

2 THEORETICAL ANALYSIS

Game theory mainly studies decision-making par-
ties, which present a conflict of interest to make 
a set of strategies and behaviors that are interde-
pendent in the process of mutual antagonism and 
competition (Wang et al. 2015). All participants in 
the premise of following a certain rule analyze the 
strategies other people may take, to choose deci-
sions that meet their own interests, thereby obtain-
ing a certain interest. Game theory involves the 

1 INTRODUCTION

At present, in China, increasing attention has 
been paid to the security problem of  construc-
tion, and if  we cannot effectively carry out safety 
management in construction project, it will 
result in a wide range of  security incidents, such 
as casualties, machinery and equipment dam-
age, and project entity damage, which resulted 
in huge economic losses to project participants 
and caused serious negative impact on society. 
Therefore, increasing attention has been paid to 
the safety of  construction projects, and various 
theories and methods for the safety management 
of  construction projects have emerged in an end-
less stream.

As early as 1996, Blair put forward that all pro-
ject stakeholders (owners, design units, contractors 
(subcontractors), government, and insurance com-
panies, and so on) are responsible for the safety 
of the project (Blair 1996). Ngowi and Rwelamila 
(1997) pointed out that in the construction indus-
try, safety and health are the only responsibilities 
of the contractor, which has been regarded as one 
of the main causes of frequent accidents (Ngowi 
et al. 1997).

In the process of  safety management of con-
struction project, the problem of responsibil-
ity and benefit distribution has a direct impact 
on the effect of  safety management. Therefore, 
scholars such as F.L. Zhang introduced the game 
theory into the construction safety management 
and set up a game model of  safety management 
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most basic elements such as participants, strate-
gies, and benefits.

In the process of project construction, the 
involved subjects include design units, owners, 
supervision units, supply units, and contractors, 
and they are mutually independent and self-financ-
ing economic entities. The actions and interests of 
each participating subject have a certain effect on 
the formation of construction safety. Although 
the overall goal of all participation units is consist-
ent, as various units consider their own benefits, 
there will be a certain exclusion between them, so 
we cannot exclude the behaviors that participants 
do not follow the contract to construction and 
not seriously examine, which led to the construc-
tion project safety problems (Wang, 2013). Game 
theory happens to be a kind of method to study the 
behavior of decision-making parties, so the intro-
duction of the game theory into the construction 
project safety management restricts the occurrence 
of adverse behavior. This paper mainly uses the 
mixed strategy of static game theory to establish 
the game model between supervision units and 
contractors, and then uses principal-agent system 
to establish the game model between owners and 
supervision units.

3 GAME MODEL BETWEEN 
SUPERVISION UNITS 
AND CONTRACTORS

3.1 Introduction of mixed-strategy game

1. A set of participants in a game i n, (i , ,.., );1 2,
2. Strategic space for each participating party 

S Si iS SS iSS ;= { }s si is kiisi
3. Benefit function of each participating party 

u S Si nS(SS );SSSSSS
4. Random selection of each participating party in 

k  optional strategies with probability distribu-
tion p pi i ik( ,pip ..., ),1  where 0 1 1=p j1 kij ,1j ...,  
and p pi ip kii 1+ + = .

The participating parties involved in the mixed-
strategy game model are the supervision units and 
contractors. The supervision unit’s strategic space 
is:

S1 = [s11, s12, s13] = [Supervision and inspection and 
the conclusion is correct, Supervision and inspec-
tion but the unsafe construction is wrong to see as a 
safe construction, No supervision and inspection]

and the contractor’s strategic space is:

S2 = [s21, s22] = [Carry out construction according 
to the contract, Does not carry out construction 
according to the contract]

3.2 Model hypothesis

1. The total cost at which contractors carry out 
safe construction in accordance with the provi-
sions of the safety is defined as 1CC ;  the total 
cost at which contractors do not carry out safe 
construction in accordance with the provisions 
of the safety is defined as C2CC ,  and C C1 2C CC C .  The 
probability that the supervision units find and 
punish contractors who do not carry out safe 
construction in accordance with the provisions 
of the safety is defined as γ γ(0γγ 1),≤ ≤γ  and it 
reflects the efficiency of supervision and inspec-
tion of the supervision units, and the contrac-
tors should pay a fine, which is defined as a. If  
the supervision units do not find the illegal acts 
of contractors, then the supervision unit should 
bear certain economic responsibility, which is 
defined as f. The cost of supervision and inspec-
tion by the supervision units is defined as k, and 
if  the supervision units do not carry out super-
vision and inspection, then they do not need to 
pay any cost.

2. The probability that the supervision unit con-
ducts supervision and inspection is p11,  and 
the probability of not conducting supervision 
and inspection is p12,  where p p11 12=1 .  The 
probability that the contractor conducts safety 
construction according to the contract is p21,  
and the probability that the contractor does not 
carry out safety construction according to the 
contract is p22,  where p p22 21=1 .

3.3 Model construction and solution

According to the model hypothesis, the payoff 
matrix between the supervision unit and contrac-
tor was obtained, as shown in Table 1.

In the case of the mixed strategy, the expected 
payoff of the supervision unit is:

u p kp kpk1 1p 1 2kp 1 1p 1 2kpk 1−p1p 1 + ( )a ka kaa ( )2p 11 pp⎡⎣⎡⎡ ⎤⎦ p1p 1 ( )rr1−1 [
+ ( )k f− ( )p211−

γ
⎤⎤⎦⎤⎤⎤⎤ − ( ) ( )−

= − − −
− (

11 11 21 11 11 11 21

f))
ap r a− p r11a p p−21r k f+ p r11ff fp rp f f+ ppffff 21

According to the mixed-strategy Nash equilib-
rium, it is necessary to select an appropriate value 

Table  1. Payoff matrix between the supervision unit 
and contractor.

Strategic space of the 
supervision unit

Strategic space of contractor

s21(p21) s22(1−p21)

s11(p11*γ) −k, −C1 a−k, −C2−a
s12(p11*(1−γ)) −k, −C1 −k,−f,−C2

S13(1−p11) 0,−C1 −f, −C2
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for p11, which makes the u1 maximum; therefore, 
the optimal first-order condition is:

∂
∂

= +u
p∂

a p k− f f p1

11
21 21γ γa− pp γ γf− pp

To make the above expression equal to 0, that 
is:

p
k

a f21 1∗ = −
γ γf

 (1)

the expected payoff of contractor is:

u p C p C
p

2 2p 1 1CC 11 1 11 1C

1p 1

CCC−p2p 1 ( )( )1 C ( )p111⎡⎣⎡⎡ ⎤⎦⎤⎤
+ ( )p211−1 ( )C a2CC a−C −

γ C p1 1C pC 1−C p ((11
γ C pCC

C p C C apa
p C p apa

2 1C pCCC 1

2CC 2p 1 1CC 2 1C aC pa 1

21 2 2C p 1 1apa 1

( )1−⎡⎣
−C ( )p1p 11 ⎤⎦⎤⎤ = − −C
+ +p C2CC

))
γ

γ

The partial derivative of u2 to p21: 
∂
∂ = −u
p∂ C C+2

21 1 2C CC C+  
+ap11γ

To make the first-order derivative equal to 0, we 
draw the simplification as:

p C C
a11

* 1 2C CC C=
γ

 (2)

It can be concluded that the mixed-strategy 
Nash equilibrium for the game is ( , p,C C

a11 21
∗ =p21γ

 
1− k

a f+γ γf++ ). From the model, it can be seen that the 
value of Nash equilibrium (p11*, p21*) is related to 
C1, C2, a, γ, k, and f.

The probability that the supervision unit con-
ducts supervision and inspection is proportional 
to the cost difference between the cost at which 
the constructor conducts safety construction 
according to the contract and the cost at which 
the contractor does not conduct safety construc-
tion according to the contract; the greater the 
difference in cost, the greater the probability of 
supervision and inspection. At the same time, 
p11 is inversely proportional to a and γ; the more 
fine and the higher the regulatory efficiency, 
the lower the probability of  supervision and 
inspection.

Probability p21 is inversely proportional to k; 
the less the cost of supervision and inspection, 
the greater the probability that the contractor will 
carry out safety construction. Probability p21 is 
proportional to a, γ, and f; the more fine and the 
higher the regulatory efficiency and the greater the 
economic responsibility of supervision units when 
the supervision fails, the greater the probability 
that the contractor will carry out safety construc-
tion. Therefore, in order to urge the construction 

unit to carry out safety construction, not only do 
the supervision units increase the penalties to the 
contractor who does not carry out safety construc-
tion, but also improve their regulatory efficiency 
continuously and reduce the cost of supervision 
and inspection.

4 ESTABLISHMENT OF GAME 
MODEL BETWEEN OWNER AND 
SUPERVISION UNIT

4.1 Principal-agent theory

The relationship between principal and agent is 
an important part of  modern economic research, 
which is often referred to as the “principal agent 
theory”. Its core content is a two-side dynamic 
game. The principal’s interests is closely related 
to the agent’s behavior, but the principal can-
not directly control the agent’s behavior and 
even difficult to supervise the agent’s work, and 
can only influence indirectly agent’s behavior by 
remuneration.

Principal-agent model is divided into four 
categories. The first category is the principal-
agent model without uncertainty. It refers to the 
agent’s work without uncertainty, indicating that 
the agent’s output is a deterministic function of 
the degree of effort. The second category is the 
uncertain but can be supervised, that is, the agent’s 
efforts results are uncertain, but the principal can 
supervise the agent completely. The third category 
is the uncertain and non-supervised principal-
agent model, that is, the agent’s efforts results are 
uncertain, and the principal cannot supervise the 
work of agent. The fourth category is the princi-
pal-agent model of selecting continuous reward 
and continuous effort level, whose efforts results 
are uncertain and not be supervised, but the prin-
cipal can choose reward function, and the agent’s 
effort level is continuously changing.

4.2 Model hypothesis

1. When the safety performance of construc-
tion project is up to the standard, the owner’s 
income is R(g), and the supervision unit’s remu-
neration is w, where w>k, w>f.

2. When the safety performance of construction 
project is not up to the standard, the owner’s 
income is R(b), and the supervision unit’s remu-
neration is w − f.

3. If  the owner does not carry out the commission, 
then the payoffs of the owner and the supervi-
sion unit are 0.

4. If  the supervision unit refused to commission, 
the payoffs of the owner and the supervision 
unit are 0.
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4.3 Establishment and solution of the uncertain 
and non-supervised principal-agent model

The relationship between owners and supervision 
units is the same as that between the principal and 
the agent. The supervision unit’s work not only has 
uncertainty, but also there are certain difficulties 
in owner’s supervision to supervision unit; there-
fore, in this paper, we use the third category of 
principal-agent model, that is, the uncertain and 
non-supervised principal-agent model.

The extensive form between the owner and the 
supervision unit is shown in Figure 1.

In Figure 1, digital 1 represents the owner and 
digital 2 represents the supervision unit. Because 
of the uncertainty, the “natural” game player‘0’ 
is introduced. In the square brackets, the former 
symbol is on behalf  of the owner’s benefit, and the 
latter symbol is on behalf  of the supervision unit’s 
benefit.

When the supervision unit works hard and the 
safety performance of the construction project is up 
to the standard, the benefit of owner is R(g) − w 
and that of the supervision unit is w − k or w − k+a. 
When the supervision unit works hard and the 
safety performance of the construction project is 
not up to the standard, the benefit of the owner 
is R(b) − w+f, and the benefit of the supervision 
unit is w − k − f. When the supervision unit does 
not work hard but the safety performance of the 
construction project is up to the standard, the ben-
efit of the owner is R(g) − w, and the benefit of the 

supervision unit is w. When the supervision unit 
does not work hard and the safety performance of 
the construction project is not up to the standard, 
the benefit of the owner is R(b) − w + f, and the 
benefit of the supervision unit is w − f.

Complete and perfect information dynamic 
game needs to use the backward induction method 
for analysis. In the third stage, because the safety 
performance of the construction project is related 
to contractor and combined with the mixed-strat-
egy game model among the supervision unit and 
the contractor, we further improve the principal-
agent model between the owner and the supervi-
sion unit by adding contractor into the third stage, 
as shown in Figure 2.

In Figure, digital 3 represents contractor. In 
the third stage, we used the backward induction 
method to analyze the incentive compatibility con-
straint that the supervision unit works hard, which 
is the expected benefit of efforts is more than lazy, 
as shown below:

p k p k
f p w f p w

21 21

21 21

1k( )w k ( )p21p21 [ ( ) ( )
(w k f )( )

k p
× (w f wp )( +

γ γw k a 1w k( ) ( ))w a −
araa

p ff k× − >k( p ( )pffrffp− ( 021 21

p k
ar fr21 1< −1
+

 (3)

When the probability that the contractor car-
ries out safety construction is less than 1− +

k
ar fr ,  

the supervision unit will choose to work hard. This 
is consistent with the result of static game theory 
of mixed strategy. On the contrary, when the 

Figure  1. Game extensive form between owner and 
supervision unit.

Figure 2. The extensive form that the supervision unit 
works hard.
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probability that the contractor carries out safety 
construction is more than 1− +

k
ar fr , the supervision 

unit may choose to be lazy.
Back to the second stage, the participation con-

straint of supervision units is the expected benefit 
of accepting a commission more than lazy. Regard-
less of the state of supervision unit selection efforts, 
and its benefits are greater than 0, the supervision 
unit must choose to accept the commission.

Similarly, push back to the first stage, the 
expected benefit that the owner selects to commis-
sion is greater than that without commission, so 
the owner unit will also choose to commission.

5 CASE ANALYSIS

Construction unit “A” develop and construct a 
residential area of two residential buildings, the 
construction area is 40,000 m2. Now the con-
struction project will be entrusted to the supervi-
sion company “B”, and contractor “C” obtains 
the construction project by bidding. The cost at 
which contractor “C” carries out safe construction 
in accordance with the provisions of the safety is 
20,000 yuan more than the cost at which contrac-
tor “C” does not carry out safe construction in 
accordance with the provisions of the safety, and 
the probability that the supervision company “B” 
conducts supervision and inspection is 1, the effi-
ciency of supervision and inspection of the super-
vision company “B” is 0.9. Then, according to the 
mixed-strategy Nash equilibrium: p C C

a11
* 1 2C CC C .= γ  

Therefore, the contract should be specified that 
the fine of contractor C’s unsafe acts is more than 
220,000 yuan. Keeping the efficiency of supervi-
sion and inspection unchanged, if  the probability 

of supervision and inspection is reduced to 0.5, 
then in the contract, contractor “C” shall be fined 
more than 440,000 yuan for unsafe acts. If  the pro-
visions of the contract for contractor “C” of a fine 
of 500,000 yuan, and the efficiency of supervision 
and inspection is raised to 0.95, then the probabil-
ity that the supervision company “B” conducts 
supervision and inspection can be reduced to 0.42. 
Thus, if  supervision units want to reduce the prob-
ability of inspection and the probability of occur-
rence of safety accident, they should improve 
their efficiency of supervision and inspection and 
increase the fine for contractors not carrying out 
safe construction in accordance with the provi-
sions of the safety. The model can be used to make 
a reasonable amount of fines, thus restricting the 
contractor’s unsafe construction behavior.

Similarly, if  the contract stipulates k for 50,000 
yuan, γ  for 0.9, f for 200,000 yuan, and a for 200,000 
yuan, then according to the mixed-strategy Nash 
equilibrium: p a21

* 1 .a f=1 k
γ γff  It can be concluded 

that the probability of contractor “C” for the safe 
construction is 0.86. If  the cost of supervision and 
inspection is reduced to 40,000 yuan and the other 
conditions are unchanged, then the probability of 
contractor “C” for the safe construction is 0.889. 
It can be seen that by reducing the cost of supervi-
sion and inspection, the probability that contrac-
tors carry out construction in accordance with the 
provisions of the safety can be improved.

6 CONCLUSIONS

1. The study shows that safety problems of con-
struction project is closely related to supervision 
units’ efficiency of supervision and inspection 
and construction quality of contractors. There-
fore, the owners shall take comprehensive con-
sideration to select the supervision units with 
high efficiency and contractors with good con-
struction quality.

2. Supervision units shall improve the quality of 
employees, strengthen their sense of responsi-
bility, and reduce or avoid the mistakes in work 
or dereliction of duty to improve the efficiency 
of supervision and inspection and to make 
full use of modern information management 
technology, such as visual management of the 
project to reduce the cost of supervision and 
inspection.

3. Through the above game model, we can make 
a reasonable amount of punishment to restrict 
the behavior that contractors do not carry out 
construction in accordance with the provisions 
of the safety. If contractors do not carry out 
safe construction, then the supervision units 
shall consider the comprehensive use of a variety 

Figure 3. The extensive form that supervision unit does 
not work hard.
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of ways to punish them, for example, warning, 
fines, and downtime rectification.
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ABSTRACT: Cable dome structure is a large-span spatial structure with high structural efficiency, 
which is suitable for large-span roof structure. In order to compensate the weaknesses of traditional cable 
dome and enrich cable dome structure schemes, a new type of cable dome, ridge tube cable dome with 
annular struts, was proposed by the authors of this paper. Compared with the traditional cable domes, the 
structure avoids the disadvantage of ridge cable easy relaxation, has greater whole rigidity and good static 
performance, and relatively less construction difficulty. The cable dome structure and the whole rigidity 
are mainly determined by the prestress distribution, so force-finding analysis is the key to the new cable 
dome research. In this paper, the redundant constraint was replaced by constraint force, and according 
to the node equilibrium relationship and considering self-weight, the prestress distribution calculation 
formulas of the ridge tube cable dome with annular struts were deduced. The calculation method reduced 
the operation cost, made the horizontal force and vertical force transfer in the internal structure clear, and 
made the calculation convenient for engineers both by hand and by computer. Simulation results using 
ANSYS finite-element iteration method verified the accuracy of the calculation formulas. Using derived 
calculation formulas, the prestress calculation table of the ridge tube cable dome with annular struts, with 
self-weight, and under different constraint force level was obtained to provide reference for engineering 
design and study the mechanical properties.

Atlanta Olympic Games stadium (Levy 1994). In 
2010, the first cable dome building in mainland 
China—National Fitness Center in Eijin Horo 
Banner, Ordos City, Inner Mongolia, was estab-
lished (Zhang, Liu, Ge, Zhang et al. 2012). How-
ever, several limitations existed in the traditional 
Geiger and Levy cable domes: (1) under high roof 
vertical load, ridge cables are prone to slackening, 
causing stiffness, sudden decline, and large dis-
placement; (2) a large number of components are 

1 INTRODUCTION

The cable dome is a full-tension space structure 
with light form and high efficiency (Lu et al. 2005), 
where components are prestressed to provide the 
whole rigidity. The traditional Geiger and Levy 
cable domes have been successfully applied in many 
domestic and foreign large-span structures, such as 
the 1985 Seoul Olympic Games gymnastics and 
fencing arenas (Geiger et al. 1986) and the 1996 
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flexible cables, and the whole rigidity of the struc-
ture is not adequate and sensitive to the eccentric 
load; and (3) in the flexible hinge cable system, 
it is difficult to control component size precision 
and construction deviation and results in tension 
forming scheme increasingly difficult. Therefore, 
scholars worldwide have put forward the new cable 
dome structure scheme, which mainly includes 
the layout change of ridge cables (Yuan & Dong 
2005, Bao 2007), key member replacement of the 
structure (Li 2007), or combination forms of the 
structure (Dong et al. 2010, Zhang & Liu 2010, Lu 
et al. 2015), thus improving the weakness of the 
traditional cable force characteristics or relatively 
lowering the difficulty of construction, which pro-
moted the construction of cable dome structure.

Because of the facts that the cable dome structure 
has almost no natural rigidity and the whole rigid-
ity is provided by prestress tension, the initial pre-
stress distribution determination according to the 
topology of cable dome structure, namely the force-
finding analysis, is the key in tension forming of 
the cable dome structure. Methods of force-finding 
analysis mainly include the singular value decom-
position method of the main balance matrix (Pel-
legrino 1993), integrity-feasible prestressing method 
(Yuan & Dong 2001), the nonlinear finite-element 
method (Dong Z.L. et al. 1995), and the node equi-
librium method (Wang et al. 2010, Dong et al. 2009). 
However, methods above are mostly based on the 
theory of complex matrix, which require profes-
sional software analysis and fail to clear the inter-
nal structure force mechanism; some do not usually 
consider member and node weight, only to calculate 
the initial prestress, while in fact cable dome is the 
equilibrium state of the prestress under gravity, so 
ignoring self-weight does not conform to the reality.

In order to further improve the limitations of 
the traditional cable domes and enrich the cable 
dome structure schemes, the author presented 
a new full-tension structure system—ridge tube 
cable dome with annular struts. The new system 
avoids the shortcomings of ridge cable easy slack-
ening, the whole rigidity of the structure is greater 
than the traditional cable dome, and the construc-
tion difficulty is lowered. In this paper, the struc-
tural characteristics of ridge tube cable dome with 
annular struts were introduced. Aiming at the form 
finding, the redundant constraint was replaced by 
constraint force; according to the node equilib-
rium relationship and considering self-weight, the 
prestress distribution calculation formulas of ridge 
tube cable dome with annular struts was deduced. 
The formulas reduced the operation cost, made 
the horizontal force and vertical force transfer in 
the internal structure clear, and made the calcula-
tion convenient for engineers both by hand and by 
computer. Simulation results using ANSYS finite-

element iteration method verified the accuracy of 
the calculation formula. Using derived calculation 
formulas, the prestress calculation table of ridge 
tube cable dome with annular struts, which con-
sidering self-weight and under different constraint 
force level, was obtained, to provide reference for 
the study of engineering design and mechanical 
properties.

2 RIDGE TUBE CABLE DOME WITH 
ANNULAR STRUTS

Ridge tube cable dome with annular struts 
replaced ridge cables of the traditional cable dome 
with rigid tube, that is, a seamless pipe. The rigid 
tube topology was triangular, and struts were con-
nected serially and annularly, namely horizontal 
projection and hoop cable found in coincidence. 
The three-dimensional structure schematic dia-
gram of the ridge tube cable dome with annular 
struts is shown in Figure 1.

Compared with the traditional cable dome, 
struts were arranged annularly, the number of 
components connected to the upper and bottom 
nodes were seven and five, respectively, and a tri-
angular mesh formed by the struts and hoop cable 
enhanced the stability of the structure significantly, 
which resulted in a greater whole rigidity and high 
convenience for installation and positioning. The 
number of diagonal cables was half  of that of the 
traditional Levy type cable dome, so material con-
sumption and tension construction workload were 
significantly reduced. The ridge tubes prevented 
ridge cables’ slackening, which avoided causing 
sudden decline of stiffness and large displacement, 
with higher structure bearing capacity. In addition, 
round steel tubes were cheaper than high-strength 
cables, with more price advantage and reduced 
construction cost.

Figure  1. Three-dimensional structure schematic 
diagram of ridge tube cable dome with annular struts. 
Specification: 1–ridge tubes; 2–inclined cables; 3–hoop 
cables; 4–struts.
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3 PRESTRESS DISTRIBUTION 
CALCULATION FORMULAS 
WITH SELF-WEIGHT

The 1/n unit with single strut as the center of ridge 
tube cable dome with annular struts was chosen, 
as shown in Figure 2. The upper node number of 
struts from the inside to the outside were 1, 2, …, 
m, and the corresponding bottom node numbers 
were 1’, 2’,…, m, where m and n represented radial 
and circular section numbers, respectively. In mor-
phological analysis of the ridge tube cable dome 
with annular struts, states of self-equilibrium stress 
mode were 19, mode of mechanism displacement 
was 0, so the cable dome was geometric stability 
system with no mechanism displacement. Consid-
ering the symmetric conditions and the uniaxial 
deformation of cables and struts, the cable dome 
had only one integral feasible prestress mode.

The radial horizontal constraint of the central 
strut upper node was set as the redundant con-
straint, which was then replaced by the constraint 
force. According to the moment equilibrium of 
isolated bodies in each circle, vertical force and 
radial force transferred by ridge tubes, inclined 
cables were calculated from inside and out.

3.1 Vertical force transfer process

The vertical load of cable dome was transferred 
through ridge and inclined cables, from the inside 
out by ring to the outer ring. Horizontally arranged 
hoop cables did not transfer the vertical load. The 
weight of elements and nodes were supposed as the 
equivalent vertical node load (Gi) at upper nodes, as 
shown in Figure 2. Vertical transfer force from the 
center node to the second node was calculated as:

G G
G
n1 2GG 1GG 0GG

→ =G1G  (1)

when i ≥ 2, G GiG jG
j

i

→
=
∑( )+i

1

1
2

where Gj was the vertical load at the j node from 
the center. When single strut as the center, one-
piece vertical load was G1= G0/n, where G0 is the 

equivalent vertical load at the center node; Gi→(i+1) 
was the vertical transfer force from node i to node 
(i + 1).

3.2 Horizontal force transfer process

Upper and bottom nodes were subjected to the 
radial horizontal forces Hi and Hi’, respectively, 
gradually transferred to the outside. Select typi-
cal isolated body with struts inside, as shown 
in Figure  3, according to moment equilibrium, 
and the bottom radial horizontal force was cal-
culated as:

H
G L H h

h

J

X′
→=

+
1HH 1 2GG → 1 1LL HH+ 1hh

1hh
 (2)

when i ≥ 2, H
G L H h

h
n

iH iG i iL H ihhJ

ihhX
′

→ +i=
+2 1

cos π

where hi
J and hi

X represent vertical heights from 
the upper and bottom nodes of the i strut to the 
horizontal level of  the (i + 1) node, respectively, 
and Li represents the horizontal projection 
distance between the upper node i to the line 
(i + 1) − (i + 1):

L r
n

i L
ni i i1 1LL w e ir1rr when + ( )i+cos , , sL ri iL rr= + in cot ,

π π
i Lh ih i1 ϕ

The upper node radial horizontal force (Hi) was 
obtained using formula (2), so the bottom node 
radial horizontal force (Hi’) could be calculated.

Analyzing the relationship of the node radial 
horizontal force by rings, as shown in Figures  3 
and 4, the recurrence formula of the node radial 
horizontal force was obtained using formula (3). 
To illustrate this, the third-ring nodes were taken 
for example. The third node radial horizontal force 
was transferred through two ridge tubes in the 
third ring to the fourth node, the bottom 3’ node 

Figure 2. 1/n unit with single-center strut. Figure 3. Typical isolated body.
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radial horizontal force was transferred through one 
inclined cables in third ring to the fourth node; the 
fourth node radial horizontal force was transferred 
through two ridge tubes and one inclined cable in 
third ring to the third node. Provided directions of 
different node radial horizontal force, Hi’ was cal-
culated as:

H H H2 1HH 1HH+H1HH ′  (3)

when i ≥ 3, H H Hi iH i
i i

i

+HiH −
−

1 1HiH+′ −
1cos

cos
,( )

( )i 1 ,

ϕ
ϕ (

where ϕ(i+1), i is the angle between the horizontal 
projection of ridge and inclined cables at node 
(i  + 1), ϕi,(i+1) is the angle between the horizontal 
projection of ridge tubes and radial lines at node i.
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3.3 Prestress distribution with self-weight 
considered

The initial prestress of the cable dome was com-
posed of two parts: one part was the ideal initial pre-
stress when the constraint force was P and weight 
was neglected; the other part took self-weight into 
consideration and the constraint force was zero.

First part: When the constraint force was P, 
and the weight was neglected, radial horizon-
tal constraint of the center strut upper node was 
replaced by the constraint force P, namely, H1 = P, 
Gi = 0. According to the derived formulas (1)–(3), 
each node radial horizontal force formula could 
be obtained from the inside to the outside when 
weight is neglected:

H
h
h

P
J

X′ =1HH 1hh

1hh
 (4)

H H H
h
h

P
X2 1HH 1HH 1hh

1hh
+H1HH =′  (5)

H
H h

h
n

h h

h
n

P
J

X

J

Xh
′ = =2HH 2 2H hH h

2hh

1 2h hh h

1 2cos ch hXh1 2h hh h osπ πhX Xh
 (6)

H H H

h h

h h
n

h
h

J

X Xh
X

3 2HH 2HH 3 2

2 3

1 2h hh h

1 2h hh h

1hh

1hh
3 2

2

+H2HH

= +1 2

cos
cos

cos

cos
cos

,

,

,

ϕ3

ϕ2

ϕ3

ϕ2
π

,3,,

⎛

⎝

⎜
⎛⎛

⎜
⎜⎜

⎜⎝⎝
⎜⎜

⎞

⎠

⎟
⎞⎞

⎟
⎟⎟

⎟⎠⎠
⎟⎟ P  (7)

H
H h

h
n

h h

h h
n

h
h

J

X

J

X Xh
X

′ =

= +

⎛

⎝

⎜
⎛⎛

⎜
⎜⎜

3HH 3 3H hH h

3hh

1 2h hh h

1 2h hh h

1hh

1hh
3 2

2 3

cos

cos

cos
cos

,

,

π

π
ϕ3

ϕ2⎜⎜⎝⎝⎝⎝
⎜⎜⎜⎜

⎞

⎠

⎟
⎞⎞

⎟
⎟⎟

⎟⎠⎠
⎟⎟

h

h
n

P
J

X

3hh

3hh cos π  (8)

From the formulas above, the ideal initial pre-
stress varied linearly with P, so an increase in 
constraint force enhanced cable domes’ overall 
prestress level.

Second part: When the constraint force was zero 
and the weight was considered, the radial horizon-
tal constraint of the center strut upper node was 
H1 = P, Gi ≠ 0. According to the derived formulas 
(1)–(3), each node radial horizontal force formula 
could be obtained from the inside to the outside 
under gravity:
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Adding the two-part prestress together, on the 
basis of the geometric relationship of components, 
supposing the internal force of the cable tension 
as positive and the struts compression as negative, 
internal force formulas of each component types 
could be deduced.

Figure 4. Upper node radial horizontal force.
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Force of ridge cables was calculated as:
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when i ≥ 2, J
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Force of inclined cables was calculated as:

X
H

iX iH

i

= ′

cos βi

 (15)

Force of struts was calculated as:
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Force of hoop cables was calculated as:
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where αi represents the angle between ridge cables 
and the horizontal plane, βi represents the angle 
between inclined cables and the horizontal plane, 
and θi represents the angle between struts and the 
horizontal plane:
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4 CASE VERIFICATION

In order to verify the correctness of the derived 
formulas, the results of internal force distribu-
tion using ANSYS finite-element modeling and 
the prestress distribution calculation method 
were compared. Case: a ridge tube cable dome 
with annular struts; span, 60 m; height, 4 m; cir-
cumferential segment number, 12; with two hoop 
cables; and the angle between inclined cables and 
the horizontal level was 15°. The calculation dia-
gram is shown in Figure 5, where JG, XS, HS, and 
CG represent the ridge tubes, inclined cables, hoop 
cables, and struts, respectively, and 1–3 are ring num-
bers from the inside to the outside. Q345B seamless 
steel tubes were adopted as ridge tubes and struts, 
whose yield strength was 345  MPa and the elas-
tic modulus was 2.06  ×  105 MPa. High-strength 
steel wires were adopted as cables, with the tensile 
strength of 1670  MPa and the elastic modulus of 
1.85 × 105 MPa. Component specification from the 
inside to the outside: the ridge tubes of Φ245X8, 
Φ203X8, Φ168X7, inclined cables of Φ14, Φ28, Φ40, 
struts of Φ159X8, Φ102X4, Φ168X10, hoop cables 
of Φ42, Φ75.

The finite-element model of ridge tube cable 
dome with annular struts was established, applied 
with the ideal initial prestress and under gravity, 
structure internal force distribution, and the maxi-
mum vertical displacement under the effect of grav-
ity were obtained. While the initial prestress level 
remained unchanged, the last obtained prestress 
distribution was taken as the new initial prestress 
into the next analysis. After several iterations, when 
the internal force distribution under the gravity was 
stable and the maximum vertical displacement was 
minimum, the iteration of prestress distribution 
was terminated. In this way, after seven iterations, 
the final prestress distribution of ridge tube cable 
dome with annular struts was obtained, and the 
iterative process is shown in Table 1.

By using the simple calculation formulas pro-
posed, considering the gravity of the structure, 
the weight was transformed into the equivalent 
vertical node load (Gi) acting on the upper nodes, 
constraint force P as 500kN. By substituting the 

Figure 5. Structure calculation diagram.
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Table 1. Finite-element iterative process.

Components

Iterative data/kN

Initial value 1st 2nd 3rd 4th

Ridge tubes J1 −262.259 −254.026 −295.015 −289.813 −290.265
J2 −49.631 −48.996 −56.888 −55.915 −56.005
J3 −173.725 −174.031 −202.043 −198.613 −198.933

Inclined cables X1 500.000 430.211 508.708 499.190 500.088
X2 334.910 293.469 346.017 339.596 340.194
X3 633.574 580.188 680.300 668.014 669.155

Struts S1 84.441 82.190 95.384 93.697 93.842
S2 308.216 308.703 358.088 351.970 352.535
S3 848.202 872.233 1011.536 994.517 996.116

Hoop cables R1 601.321 601.852 698.192 686.258 687.360
R2 1702.458 1747.099 2026.525 1992.384 1995.590

Displacement/mm Umax 0.000 10.097 1.599 0.021 0.002

Components 5th 6th 7th
Formula 
results Error

Ridge tubes J1 −290.210 −290.214 −290.213 −289.478 −0.25%
J2 −55.995 −55.996 −55.996 −56.015 0.03%
J3 −198.899 −198.902 −198.902 −198.970 0.03%

Inclined cables X1 499.994 500.002 500.001 500.478 0.10%
X2 340.130 340.135 340.135 340.277 0.04%
X3 669.032 669.042 669.041 669.283 0.04%

Struts S1 93.824 93.825 93.824 93.588 −0.25%
S2 352.474 352.479 352.479 352.579 0.03%
S3 995.946 995.961 995.959 996.309 0.04%

Hoop cables R1 687.241 687.251 687.250 687.450 0.03%
R2 1995.250 1995.280 1995.276 1995.981 0.04%

Displacement/mm Umax 0.000 0.000 0.000 0.000 –

Table 2. Prestress reference table of ridge tube cable dome with annular struts (kN).

Component 
force

Gi ≠ 0
P = 0

Gi = 0
P = 10

Gi ≠ 0
P = 50

Gi ≠ 0
P = 100

Gi ≠ 0
P = 200

Gi ≠ 0
P = 300

Gi ≠ 0
P = 500

J1 26.968 5.250 53.219 79.470 131.972 184.474 289.478
J2 6.336 0.994 11.304 16.272 26.207 36.143 56.015
J3 25.078 3.478 42.467 59.857 94.635 129.413 198.970
X1 0.000 10.010 50.048 100.096 200.191 300.287 500.478
X2 5.047 6.705 38.570 72.093 139.139 206.185 340.277
X3 35.102 12.684 98.520 161.938 288.774 415.610 669.283
S1 9.066 1.690 17.518 25.970 42.875 59.779 93.588
S2 44.069 6.170 74.920 105.771 167.473 229.175 352.579
S3 147.296 16.980 232.198 317.099 486.901 656.704 996.309
R1 85.554 12.038 145.744 205.933 326.312 446.692 687.450
R2 291.894 34.082 462.303 632.712 973.529 1314.346 1995.981

results of formulas (4)–(13) into formulas (14)–
(17), the internal force value of all types of compo-
nents were calculated, and the formula calculation 
results are shown in Table 1.

As Table 1 indicates, the results of the simple cal-
culation formulas proposed and the finite-element 

modeling results after several iterations were basi-
cally the same, while the force maximum error was 
less than 0.3%, which indicated that the theoretical 
formulas proposed in this paper did not require the 
finite-element software calculation, reduced the 
computational cost of iterative process, and deter-
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mined the cable dome’s prestress distribution with 
self-weight accurately.

For convenience of structure design for techni-
cians, by adopting prestress distribution calcula-
tion formulas proposed in this paper, the prestress 
reference table of ridge tube cable dome with 
annular struts in different constraint force level 
and under gravity is shown in Table 2. According 
to the engineering requirement, selecting the cor-
responding constraint force level and the prestress 
distribution under gravity, the initial prestress dis-
tribution with self-weight of ridge tube cable dome 
with annular struts was calculated rapidly.

5 CONCLUSIONS

In order to determine the initial prestress distribu-
tion of ridge tube cable dome with annular struts, this 
paper set the radial horizontal constraint of the central 
strut upper node as the redundant constraint, which 
was then replaced by the constraint force. According 
to the moment equilibrium of isolated bodies in each 
circle, vertical force and radial force transferred by 
ridge tubes and inclined cables were calculated from 
inside and out. Thus, the calculation formulas of pre-
stress distribution with self-weight were derived. The 
initial prestress of the cable dome was composed of 
two parts: one part was the ideal initial prestress when 
the constraint force was P and weight was neglected; 
the other part took self-weight into consideration 
and the constraint force was zero. Compared with 
the finite-element iteration method, the calculation 
formula results were accurate, which cleared the hori-
zontal and vertical force transmission relationship in 
the internal structure and was convenient for techni-
cians. In this paper, the prestress reference table of 
ridge tube cable dome with annular struts in differ-
ent constraint force level and under gravity was given. 
According to the engineering requirement, selecting 
the corresponding constraint force level and the pre-
stress distribution under gravity, the initial prestress 
distribution with self-weight of ridge tube cable dome 
with annular struts was calculated rapidly.

ACKNOWLEDGMENTS

This work was supported by the National Natural 
Science Foundation of China (51278010) and the 
Science and Technology Plan of Beijing Municipal 
Commission of Education (KM201610005012) and 
the Beijing Natural Science Foundation (8131002).

REFERENCES

Bao, H.Z. 2007. The theoretical and experimental research 
of bird-nest cable dome. Doctoral dissertation, Zhejiang 
University.

Dong, S.L., Wang, Z.H. & Yuan, X.F. 2009. A simplified 
calculation method for initial prestress of levy cable 
domes with the consideration of self-weight. Engineer-
ing Mechanics, 26(4), 1–6.

Dong. S.L., Wang, Z.H. & Yuan, X.F. 2010. Static behavior 
analysis of a space structure combined of cable dome 
and single-layer lattice shell. Journal of Building Struc-
tures. 31(03): 1–8.

Dong, Z.L., He, G.Q. & Lin, C.Z. 1995. Finding of equi-
librium states of tensegrity systems. Journal of Building 
Structures, 20(05): 24–28.

Geiger, D.H., Stefaniuk, A. & Chen, D. 1986. The design 
and construction of two cable domes for the Korean 
Olympics. Shells, Membranes and Space Frame, Pro-
ceedings IASS Symposium. Madrid, Spain: IASS. 
265–272.

Ge, J.Q., Zhang, A.L., Liu, X.G., Zhang, G.J., Ye, X.B., 
Wang, S. & Liu, X.C. 2012. Analysis of tension form-
finding and whole loading process simulation of 
cable dome structure. Journal of Building Structures. 
33(04):1–11.

Levy, M.P. 1994. The Georgia dome and beyond achieving 
lightweight-long span structures. Proceedings of IASS-
ASCE International Symposium. Madrid, Spain: IASS. 
560–562.

Li, Z.Q. 2007. Behavior analysis and system improve-
ment of cable domes. Doctoral dissertation, Zhejiang 
University.

Liu, X.C., Zhang, A.L., Liu, Y.J., Ge, J.Q. & Zhang, 
G.J.2012. Experimental research and performance analy-
sis of new-type cable-strut joint of large-span cable dome 
structure. Journal of Building Structures.33(04):46–53.

Lu, C.L., Zhang, A.L. & Zhang, G.J. 2005. The devel-
opment and deepening of the study on prestressed 
steel structures. Progress in Steel Building Structures, 
8(2):41–48.

Lu, J.Y., Wu, X.L., Zhao, X.L. & Shu, G.P. 2015. Form 
finding analysis of cable-strut tensile dome based on 
tensegrity torus. Engineering Mechanics. S1:66–71.

Pellegrino, S.1993. Structural computations with the sin-
gular value decomposition of the equilibrium matrix. 
International Journal of Solids and Structures. 30(21): 
3025–3035.

Wang, Z. H., Yuan, X.F. & Dong, S.L. 2010. Simple 
approach for force finding analysis of circular geiger 
domes with consideration of self-weight. Journal of Con-
structional Steel Research, 66(02), 317–322.

Yuan, X.F. & Dong, S.L. 2001. Application of integrity fea-
sible prestressing to tensegrity cable domes. China civil 
engineering journal. 34(02): 33–37.

Yuan, X.F. & Dong, S.L. 2005. New forms and initial pre-
stress calculation of cable domes. Engineering Mechan-
ics. 22(02):22–26.

Zhang, B.K. & Liu, W.C. 2010. Design and analysis of 
hybridized self-balance prestressed latticed structure 
composed of shell and cable dome. Journal of Shenyang 
Jianzhu University (Natural Science). 26(03):452–457.

Zhang, A.L., Liu, X.C., Li. J. Ge, J.Q. & Zhang, G.J. 2012. 
Static experimental study on large-span cable dome 
structure. Journal of Building Structures.33(04):54–59.

Zhang, G.J., Ge, J.Q., Wang, S., Zhang, A.L., Wang, W.S., 
Wang, M.Z. & Xu, K.R. 2012. Design and research on 
cable dome structural system of the National Fitness 
Center in Ejin Horo Banner, Inner Mongolia. Journal of 
Building Structures. 33(04):12–22.

ICCAE16_Vol 01.indb   221 3/27/2017   10:33:17 AM



ICCAE16_Vol 01.indb   ii 3/27/2017   10:29:31 AM

http://www.taylorandfrancis.com


223

Civil, Architecture and Environmental Engineering – Kao & Sung (Eds)
© 2017 Taylor & Francis Group, ISBN 978-1-138-02985-9

A new multiple-model analysis method considering 
structural uncertainty

Fengqi Zhu
Southeast University, Nanjing, China

ABSTRACT: Because of the corrosion of the main body structure and connection, difference between 
construction and design, and so on, structure parameters cannot be known according to the original 
design or existing data. Thus, the structural uncertainty is generated, which widely exists in the actual 
structure. It is very necessary that uncertainty analysis is carried out on the structure. However, classical 
Finite-Element (FE) method could only establish a certain FE model and could not react and transmit 
uncertainty of key parameters. From a practical engineering perspective, this paper provides the intuitiv-
ism apprehension of uncertainty of probability and statics by multiple-model probability FE method. 
The specific method of improved multiple model was that multiple FE models were established on the 
basis of the model of the key parameters of Markov Chain Monte Carlo (MCMC) sampling first. Thus, 
it was considered, transmitted the influence of uncertainty, and reflected the actual structure character. 
Then, the second-order response surface method was brought to fit the structural dynamic and static 
response results to improve the efficiency of multiple-model modeling. Through the above methods, mul-
tiple models could be applied to the engineering practice. In a numerical example, the parameters of girder 
elasticity modulus, section height, and support spring stiffness were analyzed, multiple models were built, 
and reliability was assessed.

Monte Carlo sampling method to calibrate the 
uncertainties. The process utilizes high-quality sam-
pling algorithm to generate multi-finite-element 
model library and then utilizes multi-finite-element 
model library to assess structural response. However, 
because of the high cost, it is hardly executed at prac-
tical engineering structure. Zong et al. used RSM to 
optimize finite-element model to find the best single 
model. In this paper, response surface technology and 
multimodel idea are used to analyze structure uncer-
tainty. Because of the influence of uncertainty, the 
key parameters of the model is difficult to decide in 
the process of establishing the finite-element model 
of engineering structure; at the same time, utilizing 
the usual model correction technique is not reliable. 
Therefore, in this paper, a multimodel idea was used 
to sample the key parameters of structure, which 
can provide the structural probabilistic information 
to engineers. Furthermore, the structural probabil-
ity response can be predicted by sampling. In order 
to improve the computational efficiency, this paper 
will inlet response surface model in the computa-
tional model. By using the response surface model to 
replace multiple models, we can greatly improve the 
computational efficiency, which could make the idea 
of multimodel possible in structural engineering.

This paper is organized as follows. First, a 
multiple-model method is proposed using the 

1 INTRODUCTION

In general, structures would deteriorate over time; 
especially, the degeneration of structural critical 
areas might lead to monolithic catastrophic failure. 
In the inspection of a structure, the phenomena of 
crack and corrosion of the main structure and the 
padding and failure of connection parts were dis-
covered (Shinae 2013). They are the main sources 
of structural uncertainty for structural performance 
evaluation; therefore, it is of great importance to 
figure out the way of quantitatively evaluating their 
influences on structure performance.

Many scholars have done a lot of work in this 
research field. Subrata Chakraborty et  al. updated 
the finite-element model through response surface 
method; Ching and Beck gave the initial key param-
eter a certainty probability and proceeded finite-
element model update through Bayesian theory 
combining structural monitoring data. Both of them 
treated model updating as an optimization problem. 
Through different kinds of optimistic algorithm, 
they searched for an optimal model that keeps with 
the field test data. Koh et al. utilized multiple mod-
els to partially solve this problem. First, they rel-
egated the key parameter by PCA method and then 
by using K-means method to cluster the models. 
Jianzhang et  al. proposed utilizing Markov chain 
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MCMC sampling and RSM technologies. Then, 
ANSYS batch tool is used to operate ANSYS in 
background under MATLAB control to achieve 
multiple-model method. Finally, a multimodel was 
built and reliability assessment was studied with a 
numerical example.

2 MULTIPLE-MODEL METHOD

Multiple-model method is used to sample the key 
parameters of a structure, which can provide the 
structural probabilistic information for engineers. 
At the same time, in order to improve the com-
putational efficiency, response surface model is 
brought in the computational model.

Introduction of the Markov Chain Monte Carlo 
(MCMC) sampling method can rapidly converge 
to the objective function, ( )x , under the frame-
work of Bayesian theory. The MCMC sample can 
realize the chain sample and overcome the impact 
of high-dimensional parameters. The process is a 
recursive procedure, involving the following steps:

1. Randomly generated initial parameters θ0 .
2. Assuming that θi−1  is the kth parameter of the 

Markov chain, candidate parameter θc  is gen-
erated by proposal distribution q(x):

θc ( )θ θcθ k  (1)

3. Acceptance probability of candidate parameter 
θc  is:

α θ π θ
π θ

( ,α θα ) min , ( )π θπ ( /θ )
( )π θπ ( /θ )k 1θθ −⎛

⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠cθ c c)θ (θθ kθ

k k)θ (θθ cθ
q
q

1 1

1k) (θθ) (
 (2)

4. If  θc  is accepted, then θ θk cθ θθ ; otherwise, repeat 
steps 2 and 3 until θc  is received.

5. Make k = k + 1, repeat steps 2–4 until the pro-
cess converges.

In a multiple-model framework, objective func-
tion π is elected as the model probability con-
ditioned by known structural information G; 
proposed distribution q is elected as the prior dis-
tribution of the key unknown parameters; the key 
unknown parameter θ in the studied structure is 
a combination of elasticity modulus, stiffness of 
expansion joint, bearing longitudinal stiffness, and 
bearing vertical stiffness:

π ( )θθ = ( )( )θθ ( )( )θθ = ( )θ∏P ( q P∏∏ θ))
1

4

 (3)

where P jθ j( )  is the prior distribution of the jth 
parameter.

According to Bayesian theory, P(M/G) =  
P P
P P
( )G M/ ( )M

∫ ( )G M/ ( )M . Assuming ∫
y

( ) ( )P( P)  is constant 
and combining (2) and (3), we have:
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Assuming that the error of the model belongs 
to normal distribution and independent from each 
other:

P G M exp
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To further improve the sampling efficiency, 
an extended M-H algorithm is adopted because 
of its high efficiency. Two novel ideas, Adaptive 
Metropolis (AM) and Delayed Rejection (DR), are 
successfully combined to improve the computa-
tional efficiency of the M-H algorithm. The reader 
is advised to refer to ref. [Haario et al. (2006)].

Response Surface Method (RSM) is used to 
approximate implicit functions between response 
value and design parameter by explicit response 
surface model. RSM is very good at copping with 
the issue with implicit multiresponse object func-
tion for its satisfied accuracy and good efficiency. 
Because the amount of sample set used to recon-
struct the response surface is small (Zhao and Qiu 
2013), the second-order RSM is reconstructed by 
Central Composite Design (CCD) method, F test 
of variance analysis is used to identify the param-
eter of significance, and the second-order polyno-
mial is the following fit response surface:

y x
i i j i

i ix
= =
∑ ∑xi ix + ∑ ∑ij i jβ +∑ β∑ij i j +x xij i jx0

1 ii 1 1i=i

2  (6)

3 NUMERICAL EXAMPLE OF MULTIPLE-
MODEL METHOD

Through a numerical example of nonuniform 
beam of the MM method proposed in this paper, 
the high precision and the whole performance of 
this method is verified for the natural frequencies 

Figure 1. The numerical example.
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and formation of the structure and the displace-
ment and strain under the action of static loads. 
The numerical example is shown in Fig. 1 and the 
real values of the parameters are as below: the elas-
ticity modulus of the non-uniform beam is 3.5 × 
1010; section of the beam is square; the heights of 
Sections 1-1 and 2-2 are 0.6 and 0.3 m, respectively; 
and the spring stiffness of the bearing is 1 × 105 Pa 
(Table 1).

The parameters of elasticity modulus, height 
of Section 1-1, height of Section 2-2, and spring 
stiffness are elected to consider uncertainty. 
Extraction of the first five-order natural frequency 
and formation are displacement and strain under 
two load cases: loading of 100 kN at mid-span and 
1/4 span of the beam, respectively. On the basis of 
the modal and static response result constructing 
the objective function (Eq.  7), 15,000  samplings 
were carried out using MCMC sampling method 
and response surface technology (Fig. 2):
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ω ω
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δ δ

δ
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n
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1 1ω =ωeiωω i

1 1δ =δeiδδ i

i eii i

ei

− εe

ε
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where ωai  and ωei  are analytical and experimental 
natural frequencies of the ith mode, respectively, 
and Φai and Φei are the analytical and experimen-
tal modal shapes of the ith mode. MAC value can 
be calculated from Φai and Φei.

As shown in Fig. 3, on the basis of the above 
established multiple-model library of the variable 
cross-sectional beam displacement of spring 
support forecasting 0.3 m, the probability follows 
normal distribution. It equals the real displacement 
value of 0.3 m.

4 CONCLUSION

1. A multiple-model method through MCMC 
sampling and response surface technology is 
proposed in this paper, which is used in struc-
ture performance evaluation.

2. Using the response surface technology, the 
uncertainty problem of large finite element in 
real structure can be solved by combining the 
large FE technology with the multiple-model 
idea.
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Table 1. Parameters of real value and initial value.

Elasticity 
modulus

Height 
of 
Section 
1-1

Height 
of 
Section 
2-2

Spring 
stiffness

Real value 3.5 × 
1010 Pa

0.6 m 0.3 m 1 × 105 Pa

Initial 
value

3.1 × 
1010 Pa

0.4 m 0.2 m 0.5 × 105 Pa

Distribution Normal Uniform Uniform Uniform

Figure 2. Four-parameter MCMC results.

Figure 3. Displacement of spring support.
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Promotion of transportation on urban spatial distribution 
and industrial development in Beijing
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ABSTRACT: The relationship between urban transportation and urban spatial layout and industry is 
the eternal topic of urban development. On the basis of the mechanism analysis of urban transportation 
infrastructure construction and urban industry and spatial layout, the solution and relative suggestions of 
the coordinated development of urban transportation, urban industry, and spatial layout are put forward. 
The research results are helpful to change the transportation infrastructure, which restricts the city indus-
trial development and urban space layout and realizes the benign interaction of the transportation and 
urban industry and spatial layout in Beijing. The research result will also provide technical support for 
the traffic infrastructure construction in Beijing and promote the adjustment and upgrading of industrial 
structure to guide the harmonious coexistence of industry between center city and new town.

routes, which directly determines the distribution 
of whole urban traffic.

1.2 Traffic infrastructure distribution makes 
different accessibilities in different spaces 
and affects the urban industry layout

Accessibility is one of the important elements for 
selecting the location of industrial areas. The loca-
tion quality is the main reason directly affecting the 
industry development. As accessibility is caused by 
the different traffic infrastructure distribution, the 
ultimate factor affecting the urban industry layout 
is the urban traffic infrastructure construction and 
distribution.

It is necessary to spread the industry in space if  
it is wanted to be developed. Transport can play 
a role in the spatial diffusion of the urban indus-
try. The construction of traffic infrastructure will 
stimulate the industrial development along the 
line. The population and main industrial activi-
ties gradually increase the urban transportation 
line, thereby forming industrial centers. At the 
same time, a good urban traffic infrastructure will 
reduce the cost of trip and product transportation 
and provide the possibility to expand the industrial 
agglomeration and diffusion.

The practical experience worldwide shows that 
the actual shape and structure of the city are the 
result of the interaction between the transportation 

1 INTRODUCTION

The relationship between urban transportation 
infrastructure and urban industrial and spatial lay-
out is interaction and reaction. It is not only a sim-
ple single direction but also a complex cycle. The 
adjustment of industrial development and urban 
spatial layout is an important characterization of 
urban economic and social development. Realizing 
the interaction mechanism of traffic infrastructure 
construction and the development of industry and 
urban spatial layout are the important basis to for-
mulate transportation policy and solve complex 
urban traffic problems. It helps to solve the effi-
ciency problems in limited land resources.

1.1 Urban industrial development and urban 
spatial layout affect the trip mode choice and 
travel demand distribution

In urban areas, besides the living district, the main 
travel demand and trip distribution come from the 
workplace. All kinds of urban industrial layout are 
the main components of workplace and also an 
important part of urban spatial layout. Eventually, 
a different urban spatial layout affects the urban 
industrial distribution and position, which results 
in different trip generation in different areas. By 
the way, different urban industrial and spatial 
layouts may lead to different trip directions and 
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development strategy and the spatial development 
strategy. Among all types of transport mode, rail 
transit will bring great changes in the passenger 
flow, improve the accessibility, and change the loca-
tion condition along the rail lines. Hence, the urban 
land use and the industrial spatial layout will be 
affected profoundly, followed by the urban spatial 
structure and morphology. As the most important 
component, rail transit will promote city renewal 
and urban spatial layout restructure.

2 CURRENT SITUATION ASSESSMENT

2.1 Beijing urban transportation supply

In recent years, the increasing transportation con-
struction investment has resulted in the rapid 
growth of urban roads in Beijing. Taking 2005 as 
the base year, the total mileage of urban streets 
reached 6223 km at the end of 2015, with an average 
annual increase of 11%. The total mileage of high-
way reached 21885 km at the end of 2015, with an 
average annual increase of 9%. However, compared 
with the developed cities, the current urban road 
density and land use rate of Beijing are still signifi-
cantly lower. The total mileage of urban buses and 
tram vehicles reached 21716 km by the end of 2015.

At the end of 2015, the motor vehicle and pri-
vate car ownership reached 5.62 and 4.4  million 
in Beijing, respectively, which are more than 
0.81 million and 0.66 million from the correspond-
ing figures in 2010. In line with international 
practices of 10 cars per 100 households, on aver-
age, per 100 households in Beijing have 25.8 motor 
vehicles and 14.6 private cars. It means that Beijing 
has begun to enter the automobile society. In the 
future, Beijing will face more and more serious 
transport pressure. In addition, mobile population 
is also increasing rapidly. A number of private cars 
are used for commuting, which results in the surg-
ing of motor travel demand.

At the end of 2015, the city’s highway mileage 
was 21876 km, with an increase of 27.2 km over 
2014 and 762  km over 2010. Among them, the 
expressway mileage was 982 km, in agreement with 
that of the previous year and an increase of 79 km 
over 2010. In 2015, the urban road mileage is 
6435 km, an increase of 9 km over 2014 and 80 km 
over 2010.

Figure  1. Traffic infrastructure promotes and guides 
the urban spatial layout.

Table 1. Various indicators of bus and tram in 2011–2015.

Year 2011 2012 2013 2014 2015

Routes (number)   740   779   813   877   876
Length (km) 19338 19547 20575 20347 20315
Vehicles (units) 21575 22146 22486 24083 24347

Table 2. Vehicle ownership in 2011–2015.

Year

Motor 
vehicle 
ownership
(10,000)

Private 
vehicle 
ownership
(10,000)

Private 
car 
ownership
(10,000)

2011 498.3 389.7 286.2
2012 520 407.5 298.2
2013 543.7 426.5 311
2014 559.1 437.2 316.5
2015 561.9 440.3 316.5

Figure 2. Urban road network of Beijing.

Figure 3. Layout of urban functions.

ICCAE16_Vol 01.indb   228 3/27/2017   10:33:24 AM



229

2.2 Beijing urban industrial space layout

In accordance with the latest urban planning, 
Beijing, under the jurisdiction of 16 areas, can be 
divided into four parts: the Capital Core Area, the 
Function Expand Area, the Urban Development 
Area, and the Ecological Conservation Area.

The main features of the urban industry in Bei-
jing are: (a) The spatial structure is evolved from the 
single center to the suburbanization, which means 
Beijing is in the direction of the development phase 
to the multicenter layout. (b) The six areas (the orig-
inal eight districts) in the city are still the main bear-
ing area of the urban population and industry. (c) 
The economic growth of the core area of the capital 
function and urban function development zone is 
the fastest, and the population growth in the urban 
function development zone and the urban develop-
ment zone are important. (d) Industrial agglomera-
tion effect is gradually emerging, and development 
zones and industrial parks have become the impor-
tant carrier of economic development in the capital. 
(f) A number of different functions and industrial 
positioning of different professional parks or bases 
have begun to emerge.

2.3 Main problems

a. The single-center urban spatial structure led to 
the central area of traffic travel and tidal traffic 
congestion.

     The construction of Beijing city is still a layout 
pattern of the old city as the center, surrounded 
by the edge. The old city, set in a 62  km2 in 
the second ring, as the center of the political, 
economic, and cultural centers, sums up three 
commercial centers of Xidan, Wangfujing, and 
the front door and the Financial Street business 
district. In addition, it also has more than 20 
central ministries, 100 bureau level authorities, 
and 250 units of the Beijing Municipal Com-
mittee and government owned units, while the 
other is the residential area. With the fourth 
and fifth ring roads constructed, the Beijing pie 
continues spreading, which is called “where is 
the ring road, where is the pie spreading”. This 
city development mode moves residents out of 
the old city, while all types of social activities 
are still in the old downtown. At the same time, 
strengthening the construction of functional 
areas in the fifth ring and the construction of 
three new key city is sluggish, and the functions 
of population living, industrial development, 
public service in the core area, and development 
area are still concentrated, and the new cities are 
weak to ease the downtown population; instead, 
they possess a large proportion of foreign popu-
lation, which failed to effectively undertake the 
center area population ease.

b. The unbalance of economy and industry 
increases traffic congestion.

    There is a big gap per capita GDP between the 
south and north of Beijing. The state adminis-
trative organs, universities, and other cultural 
and educational institutions and large and 
medium-sized hospitals most concentrated in 
the north of Beijing. The important resource in 
north Beijing is more than that in south Beijing, 
which results in more traffic density in north 
Beijing than south Beijing. The high-density 
resource allocation in north Beijing crowds out 
the traffic infrastructure space, increasing the 
difficulty to alleviate the traffic flow by using 
the transportation methods. The back end 
of south Beijing exacerbates the traffic flow 
between south Beijing and north Beijing.

c. The “closed courtyard” or “large-scale design” 
planning reduces the traffic capacity and public 
transportation attraction.

    Traditional courtyard culture and large-scale 
design planning in Beijing is not suitable for 
the current city development. On the one hand, 
due to walk out of the courtyard to take pub-
lic transport, bigger courtyard means that 
the walk distance and time are larger, which 
reduces the attraction of public transportation. 
On the other hand, although the self-structure 
of the courtyard is relatively complete, it cuts 
the urban spatial structure result in the lack 
of branch road and impedes microcirculation, 
which weakens the traffic organization ability 
of main urban road.

d. “Demand following” traffic development mode 
lags behind urban development

    Traffic construction is always lagging behind 
the development of urban land use, which 
results in passivation following the urban 
construction.

    At present, the traffic construction standards 
of all types of building and facilities are rela-
tively low.

    It cannot meet the travel demand when the 
building is completed. The main features lack 
enough parking spaces and do not have build-
ing for public transportation facilities. In addi-
tion, the traffic impact evaluation mechanism 
is not perfect, and public transportation con-
struction always lacks behind the urban land 
development.

3 TREND AND DEMAND

3.1 Population of Capital Core Area is further 
reduced

Because of  the differential rent and other eco-
nomic factors, the population of  Capital Core 
Area will continue to transfer to the Function 
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Expand Area. The industrial spatial structure of 
Capital Core Area will change little. Economic 
activity in this area is still along the traditional 
“two axis” distribution. The main industry 
includes administrative office, commercial, tour-
ism, and culture. In the meantime, education 
and medical service functions will expand out-
side Capital Core Area by stimulating Function 
Expand Area, and the attraction of  Capital Core 
Area will decrease.

3.2 Function Expand Area will become 
the agglomeration area of industry and 
population

The population of Function Expand Area will 
increase. However, because of the limited land 
capacity, the growth rate will decrease. Because 
various high-quality resources are still mainly 
distributed in the central area and the traditional 
concept, Function Expand Area will remain the 
most active area of economy in Beijing, which is 
also affected by the traditional concept. Various 
function parks will develop rapidly. The traditional 
center, such as CBD and Zhongguancun Science 
and Technology Park will become more and more 
mature, and the Olympic Center, Lize financial 
center, Dahongmen business district will get into 
the fast lane.

3.3 The urban fringe community is gradually 
improved

The population of  10  marginal groups will fur-
ther expand. However, the area of  10  marginal 
groups will not continue to expand through the 
control of  land development and transportation 
infrastructure. Affected by the development of 
new towns, the industry in marginal groups will 
limit development. The main industry includes 
the living facilities of  education, health care, 
entertainment, and business. The population is 
mainly composed of  two parts: one is the relo-
cation residents in Capital Core Area and the 
other is new Beijing people who work at Func-
tion Expand Area.

3.4 The city develops along the rail track 
of beads

Because of the driving effect from rail traffic, the 
land development density surrounding the rail sta-
tion will further increase. The population will also 
gather surrounding the rail station. As the land use 
in downtown is limited, the leading role of rail traf-
fic in this area is limited, which is less than that 
outside downtown. Urban development will be 
along the rail track of beads between downtown 
and new towns.

3.5 Population and industry in new town grow 
rapidly

As the land resources in new town is abundant and 
there are some encouragement policies and meas-
ures, such as the investment policies about urban 
infrastructure and other various industrial devel-
opment, the new town will enter a period of rapid 
growth. Especially the four new towns, namely 
Shunyi, Tongzhou, Yizhuang, and Daxing, will 
form a certain scale first.

3.6 Travel demand in downtown and new town 
tends to be stable and that in new town and 
between new towns enhances

In the future, new town will reach a certain scale. 
Travel demand internal new town and between 
new towns will enhance. Therefore, the traffic 
infrastructure in those areas will be strengthened. 
Along with the formation of antimagnetic system 
in new town, the travel demand between down-
town and new town will become stable gradually.

4 SCHEME AND MEASURES

In the future, the overall development ideas of 
Beijing are designed. The first is for the downtown. 
The main task is to improve the transportation sys-
tem and enhance the quality of public transport 
services. The second is for the new town. The main 
task is to adhere to the Transit Oriented Devel-
opment mode to build the new town. According 
to the urban comprehensive planning of Beijing, 
the buildings of Daxing, Tongzhou, Yizhuang, 
and Shunyi will be focused. The third is for the 

Figure  4. Traffic connection strength between new 
towns.

ICCAE16_Vol 01.indb   230 3/27/2017   10:33:26 AM



231

inter-city traffic. The main task is to build Beijing–
Shenyang high-speed rail, huge logistics base, and 
other traffic infrastructure to promote the metropoli-
tan development. The important tasks are as follows.

4.1 To continuously increase public transport to 
guide the construction in new towns

According to the development needs of traffic 
demand in new towns, three main tasks need to be 
carried out: (a) building the BRT system timely to 
connect different function areas in new town, which 
alleviates the pressure of rail traffic; (b) according to 
the urban space development in new town, the pub-
lic transportation should be built in the same time; 
and (c) promoting the construction of rail transit 
and guiding urban industry and spatial layout from 
downtown to new towns. It is the key period of 
building rail transit in Beijing currently. Therefore, 
the development ideas of connecting new towns and 
easing downtown should be adhered. The rail transit 
corridor construction will continue to be enhanced 
to guide the urban industry and urban spatial layout.

4.2 To increase the capacity of the road network 
and the service level of public transport

As the Function Expand Area is the largest urban 
development area and the most active area, two 
main tasks need to be carried out: (a) to expand 
the capacity of road network through opening 
the broken road, dredging transport congestion 
points, increasing branch network construction, 
and other measures; (b) to improve the accessibil-
ity and comfort of public transportation through 
additional rail and BRT construction in the Func-
tion Expand Area.

4.3 To build a diversified and high-quality public 
transportation in Capital Core Area

The transportation system should be built unswerv-
ingly with public transportation-oriented walk-
ing and bicycle traffic. During promoting the rail 
system, a small electric bus service should be built 
according to the alley system; free bicycle system 
should be promoted through the integration of the 
existing bicycle rental network. At the same time, 
the congestion charging system should be studied 
and designed in order to ease the road congestion 
within the fourth ring road.

4.4 To improve transportation infrastructure 
in the urban fringe area

In the future, the urban fringe area will become 
more and more mature. Therefore, it is necessary 
to improve the connecting transportation facilities 
level with downtown and other neighbor functional 

area. A BRT system connecting urban fringe area 
and neighbor functional area should be built. In 
the same time, the BRT system connecting urban 
fringe area and downtown should be built timely 
according to the subway operation. The aim is to 
alleviate the pressure of subway.

4.5 To develop the traffic corridor between the 
new towns

With the development of the new town, the traffic 
demand is bound to increase.

It is necessary to establish complex rail trans-
port and road transport corridors between the new 
towns. The six ring road toll is proposed to make 
the road as a urban passenger corridor. Rail S6, 
which is proposed to connect the new town, is pro-
posed to be extended as a passenger corridor.

4.6 To improve the traffic corridor of big 
Beijing metropolitan area

With the development of the new town, the six 
ring road will bear more and more passenger traf-
fic. Therefore, it is very necessary to build a new 
freight corridor to reduce the pressure. The big 
city freight corridor surrounding Beijing is pro-
posed to be built. The corridor, which will con-
nect Zhuozhou, Guan, Langfang, Xianghe, Sanhe, 
Pinggu, and Dachang, will intersect Jinggangao, 
Jingkun, Jingkai, Jingtai, Jingjin, Jingjintang, 
Jingha, Tongyan, and Jingping expressways. It 
will improve the freight flow capacity in the Jin-
gjinji city groups and reduce the traffic pressure of 
Beijing transit transportation.

5 CONCLUSION

The method of guiding the development of urban 
industry and urban spatial layout by the traffic 

Figure 5. Freight corridor scheme in Beijing.
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infrastructure is studied in this paper. The pro-
posals and measures for the superlarge cities are 
put forward to realize the integrated development 
of transportation and city. The relative research 
result can provide experience and reference for 
growing upto superlarge cities. Then, it is possible 
to promote the cities in China to experience a more 
sustainable development path.
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ABSTRACT: Since the MRT construction is mainly shield tunneling and deep excavation, it is 
important to select proper interruptive protection method to prevent the impact of MRT construction 
on the existing structures and vice versa. The purpose of this research is to select the proper interruptive 
protection method to be used along the MRT lines to ensure the safety of existing structures and tunneling 
excavation. This research first determines the criteria and sub-criteria to be used in the initial assessment 
framework for the protection of the existing structures and tunneling excavation, and then it establishes 
the final assessing framework by using Delphi method. Furthermore, the Analytic Hierarchical Process is 
used to determine the relative weights of elements of each level in the hierarchical structure of assessment 
framework. Finally, the selection process is presented by using a study case in the Nan-Gang line of the 
Taipei Metropolitan Rapid Transit system.

ing structures including airport facilities, historical 
monuments, viaducts and rivers. This research tries 
to investigate how to select the proper interruptive 
protection method to be used when the protec-
tion of existing structures becomes necessary. The 
selection of a proper interruptive protection is a 
decision making process influenced by a lot of cri-
teria. The criteria to be used are different based on 
the nature of a project. Pan (2006) had determined 
the criteria to be used in deep excavation. Yang 
and Deng (2012) had determined the criteria to be 
used in supplementary grouting.

The purposes of this research are: (1) Estab-
lish the assessment framework for the selection of 
interruptive protection methods and determine the 
criteria and sub-criteria to be used in the frame-
work, and (2) Use the decision mechanism in the 
framework to select the proper protection method 
for an underground MRT project.

2 METHODOLOGY

In this study, foreign and domestic literatures were 
reviewed and experts were interviewed to formu-
late the criteria and sub-criteria to be used in the 
initial assessment framework. The final assess-
ment framework was determined by using the 

1 INTRODUCTION

Taiwan is heavily populated in most of metro-
politan areas. Since the MRT demand has been 
increased drastically, there is a sharp increase of 
rapid transit routes. However, a lot of structures, 
either nature or man-made, have been existed 
along the planned routes. It is generally required 
to protect the safety of the nearby existing struc-
tures when the routes are constructed. The MRT 
construction is mainly shield tunneling and deep 
excavation. When its adopted preventive strategies 
cannot reduce the external impact on the existing 
structures, some supplemental protective meth-
ods have to apply to the existing structures. The 
generally used supplemental protective methods 
can be classified into two categories, the interrup-
tive protection methods and the existing structure 
reinforcement methods. Generally speaking, it 
is highly unlikely to reinforce the existing struc-
tures, especially when they are privately owned. 
Thus, it is important to select proper interruptive 
protection method to cut off  the impact of exist-
ing structures on the MRT construction and vice 
versa. When neglecting the impact from either tun-
neling excavation or existing structures along the 
MRT line, disasters can occur. The Taipei MRT 
tunneling projects had encountered a lot of exist-
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Delphi method. The relative weights of criteria 
and sub-criteria were identified by using the Ana-
lytic Hierarchical Process (AHP). The Delphi and 
AHP questionnaires were conducted with a panel 
of 15 senior engineers and professionals in founda-
tion engineering. They had 14 to 30 years of work-
ing experience with an average of 20 years.

The Delphi method is designed to explore opin-
ions of a group of knowledgeable persons in order 
to gain a consensus on a particular topic with-
out bringing the group together (Uhl 1983). The 
Delphi method pools expert judgment in an itera-
tive process that involves anonymity and oppor-
tunity to reflect on and respond to other experts’ 
opinions. Questionnaires are mailed to a group of 
expert panelists, soliciting their opinion on a topic 
of interest. Researchers then synthesize the results 
and distribute them to the panelists in additional 
waves for reflection and comment.

The AHP developed in the early 1970’s by 
T. Saaty. There are six procedures to run AHP: 
(1) analyzing problem and displaying evaluative 
factors, (2) constructing the hierarchy, (3) establish-
ing pair-wise comparison matrices, (4) computing 
eigenvectors and eigenvalues, (5) testing incon-
sistency of pair-wise comparison matrices, and 
(6) computing the relative weight of each factor 
(Lee 1999). Chen et al. (2012) had used the above 
two methods to study the application of green archi-
tecture to residential buildings. Yang and Lo (2016) 
had used them to study green energy management.

3 INTERRUPTIVE PROTECTION 
METHODS

Five commonly used interruptive protection meth-
ods in Taipei Metropolitan Rapid Transit con-
struction are considered in this research. They 
are (1) Pile wall method, (2) Slurry wall method, 
(3) Pipe roofing method, (4) Freezing method and 
(5) Grouting method (Sun 2010).

4 ASSESSMENT FRAMEWORK

4.1 Establishment of assessment framework

The assessment framework was established first 
using the Delphi Method. Through literature 
reviews and expert interviews, an initial assess-
ment framework was formulated with four major 
criteria, including Safety, Environment, Time and 
Cost along with a total of  18 sub-criteria for the 
four major criteria (see Table 1). In order to vali-
date its integrity and completeness, three rounds 
of  expert questionnaires had been conducted 
when the opinions of  the respondents were con-
verged. The four-level (A, B, C, D) hierarchical 
diagram of the final assessment framework is 

shown in Fig. 1. The 18 sub-criteria in the initial 
framework have been cut to 13. The alternatives 
(Level 4) are the above five interruptive protection 
methods.

4.2 Identification of relative weights of elements

After having establishing the elements of  each 
level in the hierarchical diagram of  the assess-
ment framework, the AHP method was used 
to identify the relative weights of  elements of 
each level. Three types of  pair-wise comparisons 
matrices had been established: (1) the evaluation 
matrix of  level 2 criteria with respect to the goal 
(A); (2) the evaluation matrix of  sub-criteria with 
respect to the related criterion; and (3) the evalu-
ation matrix of  alternatives with respect to each 
sub-criterion. At level 2, the evaluation matrix of 
criteria to the goal (A) is shown in Table  2. At 
level 3, four evaluation matrices were required 
to perform. The evaluation matrices of  sub-
criteria with respected to the four criteria are 
shown respectively in Table  3, Table  4, Table  5 
and Table 6. At level 4, a total of  13 evaluation 
matrices were required to perform so that the 
relative weights of  the alternatives (shown in the 
following study cases) with respect to each of  the 
13 sub-criteria could be obtained.

4.3 Interruptive protection methods scoring table

Based on the relative weights for the four major 
criteria at Level 2 and the 13 sub-criteria at Level 
3, an interruptive protection method scoring 
table can be established (see Table 3). Among the 
four major criteria, “Safety” is the most impor-
tant criterion with a weight of  54.2%; followed 
by Cost, Time and Environment. Among the 
sub-criteria, geological conditions, underground 
water, planned structure conditions and protected 
structures conditions in “Safety” criterion are the 
top four sub-criteria to be considered first. Then, 
the contractor can consider the cost effect. The 
relative weights in the table reflect what really 
happens in the construction site. If  the top four 
sub-criteria have more or less been ignored, it may 
require more than the original estimated cost later 
on. The purpose of  establishing a scoring table is 
that it can be used as a basis for planning per-
sonnel to select a proper interruptive protection 
method.

4.4 Priority weights for alternatives

From the relative weights at Level 4 and using 
the relative weights in the scoring table, the prior-
ity weights for the alternatives could be obtained 
(shown in the following study cases) and the proper 
interruptive protection method determined.

ICCAE16_Vol 01.indb   234 3/27/2017   10:33:29 AM



235

Table 1. Criteria and sub-criteria of the initial assessment framework.

Sub-criteria Descriptions

Safety Geologic conditions Soil stratum properties and N values
Underground water Water head & soil permeability
Construction technique Construction technique used in the interruptive protection method
Project structure 

conditions
Location and position of the structure to be build and its construction 

technique (Ex. Pipe Jacking, Shield Tunneling, NTAM, etc.)
Protected structures 

conditions
The type (building, airport, historical monument or itself, etc.), area, height 

of structures to be protected; Relative distance between the planned and 
protected structures

Drift woods The presence of drift wood in soil
Environment Interrupted objects Objects to be interrupted include force, displacement, water and vibration, 

etc. and their locations
Environmental impact Environmental pollution (Ex. Noise, vibration, grout water pollution, etc.) 

caused by the interrupter construction
Traffic impact Traffic impact on users and surrounding facilities when the interrupter 

is going to build.
Constructibility Construction position and available operational space for the interrupter 

to be built
Time Machine & manpower Machine availability and maneuver; Available laborers and Coordination 

of different laborers
Construction duration The time required to complete a project when the interruptive protection 

method chosen is used.
Construction progress Daily work load; Off-day construction
Weather conditions Rainfall, typhoon & earthquake
Construction method 

characteristics
The construction characteristics of the chosen protection method will affect 

the time to complete the interrupter.
Cost Construction cost Direct cost and indirect cost

Benefit cost Cost difference among using different interruptive protection methods
Loss cost Tangible and intangible cost due to construction accidents

Figure 1. Three-level hierarchical diagram of the assessment framework.
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5 A CASE STUDY: CB420 BID

CB420 Bid is a shield tunneling construction pass-
ing through Sung-Sun Airport. A schematic dia-
gram of CB420 Bid is shown in Fig.  2(a). The 
CB420 bid, a section in Nei-hu line, includes two 

Table  2. Evaluation matrix of level 2 criteria with 
respect to the goal (A).

A B1 B2 B3 B4 Weights

B1 1 5.261 3.285 2.606 0.542
B2 0.190 1 1.127 0.969 0.141
B3 0.304 0.887 1 1.138 0.156
B4 0.384 1.032 0.879 1 0.161

λmax = 4.06; C.I. = 0.02(  0, ok); C.R. = 0.02(<0.1, ok).

Table 3. Evaluation matrix of sub-criteria with respect 
to the safety criterion (B1).

B1 C1 C2 C3 C4 Weights

C1 1.000 1.810 1.232 1.204 0.315
C2 0.552 1.000 1.490 1.423 0.256
C3 0.812 0.671 1.000 1.584 0.237
C4 0.831 0.703 0.631 1.000 0.192

λmax = 4.11; C.I. = 0.04(  0, ok); C.R. = 0.04(<0.1, ok).

Table 4. Evaluation matrix of sub-criteria with respect 
to the environment criterion (B2).

B2 C5 C6 C7 C8 Weights

C5 1.000 1.844 1.300 1.045 0.312
C6 0.542 1.000 1.171 1.164 0.230
C7 0.769 0.854 1.000 0.998 0.223
C8 0.957 0.859 1.002 1.000 0.236

λmax = 4.05; C.I. = 0.02(  0, ok); C.R. = 0.02(<0.1, ok).

Table 7. Interruptive protection methods scoring table.

A Criteria Sub-criteria Weights Rank Score

Se
le

ct
io

n 
of

 In
te
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up

tiv
e 

Pr
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n 
M

et
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d

B1: Safety
(54.2%)

Geologic 
conditions

17.1%  1

Underground 
water

13.9%  2

Planned 
structure 
conditions

12.9%  3

Protected 
structures 
conditions

10.4%  4

B2: Environ-
ment
(14.1%)

Interrupted 
objects

 4.39%  9

Environmental 
impact

 3.24% 12

Traffic 
impact

 3.14% 13

Constructibility  3.33% 11
B3: Time

(15.6%)
Machine & 

manpower
 6.63%  7

Construction 
period

 3.63% 10

Construction 
progress

 5.34%  8

B4: Cost
(16.1%)

Construction 
cost

 7.8%  6

Benefit 
cost

 8.3%  5

Table 5. Evaluation matrix of sub-criteria with respect 
to the time criterion (B3).

B3 C9 C10 C11 Weights

C9 1.000 1.966 1.151 0.425
C10 0.509 1.000 0.732 0.233
C11 0.869 1.366 1.000 0.343

λmax = 3.01; C.I. = 0(  0, ok); C.R. = 0(<0.1, ok).

Table 6. Evaluation matrix of sub-criteria with respect 
to the cost criterion (B4).

B4 C12 C13 Weights

C12 1.000 0.939 0.484
C13 1.065 1.000 0.516

λmax = 2; C.I. = 0(  0, ok); C.R. = 0(<0.1, ok).

tunnels passing through the aircraft stands, taxi-
ways and runways of Sung-Sun airport first, and 
then No. 1 National Highway and Keelung River. 
Since this section of shield tunneling construc-
tion has to pass through operational Sung-Sun 
airport, the key points of design and construction 
are to maintain its regular operation and flight 
safety. During the design stage, two very stringent 
control values for the runway and taxiway were 
set, ±2.0  cm for warning and ±2.5  cm for taking 
action. These values are far above the requirement 

Figure 2. A schematic diagram of CP7.
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6 CONCLUSIONS

Since the environment of  each underground pro-
ject is not quite the same, it is not easy to select a 
proper interruptive protection method. If  a wrong 
method is used, the risk of  having a failure pro-
ject will increase. However, a lot of  uncertainty in 
the selection process has made the selection even 
more difficult. Therefore, it is not easy to prop-
erly select a safe, fast and economical method. 
This research established the criteria and sub-cri-
teria to be used in the assessment framework for 
selecting a proper interruptive protection method 
by Delphi method. Then, AHP was used to help 
the planning personnel effectively evaluate and 
select the proper interruptive method. The selec-
tion process and scoring table established had 
been verified by a study case. It has proved that 
the selection process presented is suitable to help 
decision makers select the proper interruptive 
protection method.
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Figure 3. Excavated driftwood.

Table 8. CB420 priority weights for alternatives.

A Weights D1 D2 D3 D4 D5

B1 17.1% 0.166 0.207 0.207 0.071 0.349
B2 13.9% 0.117 0.211 0.118 0.190 0.364
B3 12.9% 0.165 0.430 0.168 0.067 0.170
B4 10.4% 0.148 0.324 0.202 0.084 0.242
B5 4.39% 0.199 0.261 0.275 0.094 0.172
B6 3.24% 0.302 0.184 0.174 0.126 0.214
B7 3.14% 0.163 0.116 0.218 0.147 0.356
B8 3.33% 0.226 0.207 0.137 0.112 0.318
B9 6.63% 0.387 0.230 0.111 0.112 0.160
B10 3.63% 0.220 0.243 0.193 0.140 0.204
B11 5.34% 0.289 0.189 0.152 0.128 0.242
B12 7.8% 0.366 0.122 0.119 0.087 0.307
B13 8.3% 0.259 0.197 0.204 0.112 0.228
Priority weights 0.211 0.246 0.177 0.12 0.27
Rank 3 2 4 5 1

for general shield tunnel construction. Also, in 
order to minimize the amount of settlement, the 
distance between the inbound and outbound tun-
nels had been increased to reduce the magnifying 
settlement effect of two tunnels being too close 
together. The analytic shield tunneling section is 
shown in Fig. 2(b). In addition to design, to satisfy 
the stringent control values, the interruptive pro-
tection method has to be used to control the settle-
ment caused by shield tunneling excavation. It was 
decided to use the grouting method.

After having conducted questionnaire on Level 
4 for CB420, the relative weights of alternatives 
with respect to the 16 sub-criteria were obtained. 
Table  8  shows how to use the relative weights 
in Level 3 and Level 4 to determine the priority 
weights for the alternatives. The grouting method 
(D1) with a weight of 0.27 was perceived to be the 
best alternative for interruptive protection.
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Damage mechanism and dynamic analysis of tunnel lining structures 
under internal blast loading
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ABSTRACT: Considering the intense threats of explosion caused by gas leaks or terrorist activities 
in highway tunnels, a Three-Dimensional (3D) Finite-Element (FE) method was used to study the 
dynamic response and damage mechanism of tunnel lining structures subjected to internal blast loading. 
Motivated by the reality that explosion in tunnels damages not only the lining structures but also lives 
and properties of people, a study based on the gas explosion in Luodai Tunnel is carried out. The coupled 
fluid–solid interaction was considered in this study, and the explosive–gas–lining system was modeled 
by using AUTODYN. The result of the numerical study shows that the part of inverted arch close to the 
hypocenter damages first under the impact load of gas explosion, followed by the sidewall nearby two 
arch springing exhibiting various degrees of damage. Eventually, the entire tunnel lining was divided into 
pieces of concrete blocks by the longitudinal and circumferential cracks, and the carrying capacity of the 
lining structure was degenerated. In addition, the deformation caused by a direct blast impact can also 
increase steadily because of the continuous fluctuation of the explosion shock wave due to inertia.

the advanced numerical analysis to practical tunnel 
problems is very important.

Analyses of the behaviors of tunnels subjected 
to the blast loading have been conducted by 
researchers worldwide. On the basis of 3D numeri-
cal analysis methods, Chille et  al. (1998) studied 
the dynamic response of underground electric 
plant under internal explosive loading. They took 
coupled fluid–solid interaction into account, but 
not considered the nonlinearity and failure of rock 
and concrete as well as the interaction between dif-
ferent solid media. For traffic tunnels, Choi et al. 
(2006) carried out 3D FE analyses to investigate 
the blast loading and deformation in lining struc-
tures. They found that blast loading on lining struc-
tures was different from the normal one obtained 
by using CONWEP. The above two studies focused 
on underground structures in rock mass, as we all 
know, which are more resistant to internal blast 
loading than in soils. Dynamic analysis of circu-
lar lined tunnels under external blast loading was 
studied by Lu et  al. (2005) and Gui and Chien 
(2006) using the FE program. Then, a difference 
method to analyze underground tunnels and cavi-
ties under blast loadings was adopted by Feldgun 
et al. (2008). Liu (2009) analyzed subway tunnels 
subjected to blast loading using FE method and 
modeled blast loading using CONWEP, while 

1 INTRODUCTION

With the sustainable and rapid development of 
highway, railway, and urban transportation sys-
tem, tunnels are widely used, and are becoming an 
inextricable part of the modern civil infrastructure. 
In recent decades, tunnel explosion accidents have 
resulted from gas leaks or terrorist attacks, which 
are proved to be a great threat to human society. 
Explosion inside a tunnel may not only damage 
the tunnel lining structures, but also lead to further 
loss of lives and properties of people. The blast 
behaviors of tunnel structures will be distinct from 
those of other structures caused by their features, 
especially (1) high longitudinal to cross-sectional 
dimension ratio, (2) pressures reflected from the 
tunnel boundary, (3) completely confined by the 
surrounding ground, and (4) coupled behavior of 
air blast inside the tunnel and wave propagation 
through the surrounding ground. On the basis of 
the above reasons, unique requirements, which dif-
fer from the design strategies for other structures, 
are essential to designing a tunnel to endure a 
potential blast; therefore, it is imperative to under-
stand its dynamic response under the blast load-
ing. Because of sociopolitical issues, it is normally 
difficult to carry out the experimental determina-
tion of tunnels’ dynamic response. Hence, applying 
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the high strain rate behavior of soils under blast 
loading was not considered. A similar study con-
sidering this soil characteristic was carried out by 
Higgins et al. (2012). However, their research only 
considered elastic stress–strain response of lining 
structures. And the explosive was simulated using 
the JWL equation of state. The performances of 
different shock absorbing foam materials, steel, 
and concrete tunnel linings subjected to explo-
sion were compared by Chakraborty et al. (2013). 
They calculated blast loading by using a coupled 
fluid dynamics simulation. Nevertheless, using the 
JWL equation of state to carry out rigorous 3D 
simulations of lining tunnels in rock mass with 
properly simulated explosive load is rather unused 
in the literature because of the complex practical 
problems.

The specific objective of the present study is to 
use a 3D nonlinear FE analysis to understand the 
dynamic response and damage of lining structures 
under blast loading; meanwhile, researchers and 
practicing engineers will have more interests to 
study the behavior of tunnels under non-nuclear 
explosions so that this field can be understood 
further. With these purposes, numerical simula-
tion was used to study such problems by using the 
3D Finite Element program, AUTODYN. The 
numerical study was based on the Luodai Tun-
nel in Chengdu, which encountered an explosion 
caused by gas leaks in February 2016, according 
to the scale of explosion in Luodai, the equivalent 
explosive is 800  kg TNT. Considering its impor-
tance as well as its representativeness, the coupled 
fluid–solid interaction was adopted and the pres-
sure was applied as impulse loading at appropri-
ate positions in the tunnel lining structures. In 
addition, the possible effects of the reflection and 
superposition of pressure were discussed.

2 PROJECT BACKGROUND

Town Luodai is located in Chengdu, Sichuan Prov-
ince, China. As the passenger volume increases, 
extension of the Luodai to Wufeng Line has been 
planned. The extension involves two tunnel drives, 
with a total length of 4924  m, route length of 
11.056 km, and total investment of 1.5478 billion 
yuan. Luodai Tunnel is the one pass through the 
Town Luodai, with a total length of 2915 m, which 
is judged to be a high gas tunnel.

Explosion caused by a gas leak occurred at the 
entrance of the Luodai Tunnel on February 24, 
2015. Two detonation points were determined on 
the right track and one on the left, causing different 
degrees of damage to the structures of the primary 
lining, secondary lining, and invert arch. Longitu-
dinal cracks and widespread damage appear in the 

secondary structure, with the most serious frac-
ture mainly concentrating at the section near the 
explosion and the maximum fracturing area up to 
28 m2. In the primary lining section, concrete dam-
age and localized rock collapses occurred and part 
of the steel was twisted. Also, longitudinal cracks 
appeared in the invert arch section at the entrance 
of the tunnel.

3 EXPLOSION DAMAGE CONDITIONS 
AT LUODAI TUNNEL

Above all, the specific damage situation of lining 
structures in Luodai was investigated and sum-
marized below, mainly including four aspects: 
primary lining structure damage, secondary lining 
structural damage, inverted arch damage, and the 
situation of seepage.

3.1 Primary lining

Section ZK2+812∼ZK2+925 of the left tunnel is 
a primary lining structure. Because of the impact 
of the explosion, the shotcrete has been cracked 
and flaked off; the uneven and rough phenomenon 
on the surface is much more evident, as shown in 
Figure 1(a). Steel at the arch section has also been 
cracked, causing large deformations, part of the 
concrete fell on the ground, and there are also some 
depression areas, as can be seen at the top of the 
lining structures in Figure 1(b). Seven large cavities 
came into sight in section ZK2+815∼ZK2+895, 
and many concrete blocks and broken steel fell off  
and piled up on the pavement.

Section K2+818∼K2+925 of the right tunnel 
is also a primary lining structure. Similar dam-
age occurred on the surface of the shotcrete. Steel 
arch in section K2+820∼K2+870 cracked, part of 
the concrete fell off, thereby causing large defor-
mations. Five large cavities can be seen in the 
section K2+820∼K2+858. In addition, section 
K2+818∼K2+925 was excavated by phases, the 
sidewall on both sides and arch lining were also 
badly damaged. Many concrete blocks and broken 
steel fell off  and piled up on the pavement.

Figure 1. Primary lining damage in Luodai Tunnel.
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3.2 Secondary lining

Secondary lining damage mainly occurs due to 
concrete cracks, water seepage, and partial break-
age. Longitudinal cracks mainly distributed in the 
vault and the lining near the waist, slit width mostly 
ranges from 0.2 to 3 mm, individuals near the deto-
nation point with a width greater than 3 mm, most 
of the depth of cracks penetrate the secondary lin-
ing thickness, as shown in Figure 2(a). Water seep-
age phenomenon appeared in the partial fracture 
position. Partially broken area localized mainly 
in the vault near detonation point, and the max-
imum crushing area is up to 28  m2, as shown in 
Figure 2(b).

Statistics indicate that there are 10 cavities in 
the left tunnel, with six in the vault and four on 
the sidewall. The right tunnel involves two cavities, 
both seriously damaged and located in the vault, 
whose specific conditions are shown in Table 1.

3.3 Inverted arch

Tunnel inverted damage was mainly in the form of 
radial cracks and concentrated in the section of the 
entrance of the tunnel. As shown in Figure 3, the 
cracking position coincides with the longitudinal 
concrete construction joints, and the specific dis-
tribution is shown in Table 2.

3.4 Water seepage

Section ZK2+040∼ZK2+170 pavements in the left 
tunnel has local waterlogging problems. There are 
even some water flows from both sides of the pat-
tern outside the tunnel. A similar case can be seen 
in section ZK2+230∼ZK2+290. Figure  4(a) and 
4(b) show the occurrence of dome seepage and 
haunch water seepage in section ZK2+240 and 
ZK2+370, respectively. The left sidewall in sec-
tion ZK2+760∼ZK2+790 and the right pattern in 
section ZK2+773∼ZK2+787 were filled with pud-
dles. Section K2+040∼K2+190  in the right tunnel 
has partial waterlogging problem on the pave-
ment as well as some water flows from both sides 
of the pattern outside the tunnel. The left side of 
the haunch of the section K2+147 emerges slight 
seepage. Sections K2+320 and K2+350 have seri-
ous water seepage along the circumferential of 

Figure 2. Secondary lining damage in Luodai Tunnel.

Table 1. Cavities in secondary lining structures.

No Location Section
Size
m

1 Vault ZK2+062 0.2*0.3
2 Vault ZK2+235∼ZK2+239 4.0*2.5
3 Vault ZK2+281 0.4*0.8
4 Vault ZK2+341 1.0*3.5
5 Vault ZK2+437∼ZK2+439 2.0*2.0
6 Vault ZK2+807∼ZK2+809 2.0*6.0
7 Vault K2+292∼K2+300 7.0*4.0
8 Vault K2+381∼K2+384 3.0*3.0
9 Sidewall (left) ZK2+766∼ZK2+768 2.0*2.0
10 Sidewall (left) ZK2+798∼ZK2+800 2.0*2.0
11 Sidewall (left) ZK2+803∼ZK2+806 3.0*2.0
12 Sidewall (right) ZK2+800∼ZK2+803 3.0*2.0

Figure 3. Longitudinal cracks on the inverted arch at 
the entrance of the tunnel.

Table 2. Cracks in inverted arch.

No Direction Section
Width
mm

1 Longitudinal ZK2+035∼ZK2+115 3–10
2 Oblique ZK2+580∼ZK2+600 3–5
3 Longitudinal ZK2+730∼ZK2+750 3–5
4 Longitudinal K2+040∼K2+105 3–10
5 Oblique K2+459∼K2+469 3–5
6 Longitudinal K2+533∼K2+535 7

Figure 4. Actual situation of water leakage in Luodai 
Tunnel.
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the lining, which has obvious waterlogging on the 
road, with other sections having no significant 
ponding. On the right side of the pavement, sec-
tion K2+625∼K2+635 has a slight water log.

4 THREE-DIMENSIONAL FINITE-
ELEMENT MODELING

Sophisticated analytical simulations must be re-
quired to assess the effect of explosions on the 
underground facilities properly. In addition, sev-
eral factors, such as explosion, structure, and 
ground, need to be considered for the application 
of numerical analyses (Du et  al. 2009). Current 
traditional approaches for determining the effect 
of underground internal explosion often seem too 
simple to get reliable results. The coupled Euler–
Lagrange nonlinear dynamic analysis is a better 
analysis method, which has been widely applied in 
dynamic or earthquake analyses. Euler–Lagrange 
coupling is especially fit for simulating procedure 
of the explosion and the interaction with the 
underground structure (Ngo et  al. 2008). It is a 
powerful feature to deal with fluid–structure and 
gas–structure interaction problems.

AUTODYN is an entirely integrated analysis 
program, which is particularly designed for non-
linear dynamics problems. This computer program 
is used to study underground internal explo-
sion by conducting 3D coupled Euler–Lagrange 
nonlinear dynamic analysis. AUTODYN-3D 
is a finite-difference, finite-volume, and finite-
element-based calculation program, which has 
been well developed and validated for a wide 
range of  impact penetration and blast problems 
(Autodyn, 2003). It is designed to simulate contact 
problems, such as nonlinear dynamics, large strain 
and deformation, fluid–structure interaction, 
explosion, shock and blast wave, impact, and pen-
etration, and it has been widely utilized in gas and 
oil industry, aerospace, national defense, nuclear 
power, automotive, chemical, and other dynamic 
related fields.

The FE models in this paper were established 
on the basis of double single-line tunnels in 
Luodai, Chengdu, by using AUTODYN-3D. The 
inner diameter of this circular tunnel was 5.5 m, 
with a 50-cm-thick concrete liner. As presented in 
Figure 5(a), the model is a half  model layout, with 
a symmetrical boundary set along the longitudinal 
direction and 800 kg of TNT equivalent detonat-
ing at 1.5  m above the tunnel pavement. With a 
strong foundation paved by the Euler–Lagrange 
coupling method, serial analysis of 3D nonlinear 
dynamic explosion–lining–ground interaction was 
carried out to study the response to internal explo-
sion of tunnel lining structure.

4.1 Lagrangian finite-element modeling of 
concrete lining

The 3D FE model of the tunnel in rock mass was 
developed by using AUTODYN with the Lagran-
gian analysis option. Figure  5(b) shows the FE 
mesh of the tunnel lining structures, while both 
mesh convergence and boundary convergence 
studies were not considered at this stage. A tunnel 
with a length of 30 m was modeled in rock, and the 
thickness of concrete lining is 50 cm.

Involving the dynamic response of concrete 
materials, a strain-rate-dependent concrete model, 
namely RHT concrete model, is introduced to the 
analysis in this paper, which is a modular strength 
model for brittle materials that contain several fea-
tures in common with many similar constitutive 
models (Li et al. 2006). It can represent the material 
characteristics of concrete better and reasonably 
describe the entire process, from elastic to plastic, 
until crushed by introducing three different failure 
surfaces, as shown in Figure 6. It is proved to be a 
suitable model to simulate the dynamic behavior of 
concrete material under blast loading.

4.2 Material properties for concrete

The grade of concrete in the tunnel lining model 
has been set as M35, and the properties of concrete 
are listed in Table 3, utilizing the concrete damage 
plasticity model, whose yield function was given by 
Lubliner et  al. (1989). The peak tensile strain of 
concrete under quasi-static load is 0.0002. Taking 
the softening stage into consideration, the strain 
when the concrete completely fails is reasonably 
valued 0.0006. Under blast loading, concrete strain 

Figure 5. 3D finite element model.
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rate ranges from 10 to 103 s−1, correspondingly, and 
the dynamic increase factors can reach the point 
5.0 or more (Carreira et al. 1986). While the failure 
strain enhanced slower than the amplification of 
strength, the concrete failure tensile strain should 
take 0.001 when RC structural damage analysis 
was carried out under blast loading.

4.3 Eulerian finite-element modeling of explosive

The explosive material has been modeled in 
AUTODYN using the Eulerian modeling tech-
nique. A typical FE mesh of explosive is shown 
in Figure  5(b). Eulerian continuum three-
dimensional eight-node reduced integration ele-
ments have been used to simulate Eulerian explo-
sive material and the surrounding air domain inside 
the tunnel (TM5-1300). Through the general con-
tact defined between explosive, air, and tunnel lin-
ing surface, the Eulerian and Lagrangian elements 
can interact with each other. Free outflow bound-
ary condition has been defined at the boundary of 
air domain. Thus, blast pressure propagates freely 
out of the air domain without any reflection when it 
reaches boundaries of the air domain. The rational-
ity of Eulerian elements mesh determines the effi-
ciency of capturing the propagation of blast wave 
through air and the surrounding concrete lining. 

Jones Wilkens Lee (JWL) equation of state is used 
to simulate the pressure–volume relation of explo-
sives (Zukas et al. 2003). In this model, the pressure 
(Ps)–volume (v) relationship can be represented as 
the sum of functions given by:
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C1, r1, C2, r2, and ω are material constants in 
which C1 and C2 have dimensions of pressure and 
the remaining constants are dimensionless.

During the numerical calculation, air is assumed 
to be an ideal gas, with its properties generally 
described by using the linear polynomial equation 
of state (Welch et al. 1997), according to the Gama 
equation, which can be expressed as:

p Eα
α

α
ρ
ρ

( )γ  (2)

where pα, γ, ρ, ρα, and Eα are gas pressure, ratio 
of specific heats, the current air density, initial air 
density, and the internal energy of gas per volume, 
respectively.

4.4 Material properties for TNT

In the JWL equation of state (equation (1)), the 
former two exponential terms are high-pressure 
terms, whereas the latter is a low-pressure term, 
which deals with the high volume of cloud due 
to explosion (Veyera et al. 1995). Table 4 lists the 
material properties used for TNT explosive.

5 RESULTS AND DISCUSSION OF 
NUMERICAL SIMULATION

5.1 Dynamic response

The explosive–gas–lining structure system exhibit-
ing a similar dynamic response under the internal 

Figure  6. Curve of elastic limit surface, yield surface, 
and residual strength surface.

Table 3. Concrete material properties.

Properties

Material

Concrete (M30)

Density (kg/m3) 2750
Yield strength (MPa) 35
Tensile strength (MPa) 3.5
Shear strength (MPa) 6.3
Shear modulus (GPa) 16.7
Poisson’s ratio 0.22

Table 4. JWL material properties for TNT explosive.

Properties

Material

TNT

Density (kg/m3) 1630
Detonation wave speed (m/s) 6930
C1 (GPa) 373.7
C2 (GPa) 3.747
r1 4.15
r2 0.9
ω 0.35
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blast loading though the magnitudes distinctly 
varied from different tunnel, ground, or explosive 
parameters (Goel et  al. 2011). Both the velocity 
and displacement of structures under explosion 
are regarded as important factors to measure the 
extent of damage (Goel et al. 2012). According to 
the specific damage situation in the Luodai Tun-
nel, the responses of the system when subjected to 
a blast loading of 800 kg TNT explosion are stud-
ied in this section. Defining upward and toward 
the left is positive, downward and toward the right 
is negative.

The lining structures velocity, which was accom-
panied with extreme lining, vibration increased dra-
matically under the blast loading. Figure 7  shows 
the change of velocity at the measuring points in 
the lining with time. The velocity in the inverted 
arch increased immediately after explosion and 
reached the peak value (34.8 m/s) at about 2 ms, fol-
lowed by a fluctuation with overall decreasing mag-
nitude. The velocity in vault and haunch exhibited 
a similar trend, originally, although their peak value 
is less than that in the inverted arch and was fol-
lowed by a fluctuation with increasing magnitude.

Figure 8  shows the displacement at measuring 
points in the lining structures with internal explo-
sion increased continuously, and they were found 

to be different at different locations. The large 
displacements concentrated at the section close to 
inverted arch right under the explosion point, with 
measuring points in vault and haunch both move 
upward. To sum up, under the blast loading of 
800 kg TNT, the tunnel lining structures exhibited 
an expansion deformation in the vertical direction. 
The measuring points located on the left haunch 
moves to the left, similarly, the right moves to the 
right, which means tunnel lining also exhibited an 
expansion deformation in the horizontal direction. 
Lining structures undergo deformation subjected 
to the direct blast impact, and the deformation will 
continue to increase, due to the continuous fluc-
tuation of the explosion shock wave after attenu-
ation due to inertia. By simulating and observing 
the displacements of the measuring points in the 
lining, the result shows that failure occurred only 
at limited location of the lining in this case under 
blast loading, which is consistent with the reality 
of the damage situation in Luodai Tunnel.

5.2 Damage mechanism

The damage distribution in the tunnel lining at 2, 
4, 6, 8, 10, and 13 ms are shown in Figure 9. Several 
pictures are taken in the Luodai Tunnel, as shown 
in Figure 10, which reflect the actual damage at the 
accident site. The analysis for damage mechanism 
and the comparative analysis between numerical 
simulation and actual situation are discussed in 
this subsection.

Under the gas explosion impact load, the damage 
first appears in the inverted arch and vault, which 
are in the vertical direction of the explosion point, 
then expands outward, eventually causing a burst 

Figure  7. Velocity at measuring points subjected to 
800 kg TNT.

Figure 8. Displacement at measuring points subjected 
to 800 kg TNT.

Figure 9. Process of damage in concrete tunnel lining 
subjected to 800 kg TNT.
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pit of radius 4 m right under the explosion point, 
leading to the inverted arch pavement damage. As 
Figure  10(a) shows, many cracks travel through 
inverted arch have arisen. The part of arch spring-
ing damage earlier due to the tensile stress is caused 
by vertical deformation of inverted arch. Then, the 
sidewall nearby two arch springing, especially at the 
two sides close to the hypocenter, exhibits differ-
ent degrees of damage subjected to the blast load-
ing. Meanwhile, under the blast loading, the lining 
structure damaged range keeps evolving, as shown 
in Figure 10(b), and the tunnel vault lining is locally 
broken and a cavity formed. As the shock wave 
spreads to the entire inner wall of the tunnel lining, 
the initial compression waves first act on the wall 
and then turn to tension wave after reflection lead-
ing to tension along the surface of the inner ring. 
There are many longitudinal cracks exhibited in the 
hypocenter, arch springing, haunch 45° and 60°, 
and vault parts. Meanwhile, a certain distance from 
the blast center has cracks along the inner ring, and 
the specific actual damage situation is shown in Fig-
ure 10(c),(d). These cracks divided the entire tunnel 
lining structures into pieces of concrete blocks, and 
with the blast undergoing multiple reflections inside 
the tunnel, the damage and cracks keep aggravat-
ing (Bischoff et al. 1991). Although the shock wave 
gradually decays, the internal structure, because of 
the inertia, will continue to fluctuate and further 
deepen the damage on tunnel lining, eventually 
leading to the loss of the carrying capacity of the 
lining structure, which is also consistent with the 
actual damage situation in Luodai Tunnel.

6 CONCLUSIONS

According to the gas explosion and the specific 
damage situation in Luodai Tunnel, the explosive–

gas–lining system was modeled by using AUTO-
DYN. In this paper, 3D nonlinear finite element 
analyses of highway tunnels in rock mass under 
internal blast loading have been simulated. The 
Coupled Eulerian–Lagrangian (CEL) analysis tool 
in finite element software AUTODYN has been 
utilized for research purpose. The explosive TNT 
has been modeled using the Eulerian elements. The 
pressure–volume relationship of TNT explosive 
has been performed by using the JWL equation of 
state. Considering fluid–structure and gas–struc-
ture interactions, dynamic response and damage 
mechanism of the lining structures are discussed in 
this paper. On the basis of the extensive numerical 
simulations, the following conclusions are drawn:

1. Subjected to the internal explosion, the velocity 
of lining structures increased heavily, accompa-
nying with extreme lining vibration. The velocity 
in the inverted arch increased dramatically and 
reached the peak velocity after explosion imme-
diately, which was followed by a fluctuation with 
overall decreasing magnitude. The velocity in 
vault and haunch exhibited a similar trend, origi-
nally, however, their peak values were less than 
the 1 in the inverted arch, and were followed by a 
fluctuation with increasing magnitude.

2. Subjected to the blast loading, the displacement 
in the lining structures with internal explosion 
increased continuously. To sum up, the tunnel 
lining structures exhibited an expansion deforma-
tion in both the vertical and horizontal directions. 
It is found that lining structures undergo defor-
mation subjected to the direct blast impact, and 
the deformation will continue to increase, result-
ing from the continuous fluctuation of the explo-
sion shock wave after attenuation due to inertia.

3. Under the gas explosion impact load, part of 
inverted arch and arch springing were dam-
aged earlier. Then, the sidewall nearby two 
arch springing, especially at the two sides close 
to the hypocenter, exhibits different degrees of 
damage subjected to the blast loading. The tun-
nel vault lining is locally broken and a cavity 
is formed. The longitudinal and circumferen-
tial cracks divided the entire tunnel lining into 
pieces of concrete blocks, and the damages and 
cracks keep aggravating, with the blast under-
going multiple reflections inside the tunnel. 
Although the shock wave gradually decays, the 
internal structure, because of the inertia, will 
continue to fluctuate, to further deepen the 
damage on tunnel lining, eventually leading to 
the loss of the carrying capacity of lining struc-
ture. On the basis of this conclusion, it can be 
seen that more attention should be paid to those 
critical sections while evaluating blast-resistance 
of tunnel structures.

Figure 10. Actual damage of concrete lining structure.
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4. By simulating and analyzing, it is found that 
the results of numerical simulation are in good 
agreement with the actual damage situation in 
Luodai Tunnel, which means that the simula-
tion can reasonably and effectively reflect the 
dynamic response process and reveal the dam-
age mechanism of the lining structure of high-
way tunnel subjected to the blast loading. This 
paper offers a reference for the antiknock per-
formance evaluation and postdisaster rehabili-
tation, ultimately accomplishing the purpose of 
guiding and helping the repair work in Luodai 
Tunnel. Similar principles could also be applied 
for designing new highway structures and other 
structures, which are recommended to take 
blast resistance into account.
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The seismic responses of near-fault frame structure cluster on basin 
induced by the rupture of reverse fault

W. Zhong
Chongqing College of Electronic Engineering, Chongqing, P.R. China

ABSTRACT: The objective of this article is to study the effects of basin on seismic responses of near-
fault frame structure cluster during an earthquake. An integrated simulation method, which can simulta-
neously implement wave propagation in structures and earth medium, is used to obtain seismic responses 
of superstructures due to the rupture of reverse fault. The seismic responses of near-fault frame structures 
for two cases without basin and with basin are simulated during a hypothetical Mw 6.0 earthquake. The 
existence of basin can increase greatly the shear forces of structural members and change earthquake risk 
positions of frame structures. It is observed that there exists the trend of beating for the case with basin. 
The geological structure of basin should be considered in simulating seismic responses of near-fault struc-
ture cluster.

Semblat et al. 2008), (2) the single oscillator models 
of buildings (Guéguen 2002, Boutin & Roussillon 
2004, Boutin & Roussillon 2006, Uenishi 2010, 
Uenishi 2013), (3) FEM models of frame struc-
tures (Lombaert & Clouteau 2006, Lombaert & 
Clouteau 2009).

Apart from the far-field cities as mentioned 
above, there are also many other near-fault cities 
during an earthquake. For the near-fault cities, the 
rupture process of causative fault produces the 
characteristics of near-fault ground motions such 
as hanging-wall effect, directivity effect, near-fault 
velocity pulses, and static offsets, which can often 
result in complicated seismic responses and severe 
earthquake disaster of near-fault superstructures 
in city. Therefore, the rupture process of causa-
tive fault should be considered in studying site-city 
interaction or earthquake responses of building 
clusters in near-fault cities.

In recent years, a few researchers used finite-
fault seismic sources and building clusters in city 
situated on the basin to study the site-city interac-
tion during a near-fault earthquake. Guidotti et al. 
(2012) studied the site-city interaction during the 
22 February 2011 Mw 6.2 Christchurch earthquake. 
The concerned region is Christchurch Central 
Business District, which is situated on the surface 
of the alluvial basin and is composed of around 
150 buildings. The research results showed that the 
presence of the city changes considerably ground 
motions inside the city of Christchurch. Isbiliroglu 
et  al. (2015) studied coupled soil-structure inter-
action effects of building clusters during earth-
quakes. They simulated the coupled responses of 

1 INTRODUCTION

It is known that the basin has great effects on 
seismic ground motions, which is also named as 
basin effects such as ground-motion amplification, 
ground-motion duration extension and so on. 
Many researchers studied the basin effects and sug-
gested that the subsurface geology of basin needs 
to be known in detail to simulate ground motions 
(Pitarka & Irikura 1996, Morales et al. 1996, Graves 
et al. 1998, Graves & Wald 2004, Graves 2008, Day 
et al. 2008). The basin regions that they concerned 
are San Fernando basin, the Los Angeles basin, 
Granada basin and San Bernardino basin, which 
include many building clusters in actual cities. 
Their research works have neglected the existence 
of structures on the surface of the basins.

In fact, the earthquake response of the struc-
tures in urban region is one of the main reasons 
for resulting in the severe seismic hazard. So the 
reasonable computational model should not only 
include earth media and seismic sources but also 
include structure clusters in city.

Since 1996, some researchers have combined 
building clusters in urban area at the surface of 
basin with half-space earth media and incident 
plane waves, which include plane P wave, plane SV 
wave and plane SH wave, to study far-field site-city 
interaction or earthquake responses of buildings. 
There are three different types of building models 
they used: (1) the buildings simplified as blocks 
(Wirgin & Bard 1996, Tsogka & Wirgin 2003a, b, 
Groby et al. 2005, Groby & Wirgin 2008, Semblat 
et al. 2002, Semblat et al. 2004, Kham et al. 2006, 
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multiple simplified building models located within 
the San Fernando Valley during the 1994 North-
ridge earthquake.

In the research works mentioned above, a build-
ing or a set of buildings on urban area is simpli-
fied as a low-velocity block and then is connected 
to substratum. All blocks and half-space medium 
underneath the free surface constitute heterogene-
ous continuum. This type of block model of build-
ing is first proposed by Wirgin & Bard (1996). 
However, this kind of simplified building model 
can not be used to obtain the actual earthquake 
responses of structures, e.g. the internal forces 
(bending moments, shear forces and axial forces 
of structural members) and the deformations of 
structure as well as the structural members.

In our previous work, Liu & Zhong (2014) 
introduced an integrated system consisting of 
frame structure clusters, half-space viscoelastic 
earth medium and causative fault. Based on this 
integrated system, an integrated numerical simula-
tion method was developed for achieving flexural 
wave propagation in frame structure clusters and 
wave propagation in viscoelastic earth medium as 
well as bidirectional wave propagation between 
structure cluster and earth medium due to a near-
fault earthquake.

In this article, I shall use the integrated numerical 
simulation method in the literature (Liu & Zhong 
2014) and construct the computational model 
including one building cluster, earth media (with 
basin and without basin) and finite-fault seismic 
source to simulate seismic responses of frames in 
structure clusters during a hypothetical Mw 6.0 
earthquake induced by the rupture of reverse fault. 
I shall study the shear forces of structures in clus-
ter, earthquake risk positions of frame structures 
and snapshots of displacement of all structures.

2 THE NUMERICAL METHOD FOR 
SEISMIC WAVE PROPAGATION 
IN THE INTEGRATED SYSTEM

Figure 1(a) describes the integrated system includ-
ing plane frame structure cluster, half-space vis-
coelastic earth medium with basin and causative 
fault. In order to achieve integrated simulation 
for seismic wave propagation in near-fault frame 
structure clusters and viscoelastic earth medium 
due to rupture of the causative fault, we have 
constructed three types of the investigated lumps 
(Liu et al. 2012, Liu & Zhong 2014, Zhong & Liu 
2016): (1) the investigated lump in plane frame 
structure, (2) the investigated lump in viscoelastic 
earth medium and (3) the investigated lump for 
structure-soil connection. The schematic illustra-
tions about these three types of investigated lumps 

in integrated simulation for wave propagation are 
respectively shaded parts A1, A2 and A3 shown in 
Figures. 2(b), (c).

In our previous work, Liu & Zhong (2014) have 
established governing equations of the above three 
types of the investigated lumps and given an inte-
grated numerical simulation method, which can 
implement simultaneously flexural wave propa-
gation in plane frame structures and viscoelas-
tic wave propagation in earth medium as well as 
bidirectional wave propagation between the plane 
frame structure and earth medium during an near-
fault earthquake. The key of implementation of 

Figure  1. Schematic illustration of the investigated 
lumps in the integrated system. (a) Simplified diagram 
of the integrated system including structure cluster, 
half-space earth medium with basin and fault. (b) The 
investigated lump (shaded part A1) in the plane frame 
structure in structure cluster shown in figure 1(a). (c) The 
investigated lump (shaded part A2) in earth medium and 
the investigated lump (shaded part A3) for structure-soil 
connection.

Figure 2. Computational model of the integrated system. 
The three circles denote three subfaults. The “model 1” of 
earth media considers the basin. The “model 2” neglects 
basin and the material property of basin region in 
“model 1” is the same as sedimentary layer. The epicentral 
distance of center of the structure cluster is 4.18  km. 
The b1–b5 are identical 3-bay 3-story plane frames. The 
b6–b10 are identical 3-bay 6-story frames.
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the integrated method is the connection between 
structures and earth medium.

It is simple for program implementation of 
this integrated numerical simulation method. On 
the one hand, the structures model and half-space 
earth media are built independently. On the other, 
the method will be implemented by only telling the 
computer which investigated lumps in ground floor 
columns of frame structures and at the surface of 
half-space earth medium belong to the same inves-
tigated lump for structure-soil connection.

In this article, I shall use the integrated simula-
tion method to obtain seismic responses of struc-
ture cluster due to the rupture of causative fault 
and study the influences of basin on earthquake 
responses of plane frame structures in structure 
cluster.

3 NUMERICAL SIMULATION

In this section, in order to study the influence of 
basin on the earthquake responses of structure clus-
ter during a Mw 6.0 hypothetical near-fault earth-
quake, two different models of earth media will be 
constructed. I will obtain the seismic responses of 
near-fault structure cluster on hanging wall dur-
ing a Mw 6.0 hypothetical earthquake by using the 
integrated simulation algorithm. The shear forces 
of structure cluster and earthquake risk positions 
of all frame structures for the cases without basin 
and with basin as well as snapshots of simulated 
displacement of all structures in cluster with basin 
are given during a reverse fault earthquake.

3.1 Computational model

For the seismic source, finite-fault earthquake 
model used here is the same as the literature (Liu & 
Zhong 2014). For a hypothetical earthquake of 
Mw 6.0, the optimal size of each subfault is about 
2.5  km, and then the number of subfaults along 
the dip-slip direction is 3. The final slip displace-
ment for each subfault and the average rise time 
are respectively 0.35 m and 2.0 s. The focal depth 
and dip angle are set about 15.6  km and 48°, 
respectively.

For the earth media, two different geologi-
cal configuration models are constructed to 
obtain earthquake responses of structure cluster 
on the surface of earth media. The models are 
referred to hereafter as “model 1” and “model 2”. 
In “model 1”, as is shown in Figure 2, the geologi-
cal structure includes basin, sedimentary layer and 
half-space bedrock. The length and the maximum 
depth under free surface of basin is 3.1  km and 
450 m, respectively. The epicentral distance of the 
center of basin is about 5.18  km. Depth of the 

uniform interface between sedimentary layer and 
the half-space bedrock is 1.0  km. In “model 2”, 
comparing to “model 1”, the interface between 
basin and sedimentary layer is neglected and 
“model 2” is only composed of sedimentary layer 
with flat free surface and the half-space bedrock. 
The interface of them is also 1.0 km in depth. For 
the “model 1”, the material properties are shown in 
Table 1. For the “model 2”, the material properties 
of only II (sedimentary layer) and III (half-space 
bedrock) in Table 1 are used.

For the frame structure cluster, as is shown in 
Figure  2, one structure cluster is considered, the 
center of the cluster is 4.18 km far from the epi-
center. The cluster consists of 5 RC plane frame 
structures of 3-bay 3-storey (see b1–b5 in Figure 2) 
and 5 RC plane frame structures of 3-bay 6-storey 
(see b6–b10  in Figure  2) distributed with equal 
interval of 27.6  m. The spans of all plane frame 
structures are 6.9  m. C25 concrete is used in all 
structural members. Elastic modulus and density 
of concrete are respectively 2.8  ×  1010 N/m2 and 
2500 kg/m3.

3.2 Simulation results

Figure  3  shows time history curves of the shear 
forces of structure clusters without basin and 
with basin during a hypothetical Mw 6.0 near-fault 
earthquake. The outputs are the middle sections of 
the first column (from left to right) in the first story 
of the structures b1–b10. Compared with the case 
without basin, the increase rate of peak values of 
the shear forces is about 11.8% (b6)∼146.3% (b1) 
for the case with basin. It is shown that the pres-
ence of basin can increase greatly the shear forces 
of plane frame structures in structure cluster at the 
surface of the basin.

Figure 4 shows the positions where peak column 
shear force and peak beam-end bending moment 
of each structure in structure cluster is maximum 
value due to rupture of causative fault for the cases 
without basin and with basin. These positions 
are named as earthquake risk positions of frame 
structures.

Table 1. Material properties of “model 1”.

No.
thk. 
(km)

Velocity 
(km/s)

Density 
(kg/m3)

Quality 
factor

   I 0.45 Vs 1.04 2000 Qs  20
Vp 1.80 Qp  30

   II 1.0 Vs 1.73 2500 Qs 173
Vp 3.00 Qp 260

III ∞ Vs 3.46 2700 Qs 346
Vp 6.00 Qp 519

ICCAE16_Vol 01.indb   249 3/27/2017   10:33:42 AM



250

For the case without basin, earthquake risk 
positions of beam ends and columns in 3-story 
structures are all located on the third story, earth-
quake risk positions of beam ends and columns in 
6-story structures are respectively located on the 
first story and the sixth story.

From the Figure  4(b), for the case of  3-story 
structures with basin, earthquake risk positions of 
beam ends and columns are respectively located 
on the second story and the first story. For the 
case of  6-story structures with basin, earthquake 
risk positions of beam ends are located on the 
first story, earthquake risk positions of columns 
are located on the sixth story (b6–b9) and the third 
story (b10).

The simulating results show that the existence 
of basin changes the earthquake risk positions of 
frame structures.

Figure 5 shows snapshots of simulated displace-
ment of all structures in cluster at time 4.8 s and 
5.4 s after initial rupture of the causative fault for 
the cases with basin. The simulated displacements 
includes displacements of ground motion and dis-
placements resulting from structure deformation. 
Following the figure, the vertical displacement 
of each structure are apparently larger than the 
horizontal displacement. It is observed that the 
structures b5 and b6 at time 5.4 s have the trend of 
beating with basin.

4 CONCLUSIONS

An integrated numerical simulation method is 
used to study the influence of basin on earthquake 
responses of near-fault structure cluster induced 
by the rupture of reverse fault. By constructing 
two different models of earth media without basin 
and with basin, the seismic responses of near-fault 
structure cluster on the hanging wall are obtained 
during a hypothetical Mw 6.0 earthquake due to the 
rupture of reverse fault. And then the shear forces 
of structure cluster and earthquake risk positions 
of all structures are given for the cases without 
basin and with basin. The snapshots of displace-
ment of structure cluster at different times are 
illustrated for the case with basin. Some numerical 
simulation results and conclusions are obtained as 
follows:

1. The presence of basin can increase greatly the 
shear forces of structure cluster at the surface 
of the basin.

2. The existence of basin have a great influence 
on the earthquake risk positions of frame 
structures.

3. The trend of beating for the case with basin is 
observed from snapshots of simulated displace-
ment of structure cluster.

In view of the results and conclusions mentioned 
above, the geological structure of basin need to be 

Figure 4. Earthquake risk positions of the structures in 
structure cluster during a Mw 6.0 hypothetical earthquake 
for the cases without basin (a) and with basin (b).

Figure 5. Snapshots of displacements of all structures 
in structure cluster at time 4.8 s (a) and 5.4 s (b) after ini-
tial rupture of the causative fault for the case with basin. 
The deformations of the structures are magnified here by 
a factor 50.

Figure 3. The shear forces of structure cluster (a) with-
out basin and (b) with basin during a hypothetical Mw 6.0 
earthquake. The outputs are the middle sections of the 
first column (from left to right) in the first story of the 
structures b1-b10. The symbol circle denotes the position 
of peak shear force of the output for each structure.
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known in detail and should not be neglected when 
simulating seismic responses of near-fault structure 
cluster induced by the rupture of causative fault.
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ABSTRACT: In this paper, we aim to develop a new Finite-Element Method (FEM) to analyze a cou-
pled aluminum plate structure pasted with a pair of Piezoelectric ceramic (PZT) patches as transduc-
ers for Structure Health Monitoring (SHM) and validate the efficiency of the proposed method. The 
finite-element software ABAQUS is applied directly to the coupled SHM system by using piezoelectric 
elements. Piezoelectric ceramic patches are used as either generating or receiving signal device. The piezo-
electric elements are directly used for the PZT material. It is considerably focused on the influence law 
of PZT polarization direction and detection wave spectral characteristics for detection effectiveness. The 
whole process of generating, propagating, and receiving of the detection signal is numerically simulated 
and the results are analyzed. In order to verify the efficiency of the proposed method, a model test of an 
aluminum plate structure under the same condition is carried out, and the results are compared to that of 
the finite-element analysis. The results show that the proposed finite-element model and the finite-element 
detection method match well with the experimental results.

of the detection result, a finite-element method is 
proposed for the detection of aluminum plate by 
directly using the piezoelectric element, and the 
results are verified by experiments. This method 
can utilize the piezoelectric effect of the piezoelec-
tric element to directly excite and receive the volt-
age signal, which is closer to the actual experiment 
than the previous simulation method.

2 NUMERICAL SIMULATION MODEL

2.1 Excitation signal selection

Lamb wave propagation is a dispersive and multi-
mode method. The modes of Lamb waves excited 
by different frequency bands are also different. 
Through the frequency dispersion curve of Lamb 
wave propagation in aluminum plate, it can be found 
that when the frequency and the plate thickness of 
the product are less than 1 MHz and 1 mm, there are 
only two modes of guided waves of S0 and A0, which 
is convenient for the analysis of the signal. There-
fore, the excitation signal is selected as the five peak 
wave narrowband signal modulated by Hanning 
window function, whose center frequencies are 150, 
200, and 300 kHz, respectively, and the amplitudes 
are all 1V, as shown in Figures 1–3, respectively.

From the figures, we can find that when 
the frequencies are increasing in time domain, the 
amplitudes of the spectra are decreasing and the 
frequency band is expanding in frequency domain.

1 INTRODUCTION

As a kind of common structure, aluminum plate 
is widely used in engineering, especially in the 
manufacture of aircraft, vessels, and many other 
structures in various fields. It has a very impor-
tant significance to monitor the working state of 
aluminum plate structures over time. At present, 
ultrasonic Lamb wave Nondestructive Testing 
(NDT) technology is widely applied in the health 
monitoring of aluminum plate structures (Wang 
2007, Liu 1999). Recently, more and more peo-
ple use finite-element software for the simulation 
of Lamb wave detection of aluminum plate (Xu 
2015); however, in the present simulation analysis, 
most of the analysis methods are directly exciting 
and extracting the Lamb wave displacement signal 
on the structure surface, which still have a certain 
difference with the actual experiment using the 
sensor to detect the aluminum plate, especially the 
influences of adhering layers on the transformation 
between electric voltage and structural movement, 
resulting in a great difference between numerical 
simulation using equivalent displacement input 
and output and experimental results. Accordingly, 
in this paper, on the basis of the research of the 
existing active Lamb wave detection (Yan & Zhang 
& Meng 2010, Cao 2008, Yan et  al 2013), using 
finite-element software ABAQUS and consider-
ing the influence of PZT polarization direction 
and the detection wave spectrum characteristics 
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2.2 Model establishment

The aluminum plate and PZT patch models pro-
vided by ABAQUS and used in this paper are the 
shell elements. They use the solid element and the 
piezoelectric element, respectively. The size of the 
aluminum plate model is 80 mm × 80 mm × 1 mm, 
and the size of the piezoelectric patch element is 
12  mm  ×  6  mm  ×  1  mm. The distance between 
driver (PZT1) and receiver (PZT2) is 480  mm, 
and the distance between the exciter and the left 
boundary is 160  mm along the horizontal direc-
tion, and the distance between the exciter and the 
right boundary is also 160 mm, as shown in Fig-
ure 4. The parameters of the materials are shown 
in Tables 1–2.

2.3 Boundary conditions

The polarization directions of PZT1 and PZT2 are 
set to be perpendicular to the thickness direction 
of the plate from the upper surface to the lower 
surface. The periodic potential of 100V is applied 
on the upper surface of the PZT1 along thickness 
direction, and the lower surface is set as the zero-
potential-energy surface. At this point, the electric 

Figure 1. 150 kHz excitation signal.

Figure 2. 200 kHz excitation signal.

Figure 3. 300 kHz excitation signal.

Figure 4. Structure assembly.

Table 1. Parameters of the materials.

Settings
Density
kg/m3

Young’s 
modulus Pa

Poisson’s 
ratio

Aluminum 2800 7.5E+10 0.33
Piezoelectric 

element
7600

Table 2. Parameters of the PZT materials.

Dielectric 
constant 
F/m

Elastic 
constant 
N/m2

Piezoelectric 
constant 
C/m2

D11 8.11E-09 D1111 1.21E+11 e2 23 12.3
D22 8.11E-09 D1122 7.54E+10 e3 11 −5.4
D33 7.35E-09 D2222 1.21E+11 e1 13 12.3

D1133 7.52E+10 e3 22 –5.4
D2233 7.52E+10 e3 33 15.8
D3333 1.11E+11
D1212 2.26E+10
D1313 2.11E+10
D2323 2.11E+10

* e1 11 e1 22 e1 33 e1 12 e2 12 e2 13 e1 23 e2 11 e2 22 e2 33 
e3 12 e3 13 e3 23 are zero.

potential direction is parallel to the polarization 
direction, and PZT1 will generate a periodic vibra-
tion along the thickness direction of the plate. 
Meanwhile, the lower surface is set as the zero-
potential-energy surface along the thickness direc-
tion of the receiving piezoelectric element PZT2, 
which can extract the voltage change caused by the 
deformation in the thickness direction. Similarly, 
when the polarization direction and the electric 
potential direction of the piezoelectric element 
are set  along the length direction, the displace-
ment and voltage signals along the length direction 
of the piezoelectric element will be excited and 
received.
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2.4 Time incremental step selection 
and size of element

The element size and time increment of FEM have 
a great influence on the convergence and accuracy 
of numerical solution. In general, the smaller the 
incremental step, the finer the grid division and 
higher the accuracy of the model. In order to ensure 
the accuracy of the calculation and to consider the 
influence of the computational efficiency, the cell 
grid size is set to 2 mm, and in order to improve the 
efficiency of the operation, the difference grid is 
adopted and the grid of plate boundary section is 
rough. And on the basis of ensuring that the incre-
mental step size is less than 1/20 of the correspond-
ing period of the maximum frequency wave, the 
time increment step is set to 0.1 μs.  Figure 5 shows 
the mesh division of the model.

2.5 Simulation result analysis

During simulation results analysis, the potential 
along the length direction of the sensor, caused 
by the S0 mode, and the electric potential along 
the thickness direction of the sensor, caused by 
the A0 mode of the reference point, are extracted. 
According to the frequency dispersion curve and 
the corresponding frequency, the S0 and A0 modes 
are identified by checking and comparing with 
the group velocity, and the time between the peak 
values in the signal wave packet is taken as the 
arrival time of the signal center frequency group. 
The detection signals in time domain are shown in 
Figures 6–11.

The Figures show that both the S0 and A0 mode 
Lamb waves have energy attenuation phenomenon 
in the propagation process, and the energy attenu-
ation of mode A0 is more serious than that of 
mode S0. When reaching the boundary, both the 
mode signals have reflections and phase transition. 
With the increase of the excitation frequency, the 
energy attenuation effects of the two mode signals 
are more serious in the propagation process. In 
the above-mentioned figures, the first wave packet 

Figure 5. Mesh division of model.

Figure 6. 150 kHz A0 mode received signal.

Figure 7. 150 kHz S0 mode received signal.

Figure 8. 200 kHz A0 mode received signal.

Figure 9. 200 kHz S0 mode received signal.
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from the left is the initial received signal, and the 
second wave packet is the boundary reflection 
signal.

3 EXPERIMENTAL VERIFICATION

3.1 Experimental setup

To validate the efficiency of the numerical simula-
tion, a model test of an aluminum plate pasted with 
a pair of PZT transducers are performed. The size 
of the aluminum plates used for test specimens is 
800 mm × 800 mm × 1 mm (length × width × thick-
ness). The piezoelectric ceramic patches with a 
square single-side electrode as sensor and actuator 
are pasted on aluminum plate surface. The system 
equipment is mainly composed of a DG1022 arbi-
trary waveform transmitter (signal generator), an 
aluminum plate, and a DS1102E digital oscillo-
scope. The excitation signal used in the experiment 
is a five-peak wave signal, and the central frequen-
cies of the excitation signal are 200 and 300 kHz.

3.2 Experimental analysis

The central frequencies of 200 and 300  kHz 
modulation five-peak wave signals are selected 
as the excitation voltage, and the voltage ampli-
tude is 100V. The experimental data are shown in 
 Figures 12 and 13, respectively.

Figure 10. 300 kHz A0 mode received signal.

Figure 11. 300 kHz S0 mode received signal.

Figure 12. 200 kHz received signal.

Figure 13. 300 kHz received signal.

Because the piezoelectric plate used in the exper-
iment is in the direction of vibration along the 
length, the electric potential signal is mainly based 
on the S0 mode. In the experiment, the boundary 
of the aluminum plate is adhered to the rubber 
mud, which is used to absorb the reflection wave of 
the boundary, and the interference of the bound-
ary reflection signal is too small to be measured. In 
the above figures, the first wave packet is the initial 
received signal, and the second small wave packet 
is the boundary reflection signal. By comparison, 
the waveform and the amplitude of the two central 
frequency detection signals in both FEM simula-
tion and experiment match well, indicating the val-
idation of the efficiency for the proposed method.

4 CONCLUSION

Using ultrasonic Lamb wave to detect the struc-
ture of an aluminum sheet has very important sig-
nificance, according to the basic principle of the 
piezoelectric effect and the frequency dispersion 
curve of Lamb wave in aluminum plate, and a new 
method for the detection of aluminum sheet based 
on the piezoelectric element is proposed by using 
finite-element software. The results were compared 
with the experiment results. This new method takes 
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voltage as the excitation and the extraction signal, 
and it is more applicable to the actual situation 
than the commonly used simulation method, which 
takes displacement as excitation and extraction 
signal. In this paper, the element properties, time 
increment, and mesh division of the model used in 
finite-element software are introduced, which may 
provide some references for the future research on 
the piezoelectric simulation of ABAQUS.
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ABSTRACT: Based on the finite method of ABAQUS software, the numerical simulation on seismic 
response of the soil-subway station structure interaction were performed to reveal the obvious nonlinear 
properties of soil and the effect of soil-structure interaction under near-fault ground motions. In the 
numerical simulation, an advanced numerical model was crafted to consider the nonlinear static and 
dynamic coupling interactions between the soil and the underground structure. Dynamic behavior of 
the underground structure, including the lateral displacement and acceleration response of the structure, 
acceleration response of soil-subway station structure, were analyzed, respectively. The research results 
could provide references for the seismic design and construction of underground structure.

is widely used in China, accordingly, this paper 
focused on analyzing the seismic behavior of 
double-layer three-span subway station structure 
under near-fault ground motions with a commer-
cial Finite Element Model (FEM) software. To 
simulate the dynamic properties of soil, a modified 
Martin-Seed-Davikendov viscoelastic constitutive 
model was applied.

2 DEFINITION AND CHARACTERISTICS 
OF NEAR-FAULT GROUND MOTION

Near-fault ground motion is the motion that is 
typically assumed to be restricted to within 20 km 
of a fault (Mavroeidis & Papageorgiou 2003). 
However, this definition is not universal because 
near-fault effects attenuate as distance increases, 
which, in turn, leads to a greater effect of fac-
tors such as magnitudes and local site conditions 
on ground motion. The special characteristics of 
near-field ground motions are directly related to 
the earthquake source mechanism, rupture direc-
tion relative to the site, and slip direction of the 
rupture fault. The distinguishing characteristic 
of near-fault ground motion is the pulses gener-
ated by the directivity effect and fling-step effect. 
These pulse-type ground motions often contain 
one or more distinct pulses in the acceleration, 
velocity and displacement time histories, most fre-
quently in velocity. Meanwhile, many new typical 
characteristics including hanging wall effect and 
vertical effect are also gradually recognized (Li & 

1 INTRODUCTION

With rapid development and urbanization in 
China, exploitation and utilization of underground 
space has become a major concern. By the end of 
2015, subways have been built or approved for con-
struction in 37 Chinese cities with a total operating 
mileage 2933 km and 1947 operating subway sta-
tion approximately. As a result, the structural styles 
of the subway underground structure become 
more and more complicated. In recent years, the 
strong earthquake disaster investigations indicate 
that underground structures suffered severe dam-
age in near-fault area, such as the 1994 Northridge 
earthquake, 1995 Kobe earthquake, 1999 Kocaeli 
earthquake and 1999 Chi-Chi Earthquake (Samata 
et  al. 1997, Kalkan et  al. 2006, Corigliano 2007, 
Cunha et  al. 2014). But the studies on the effect 
of near-fault ground motion on the seismic behav-
ior of underground structures are limited (Chen 
et al. 2010, Tao et al. 2011, Corigliano et al. 2011, 
Davoodi et al. 2013, Zhao et al. 2015). Selected a 
set of near-fault ground motions of Loma Prieta 
and Coalinga records as seismic inputs, Chen et al. 
(2010) carried out the simulation analysis for the 
Double-layer vertical overlapping metro tunnels 
based on finite element software ABAQUS to 
investigate the seismic response of subway under-
ground station. It was shown that the relative hori-
zontal displacement induced by near-fault ground 
motion was greater than that induced by far-field 
ground motion in metro tunnels. At present, the 
subway station model with double-layer three-span 
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Xie  2007). The  ground motions are character-
ized by pulse-type wave shape, long pulse period, 
abundant long-period components, and sometimes 
large permanent ground displacement.

3 NUMERICAL MODEL

3.1 Soil foundation and underground 
station structure

A 2-dimensional subway station numerical model 
with regular cross-section performed by ABAQUS 
was shown in Figure 1. The nonlinear static and 
dynamic coupling model was developed for the 
soil-underground structure dynamic interaction. 
In this numerical model, CPE4R (a 4-node plan 
strain, reduced integration) elements were used to 
mesh the soil foundation and the subway station 
structure; B21 (a 2-dimensional linear beam) ele-
ments were embedded into the concrete to simulate 
the rebar. The CPE4R element size is 0.2 m × 0.2 m 
for the subway station structure. Based on Liao’s 
study (2013), the maximal height of element hmax 
in the case of shear wave propagation in the soil 
should be determined by:

h V fSVVmahh mV ffSVVx ax
⎛
⎝⎝⎝

⎞
⎠⎠⎠

1
75

1
160

 (1)

where VS means the shear wave velocity. fmax 
denotes the maximal vibration frequency of the 
input motion. Hence, the maximum element height 
of the soil foundation from the top to the bottom 
of the ground ranges from 0.8 to 2.3 m.

3.2 Material properties

The stress-strain relationship of soil shows char-
acteristics of nonlinearity, hysteresis, and accu-
mulative deformation under cyclic loading. The 
constitutive model for soil used in the paper is a 

modified Martin-Seed-Davikendov viscoelastic 
model (Chen et  al. 2005), which is based on the 
Davikendov skeleton curve of a one dimensional 
dynamic stress-strain relation. The dynamic shear 
stress-strain curves were constituted by Masing 
rules (Martin & Seed 1982). This soil constitutive 
model was recently implemented into the com-
mercial software ABAQUS (Chen et  al. 2011). 
The Davikendov skeleton curve was corrected by 
sectional functions, and the upper limit of failure 
shear strain amplitude (γult) was applied as the sec-
tional point. The modified skeleton curve could 
approach the upper limit of failure shear stress 
(τult) when the shear strain amplitude approached 
infinite.

The Davidenkov skeleton curve is given as 
follows:

τ γ γ( )γ × −γ ( )γ⎡⎣⎡⎡ ⎤⎦⎤⎤=G Gγ× =γ Hmax 1  (2)
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The actual shear stress and strain relationship of 
soil is γ τ τ→ ( )γγ( )γ → .ττ (γ ulττ t  Therefore, the piecewise 
function method was used to describe the skeleton 
curve, and the Davidenkov model was modified as 
follows:
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τulττ t uγ ltG Hγ uγ ltG ( )γ ulγ t⎡⎣⎡⎡ ⎤⎦⎤⎤a 1  (5)

The equations used to calculate the damp-
ing ratio can be derived. The hysteretic curve of 
the modified shear stress-strain relationship and 

Figure 1. The cross-sectional dimensions and distributed rebar of the subway station.
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Table 1. Properties of soils surrounding the underground structure.

Table 2. Damaged plasticity model parameters of the concrete C30.

Parameters Value Parameters Value

Elastic modulus E (GPa)   30.00 Initial compressive yield stress σc0 (MPa) 13.00
Poisson’s ratio ν    0.15 Limited compressive yield stress σcu (MPa) 24.10
Density ρ (Kg/m3) 2450 Initial tensile yield stress σt0 (MPa) 2.90
Dilation angle ψ (o)   36.31 Compression stiffness recovery parameter ωc 1.00
Damping ratio    0.05 Tensile stiffness recovery parameter ωt 0.00

calculation flow diagram were shown in Figure 2. 
Table  1 presents the physical and mechanical 
parameters of the soil foundation.

The concrete damaged plasticity constitutive 
model presented by Lee & Fenves (1998), which 
was adopted to simulate the material plasticity and 
continuum damage mechanics behavior of con-
crete. The strength level of concrete adopted in the 
subway station is No. C30, and its material proper-
ties are summarized in Table 2.

3.3 Boundary condition and input motion

The static and dynamic coupling boundary con-
dition of the soil foundation adopted the arti-
ficial constrained boundary. According to the 
method, the lateral boundary is constrained in the 

horizontal direction, and the horizontal reaction 
forces (RF) at the nodes on the lateral boundary 
output at the end of static analysis. Prior to the 
dynamic analysis, the lateral boundary condition 
is released in the horizontal direction with a hori-
zontal RF that is reserved by the artificial loading 
method and constrained in the vertical direction. 
The conversion process of boundary condition is 
shown in Figure 3. To weaken the reflected wave 
effect on the lateral boundary of soil foundation, 
the horizontal distance from the lateral bound-
ary to the subway station was set as 89.4 m, and 
the damping factor of the elements near the 
boundary was amplified fivefold (Zhuang et  al. 
2015).

Prior to the dynamic simulation, the interaction 
system is subjected to gravity loading and hydro-
static pressure. In the ABAQUS/Standard analysis, 
these loads are specified in two consecutive static 
steps. To examine the effects of near-fault ground 
motions on the dynamic response of the subway 
station, three representative near-fault ground 
motion recordings with forward directivity effect 
were selected as seismic input from the Next Gen-
eration Attenuation Project database (PEER NGA 
Database 2005), which were recorded at NO.07-SN 
El Centro strong motion station during the Ms 
6.5 Imperial Valley earthquake on Oct 15, 1979 in 
California, United States, and NO. TCU075-EW, 
TCU129-EW during the Ms 7.6 Chi-Chi earth-
quake on Sep 21, 1999  in Taiwan. The near-fault 

Figure 2. Hysteretic loop of shear stress-strain of mod-
ified Davikendov model and calculation flow diagram.
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ground motions were oriented in the fault-normal 
direction with rupture distance of 0.56, 0.91 and 
1.84 km, respectively. The acceleration and velocity 
time histories of three near-fault ground motions 
are shown in Figure 4.

4 RESULTS AND ANALYSIS

4.1 Acceleration responses of the soil foundation

The peak acceleration amplification factors along 
the soil depth under the three ground motions are 
shown in Figure 5. Note that the peak acceleration 
amplification factor increases from the bottom 
to the top of the soil foundation, especially vis-
ible from the bottom slab of subway station to the 
ground surface. The result means that the soil had 
different effect on the propagation of waves with 
different frequency components and the presence 
of the subway structure had a strong effect on the 
response of the soil foundation. It’s clear that the 

peak acceleration amplification factor is almost 
larger than 1, and the curve shapes were basically 
similar for the forward directivity effect of near-fault 
ground motions. The values for the PGA amplifica-
tion factors at the ground surface are much larger 
than 1.50 (Chen et al. 2015), ranging from 2.28 to 
2.65. It indicates that the softening behavior of the 
topsoil was more sensitive to the near-fault ground 
motion with characterize of long pulse period and 
abundant low frequency components.

Figure 3. Conversion process of boundary condition in analysis.

Figure 4. Acceleration and velocity time histories of input near-fault ground motions.

Figure 5. Peak acceleration amplification factors of the 
model soil.
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4.2 Acceleration responses of the subway 
station structure

Figure 6 presents the peak acceleration amplifica-
tion factor at the subway station slabs subjected 
to near-fault ground motions. Note that the peak 
acceleration amplification factor at the middle slab 
of the subway station is smaller than that of the 
bottom slab, and then it increases obviously at 
the top slab. This finding is obviously inconsistent 
with the acceleration response rule for the general 
ground structure, and the effect of the soil-under-
ground structure interaction should be the main 
factor. In addition, the peak amplification factor 
at the middle slab induced by the input motion 
of TCU129 record is the smallest with the same 
inputting PGA = 0.23 g and it reaches the largest 
for the input motion of E07 record due to the dif-
ferent frequency spectrum characteristics of input 
near-falult ground motion.

4.3 Lateral displacement responses 
of the subway station

Figure  7 plots the relative displacement distri-
bution of measuring points along the structural 
height subjected to near-fault ground motions. It’s 
quite clear that the lateral displacements of  the 
subway station have positive correlation with the 
height of  the subway station, and the peak relative 
lateral displacements on the top slab range from 
32.99 to 34.89 mm. The maximum story drift was 
20.40 mm on the middle slab under input motion 

of TCU075 record, and 15.44  mm on the top 
slab under input motion of TCU129 record with 
PGA  =  0.23  g. Meanwhile, the inter-story drift 
reached 1/356 at the middle slab and 1/339 at the 
top slab, respectively. The result shows that frame-
type subway station was regular on the vertical 
direction, and also had excellent integrity. Accord-
ing to the code for seismic design of buildings (GB 
50011–2010) and recent research (Zhuang et  al. 
2015), the ultimate value of elastic inters-tory drift 
for Reinforced Concrete (RC) frame structure 
should range from 1/550 to 1/430. It indicates that 
the structural members of  subway station may be 
damaged under the near-fault ground motions. In 
addition, the curve shapes show that the deforma-
tion form of subway station structure is basically 
shearing type.

5 CONCLUSIONS

The FEM simulation model was crafted to model 
the soil foundation and the underground structure. 
Acceleration responses of the soil-underground 
structure system and the lateral displacement 
response of the subway station were analyzed. The 
following concluding remarks and recommenda-
tions could be drawn:

1. The softening behavior of the topsoil was more 
sensitive to the near-fault ground motion with 
character of long pulse period and abundant 
low frequency component.

2. The frequency spectrum characteristics of the 
input near-fault ground motion had significant 
effect on the dynamic response of the subway 
station structure.

3. The structural members of subway station 
may be damaged under the near-fault ground 
motions, and the deformation form of subway 
station structure is basically shearing type.
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Finite—infinite element analysis of soil dynamic response 
under moving load
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ABSTRACT: In recent years, the rail transit in China has been developed rapidly. But the noise and 
vibration caused by rail transit have serious impact on people’s working and living. The propagation of 
vibration wave in the foundation soil is the key problem for the reasearch of environmental vibration. In 
this paper, different element stiffness matrices and group sets are obtained by using three dimensional, 
one direction bidirectional, and three direction mapping infinite element methods. Dynamic responses of 
semi-infinite soil are calculated under different loads. The characteristics of vibration for the semi-infinite 
soil space under surface load are also analyzed and summarized.

stratum soils selection. Detailed parameters of the 
materials used in the numerical calculation model 
are shown in Table 1.

3 FINITE ELEMENT BOUNDARY 
CONDITION

Dynamic calculation, the first to calculate the 
characteristic value of  the model. The key to 
the eigenvalue calculation is to define the elastic 
boundary condition. Model boundary is adopted 
in the form of  curved spring, and the spring coef-
ficient is calculated according to the following 
formula.

Vertical ground reaction coefficient: kv = kv0 × 
BVBB
30

0 75( )− .  

Horizontal ground reaction coefficient: khk =   
khk BhB

0 30

0 75
× ( )− .

The calculation formula of the damping ratio is 
as follows:

P-wave: C A c ApC G
p× =G+

×ρ λ
γ

2
9 81.

S-wave: C A c AG
ssCC × =G

×ρ γ9 81.

1 INTRODUCTION

After the emergence of  the concept of  infinite ele-
ment, the domestic and foreign scholars have put 
forward various kinds of  static, dynamic, wave 
frequency domain or infinite element in the time 
domain, which can simulate the infinite domain. 
Infinite element method is developed to solve 
the effectively. Researchers have proposed differ-
ent types of  infinite element and shape function. 
But most of  the methods are based on the unite 
shape function, which is multiplied by an attenu-
ation factor, to represent the amplitude of  wave 
decay gradually when the wave extends to infi-
nite element in the relevant direction. Although 
at present theoretical researchers for the coupling 
method between finite elementh and infinite ele-
ment have made some progress, infinite elementh 
method is a new kind of  special method com-
pared with the finite element method. Theory 
and application of  infinite element method are 
limited. Many questions in practical engineer-
ing applications still exist. In this paper, the cou-
pling finite element and infinite element method 
is used to explore the dynamic problem of  the 
three-dimensional elastic semi infinite soil under 
moving load.

2 ESTABLISHMENT OF THE MODEL

In this paper, we mainly consider the dynamic 
response of the arch at the end of the tunnel. 
So the formation parameters are calculated by 

Table 1. Material parameters of the finite element 
model.

Gravity 
density
γ/kN/m3

Elastic 
modulus
E/MPa

Poisson 
ratio
v

cohesion
C/kPa

internal 
friction 
angle φ/°

19.2 4.0 0.30 30 21°
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Through the calculation of the model: 
kxk =139 4. kN/m2, kyk =116 8. kN/m2, kzk =139 4.
kN/m2, cp =101 9. kN • sec/m, cp = 54 5.  kN • sec/m

4 FINITE ELEMENT ANALYSIS

Finite element model of moving load calculation 
y, x, z directions of the dimensions are 10 m, 15 m, 
5 m, the outer and the bottom of the infinite ele-
ment. The loading is divided into two kinds, respec-
tively for moving load and moving harmonic load.

4.1 Moving force load

Moving force load size as P = 1 N,moving along y 
axis, speed is V.

In Figure 1 and the thick solid line is the load 
moving trajectory.

Figure 1. Schematic diagram of subsoil model.

Figure 2. Time curves of vertical acceleration 
(V = 2 m/s).

Figure 3. Time curves of vertical acceleration (V = 5 m/s).

Figure 4. Time curves of vertical acceleration (V = 10 m/s).

Figure 5. Time curves of vertical acceleration (V = 20 m/s).

Figure 2 to Figure 5 shows the dynamic response 
of the node E at different speeds. The position of 
the node E distance from the moving load 4 m.

Through the calculation, it is known that the 
acceleration of the node E is larger when the 
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moving load speed is 10 m/s. When the velocity is 
0∼10 m/s, the root mean square value of the accel-
eration increases with the speed. When the velocity 
is greater than 10 m/s, the root mean square value 
of the acceleration decreases.

4.2 Moving harmonic load

Different frequency moving harmonic loads are 
applied on the ground and loads velocity is 5 m/s.
Table 2 gives effective value of acceleration for the 
different frequency loads of the node A and E.

In order to study the dynamic response char-
acteristics of the foundation soil, the acceleration 
response of the node E under different load fre-
quencies is analyzed by Fourier transform,which 
are shown in Figures 6∼11.

By comparing the acceleration time his-
tory curves of the joints under different loading 
frequencies, it is known that the dynamic response 

Table 2. Effective value of acceleration (10−8 m/s2).

Frequency
(Hz ) 0.16 0.8 1.6 5 10 16 20 30

A 196.3 287.1 598.9 233.8 4064 2017 7028 5070
E 0.200 0.201 0.2134 1.462 69.239 44.42 36.13 39.85

Figure 6. Time curves of vertical acceleration (5 Hz).

Figure 7. Spectrum analysis.

Figure 8. Time curves of vertical acceleration (10 Hz).

Figure 9. Spectrum analysis.

Figure 10. Time curves of vertical acceleration (20 Hz).

Figure 11. Spectrum analysis.
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of the foundation increases with the increase of the 
load frequency, but the attenuation of the dynamic 
response of the foundation is accelerated. At the 
same time, by means of the Fourier transform of 
the acceleration of the joint, the frequency value of 
the Fourier transform is the frequency of the load.

5 CONCLUSIONS

In this paper, the three-dimensional finite ele-
ment and infinite element method are employed 
to simulate the soil dynamic response. Some valu-
able results are found. The results obtained are of 
great reference value for the analysis of formation 
dynamic response under traffic load.The research 
results not only have a certain academic value for 
the infinite element method and soil mechanics, 
but also provide technical support for the impor-
tant transportation infrastructure construction in 
the future. The results can be also a good reference 
for the study of underground space security.
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Evaluation of the processing suitability of rural domestic sewage 
treatment, taking Fangshan in Beijing as a case study
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ABSTRACT: In order to understand the adaptability and the effect of multiple rural domestic sewage 
treatment techniques in rural areas, their technical suitability could be evaluated by using the entropy 
fuzzy matter-element model and the AHP analysis method by taking the rural sewage treatment station 
in Fangshan District, Beijing, China, as an example. The result showed the high repeatability of the two 
evaluation methods. The sequence of processing suitability was: Constructed Wetland (CW) > MBR > 
Solar Anaerobic Biological Filter (SABF).

sewage control and constructed 115 wastewater 
treatment stations in 20 towns and more than 80 
villages, were including Changyang Town, Qin-
glonghu Town, and Zhoukoudian Town.

This paper aims to provide a reference for the 
rural sewage treatment processing construction 
and management by discussing different treatment 
technologies and carry out adaptability investiga-
tion and evaluation of actual running rural sewage 
treatment station in Fangshan District.

2 METHODS

2.1 Investigation

The specific information of Fangshan District 
wastewater treatment station’s processing type, 
investment, designed quality of inflow and outflow, 
operation management, and pollutant treatment 
effect was gathered by questionnaires, investiga-
tion, and data collection.

2.2 Monitoring

The evaluated stations were sampled and moni-
tored for water quality five times from January to 
April, 2016. The monitored indictors were water 
temperature, COD, BOD5, NH4

+-N, and TP.

2.3 Evaluation method

At present, the widely adopted evaluation methods 
are contrast method, Analytic Hierarchy Process 
(AHP), and causal analysis and comprehensive eval-
uation method (Li Jicheng, 2007). For this study, the 
entropy weight fuzzy matter-element model (HAO 
Rui-xia, 2013) (EWFM) and AHP method (GUO 
Jin-yu, 2011 & Bottero M, 2011) were applied.

1 INTRODUCTION

The features of rural domestic sewage are of small 
scale and dispersed, which have large difference for the 
water quantity and water quality of different regions. 
In fact, it was difficult to collect and had high organic 
pollution concentration and low processing ratio (LI 
Juan, 2012; WANG Shou-zhong, 2008). For the qual-
ity, the COD and BOD5 were higher than the city 
domestic sewage but with good biochemical reactivity 
(WANG Shou-zhong, 2008; HOU Jing-wei, 2012). 
According to the specialties, the common treatment 
technologies were frequently used as constructed wet-
lands, underground soil permeability system, aerobic 
biological treatment system, and anaerobic biological 
treatment systems (WANG Baoxue, 2015).

China is an agricultural country with a large 
population, consisting of 634,000 villages and 
22,000 towns. According to statistics, 50% of the 
total displacement came from the counties, towns, 
and villages. The county wastewater treatment rate 
was 11%, whereas the corresponding figures of vil-
lages and towns were less than 1%. The promulga-
tion of “water pollution prevention action plan” 
will drive RMB 2 trillion yuan of investment in 
water pollution governance. However, the fault 
management shows that a number of sewage treat-
ment stations have low efficiency of operation. The 
inadequate analysis and evaluation of planning, 
designing, construction, operation, maintenance, 
management, and so on have resulted in insufficient 
understand of the applicability and reliability of 
different treatments in different areas (Liang Han-
wen, 2011). Therefore, suitability analysis is really 
important for rural domestic sewage treatment.

Recently, Fangshan District has invested more 
than 300  million RMB for the rural domestic 
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3 RESULTS AND DISCUSSION

3.1 Selection of evaluation stations

During the analysis and research, 115 treatment 
stations were classified into 11 processing types 
(whose position and process distribution are 
shown in Figure 1).

The representative potential stations were 
selected according to the topographies, technol-
ogy penetration, and operation situation. After 
discussing with the local management department, 
five processing types were chosen: Membrane 
Bioreactor (MBR), Constructed Wetland (CW), 
Pretreatment  + Constructed Wetland (PCW), 
Solar Anaerobic Biological Filter (SABF), and 
Multistage Vertical-flow Constructed Wetlands 
(MVCW). In addition, the representativeness of 
plain, hills, and mountainous areas should be con-
sidered, so finally six stations were evaluated on 
the research. The names and process types of the 
selected stations are shown in Table 1.

3.2 Evaluation by entropy weight fuzzy 
matter-element model

First, the investment and operating cost was uni-
formed to price of  per ton. The station serviced 
population was in accordance with the equivalent 
population: a calculation of  the resident popu-
lation and the tourist population who had same 
pollution discharge with resident population per 

day. The Fangshan tourism resource abundance 
value was 26% (Li Jun, 2007). For qualitative 
and semi-qualitative indicators, the standard of 
evaluation was established for quantitative evalu-
ation. The quantitative evaluation used 10 divi-
sion systems, whose scoring standards are shown 
in Table 2.

According to the investigation and water qual-
ity monitoring results, the researchers established 
recombination fuzzy matter-element and uni-
formed data, whose results are shown in Table 3. 
Judgment matrix was uniformed for the value of 
optimal subordinate degree. It was a nondimen-
sional process for the various elements, which 
achieved element comparability.

The calculated definition entropy (Sj) of each 
evaluation indicators and built vector S.

ST
A B C D E

F G H I J

=
⎛
⎝⎜
⎛⎛
⎝⎝0 987 0 979 0 987 0 968 0 981

0 980 0 989 0 989 0

. .987 0 . .987 0 .

. . . .989 0 989 0 98499 0 982

0 981 0 980 0 974

.

. .981 0 .
K L M ⎞

⎠⎟
⎞⎞
⎠⎠

The calculated weight of each evaluation 
indictor (ρi) as vector ρ.

ρρρρT =
⎛
⎝⎜
⎛⎛
⎝⎝

A B C D E

F G H I J
0 056 0 087 0 055 0 132 0 080

0 085 0 048 0 047 0

. . .056 0 087 0 . .132 0

. .085 0 . .047 0 06600 0 074

0 080 0 083 0 107

.

. .080 0 .
K L M ⎞

⎠⎟
⎞⎞
⎠⎠

From the results of entropy weight, its average 
was 0.070, the value of the annual operating rate 
was the highest, followed by ammonia nitrogen 
removal rate, actual running scale/design scale, and 
the investment cost per ton. The weight of emer-
gency response capability was the lowest and sig-
nificantly lower than other indicators. Calculated 
Euclid Approach Degree (EAD) of evaluation 
stations (ϕi) and built vector (Rϕ). The results are 
as follows:

Table 1. Names and process types of evaluation stations.

Number M1 M 2 M 3 M 4 M 5 M 6

Station name Nan He 
(NH)

Miao Er Gang
(MEG)

Si Ma Ta 
(SMT)

Huang Tu Po
(HTP)

Long Men Tai
(LMT)

Hou Shi Yang
(HSY)

Process MBR CW PCW SABF MVCW
topography Plain Mountainous Hills Mountainous Plain

Figure 1. Position and process distribution.
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R T
ϕϕϕϕ =

⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

M M M M M M
0.63 0.51 0.56 0.58 0.46 0.70

1 2M 3 4M 5 6M

According to the calculated results, sorted by 
the EAD of evaluation station treatment process, 
the results are shown in Table 4.

The order of stations according to the advan-
tages of the station treatment process suit-
ability was HSY (MVCW) > NH (MBR) > HTP 
(PCW)  >  SMT (CW)  >  MRG (MBR)  >  LMT 
(SABF).

Combined with the distribution map, the EAD 
was lower in the mountainous area. There was a 
general lack of management issues in the stations 

in mountains area, increasing the equipment main-
tenance cost and reducing the actual scale/design 
scale. These lead to the low adaptability to the 
environment, which caused the low EAD value. 
Although MRG is in the plain area, the equipment 
has high operating cost, and it could not immedi-
ately put into service.

3.3 Evaluation by analytic hierarchy process

The data in AHP kept same with entropy weight 
fuzzy matter-element model; partially quantitative 
data were marked on a scale of 0–10, scoring fol-
lowed rules:

The bigger optimal indicators:

∇ =

≤

×ji
ji

jMax
1 j≤ n

10
ν

ν

The smaller optimal indicators:

∇ =

≤

×ji
j

ji

Min

1 j≤ n

10
ν

ν

Table 2. Quantization value of the evaluation indicators.

Evaluation indicators

Function score

10–8 8–6 6–4 4–2 2–0

Supervisory ability Very strong Strong Ordinary Weak Weaker
Operating journal Very detailed Detailed Ordinary Rough No
Emergency response operation Very strong Strong Ordinary Weak No
Inspection frequency >10 10–6 6–3 3–0 0

Table 3. Fuzzy matter-element.

Item NH MRG SMT HTP LMT HSY

Emergency ability (A) 6.76  5.73 4.70 6.27  5.73 6.27
Equipment condition degree (B) 5.00  1.00 5.00 3.00  3.00 5.00
Water quantity change adaptability 9.00  9.00 9.00 9.00  9.00 9.00
Water quality change adaptability 9.00  9.00 9.00 9.00  9.00 9.00
Equipment operation difficulty (C) 3.00  3.00 5.00 3.00  3.00 3.00
Annual operating rate (D) 1.00  1.00 0.27 0.27  0.99 0.99
Service population (person/m2) (E) 3.89 11.12 2.24 1.71 12.45 1.57
Actual running scale/design scale (F) 0.67  0.83 0.17 1.00  0.33 1.00
Operation cost (¥/t) (G) 1.62  1.62 1.28 2.09  0.85 1.47
Investment cost (104¥/t) (H) 1.34  1.18 0.90 1.20  1.20 1.50
SS removal rate (I) 0.62  0.93 0.77 0.97  0.68 0.79
COD removal rate (G) 0.59  0.59 0.95 0.89  0.27 0.90
BOD5 removal rate (K) 0.88  0.60 1.00 0.94  0.26 0.95
TP removal rate (L) 0.69  0.39 0.99 0.93  0.19 0.91
NH3–N removal rate (M) 0.39  0.03 0.99 0.97  0.10 1.00

Table 4. EAD value.

Station Process EAD
Difference from 
the EAD

HSY MVCW 0.70 –
NH MBR 0.63 −0.07
HTP PCW 0.58 −0.05
SMT CW 0.56 −0.02
MRG MBR 0.51 −0.05
LMT SABF 0.46 −0.05
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The scoring matrix C of qualitative and quanti-
tative indicators is obtained as follows:

C =
A B C D E F G H I J K L M
7 5 3 10 3 7 5 7 6 6 9 7 4
6 1 3 10 9 8 5 8 10 6 6 4 0
5 5 5 3 2 2 7 10 8 10 10 1011 10
6 3 3 3 1 10 4 8 10 9 9 9 10
6 3 3 10 10 3 10 8 7 3 3 2 1
6 5 3 10 1 10 6 6 8 9 10 9 10

⎛
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⎜
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⎜
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⎜
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⎜
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The building judgment matrix is shown in 
Table 5.

Matrix biggest characteristic root was λmax = 14,  
CI = CR = 0, the corresponding characteristic vec-
tor unit was the unit vector ω1:

ωωωω1
T

A B C D E

F G H I J

=
⎛
⎝⎜
⎛⎛
⎝⎝0 047 0 057 0 066 0 066 0 066

0 057 0 075 0 066 0

. . . . .047 0 057 0 066 0 066 0

. .057 0 . .066 0. ...

. . .

066 0 075

0 075 0 075 0 057
K L M ⎞

⎠⎟
⎞⎞
⎠⎠

The comprehensive scores of the evaluation 
stations could come from element matrix, multi-

ply characteristic vector, and the corresponding 
matrix’s biggest characteristic root, and the results 
are shown in Table 6.

3.4 Comparison of the two evaluation models

Compared the results of the EWFM and AHP 
methods, the Euclid approach degree was 10 
times as that of the EWFM model score (Table 7), 
and two evaluation methods showed a highly 
repeatability.

The entropy weight matter-element model 
reduced the fuzziness of evaluation indicators and 
avoided the subjective judgment influence. The 
AHP represented the experts’ experienced judg-
ments. The result showed that the two evaluation 
methods showed a good repeatability, and their 
advantages were slightly different.

4 CONCLUSION

1. Using the EWFM model and AHP method to 
evaluate the technological suitability of rural 
sewage treatment station, the evaluation results 
had good repeatability.

2. In the EWFM model, the entropy weight of the 
annual operating rate, NH3–N removal rate, and 
actual scale/design scale were high, which were 
the main basis for the selection of wastewater 
treatment processes.

3. CW processing type had obvious advantages 
in mountainous areas. Also, the MVCW and 
MBR processing types had advantage in plain 
areas.
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ABSTRACT: Incremental launching method is generally used for steel box girders of long-span self-
anchored suspension bridge during construction. First, the mechanical characteristics of the pushing 
process and the three bending moment equations were introduced. Second, in Guihua Bridge, design 
parameters influence analysis of the incremental launching process of steel box girder was carried out. 
The results of the analysis showed that the maximal displacement at the front of guide beam, the bending 
moment at steel guide beam root, and the maximum tensile stress of steel box girder as well as the compres-
sive stress of steel box girder periodically change along with the construction process. Meanwhile, elastic 
modulus and Poisson’s ratio have a little influence on the stress and deformation of the steel box girder 
during incremental launching process. The length of the steel guide beam and its average line weight den-
sity have an important influence on the stress and deformation of the steel box girder during incremental 
launching process. Finally, on the basis of the elastic thin plate theory of small deflection, local stability 
analysis of steel box girders during the process of incremental launching was carried out. Theoretical calcu-
lation showed that the local stability of the steel box girder does not meet the requirements before stiffening, 
but after stiffening, the local stability fulfills the requirements. By considering the constraint factors of plate 
groups, material nonlinearity, initial geometric imperfection as well as residual stress, finite-element analysis 
showed that the stress by self-weight has a little influence on critical buckling stress, which can be neglected. 
Installing a diaphragm plate to improve the effect of local buckling of the steel box girder is obvious. The 
analysis results show that the stress of local buckling for the steel box girder is less than the structural maxi-
mum working stress during the process, and the risk of instability would be presented.

incremental launching method and the local stabil-
ity was evaluated.

2 INTRODUCTION TO INCREMENTAL 
LAUNCHING METHOD

The incremental launching method is a bridge 
construction method (Li & Zuo 2006). The spe-
cific construction process is as follows. First, beam 
bodies are built using cast-in-place technique or 
assembled on the bridge end. Second, the beam 
bodies get through temporary sliding supports on 
the top of piers by pushing jack action. Finally, the 
beam bodies are in place. The main characteris-
tics of a continuous beam bridge under dead load 
determined by the incremental launching method 
are the same as those of the main girder segment 
presented above, and internal force of every sec-
tion in the whole bridge is a cycle with repetitive 
change (Qin & Chen 2013).

Finite-element method is generally used for 
internal force calculation during construction 

1 INTRODUCTION

At present, construction of long-span suspension 
bridge is a trend. In order to reduce the number of 
anchor constructions and balance the tension of 
main cable, the main cable is directly anchored on 
a stiffening girder, which is a self-anchored suspen-
sion bridge (Dong & Li 2015). Regardless of the 
type of self-anchored suspension bridge, the main 
girder is built inevitably by the methods of support 
construction method and incremental launching 
method. In most cases, with regard to the limited 
space and cost control, incremental launching 
method is more used for building bridges.

Existing analysis of the incremental launch-
ing method is more focused on concrete girders 
(Ding & Liu 2002) and less focused on steel gird-
ers (Beaney & Martin 1993), especially for the local 
stability analysis of the construction process of the 
incremental launching method (Li & Shao 2011). 
It is much less reported (Guo & Wei 2009). By tak-
ing Guihua Bridge as an example, the influence 
parameters of steel box girders were analyzed by 
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under dead load by incremental launching method 
(Rosignoli 1995). Solving steps and methods are 
briefly introduced in Figure 1.

1. The basic structure is shown in Figure 1(b). M1, 
M2, and Mi represent superfluous moments at 
intermediate support.

2. According to the following general formula, 
three bending moment equation (i) for each 
bearing is taken as:
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 (1)

    where l = span length, I = Cross section of the 
bending moment, and Aφ and Bφ are the reac-
tion forces of the virtual beam.

3. By solving simultaneous equations, M1, M2… 
are obtained; then, every span’s internal force 
and deformation are calculated according to a 
single span beam.

4. Fixed end and cantilevered end dispose.

After the structure in Figure  1(a) changes to 
that shown in Figure 1(b), repeat steps (1)–(3) to 
obtain the problem solutions.

In order to avoid solving simultaneous equa-
tions, for designing of a constant section, such as 
two spans to five spans continuous beam, a rele-

vant engineering handbook can be consulted and 
bending moment can be obtained directly from 
that (Shi & Lin 2012).

3 INTRODUCTION OF STEEL BOX 
STIFFENING GIRDER WITH 
INCREMENTAL LAUNCHING METHOD

Guihua bridge is a three-span self-anchored sus-
pension bridge with twin towers in Shaoyang City. 
The main span arrangement is 60 m+120 m+60 m. 
Its steel box stiffening girder is built by incremen-
tal launching method; after main girders pushing, 
the main cable can be erected by PPWS method; 
next, a suspender can be installed, eventually into 
a whole bridge.

A temporary pier is set across 1#–2# span in 
Guihua Bridge. During steel box stiffening gird-
ers launching construction, a variable stiffness 
guide beam is used. Its height decreased gradually 
from root to end. The connection between guide 
beam and steel box girders uses big box structures, 
whereas double-H structure is used in other places. 
Between the two-beam and the double-H struc-
ture, Φ 140  ×  4 steel tube trusses can be used as 
supports. The steel guide beam in the connection 
parts, such as bottom slab and web and top slab, 
were thickened and strengthened.

4 PARAMETER INFLUENCE ANALYSIS

According to the characteristics of the incremental 
launching method, the Elastic modulus (E), Pois-
son’s ratio (μ), and Length (l) as well as the average 
line weight density of the guide beam are chosen 
as parameters for launching construction influ-
ence analysis. Standard parameters of the influ-
ence analysis are shown in Table 1. The results are 
shown in Figures 2–5.

Figure  1. Three bending moment equations solving 
steps.

Table 1. Standard parameters of incremental launching 
influence analysis.

Location Parameters Value

Steel box girder E 2.06 × 1011 Pa
α 1.2 × 10−5/°C
γ 76.98 kN/m3

μ 0.3
Guide beam E 2.06 × 1011 Pa

α 1.2 × 10−5/°C
γ 76.98 kN/m3

μ 0.3
Average line 

weight density
44.44 kN/m
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in the first span at the maximum cantilever state, 
whose maximum value is 1.20113 m.

As the steel box girder is push forward, the bend-
ing moment at guide beam root presents a periodic 
change, and there is a numerical value stable stage 
in every push cycle (Figure 3). The analysis shows 
that the theoretical maximum bending moment is 
0.5ql2 = 44995.5 kN.m at the maximum cantilever 
state, considering the actual pushing length of the 
steel box girder; the simulation result of the maxi-
mum bending moment is 45.01728 MN. m.

From Figures  4–5, the maximum tensile stress 
of the top plate and compressive stress of the bot-
tom plate in the steel box girder appear in the CS28 
state, and the maximum stress is 351.951  MPa, 
which is less than 380 MPa (allowable stress) and 
meets the requirements.

4.1 Elastic modulus influence analysis

Several steel structural commonly used elastic 
moduli of guide beam are taken as examples for 
steel box girder launching construction elastic 
modulus influence analysis. The maximum tensile 
stress and compressive stress and the maximum 
bending moment at guide beam root as well as dis-
placement at the front of guide beam are chosen 
for computing objects, and the results are shown in 
Table 2 and Figures 6–7.

Figure  2. Deflection at the front of guide beam with 
construction steps.

Figure  3. Bending moment at guide beam root with 
construction steps.

Figure  4. Maximum tensile stress during incremental 
launching process at the top of the main girder.

Figure  5. Maximum compressive stress during incre-
mental launching process at the bottom of the main 
girder.

Table 2. Analysis results for guide beam changes with 
the elastic modulus.

E: × 1011

Pa
(1) 
MPa

(2) 
MPa

(3) 
MN.m

(4) 
m

1.95 351.951 351.951 44.9959 1.20521
2.0 351.951 351.951 45.0076 1.20327
2.05 351.951 351.951 44.9954 1.20142
2.06 351.951 351.951 45.0172 1.20113
2.1 351.951 351.951 44.9964 1.19966

*(1)  =  maximum tensile stress of steel box girder, 
(2)  =  maximum compressive stress steel box girder, 
(3) = bending moment at guide beam root, (4) = deflec-
tion at the front of guide beam. The same below.

Figure 6. Variation of the maximum bending moment 
at guide beam root with elastic modulus.

As the steel box girder is pushed forward, the 
maximum deflection at the front of guide beam 
presents a periodic change (Figure 2) and appears 
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With the increase of elastic modulus, the maxi-
mum bending moment at guide beam root presents 
periodic changes (Figure  6). From Table  2, its 
extreme difference is 12.2 kN. m, less than 1% of 
the average value, which meets the engineering pre-
cision requirement. Carefully analysis is required, 
as computer rounding-off errors may be caused 
during the rigidity integration.

With the increase of elastic modulus, the 
maximum deflection at the front of guide beam 
decreases. Both show an approximate linear rela-
tionship (Figure 7 and Table 2). The ratio of elas-
tic modulus variation to displacement variation 
is 26.96 × 1011Pa/m. With the change of elasticity 
modulus, the maximum tensile stress and compres-
sive stress of the steel box girder are constants.

4.2 Poissn’s ratio influence analysis

Poisson’s ratio of 0.2, 0.25, and 0.3 are adopted 
for the guide beam are taken as examples for steel 
box girder launching construction Poisson’s ratio 
influence analysis. The maximum tensile stress, the 
maximum compressive stress, and the maximum 
bending moment at guide beam root as well as dis-
placement at the front of guide beam are chosen 
for computing objects, and the results are shown 
in Table 3.

From Table 3 and Figures 8–9, with the increase 
of Poisson’s ratio, the maximum bending moment 
at guide beam root increases. Both show a non-
linear relationship. With the increase of Poisson’s 
ratio, the maximum deflection at the front of guide 
beam increases; both show a linear relationship, 
and the ratio of Poisson’s ratio variation to dis-
placement variation is 714.2857/m.

Through the analysis, it was found that the max-
imum tensile stress and compressive stress of steel 
box girders that are constants appear in a double 
cantilever state of continuous beam.

4.3 Length of guide beam influence analysis

The length of the guide beam is 45 m, the long-
est span is 60  m during launching construction, 
and their ratio is 0.75. According to “Code for 

construction and quality acceptance of bridge 
works in city” (CJJ2-2008), the length of the guide 
beam should be 0.6–0.8 times of the launching 
construction span (Chen & Tan 2015). On this 
basis, guide beam’s length and analysis results are 
shown in Table 4.

From Table  4 and Figures  10–11, with the 
increase in the length of the guide beam, the maxi-
mum bending moment at the guide beam root 
increases. Both show a linear relationship, and the 
ratio of length variation to bending moment varia-
tion is 0.54775 m/MN.m.

Figure 7. Variation of the maximum deflection at the 
front of guide beam with elastic modulus.

Table  3. Analysis results of guide beam changes with 
Poisson’s ratio.

μ
(1) 
MPa

(2) 
MPa

(3) 
MN.m

(4) 
m

0.2 351.951 351.951 44.99551 1.20099
0.25 351.951 351.951 44.99552 1.20106
0.3 351.951 351.951 45.01728 1.20113

Figure  8. Variation of maximum bending moment at 
guide beam root with Poisson’s ratio.

Figure 9. Variation of maximum deflection at the front 
of guide beam with Poisson’s ratio.

Table  4. Analysis results of guide beam changes with 
length.

L 
(m) Ratio

(1) 
MPa

(2) 
MPa

(3) 
MN.m

(4) 
m

34.255 0.571 351.951 351.951 27.23041 1.19688
37.255 0.621 351.951 351.951 31.24699 1.00936
40.255 0.671 351.951 351.951 35.5520 1.12296
42.5 0.708 351.951 351.951 40.1349 1.07826
45 0.75 351.951 351.951 45.01728 1.20113
48 0.8 351.951 351.951 51.200 1.12275
51 0.85 351.951 351.951 57.80115 1.06975
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With the change of length of the guide beam, the 
maximum deflection at the front of the guide beam 
presents periodic changes. The reason for this phe-
nomenon is that when the length of guide beam 
is less than the span length, the maximum deflec-
tion appears in the maximum cantilever state. With 
the increase in the length of the guide beam, the 
deflection increases gradually. When the length of 
beam is larger than the span length, the maximum 
deflection appears in the double cantilever state of 
continuous beam with two spans; with the increase 
in the length of the guide beam, the displacement 
increases gradually.

Analysis results show that the maximum tensile 
stress and compressive stress of the steel box girder 
that are constants appear in double cantilever state 
of continuous beam.

4.4 Influence analysis of average line weight 
density of guide beam

The designed average line weight density of guide 
beam for the bridge is 44.44 kN/m. Now, at the 
same length, change the average line weight den-
sity of guide beam between 0.6 times and 1.1 times, 
Analysis results are shown in Table 5.

From Table 5 and Figures 12–13, we know that 
the maximum bending moment at guide beam root 
and maximum deflection at the front of guide beam 
increase gradually with the increase of average line 
weight density of guide beam. Both present a lin-
ear relationship. The ratios of  average line weight 
density variation to bending moment variation and 

deflection variation are 0.9779  kN.m/MN.m and 
53.49284 kN.m/m, respectively.

Analysis shows that with the change of equiva-
lent average line weight density, the maximum 
tensile and compressive stress of steel box girder, 
which are constants appear in a double cantilever 
state of continuous beam.

5 LOCAL STABILITY CONTROL 
OF STEEL BOX GIRDER PUSHING

According to the small deflection theory of elas-
tic thin plate, the plate only bears lateral loads and 
the deflection is small (Yang & Chen 2001). In this 
case, all point displacements in neutral surface par-
allel to the surface are not considered. An elastic 
curved surface of the thin plate is a neutral surface, 
whose stretching and shear strains are zero.

The elastic thin-plate element is analyzed as 
shown in Figure 14.

Figure 10. Variation of maximum bending moment at 
guide beam root with length.

Figure  11. Variation of maximum deflection at the 
front of guide beam with length.

Table  5. Analysis results of guide beam changes with 
average line weight density.

Average line 
weight density

(1) 
MPa

(2) 
MPa

(3) 
MN.m

(4) 
m

44.44 × 0.6 351.951 351.951 26.99729 0.87178
44.44 × 0.7 351.951 351.951 31.49684 0.95412
44.44 × 0.8 351.951 351.951 35.99637 1.03645
44.44 × 0.9 351.951 351.951 40.49597 1.11879
44.44 × 1.0 351.951 351.951 45.01728 1.20113
44.44 × 1.1 351.951 351.951 49.49508 1.28305

Figure 12. Variation of maximum bending moment at 
guide beam root with average line weight density.

Figure  13. Variation of maximum deflection at the 
front of guide beam with average line weight density.
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From the analysis, the stability equation of thin 
plate (formula 2) is found.
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During incremental launching construction, 
plates at different positions are chosen for analysis, 
its lateral load q = 0, which is comparable to the inter-
nal force of structure is small and can be neglected. 
In this case, according to constraint conditions and 
load conditions, the corresponding longitudinal load 
Fx can be solved by the (heavy) trigonometric series.

Simply supported at four edges, a pair of oppo-
site edges bearing uniform distributed pressure Fx 
(acting on the edge of b length) is given by:
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where k is the stability coefficient of plate, given 
by  k = ( )mb

a
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2
,  n = 1, m for any natural num-

ber, kmin = 4.
Simply supported at four edges, one pair of 

opposite edges bearing uniform distributed pres-
sure Fx (acting on the edge of b length) and 
another pair of opposite edges bearing uniform 
distributed pressure Fy = αFx (acting on the edge 
of a length) are given by:
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where k is the stability coefficient of the 

plate, given by k
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When Fy denotes tension, α is negative.

Simply supported at three edges, and one edge 
parallelled to pressure is free, a pair of simply sup-
ported edges bearing uniform pressure Fx (acting 
on the edge of b length) is given by:

F k D
bxFF π2

2  (5)

where k is the stability coefficient of  the plate, 
the solution expression as a four-order coeffi-
cient determinant is zero. Because of  space con-
straints, the concrete expressions are not listed. 
Analysis shows that when a >> b, kmin = 0.425. In 
other cases, k is associated with Poisson's ratio 
and a/b.

A pair of opposite edge is fixed, and the other 
pair of edges is simply supported by bearing uni-
form distributed pressure Fx (acting on the edge 
of b length). The expression of critical load Fx 
(formula 5) is found. Analysis shows that when a/b 
is approximately equal to 0.7, kmin = 6.97; in other 
cases, k is associated with a/b.

A pair of opposite edge is fixed, and the other 
pair of edges id fixed and simply supported by 
bearing uniform distributed pressure Fx (acting 
on the edge of b length). The expression of critical 
load Fx (formula 5) is found. Analysis shows that 
kmin = 5.42; in other cases, k is associated with a/b 
(Zhangi 2003).

A pair of opposite edge is fixed, and the other 
pair of edges is fixed and free from the bearing uni-
form distributed pressure Fx (acting on the edge of 
b length). The expression of critical load Fx (for-
mula 5) is found. Analysis shows that kmin = 1.28; in 
other cases, k is associated with Poisson’s ratio and 
a/b (Zhang & Yuan 2014).

Thus, the following expression is given for criti-
cal buckling stress:
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The steel box girder that is axial-bending com-
ponent during pushing construction bears com-
pressive and bending stresses. The standard section 
is 5 m long, with two pieces of diaphragm plate at 
1.67 m interval in it. Analysis shows that the maxi-
mum compressive stress is 351.951 MPa during 
pushing construction.

A top plate (5 m ×  2.8 m ×  22 mm) is chosen 
for analysis, without considering the local stress 
change of plate near the pushing jack action. 
According to Saint Venant principle, using formula 
(5), Fx = 14.70 MPa << 351.951 MPa. It shows that 
local buckling under pressure will occur and stiffen-
ing measures need to be taken. The reinforcement 
design shown in Figure  15 is adopted, and a 

Figure 14. Balanced infinitesimal body of elastic thin plate.
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top plate between two longitudinal stiffeners 
(5 m × 0.35 m × 22 mm) is taken as an example. Using 
formula (5), Fx = 940.64 MPa >> 351.951 MPa. It 
shows that the structure meets the local instability 
requirements.

In a similar way, a bottom plate (5  m  × 
2.8 m × 24 mm) is chosen for analysis. Using for-
mula (5), Fx = 17.49 MPa << 351.951 MPa. It shows 
that local buckling under pressure will occur and 
stiffening measures need to be taken. The reinforce-
ment design shown in Figure 15 is adopted, and a 
bottom plate between two longitudinal stiffeners 
(5 m × 0.35 m × 24 mm) is taken as an example. Using 
formula (5), Fx = 1119.4 MPa >> 351.951 MPa. It 
shows that the structure meets the local instability 
requirements.

A web plate (5  m  ×  2.5  m  ×  16  mm) is 
chosen for analysis. Using formula (5), 
Fx  =  9.75  MPa  << 351.951  MPa. It shows that 
local buckling under pressure will occur, and stiff-
ening measures need to be taken. The reinforce-
ment design shown in Figure  15 is adopted, and 
a web plate between two longitudinal stiffeners 
(5 m × 0.415 m × 16 mm) is taken as an example. Using 
formula (5), Fx = 353.88 MPa > 351.951 MPa. It 
shows that the structure meets the local instabil-
ity requirements. However, its safety reserve is too 
small, so the construction process should be con-
trolled strictly to ensure the safety.

The constraint factors and material nonlinearity 
and initial geometric imperfections as well as resid-
ual stresses are also considered in the local stabil-
ity analysis of the plate. With consideration of the 
above factors, the buckling stress is smaller than 
that of formula (5). Meanwhile, the finite-element 
analysis software is used for the analysis. The local 
buckling analysis model of steel box girder in Gui-
hua Bridge and its results are shown in Figure 16 
and Table 6.

The analysis shows that, without considering 
the influence of diaphragm plate, the buckling 

of plate around the box section occurs under 
axial pressure, and its buckling mode is shown in 
Figure 16(a). Considering the influence of the dia-
phragm, the first part of local buckling is the web, 
whose buckling mode is shown in Figure 16(b).

From Table  6, without considering the influ-
ence of the diaphragm plate and considering 

Figure  15. Local stability calculation model for steel 
box girder.

Figure 16. Local buckling instability mode.

Table  6. Local buckling analysis result for steel box 
girder (kN, MPa).

Critical 
axial 
load

Buckling 
stress of 
top plate

Buckling 
stress of 
web plate

Buckling 
stress of 
bottom 
plate

(1) 13232.13  69.04  82.70  63.29
(2) 13306.65  69.43  83.17  63.65
(3) 42421.60 221.34 265.15 202.92

*(1) Do not consider the influence of diaphragm plate 
and structural weight; (2) Consider structural weight but 
do not consider the influence of diaphragm plate; (3) 
Consider the influence of diaphragm plate and structural 
weight.
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structural weight, the critical axial load is 13306.65 
kN. Without considering the influence of dia-
phragm plate and structural weight, the critical 
axial load is 13232.13 kN, which is slightly less 
than the critical load of considering the struc-
tural weight value (0.9944 times). It shows that the 
influence of bending moment caused by structural 
weight on critical buckling stress is very small and 
can be neglected. Considering the influence of 
diaphragm plate and structural weight, the critical 
axial load is 42421.60 kN, which is 3.188 times that 
without considering the influence of diaphragm 
plate and considering structural weight. It shows 
that the application of the diaphragm plate to 
improve the effect of local buckling of steel box 
girder is obvious. At the same time, it is not difficult 
to see that the maximum stress of local buckling of 
steel box girder is smaller than the structural work-
ing stress. Again, the instability risk of launching 
construction may happen.

6 CONCLUSIONS

The maximum deflection at the front of guide 
beam and maximum bending moment at guide 
beam root and maximum tensile stress of steel 
box girder as well as its maximum compressive 
stress have changed periodically during launching 
construction.

The change of guide beam elastic modulus 
of guide beam has little influence on stress and 
deformation of launching construction. With the 
increase of elastic modulus, the maximum bend-
ing moment at guide beam root presents periodic 
changes. With the increase of elastic modulus, the 
maximum deflection at the front of guide beam 
decreases, and both show an approximate linear 
relationship. The ratio of elastic modulus variation 
to displacement variation is 26.96  ×  1011  Pa/m. 
With the change of elasticity modulus, the maxi-
mum tensile stress and compressive stress of steel 
box girder are constants.

The change of Poisson’s ratio of guide beam 
also has little influence on stress and deformation 
of launching construction. With the increase of 
Poisson’s ratio, the maximum bending moment at 
guide beam root increases. Both show a nonlinear 
relationship. With the increase of Poisson’s ratio, 
the maximum deflection at the front of guide beam 
increases. Both show a linear relationship, and the 
ratio of Poisson’s ratio variation to displacement 
variation is 714.2857/m. The maximum tensile 
stress and compressive stress of steel box girders 
that are constants appear in double cantilever state 
of continuous beam.

The change of the length of guide beam and its 
average line weight density have a great influence 

on stress and deformation of launching construc-
tion. With the increase in the length of the guide 
beam, the maximum bending moment at guide 
beam root increases. Both show a linear relation-
ship, and the ratio of length variation to bending 
moment variation is 0.54775 m/MN.m. With the 
change in the length of guide beam, the maximum 
deflection at the front of the guide beam presents 
periodic changes. The maximum tensile stress and 
compressive stress of the steel box girder, which 
are constants, appear in the double cantilever state 
of continuous beam.

With the increase in average line weight density 
of guide beam, the maximum bending moment at 
guide beam root and maximum deflection at the 
front of guide beam increase gradually. Both pre-
sent a linear relationship. The ratios of average line 
weight density variation to bending moment vari-
ation and deflection variation are 0.9779 kN.m/
MN.m and 53.49284 kN.m/m, respectively. The 
maximum tensile and compressive stresses of steel 
box girder, which are constants, appear in a double 
cantilever state of continuous beam.

Theoretical calculation shows that the local 
stability does not meet the requirements before 
stiffened in steel box girder. After stiffening, local 
stability meets the basic requirements, but its safety 
reserve is too small, so the construction process 
should be controlled strictly to ensure the safety.

Analysis by using the finite-element model 
shows that the influence of bending moment 
caused by structural weight on critical buckling 
stress is very small, and can be neglected. The 
application of the diaphragm plate to improve 
the effect of local buckling of steel box girder is 
obvious. Analysis shows that the maximum stress 
of local buckling of the steel box girder is smaller 
than the structural working stress, thereby increas-
ing the possibility of occurrence of instability risk 
of launching construction.
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Study on active strategies for thermal environment regulation 
in the zero-energy houses of Solar Decathlon, China
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ABSTRACT: Active strategies for thermal environment regulation are the key point to create a 
comfortable building environment and important in building energy efficiency. In this paper, we take the 
zero-energy buildings in Solar Decathlon competition as examples to analyze the active strategies in solar 
houses and sort them out according to their technical characteristics. Energy-consuming active strategies 
such as the HVAC systems, which are used to control the building thermal environment and air quality, 
are analyzed in the paper. And their application in SDC2013 has been discussed to provide references for 
contemporary green building design.

2 ACTIVE DESIGN STRATEGY

Every competition has strict requirements for the 
building indoor temperature and humidity, accord-
ing to the scoring criteria of the competition. For 
example, indoor temperature should be controlled 
between 22 and 25°C and humidity within 60% in 
SDC2013. If outdoor climate is comparatively awful, 
the use of active environmental control equipment to 
control the indoor environment is extremely impor-
tant. How to combine HVAC system with building 
design to achieve the purpose of energy saving and 
take full advantage of the solar energy attract signifi-
cant attention of each competition team.

3 AIR-CONDITIONING SYSTEM

The competition site for all sessions of Solar 
Decathlon are chosen in places that have an abun-
dance of solar energy, and the competition time is 
always in summer or early autumn; therefore, dur-
ing the competition, an air-conditioning system is 
generally needed. There are various types of air-
conditioning systems in different teams’ house, 
such as common split-type air-conditioning system, 
central air-conditioning system, and other special 
types of air-conditioning systems (Real et al. 2014).

3.1 All air-conditioning system

All air-conditioning systems use outdoor air as 
the cold and heat source. The outdoor air will be 
cooled and dehumidified by a centralized process-
ing unit in the system. Because of the small build-
ing size, the pipelines of all air-conditioning system 
will not be complicated, which could deal with 
sensible heat and latent heat load in the meantime, 

1 INTRODUCTION TO SOLAR 
DECATHLON, CHINA

The international solar decathlon competition (Solar 
Decathlon) is a solar building technology competi-
tion for global universities, which is called “The 
Olympic Games in the field of solar building”, and 
is launched and hosted by the U.S. Department 
of Energy. It challenges collegiate teams to design, 
build, and operate solar-powered houses that are 
comfortable, livable, and sustainable living spaces. 
Solar energy is the only energy source of each house 
with an area of about 80  m2. These solar houses 
must meet the requirements of the various functions 
of residence and be operated actually for test con-
tests. Five sessions of the competition are hosted in 
the United States (SDA2002 SDA2005, SDA2007, 
SDA2009, and  SDA2011), two sessions in Spain 
(SDE2010, SDE2012), and one session in China for 
the first time (SDC2013). SDC2013’s participants 
include 20 teams from 35 universities with students 
from over 35 nationalities in 13 countries on six 
continents, which reflect that China attaches a great 
importance to the application and promotion of new 
energy and performs the action of building energy 
conservation and emissions reduction, and also 
greatly expands the influence of the competition.

Zero-energy solar houses exhibited in SD reflect 
different universities’ progress in the field of build-
ing energy conservation and solar energy appli-
cation (Peng et  al. 2015). In the contests, indoor 
air temperature and air humidity were measured 
during the schedule time in the competition, and 
HVAC system design, ventilation design, and air 
quality were also evaluated by experts. Therefore, 
active strategy for thermal environment regulation 
was one of the key points for each team in their 
solar house design.
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and the effect of temperature and humidity con-
trol is so good that there is no need to set a fresh 
air system. For these reasons, all air-conditioning 
systems have been widely used. This system’s pro-
cessing unit has a large volume, which needs a large 
equipment room in the house. Its air duct dimen-
sions are larger than those of the cryogen-type air-
conditioning system, which means it needs higher 
ceiling.

For example, Wellington Victoria University 
took part in SDA2011. Their house “First Light” 
adopted the all air-conditioning system. The sche-
matic diagram of their processing unit and supply 
and return pipes are shown in Fig. 1. In order to 
handle the fresh air, Mitsubishi’s heat recovery new 
fan is used in this system, which can recycle the 
heat of exhaust air to save energy.

3.2 VRF air-conditioning system

VRF air-conditioning system is a frequency 
conversion air-conditioning system with high 
 energy-saving efficiency by using one outdoor unit 
to connect several indoor units. Air cooling heat 
transfer method is used in outdoor units, which use 
refrigerant as transmission medium adapting to 
the changes of air-conditioning load by changing 
the refrigerant flow rate. Heat recovery VRF air-
conditioning system can do better; it controls not 
only the refrigerating capacity of different indoor 
units but also two parts of indoor units for cooling 
and heating, fitting the different needs of different 
space thermal environment regulation.

Xiamen University’s house “Sunny Inside” in 
SDC2013 uses VRF air-conditioning system, con-
necting one outdoor unit to three indoor units to 

satisfy the cooling and heating demand of the living 
room, dining room, and bedroom. Because of the 
different service conditions of these three rooms, 
VRF system can meet the different needs of each 
room. Meanwhile, system efficiency can be higher 
when part of indoor unit is working after the sys-
tem works at full capacity, which saves energy.

3.3 Solar energy air-conditioning system

Solar energy air-conditioning system is a new type 
of air conditioning system that uses solar thermal 
collector to get hot water to drive absorption or 
absorbing-type refrigeration unit to get the required 
refrigerant water. This system is mostly used in 
large and medium-sized central air-conditioning 
systems, in which the higher the water temperature 
in the collector, the higher the cooling efficiency.

However, Tel Aviv University’s house “Liv-
ing Patio” in SDC2013 uses a special small solar 
energy air-conditioning system with a TIGI 
 honeycomb solar thermal collector made of trans-
parent insulation material, which and can collect 
high-temperature hot water (110°C) to heat the 
refrigerant to be gas and drive the compressor to 
refrigerate (Fig. 2). This system greatly reduces the 
electricity consumption of the compressor by sav-
ing a lot of energy.

A night radiation cooling system is also used in 
“Living Patio”. Water radiant coils are set on the 
north side of the building using the sky long wave 
radiation cooling effect, which can open the cir-
culating water to make and collect cold water in a 
cold water tank at night. When there is little cloud 
in Datong, cold water with temperature 2–3°C 
lower than air temperature will be guided into 
phase change materials storage tank to exchange 
heat with phase change materials, whose phase 
transition temperature is around 18°C as auxiliary 
cold source of the air-conditioning system (Fig. 3).

3.4 Temperature- and humidity-independent 
control air-conditioning system

Temperature- and humidity-independent control 
air-conditioning system with a sensible heat dis-
posal unit and a latent heat disposal unit can con-
trol indoor temperature and humidity, respectively, 
to achieve the goal of energy saving. Because of 

Figure  1. Schematic diagram of air-conditioning sys-
tem in “First Light”.

Figure  2. TIGI honeycomb solar thermal collector in 
“Living Patio”.
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the sensible heat disposal unit control-independent 
indoor temperature, there is no need to use refrig-
erant at low temperature for condensation dehu-
midification. On the contrary, refrigerant at higher 
temperature is preferred. It can improve the per-
formance coefficient of refrigerant and save energy 
at the same time. Higher-temperature refrigerant 
also solves the problem of moisture condensation 
preventing the growth of bacteria on wet surfaces, 
which can improve indoor air quality effectively. 
Latent heat disposal unit, in other words dehumidi-
fication system, is mostly set with fresh air system 
that supplies dry fresh air, which undertakes the task 
of dehumidification and ensuring air quality. Dehu-
midification system can adopt these methods, such 
as cooling dehumidification, solution type dehu-
midification, and wheel-type dehumidification.

Xi’an University of Architecture and Technol-
ogy’s house “Qi Ju” use capillary net radiation 
at the end of system to control indoor tempera-
ture. The temperature of circulating water in the 
capillary, which is at the end of air conditioning 
system, is 16°C, and when the system is on, the 
temperature of architecture radiation surface can 
reach 17–19°C, with refrigerating efficiency of 
85 W/m2. Meanwhile, this system is quiet and has a 
strong ability of heat storing as well as self-adjust-
ing to balance (Fig. 4).

4 HEATING SYSTEMS

The climate characteristics at the competition site 
during the competition and one year’s climate 
characteristics at the permanent place for the 
house must be considered when designing houses 

for Solar Decathlon. The heating system that reg-
ulates thermal environment should also be taken 
into consideration. Cold and warm air-condition-
ing system that can provide refrigeration and heat-
ing at the same time could be used in places that 
do not need heating in winter. On the contrary, in 
places that need the heating, the independent heat-
ing system is necessary for the need of heating.

On account of the fact that hot water item occu-
pies one of the 10 scoring items, which highlights 
the importance of hot water, teams often combine 
hot water system with the need of heating in design 
to ensure the supply of hot water. Southeast Uni-
versity’s house “Solark” in SDC2013 uses floor 
radiation heating system with a water tank to store 
hot water, which is connected to the hot water sup-
ply system. This way of heating is good for the 
indoor temperature uniform distribution and has 
a strong heat storage capacity to improve the com-
fort of heating.

5 PHASE CHANGE MATERIALS 
VENTILATION SYSTEM

Phase change materials ventilation system is a spe-
cial ventilation system that makes use of the large 
temperature difference between day and night dur-
ing the competition time, storing cooling capacity 
of cold air in the night by phase change materi-
als and releasing it for refrigeration in the daytime 
(Lin et al. 2014). The phase transformation point 
of phase change materials in the system is very 
important, which should be chosen according to 
the local average temperature in day and night.

For example, there are four phase change mate-
rials energy storage ducts under the courtyard 
of “Sunny Inside” of Xiamen University. Phase 
change materials whose phase transformation 
point is 23°C and phase change latent heat value is 

Figure  3. Night radiation cooling system in “Living 
Patio”.
a: water radiant coils on the north side of the building
b: Phase change energy storage tank in the system
c: system diagram.

Figure 4. Capillary net radiation air-conditioning sys-
tem in “Qi Ju”.
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187 kJ/kg packaged with aluminum foil bag are put 
into the ducts with a fan in each duct. There is also a 
duct on the ceiling of living room with phase change 
materials packaged by stainless steel tube using the 
material whose phase transformation point is 19°C 
for one half and 23°C for the other half. Air inlet, 
outlet, and electric air valve are set on each duct to 
control ventilation module of the duct. The tem-
perature in Datong at night during the competition 
is around 16°C and 30°C at noon, which means 
the temperature difference between day and night 
is large. At night, open the outdoor air vents using 
cold air outside to cool the phase change materials, 
shut down the outdoor air vents, open indoor air 
vents when needed in the daytime to cool indoor air, 
which can partly replace the air conditioning.

6 INTELLIGENT CONTROL SYSTEM

Intelligent control system is widely used in Solar 
Decathlon, in which sensors are set to monitor the 
climate parameters in and out of the house and tar-
get controlling all types of devices in the building 
according to the feedback parameters. Through the 
intelligent control method, all types of devices in 
the building are connected together for automatic 
control. And the system can regulate the operation 
mode of various devices according to the needs of 
energy conservation. Different technical strategies 
can be reasonably integrated in this way, promoting 
each other to achieve the effect of 1 + 1 > 2.

Intelligent control system is also used in Tsing-
hua University and Florida International Univer-
sity’s house “O-House” (Zhang et al. 2014), which 
can control air-conditioning system, the angle of 
the photovoltaic panel bracket, and so on. It is 
strict for the control requirement of temperature 
and humidity in the competition that relying on the 
automatic control of air conditioning is a risk that 
the indoor temperature may easily go out of con-
trol between 22 and 25°C. In consequence, an air-
conditioning control system that can automatically 
adjust the operation of air conditioner according 
to the indoor temperature and humidity is set in 

“O-House” in order to keep the indoor temperature 
within the prescribed scope  (Rodriguez-Ubinas 
et al. 2014). Finally, their team won the first place 
in the test item of temperature and humidity with 
this system in SDC2013 (Fig. 5).

7 CONCLUSION

For green building, passive strategies could be used 
initially in the regulation of building thermal envi-
ronment and make the most use of natural con-
ditions to improve the local thermal environment. 
However, when the passive measures cannot be 
used to meet the requirements of indoor thermal 
environment, the active strategies can be combined 
with passive measures to reduce energy consump-
tion and improve the performance of some equip-
ment. Among this, the progress of technology 
intelligent control system can be used to monitor 
climate parameters and optimize the working per-
formance of all the equipment, which integrate all 
types of technical strategies reasonably according 
to the different applicability to achieve the goal of 
energy-saving firmly.
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Research and enlightening of ecological infrastructure-oriented 
“multiple planning integration” based on Germany’s spatial order 
and structure planning—illustrated by the example of Dujiangyan
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ABSTRACT: Spatial order and structure planning based on overall planning of “multiple planning 
integration” plays a guidance role for other spatial plannings. In this paper, we analyze Germany’s spatial 
planning system and explore highest-level spatial order planning and spatial structure planning on the 
basis of spatial order planning. Dujiangyan is one of the second-batch pilot cities of “multiple planning 
integration” in Sichuan Province. On the basis of absorbing the experience of Germany’s spatial order 
and structure planning, Dujiangyan innovatively constructs spatial base map of ecological infrastructure-
oriented “multiple planning integration” and specifies ecological infrastructure-oriented spatial order and 
structure planning. The above innovation practice aims to strengthen the overall planning and coordina-
tion of the citywide space and to provide reference experience to other practice of other cities’ “multiple 
planning integration”.

cal infrastructure to be used for reform practice of 
ecological infrastructure-oriented “multiple plan-
ning integration”.

2 GERMANY’S SPATIAL PLANNING 
SYSTEM

Germany’s spatial planning system (Turowski, 
Gerd, 2012) has the explicit level relationship and 
appropriate legal basis. Each level of Germany’s 
spatial planning system coordinates with each 
other to achieve spatial sustainable development. 
Germany’s spatial planning system is based on 
Spatial Planning Act. Germany’s spatial planning 
system emphasizes coordination among all levels. 
On the basis of spatial order and structure plan-
ning, Germany’s spatial planning system coor-
dinates different spatial influences and probable 
conflicts among different levels of spatial plan-
ning system and proposes solutions and preven-
tive measures for protecting independent spatial 
function and land use to coordinate social sus-
tainable development, contradictions in economic 

1 INTRODUCTION

Integrated Reform Plan for Promoting Ecologi-
cal Progress published by the Communist Party 
of China (CPC) Central Committee and the State 
Council in September, 2015, asks for solving the 
outstanding problems of ecological environment, 
safeguarding national ecological security, improv-
ing environmental quality, improving the efficiency 
of resource utilization, and promoting the forma-
tion of the new pattern of modernization of har-
monious development between human and nature. 
Therefore, this paper proposes the consideration of 
ecology-oriented “multiple planning integration”. 
In the field of spatial planning, Germany’s spatial 
planning system restricts and guides the inferior 
spatial planning through superior spatial order 
and spatial structure planning, which has overall 
consideration. Duiiangyan is one of the second-
batch pilot cities of “multiple planning integra-
tion” in Sichuan Province. Its pilot work analyzes 
spatial order and spatial structure planning of 
Germany’s spatial planning and absorbs successful 
experience, combining with its own rich ecologi-
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construction, and the relationship between land 
use and ecological protection of land to achieve 
sustainable development.

Comprehensive spatial planning at Federal 
Level does not focus on coordination but makes 
spatial planning principles to implement the vision 
and to provide actions of saving space for possible 
foreseeable trends. Comprehensive Spatial Plan-
ning at State level includes comprehensive spatial 
planning at land level and regional planning. Com-
prehensive spatial planning at land level launches 
spatial structure planning to provide sustainable 
development goals for respective planned terri-
tory. Regional planning establishes relationships 
for spatial structure, plans functional relation-
ships between regional and urban land use, and 
constructs legal framework for planning bureaus 
and projects such as residence, industry, and 
infrastructure. Comprehensive spatial planning 
at municipality level is dominated by urban land 
use planning. Urban land use planning, the core 
tool of urban development, specifies the purpose 
of land in the process of urban development (like 
commercial purposes and public purposes), deter-
mines floors of highest buildings, maximum pro-
portion of limits of  construction land and  relevant 
additional conditions and measures during the 
construction to realize urban sustainable devel-
opment, to ensure suitable living environment for 
human beings, to provide natural foundation, and 
to maintain a fair land use. Sectoral planning is 
different from other plannings. It aims at special 
planning like natural conservation, forest, land 
conservation, water resource management, agri-
culture, transportation, and communication to 
establish the system procedures of  development 
measures. Collaborative planning at public institu-
tions level does not participate in the actual spa-
tial planning, but it requires corresponding public 
institutions to provide suggestion and information 
for the positive development of urban space in the 
coordination with comprehensive spatial planning 
at Federal State, municipalities level, and sectoral 
planning.

3 SPATIAL ORDER AND STRUCTURE 
PLANNING OF GERMANY’S SPATIAL 
PLANNING

3.1 The-highest-level spatial order planning

Spatial order planning is launched by comprehen-
sive spatial planning at Federal Level. First, space 
is divided into three parts: metropolitan zones, 
radiation zones of countrysides, and transition 
zones among metropolitan areas (flexible develop-
ment space zones). Second, spatial order includes 
two parts: high-density central zones and medium-
density zones. Third, zones with stable demand 
are determined in different density zones. Thus, 
comprehensive spatial planning at Federal Level 
determines the principle of national spatial devel-
opment (Min Xie, 2011).

3.2 Spatial structure planning based on superior 
spatial order planning

Comprehensive spatial planning at land level 
(Turowski, Gerd, 2012) follows policy require-
ments and requirements of  spatial order planning. 
Comprehensive spatial planning at land level 
launches spatial structure planning on the basis 
of  spatial order planning and land use status, eco-
nomic development, population size, and so on. 
Spatial structure planning determined central-
place systems and axes of  spatial development 
axis.

Figure 1. Germany’s spatial order planning.

Table  1. Central-place systems of Germany’s spatial 
structure planning (Turowski, Gerd, 2012).

Characteristic Classification Role

To ensure that 
all parts of 
the national 
territory are 
supplied 
with both 
public and 
private sector 
services they 
require, and that 
employment is 
available in all 
parts of the 
country

Lower-order 
center 
(open 
zones)

To supply the 
basic everyday 
needs solely of 
the local 
population

Intennediate-
order 
center 
(relative 
high-
density 
zones)

To supply the 
less everyday 
needs of the 
population 
of a larger 
area

Higher-order 
center 
(high-
density 
space)

To supply the 
“higher” or 
more specialized 
needs of the 
population 
of a wider 
(“higher-
order”) 
region
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4 SPATIAL ORDER AND STRUCTURE 
PLANNING OF ECOLOGICAL 
INFRASTRUCTURE-ORIENTED 
“MULTIPLE PLANNING 
INTEGRATION” — ILLUSTRATED BY 
THE EXAMPLE OF DUJIANGYAN

4.1 Spatial base map of ecological infrastructure-
oriented “multiple planning integration”

4.1.1 Background
Germany’s spatial planning based on inter-regional 
planning achieves coordination of each region to 
safeguard sharing and using of spatial function 
and resource with location advantage and special 
geographical environment. Dujiangyan is one of 
the second-batch pilot cities of “multiple planning 
integration”. Its work based on overall city plan-
ning innovatively pays attention to space division 
of ecological infrastructure, which is changed from 
resource factors. Paying attention to evaluation of 
the present situation transforms into evaluation 
of intensive optimization potential of ecological 
infrastructure evaluation. And spatial develop-
ment pattern of advantage resources transforms 
into intensive optimization development pattern 
of ecological infrastructure of regional space.

4.1.2 Concept 
Dujiangyan’s spatial base map based on the direc-
tion of the main body function, environmental 
carrying capacity of resources, urban development 
potential, cognition of the base map of ecological 
infrastructure resources, and spatial development 
vision pattern has two characteristics: static pres-
entation of ecological infrastructure and adapting 
to the spatial development pattern. Spatial base 
map is the objective reflection of the spatial ele-
ments and generally forms three types of space: 
urban space, village ecological infrastructure 
space, and ecological protection space, which can 

be expressed by various types of “polygon-chain”. 
Village ecological infrastructure (Liang Mao, 
2012) is the material basis for residents’ existence 
and development and for the normal operation 
of urban residents. It provides natural service for 
village residents and sustainable development 
of urban; village ecological infrastructure space 
includes ecological productive land in village, such 
as natural or artificial forest land, farmland, grass-
land, river wetland, coastal beach, green space, and 
water body in the village built area and living space 
for residents. Spatial development pattern changes 
with the appreciation of space resource to form a 
different spatial pattern.

4.2 Improving spatial order and structure 
planning based on spatial base map of 
ecological infrastructure-oriented “multiple 
planning integration”

Dujiangyan’s “multiple planning integration” by 
analogy with Germany’s spatial order planning 
determined the spatial structure on the basis of 
three types of space: high-density central city zone, 
medium-density village ecological infrastructure 
space zones, and low-density ecological protection 
zone. Satellite towns, key towns, general towns, and 
regions with a stable demand are further deter-
mined in different density zones.

Germany’s spatial structure planning based on 
spatial order planning determines the principles 
and objectives of state spatial coordinated devel-
opment and structural relationship between dense 
space and open space. On the basis of overall plan-
ning, Dujiangyan preliminarily forms space pattern 
of “one city and four town” to achieve coordina-
tion of whole-region space and to strengthen the 
relationship between urban space and ecological 
infrastructure. On the basis of space pattern of 

Figure  2. Space division of Dujiangyan’s “multiple 
planning integration”.

Figure  3. Spatial order planning of Dujiangyan’s 
 “multiple planning integration”.
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overall planning and by analogy with central-place 
systems of Germany’s comprehensive spatial plan-
ning at land level, central city (high-density space) 
is treated as higher-order center. Key towns (rela-
tive high-density space) are treated as higher-order 
centers. General towns (open space) are treated as 
intennediate-order centers. Finally, spatial struc-
ture of “multiple planning integration” of “one 
city, four towns and four points” is formed.

On the basis of spatial structure planning, 
 Germany’s spatial planning links up the densely 
populated zones and the more peripheral zones 
through existing transport and public infrastruc-
ture to form the communication axes to vest with 
the location advantage and for structure develop-
ment. Besides, Germany’s spatial planning linearly 
connects proper living center to form the settlement 
spatial development axes to safeguard ordered set-
tlement development and to protect open space 
(Turowski, Gerd, 2012). Dujiangyan’s “multiple 
planning integration” based on spatial structure of 
“multiple planning integration” of “one city, four 
towns and four points”, relying on the existing 
transportation and ecological infrastructure, deter-
mines the spatial development axes to strengthen 
the coordination of whole-region space: riverside 
development axes (settlement spatial development) 

and three comprehensive development axes (com-
munication axes). Three comprehensive develop-
ment axes, relying on Chengguan Expressway, 
Duwen Expressway, the third Chengdu Express-
way, link central city, “four towns and four points”, 
and the more peripheral zones of the urban space, 
village infrastructure space, ecological protection 
space to highlight the advantages of the central 
city and to strengthen the relationship between the 
spatial structures. Three comprehensive develop-
ment axes divide ecological protection space into 
two zones (north and south). Riverside develop-
ment axes maintain the orderly development of liv-
ing space. Riverside development axes link urban 
space and village infrastructure space and divide 
urban space and village infrastructure space into 

Table 2. Central-place systems of spatial structure plan-
ning of Dujiangyan’s “multiple planning integration”.

Classification Corresponding region

Lower-order center
(open zones)

General towns of village 
ecological infrastructure 
space

Intennediate-order 
center (relative 
high-density zones)

Key towns of village 
ecological infrastructure 
space

Higher-order center 
(high-density space)

Central city

Figure  4. Central-place systems and “one city, four 
towns and four points” structures of Dujiangyan’s “mul-
tiple planning integration”.

Figure 5. Riverside development axes of Dujiangyan’s 
“multiple planning integration”.

Figure  6. Three comprehensive development axes of 
Dujiangyan’s “multiple planning integration”.
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four regions. Relying on spatial development axes 
and rich tourism and culture resource along the 
mountains, tourism service industry and leisure 
creative agriculture can be developed to inspire 
development for mountainous areas and to open 
ecological protection space. On the basis of spatial 
structure of “multiple planning integration” of 
“one city, four towns and four points”, the spatial 
structure development model of “one core, two 
axes, four regions and two zones” is formed.

5 CONCLUSION

Germany’s spatial planning uses spatial order and 
structure planning as principles, which has con-
finement effect and shows their scientific rational-
ity. The practice of Dujianyan’s “multiple planning 
integration” put forward a spatial base map of eco-
logical infrastructure-oriented “multiple planning 
integration” and ecological infrastructure-oriented 
spatial order and structure planning. The above 
innovation practice aims to strengthen the overall 
planning and coordination of the citywide space 
and provides reference experience to other practice 
of other cities’ “multiple planning integration”.
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ABSTRACT: A problem for the Elastic Modulus Adjustment Procedure (EMAP) is that the limit load 
solution varies with the initial load when the Generalized Yield Function (GYF) is employed. To over-
come this problem, we use a Homogeneous Generalized Yield Function (HGYF)-based Elastic Modulus 
Reduction Method (EMRM) for structures with rectangular section. The procedure for selecting fitting 
points from the yield surface was determined by the original generalized yield function and is presented 
here for the formulation of the relevant HGYF. The HGYF for rectangular section is presented based on 
regression analysis. The Element Bearing Ratio (EBR), the reference EBR and the uniformity of EBR 
for rectangular section are defined on the basis of the HGYF, the strategy of elastic modulus adjustment 
is proposed for the evaluation of the lower bound limit load based on deformation energy conservation 
principle. Numerical examples show that the proposed method can provide a promising result for limit 
analysis of the structures with rectangular section.

Elastic Modulus Reduction Method (EMRM) for 
determining the limit load. The EMRM improves 
the efficiency and accuracy of EMAPs by develop-
ing the Element Bearing Ratio (EBR), the reference 
EBR—a dynamic criterion for identifying highly 
stressed components—and the strategy for adjust-
ing the elastic modulus.

Research has shown that limit load solutions 
vary with the initial load when the structure is 
under a combination of internal forces. This vari-
ation occurs because most of the GYFs are non-
homogeneous functions that cannot maintain the 
proportional relationship between GYFs and the 
external load claimed by the EMAPs. A solution 
to this problem for structures with angle steel pro-
posed preliminarily by Yang et al. (2014). How-
ever, there is still a need for HGYF-based EMRM 
for structures with rectangular section.

In this paper, the principle of point selection for 
establishing HGYF is presented considering the 
curvature and shape characteristics of GYF. The 
HGYF is then established for rectangular section. 
The key parameters for limit analysis are defined; 
these parameter include EBR, reference EBR and 
uniformity of EBR. The strategy for the elastic 
modulus adjustment procedure is given in terms 
of the conservation of energy. Based on the above 
analysis, a HGYF-based EMRM is provided for the 
limit analysis of structures with rectangular section. 
Numerical examples demonstrate that the provided 
HGYF-based EMRM can perform promising limit 
analyses of structures with rectangular section.

1 INTRODUCTION

The limit load is an important index for measuring 
the overall safety of an engineering structure. The 
limit analysis method for complex structures can 
be classified into two categories: experimental and 
numerical methods. Although experimental meth-
ods are intuitive, they are time-consuming and 
expensive. The numerical analysis method has been 
widely employed because it overcomes the experi-
mental method’s aforementioned deficiencies.

The EMAP is a promising numerical method 
for determining limit loads using a series of lin-
ear elastic finite element analysis iterations. In 
the past 20 years, a number of EMAPs have been 
proposed, including generalized local stress–strain 
method (Seshadri & Babu 2000), elastic compensa-
tion method (Mackenzie et al. 2000), linear match-
ing method (Chen & Ponter 2001), modified elastic 
compensation method (Yang et al. 2005) and mα–
Tangent (Seshadri & Hossain 2009). Most EMAPs 
are based on the state of stresses and strains; there-
fore, a refined finite element analysis model that is 
discretized with solid elements is usually adopted. 
The limit analysis using this model is inconvenient for 
calculations involving large and complex structures. 
To overcome this problem in the limit analysis of 
constructions, Generalized Yield Functions (GYFs) 
have been introduced into the EMAPs (Shi et al. 
1996; Hamilton et al. 1996; Hamilton 2002; Marin-
Artieda & Dargush 2007; Pisano & Fuschi 2011). 
Yang et al. (2012, 2014) developed the GYF-based 
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2 ELASTIC MODULUS REDUCTION 
METHOD FOR LIMIT ANALYSIS

2.1 Generalized Yield Criterion and EBR

A Generalized Yield Criterion (GYC) that is 
expressed by internal forces is used to determine 
the limit state of a cross-section from the elastic 
stage to the plastic stage. The general formula of 
GYC under a combined axial force and biaxial 
bending moments is as follows:

f nx y z,nx )mz,mym ,≤1  (1)

where f (⋅) denotes the GYF, which is determined 
with respect to different section; f (⋅) equals 1 and 
represents the plastic yield of a cross-section. nx = 
Nx/Npx, mx = Mx/Mpx, my = My/Mpy, where lowercase 
nx, my and mz are dimensionless parameters. NxN , 
MyM  and MzM  are internal forces, and the variables 
with subscript p denote the corresponding fully plas-
tic section forces that depend on the geometric shape 
of the cross-section and the strength of the material.

The EBR is developed as a governing parameter 
of the EMRM. Based on the GYF, EBR can be 
expressed as follows:

r f mkrr x ym z( ,nx , )mz .  (2)

where N1 is the highest power of the GYF.

2.2 Strategy for elastic modulus adjustment

The deformation energy conservation principle 
and the linear elastic finite element method were 
adopted to develop the strategy of elastic modulus 
adjustment:
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where EkE e  and EkE e
+1  are the elastic moduli for ele-

ment e in the kth and (k +1)th iterations, and rkrr0  
is the Reference EBR (REBR) that provides the 
threshold for determining whether the elastic moduli 
are reduced. To improve the accuracy and efficiency 
of the calculations, the REBR rkrr0  was defined by 
employing the uniformity of the EBR as follows:

r r dk kr rr r kd0= max d ,− ddd ( )r rkrr krrmr ax min−  (4)

where rkrrmax  and rkrrmin  are the maximum and mini-
mum of the EBRs in the kth iteration, respectively, 
and dkd  is the uniformity of the EBR, which can be 
defined as follows:

d r r
r rkd k kr rr r

k kr rr r
= +

+

min

max
,  (5)

where rkrr  is the mean value of the EBRs in the 
structure, and dkd  with a dynamic value range of 
(0, 1] reflects the uniformity of the EBR.

The parameters, rkrrmax , rkrrmin , rkrr  and dkd , reflect 
the distribution condition of the EBR for each 
iteration step and are the characteristic distribution 
parameters of the EBR. The REBR is defined in 
expression (4) and provides dynamic adaptive crite-
ria for identifying the highly stressed element with 
an EBR greater than the REBR. The failure evo-
lution and plastic limit state of engineering struc-
tures are simulated by reducing the elastic moduli 
of highly bearing elements in the iterative process.

2.3 Limit load solution

According to the linear elastic finite element, the 
limit load LPPk  in the kth iteration can be deter-
mined by

P Pk
kLPP 0PP / ,rkrr  (6)

where P0PP  is the initial load.
The above iterative process is repeated until the 

limit load of two adjacent iteration steps meets the 
following criterion of convergence:

k
L( )P Pk kPL LP PP P ) 1k)) / ,Pk
LPP ≤1Pk−Pk ,,  (7)

where ε  is the prescribed admissible error; 0.001 is 
adopted in this paper.

If  the convergence criterion is met in the mth 
iteration, the lower bound of the structural limit 
load PL is obtained as follows:

P P PL LP PP P L LPP( ,PLPP , )Pm
LPP .1 2P  (8)

3 HOMOGENEOUS GENERALIZED 
YIELD FUNCTION BASED ELASTIC 
MODULUS REDUCTION METHOD 
FOR STRUCTURES WITH 
RECTANGULAR SECTIONS

3.1 GYF for rectangular section

The GYF for rectangular section derived by 
Duan & Chen (1990) is introduced here and 
then employed in a HGYF formulation in the 
EMRM.

The GYF for rectangular section using com-
bined x , my  and mz  can be expressed as follows 
(Duan & Chen 1990):
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f m my zm x+my
α αm+ ( )nx ) ,1+α)nx

2  (9)

where α = +1 7 1 3. .+7 1 .nx
According to equation (9), the GYF for plane 

structure with a rectangular section can be deduced 
as follows:

f n mx ym+nx
2 .  (10)

The NpxN , M pyM  and M pzM  values of rectangular 
section can be expressed as follows:

N bh M bh M b hpxN s py spp pzM sσ σbh Msbh =bh M σ,bhpy sp ,bhsσM pM yp ,,bhspyp
1
4

1
4

2 2M b1  (11)

where b and h are the width and height of the 
cross-section, respectively.

3.2 Limitation of the GYF and its improvement

The GYFs mentioned above have been introduced 
into the EMAPs using sparse mesh for improving 
calculation efficiency. equation (6) shows that the 
limit load PLPPk  can be obtained from the maximum 
EBR of rkrrmax  in the kth iteration, where GYF is 
employed in rkrrmax  by the basic EMRM. However, 
results may vary with different initial loads because 
there is a non-proportional relationship between 
the external load P0PP  and the GYF of f.

To overcome the nonproportional problem, the 
homogeneous formula for GYF, i.e. HYGF, can be 
expressed as follows:

f n m a n m m

N = 0
x ym z ia x

q
y
g

z
N q g

i=1

H

,nx , )mz

( 0q ; g = 0 , )N q ,

2NN

2 2N g; , g 0 ,NN

=

N ; g = 0 N2N ; g 0 N

−q∑
N2NN ; , g 0

 (12)

where H, N2 and ai  are the number of polynomial 
terms, power and undetermined coefficients of the 
HGYF, respectively.

3.3 Selection principle of points from GYF

To give the HGYF shown in equation (12), the 
representative points from the GYF must first be 
selected. For better illustrating the features of the 
GYF, the selection principle of points for HGYF 
regression analysis is given as follows:

1. Determination of the range of all the dimen-
sionless parameters nx, my and mz.

2. Calculation of the extremum points of f  =  1 
using the method of the extremum of function.

3. Selection of representative points in a principle 
of reflecting the shape of yield surface, consid-
ering its global and local features.

4. Provision all the sample points for fitting the 
HGYF.

For the rectangular section defined in equation 
(9), the detailed process of points selection is as 
follows:

1. First, the range of nx, my and mz can be deter-
mined as [0, 1] according to equations (1) and 
(9). The range of my is then determined as [0, 
1– nx

2 ] by considering equation (10).
2. Second, when nx = 0 and nx = 1, the GYF of 

f = 1 is found at its extremum points.
3. Third, my can be obtained from the formula 

of a(1– nx
2 ), in which the values of a and nx are 

incrementally selected in a step of 0.01 at the 
range of [0, 0.05] and [0.95, 1.00] to reflect local 
features of the GYF, while the values are evenly 
selected in a step of 0.05 at the range of [0.05, 
0.95] to reflect global features of the GYF.

4. At last, mz can be calculated according to 
equation (9), and all 841 sets of sample points 
( , , )m,x j, y j, z j, , j  = 1, 2 … 841, are determined 
for fitting the HGYF.

3.4 HGYF for rectangular section

According to the aforementioned principles and 
steps for regression analysis, the 4th power HGYF 
for rectangular section is obtained as follows:
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 (13)

3.5 HGYF based EMRM for limit analysis

The rkrre  can be rewritten according to the HGYF 
formulated in equation (13):Figure 1. Internal forces in rectangular section.
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r f mkrr N xff y z
N

2NN ( ,nxn , )mzm .  (14)

Equation (14) overcomes the problem of vari-
ation of limit load P0PP  result with different ini-
tial loads because rkrre  is proportional to P0PP . The 
HGYF-based EMRM for limit analysis is then 
established by replacing equation (2) with equa-
tion (14).

4 NUMERICAL EXAMPLES

A user routine in a commercial FE package of 
ANSYS 8.0 purchased by the Guangxi University 
was employed for constructing FE models and 
computation in the following examples.

4.1 Multi-story multi-span frame

In this example, we considered a four-span, four-
story frame structure under a concentrated load 
and a uniformly distributed load, as shown in Fig-
ure  2. The span length L is 4.0  m and the story 
height of column H is 2.0  m. The rectangular 
section aforementioned are used here, and their 
geometry parameters are given in Table 1. The ini-
tial elastic modulus is 210 GPa, and the initial yield 
strength is 310 MPa. Every member is discretized 
as four elements of beam189 in the FEM model. 
The HGYF-based EMRM with aforementioned 
f4ff  is employed to determine the limit load of the 

frame. The results calculated by the HGYF-based 
EMRM with rectangular section are compared 
to the results from the EMRM with the original 

GYF f and the Elasto-Plastic Incremental Analysis 
(EPIA), as listed in Table 2. The iteration process 
of the limit load calculated is shown in Figure 3.

The results yielded by the HGYF-based EMRM 
agree with the results from the EPIA, whlie the 
results yielded by the GYF-based EMRM vary with 
different initial loads due to nonhomogeneity.

4.2 Spatial frame

This example considers a three-story spatial frame 
under some concentrated loads, as shown in Fig-
ure  4. The geometry parameters of rectangular 
section are the same as the previous example. The 
initial elastic modulus is 210 GPa, and the initial 
yield strength is 310  MPa. Every member is dis-
cretized as four elements of beam189. The HYGF-
based EMRM with aforementioned f4ff  is employed 
to perform the limit analysis of this three-story spa-
tial frame structure. The results calculated by the 
HGYF-based EMRM with the rectangular section 
were compared to the results from the EMRM with 
the original GYF f and EPIA, as listed in Table 3.

The results of the EMRM with f vary with dif-
ferent initial loads and are inaccurate because of 
the nonhomogeneity of f, whereas the limit loads 
calculated by the HGYF-based EMRM was not 
affected by the initial load P0 and agreed well with 
the results calculated by the EPIA.

The iteration process of the limit load calcu-
lated is shown in Figure  5. It can be seen that a 
calculation result without varying with initial 
load, yielded by the HGYF-based EMRM, can 

Table 1. Geometry parameters.

Geometry parameters (cm)

b d
4.00 7.60

Figure 2. Multi-story multi-span frame.

Figure 3. Iterative process of limit load.

Table 2. Limit load of frame structure (kN).

EPIA

EMRM

Original GYF f 4th power HYGF f4ff

P0 = 1 P0 = 2 P0 = 3 P0 = 1 P0 = 2 P0 = 3

186.97 169.08 149.63 138.15 183.91 183.91 183.91
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5 CONCLUSIONS

In this paper, the HGYF-based EMRM for struc-
tures with rectangular section is presented. The 
HGYF for rectangular section was determined pre-
cisely using the selection principle of points from the 
GYF; the 4th power HGYF 

p
f4ff  was elaborately pro-

vided. Numerical examples show that the HGYF-
based EMRM is an accurate and efficient calculation 
method for the limit load analysis of structures with 
rectangular section that overcome the nonhomoge-
neity problem that existed in EMAPs.
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Figure 4. Three-story spatial frame.

Figure 5. Iterative process of limit load.

be obtained after a few times of iterative analysis, 
whereas the results of the GYF-based EMRM 
show that application of the original GYF will 
result in variability of results with different initial 
load and iteration steps.

The results of this example verified that the 
HGYF-based EMRM is a promising limit analysis 
method for overcoming the nonhomogeneity prob-
lem that existed in EMAPs.

Table 3. Limit load of spatial frame structure (kN).

EPIA

EMRM

Original GYF f 4th power HYGF f4ff

P0 = 1 P0 = 5 P0 = 20 P0 = 1 P0 = 5 P0 = 20

50.97 57.88 53.56 47.88 50.54 50.54 50.54
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on an adjacent tunnel
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ABSTRACT: In the case of a shield tunnel construction in Beijing, on the basis of the interaction 
mechanism of neighborhood tunnels during tunnel excavating, a 3D nonlinear numerical simulation 
model was set up. The developing laws of the segment lining stress, ground deformation around tunnels, 
segment lining deformation, and changing bending moment of segment lining in different tunnel spaces 
are analyzed in detail. The results show that the stress growth rate of segment lining and tunnel space are 
linearly descending related to the situation of the immediately adjacent shielding. The ground settlement 
form is similar to the case of the single-tunnel construction due to space constraint. Furthermore, it is 
found that the form is single mode. Under horizontal compression and vertical tension, the segment lining 
deformation is in ellipse deformation trend. The response of the left existing tunnel to adjacent shielding 
has hysteresis effect. The result shows that 3D numerical model is a useful method, which can directly 
display the interaction law of neighborhood tunnels during construction. The study results can be used to 
guide the construction of immediately adjacent shield tunnels.

resulted by three typical location relations during 
the excavation process of the adjacent tunnel with 
the boundary element method, (Liao Shaoming 
et  al. (2006) drew the conclusion that the tunnel 
depth and the relationship between the adjacent 
tunnels has a great impact on the ground displace-
ment. Bi Jihong et al. (2005) carried out numeri-
cal simulation on the two-lane tunnel engineering 
with the shield spacing transiting from 7.2 to 3.0 m 
constructed by shield tunneling with the finite-ele-
ment method and analyzed the impact of excava-
tion of right line works on the left tunnel. Hu Wei 
and Zeng Dongyang (2007) studied the distribu-
tion and variation law of surface lateral settlement 
tank and vertical settlement–uplift curve caused by 
the construction of parallel shield tunnel with the 
double-lane tunnel spacing of 6.0 m, 12.0 m with 
three-dimensional finite-element method, and used 
three-dimensional curves to draw the spatial distri-
bution variation law of surface settlement–uplift 
variance curves during the parallel shield tunneling 
process. In the case of the proximity-overlapped 
shield tunnel construction in the second phase of 
Shanghai Mingzhu Transit. Zhang Haibo (2005) 
simulated the stress and deformation of the old 
tunnel caused by the post-built tunnels in the case 
of short-distance overlap with three-dimensional 

1 INTRODUCTION

With the continued construction of the urban sub-
way engineering, shield is increasingly used in the 
underground engineering; increasingly acute prob-
lems are met in the construction of neighboring 
tunnels. He Meide (2014) studied a certain large-
section pedestrian upper passageway crossing the 
running shield tunnel of Beijing subway. The ver-
tical displacements of shield tunnel structure, the 
horizontal convergence displacements of shield 
tunnel structure, and the vertical displacements of 
track bad structure were monitored and analyzed. 
The analysis result of this project shows that grout-
ing from floor of passageway can significantly 
control upfloating, which can be applied in similar 
projects. On the basis of a constructing running 
shield tunnel subway side-through close to a high 
building (He Meide, 2010) using the finite-element 
method calculation model and site-monitoring 
method, the foundation characteristics of the high 
building affected by the constructing shield tun-
nel are studied. The settlements of the monitoring 
points reach the maximum value when the shield is 
10.0 m away from the monitoring surface. The sim-
ulation and the site monitoring results agreed well. 
Through the analysis of the ground movement law 
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nonlinear finite element. Yamaguchi et al. (1998) 
summarized and analyzed the interaction of the 
four parallel tunnels near Tokyo from the angle of 
design and construction, respectively.

Because of the importance of the interaction 
during the construction process of the immedi-
ately adjacent tunnel, the domestic research of the 
interaction on the adjacent tunnel is focused on 
the variation law of the surface settlement and the 
surrounding layer movement caused in the process 
of tunnel excavating, and little analysis is done on 
the influence of the succeeding tunnel on the exist-
ing tunnel. Consequently, the development law of 
segment lining stress, ground deformation around 
tunnels, segment lining deformation, and chang-
ing bending moment of segment lining in different 
tunnel spaces were analyzed with the 3D numeri-
cal simulation method based on the interaction 
mechanism of neighborhood tunnels during tun-
nel excavating in this paper, and the research result 
was used to guide the engineering practice.

2 ENGINEERING SITUATION

Earth pressure balance shields were used in the 
construction of  the two-lane tunnel project. The 
two shields were advancing in the left and right 
tunnels with a certain distance apart with the 
left shield in the front. The tunnel segment lining 
had an external diameter of  6.0  m and internal 
diameter of  5.4  m; the precast reinforced con-
crete segment lining with a ring width of  1.2  m 
and thickness of  0.3 m was used. The whole ring 
was divided into six parts, including three stand-
ard A-type segment linings, two adjacent capped 
block B-type segment linings, and a capped block 
C-type segment lining. Precast reinforced concrete 
segment lining was C50  grade concrete with the 
impermeability grade of  S10; M24 high-strength 

bolts were also adopted in the vertical and cir-
cumferential connecting bolts for the lining. The 
minimum tunnel clearance was 1.68 m; the section 
with the clearance between two lines of  less than 
2.0 m was about 300 m long, which was the imme-
diately adjacent construction.

The formation conditions of the shield con-
struction section from top to bottom were as fol-
lows: miscellaneous fill layer , mixed fill layer 

1; silt layer , silty clay layer 1; silty clay layer 
, silt layer 2; medium-coarse sand layer 1, fine 

sand layer 2; silty clay layer ; pebble gravel layer 
, medium-coarse sand layer 1; silty clay layer 
, clay layer 1. The layers crossed by the tunnel 

are mainly silt clay layer  and silt layer 2; the for-
mation was mixed up with a small amount of fine 
sand layer 2. The physical and mechanical param-
eters of the main formation are shown in Table 1.

3 THREE-DIMENSIONAL NUMERICAL 
MODEL

Analysis was conducted with three-dimensional 
continuum fast Lagrange finite difference soft-
ware FLAC3D, and Mohr–Coulomb model was 
adopted for the soil mass in the calculation; shield 
segment lining was considered as a linear elastic 
material. The main parameters of the segment 
lining were: elastic modulus, 34.5  GPa; weight, 
25.0 kN ⋅ m−3 and; Poisson’s ratio, 0.2. In view of the 
constantly changing distance between the left and 
right tunnels, the cross-sectional size of the estab-
lished model was 90 m × 52 m (in the x- and y-axis 
direction), the vertical dimension was 204 m (in the 
z-axis direction), namely the spacing between the 
left and right tunnels was 4.77 m at the 1131st ring 
from one end of the model, from which the spac-
ing between the left and right tunnels was gradually 
decreased until the minimum spacing at the 1280th 

Table 1. Physical and mechanical parameters of stratum.

Layer 
number Layer name

Layer 
thickness/m

Unit weight 
γ (kN ⋅ m−3)

Modulus of 
compressibility 
ES (MPa)

Poisson’s 
ratio u

Cohesion 
C (kPa)

Angle of 
internal friction 
ϕ (°)

Miscellaneous Fill 2.4 16.6 – – 10.0  8.0
1− Silt 5.4 19.3  9.65 0.30 30.8 15.7

Silty clay 4.0 20.1  7.75 0.31 35.0  9.0
Silty clay 4.4 19.8 10.10 0.29 46.0 15.0

2 Silt 6.0 20.2 13.20 0.30 33.0 28.0
1− 2 Silty sand 3.6 19.9 35.00 0.28  0.0 32.8

Round gravel 1.4 21.1 60.00 0.25  0.0 40.0
Silty clay 5.0 19.7 11.40 0.30 54.0  9.0
Fine sand 1.6 20.6 35.00 0.27  0.0 30.0
Silty clay 6.2 19.7 10.90 0.29 20.0 20.0
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maximum principal stress of the segment was also 
constantly changing, as shown in Figure 2.

During the construction process in the right 
tunnel, because of the compression of the shield 
tunneling on the left tunnel, the segment of the left 
existing tunnel showed the horizontal compression 
state in the x-axis direction and stretched state in 
the y-axis direction so that the left tunnel assumed 
an oval development trend. As seen from the cal-
culation result of the overall model in Figure  2, 
the maximum principal stress of the segment of 
the left tunnel was −7.44 MPa after the two-lane 
tunnel was completed, which was 32.15% greater 

Figure 1. 3D numerical calculation model.

Figure 2. Contour of the maximum principal stress of 
segment lining during shield tunneling.

ring section in the left line reached 1.62 m. Then, 
the tunnel spacing gradually increased again until 
the spacing between the left and right tunnels was 
increased to 1.88  m at the 1300th ring section of 
the left line at the other end of the model. The tun-
neling construction process of the shield was con-
sidered to be advanced gradually; the advance step 
of the shield in this model was set as the width of 
five segments of 6.0 m. The optimized model was 
divided into 47,872 units and 67,027 nodes.

In order to eliminate the displacement produced 
during the generation of the initial stress field, the 
left tunnel was further advanced after the displace-
ment was set to zero after the formation of the 
initial stress field. The view of three-dimensional 
model and the location relationship between the 
left and right tunnels is shown in Figure 1.

4 ANALYSIS OF RESULTS

4.1 Stress of segments

During the advance process of the shield, the stress 
of segment lining in the left tunnel was closely 
related to the damage of segment lining, and the 
maximum principal stress (σ1) of the segment lining 
was an important indicator of its stress state. There-
fore, the maximum principal stress was extracted in 
the result to analyze the change and development 
status of the stress of the segment. During the 
advance process of the shield in the right tunnel, the 

Figure 3. Curve of the maximum stress of segment lin-
ing in left tunnel monitoring sections.
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than the maximum principal stress of the segment 
of −5.63 MP when the left tunnel was completed.

As could be seen from the curve of the maxi-
mum stress of segment lining in monitoring sec-
tions of the left tunnel in Figure 3, before the shield 
in the right line reached the monitoring segments, 
the stress of the monitoring sections had changed. 
Because both the 1140th and 1287th rings were 
located adjacent to the two ends of the model, the 
segment stress curve was not complete. However, 
according to the curve variation law of the remain-
ing three sections, it could be seen that the chang-
ing trend of the curve was consistent, that is, before 
the arrival of the shield, the stress of the segment 
began to increase; the stress of the segment was 
the largest when the shield reached the monitoring 
section or the shield advanced into the monitoring 
section. It could be seen that the segment region 
with significant changes of stress was in the range 
of −D to 0. The stress result of the monitoring sec-
tions of the segment is shown in Table 2.

In the stress results of the monitoring sections in 
Table 2, the segment showed the compression state 
in the 1140 ring with the largest clearance between 
the left and right tunnels. The maximum stress was 
increased by 7.00% from 4.28 to 4.58  MPa; in the 
1287th ring, with a clearance between the left and 
right tunnels of only 1.65  m, the maximum stress 
was increased by 15.28% from 4.32 to 4.98 MPa, and 
the compression trend of the segment was further 
strengthened.

As was seen from the step at which the monitor-
ing sections of the segments achieved the maximum 
stress, both the 1140th and 1186th rings in the imme-
diately adjacent section of the left and right tunnels 
reached their respective maximum stress one advance 
step before the shield’s arrival, with stress growth 
rates of, respectively, 7.00% and 9.03%. As was seen 
from the 1219th ring of the proximity section to the 
1255th ring, the 1287th ring in the basically parallel 
section of the left and right tunnels and the segment 
lining stress in the three monitoring sections reached 
their respective maximum stress with the segment 
stress growth of the three sections of, respectively, 

12.59%, 14.89%, and 15.28%. According to the rela-
tionship between the segment stress growth rate of 
five monitoring sections and the tunnel spacing, the 
linear fitting curves of the stress growth rate Δσ = 
−2.984Δs + 20.0477 (where Δσ is the segment stress 
growth rate and Δs is the clearance of the two-lane 
tunnel) reflected that the segment stress growth 
rate was basically linearly descending with a clear-
ance between the left and right tunnels, as shown in 
Figure 4.

4.2 Ground deformation around the tunnel

During the construction process of the immediately 
adjacent tunnels, besides the great impact on the 
left existing tunnel, the surrounding stratum would 
certainly be disturbed in a certain degree. As there 
was a very small spacing between the left and right 
tunnels, the surface subsidence distribution caused 
by the construction of two tunnels was very similar 
to that caused by a single tunnel, as shown in Fig-
ure 5. In the vertical axis location of center line of 
the left and right tunnels, the surface sedimentation 
was the greatest, the surface sedimentation tank was 
very similar to that of single lane, and the sedimen-
tation tank was also a “single peak” rather than the 
“twin-peak” sedimentation tank caused by the gen-
eral construction of left and right tunnels.

Table 2. Stress of segment lining in left line monitoring sections.

  No. 1140 No. 1186 No. 1219 No. 1255 No. 1287

Tunnel spacing (m)  4.53  3.35  2.63  1.73  1.65
Maximum stress of segment after 

left through (MPa)
−4.28 −4.32 −4.29 −4.24 −4.32

Maximum stress of segment after 
right through (MPa)

−4.58 −4.71 −4.83 −4.87 −4.98

Maximum stress corresponding to 
excavation steps (step)

1 11 18 25 32

Monitoring sections where 
excavation steps (step)

2 12 18 25 32

Figure  4. Relationship between clearance and stress 
growth rate of segment lining.
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of horizontal compression and vertical tension. 
The left shield tunnel was also shifted as a whole 
compared with the new right tunnel; during the 
construction process of the right tunnel, the defor-
mation of the segment was also affected by “space 
effect”. The duration curve of maximum defor-
mation of segment lining in Figure 6 showed that 
when the shield approached the five monitoring 
sections and passed through the right tunnel seg-
ment, the overall deformation of the segments had 
the slowing trend with varying degrees; after the 
shield passed some excavation steps, the maximum 
deformation of the segments began to stabilize 
after some moderate growth, and the final defor-
mation was slightly larger than the initial deforma-
tion. Through comparison of the deformation of 
the segment in the monitoring sections before and 
after the passing of the shield, the deformation was 
increased to 2.46 mm in the 1140th ring with the 
largest increment of 8.85%; the deformation was 
increased to 3.79 mm in the 1219th ring with the 
smallest increment of only 1.30%.

4.4 Bending moment of segments

During the different construction stages of the tun-
nel, there were some differences among the maxi-
mum plus–minus bending moments of the segment, 
as shown in Table 3. Through the comparison of the 
plus–minus segment bending moment (Mx), it could 
be seen that during the excavation process of the 
left tunnel, there was a small difference between the 
maximum plus–minus bending moments, the larg-
est difference between their absolute values was not 
more than 0.2%; during the excavation process of 
the right tunnel, the absolute difference between the 
maximum plus–minus bending moments of the left 
and right tunnel was 5.03%. As was seen from the 
bending moment of the segment, during the excava-
tion process of the left tunnel, the largest difference 
between their absolute values was 55.53%; during the 
excavation process of the right tunnel, the difference 
between the absolute value of the maximum bend-
ing moment of the left and right lines of the tunnel 
was up to 276.32%. It could be seen that the segment 
bending moment (Mx) was apparently greater than 
My at the same construction phase, and the absolute 

Figure  5. Contour of deformation in surrounding 
rocks.

Figure 6. Duration curve of maximum deformation of 
segment lining in monitoring section.

Table 3. Statistical comparison of bending moment in segment lining during different construction stages.

Excavation of the 
left half  tunnel

Left tunnel 
through

Excavation of the 
right half  tunnel

Right tunnel 
through

Mx (kN ⋅ m) Sagging moment  33.91  33.63  38.17  40.02
Hogging moment −33.97 −33.70 −40.09 −39.82

My (kN ⋅ m) Sagging moment  4.43  5.24  7.18  8.40
Hogging moment  −6.89  −6.83 −27.02 −28.39

4.3 Deformation of segments

Because of the compression on the left existing tun-
nel during the shield tunneling process in the right 
tunnel, the segment showed the deformation trend 
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Figure 7. Duration curve of bending moment in moni-
toring section segment lining.

value of the maximum plus–minus bending moment 
of My was significantly greater than that of Mx. It 
could be seen in the shield tunneling process of the 
right tunnel, through comparison of the bending 
moment Mx and My on the same section, My is more 
affected by the existing tunnel than Mx.

During the shield tunneling in the right line, the 
bending moment of five monitoring sections in the 
left line followed the same change rules, as shown in 
Figure 7. Before the shield arrived at the monitoring 
section, the plus–minus bending moment of Mx and 
My of the ring segments began to increase at differ-
ent levels; after the shield passed the corresponding 
sections in the right line, the plus–minus bending 
moments of Mx and My of the ring segments began Figure 7. (Continued).
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the little space between the left and right tun-
nels, which is single-mode.

4. Development of the maximum plus–minus bend-
ing moments (Mx and My) of the segment is in 
a trend of symmetrical variation, which is con-
sistent with the ellipse deformation trend of the 
whole segment of the left existing tunnel under 
horizontal compression and vertical tension.
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to reduce at different levels until it becomes stable. 
The monitoring sections of the moment, both the 
maximum positive moment and maximum negative 
moment, withstood by the same ring showed the 
trend of symmetrical change, which was consistent 
with the “ellipse” deformation trend of the segment. 
After the shield passed the sections in the right line, 
the bending moments of the monitoring sections 
were increased at varying degrees. As could be seen 
from the comparison between the maximum bend-
ing moments of the segments in Table 4, the change 
of bending moment of the segment was also related 
with the distance between the left and right tunnels, 
namely the smaller the clearance between the left 
and right lines, the greater change of the bending 
moment withstood by the segment.

5 CONCLUSIONS

In the case of construction of an immediately 
adjacent shield in Beijing, in this paper, the influ-
ence of shield construction on the immediately 
adjacent tunnel is analyzed through establishing 
a 3D nonlinear elastic–plasticity numerical model 
of the construction of immediately adjacent shield 
tunnels. The calculation result shows that:

1. In the light of the analyses of four indexes, 
namely the stress variation of the segment lin-
ing, the deformation law of the ground around 
the tunnel, deformation of the segment itself, 
and the variation law of the bending moment 
of segment lining reflect the sensitive degree of 
the clearance between the left and right tunnels 
at different levels. Because the segment itself  has 
a higher rigidity, the deformation development 
of the segment itself  is less influenced by the 
existing tunnels. The process of tunnel excavat-
ing has certain hysteresis effect on the influence 
of immediately adjacent left existing tunnel.

2. The stress growth rate of the adjacent segments 
caused by the tunnel excavating is basically lin-
early descending related to the situation of tun-
nel space.

3. The ground settlement form caused by the con-
struction of double-line tunnel is similar to that 
caused by the single-tunnel construction due to 

Table 4. Statistical comparison of maximum bending moment of segment lining in different monitoring sections.

  No. 1140 No. 1186 No. 1219 No. 1255 No. 1287

Mx (kN ⋅ m) Sagging moment  32.12  36.23  37.57  39.92  39.90
Hogging moment −29.91 −31.15 −33.35 −36.27 −37.31

My (kN ⋅ m) Sagging moment  6.70  7.40  8.73  9.76  10.15
Hogging moment  −8.96  −8.87  −8.81  −9.09 −10.88
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Development and validation of the effective stress algorithm 
of the Davidenkov constitutive model using the Byrne pore pressure 
increment model

Bin Ruan, Guoxing Chen & Dingfeng Zhao
Institute of Geotechnical Engineering, Nanjing Tech University, Nanjing, China
Civil Engineering and Earthquake Disaster Prevention Center of Jiangsu Province, Nanjing, China

ABSTRACT: In this paper, the initial stress–strain skeleton curve was simulated using the Davidenkov 
model, and simplified loading and unloading rules were proposed instead of the “upper boundary” rule 
of the extended Masing criteria. Through a large number of resonant column tests of undisturbed Nan-
jing fine sandy soil samples, the fitting parameters of the small shear modulus (Gmax) and reference shear 
strain (γ0) formulations, including the effect of confining pressure, are given. A new effective stress method 
using the integration algorithm of the modified Davidenkov constitutive model and the Byrne pore water 
pressure increment model was implemented in ABAQUS. Using the drained cyclic triaxial test data of 
the saturation Nanjing fine sand, the parameters of the Byrne pore model are given. Undrained cyclic 
triaxial tests and its three-dimensional numerical simulation for the saturation Nanjing fine sand have 
been performed, and the results of the measurement in tests and the calculation almost agreed. The results 
indicated that the effective stress algorithm proposed in this paper can well simulate the pore pressure 
increasing process of the liquefiable sand, and the scientific rationality and validity of the integration 
algorithm were also verified.

Keywords: effective stress algorithm; modified Davidenkov constitutive model; Byrne incremental 
model; numerical simulation; cyclic triaxial tests

hysteresis curve of the Davidenkov model. 
“Extended Masing Rule” builds the theoretical 
framework of soil stress–strain curves under irreg-
ular loading and unloading. On the basis of pre-
vious research, this paper proposes the modified 
irregular loading and unloading criteria, which fol-
lows the Davidenkov “Backbone Curve Rule”, the 
“N Times Method” proposed by Pyke (Pyke R M, 
1979), and the “Upper Skeleton Curve Criteria”. 
On the basis of the explicit module of ABAQUS, 
this paper developed explicit subroutine modules.

Seed and Martin et al. (Seed H B, 1975 & 1976) 
proposed a stress model to calculate the average 
pore water pressure according to the dynamic 
triaxial experiment data of isotropic consolida-
tion sand under undrained conditions. Finn and 
Lee et al. (1977) amended the Seed and Martin 
model considering the effect of initial shear stress 
on dynamic pore pressure. Martin and Finn et al. 
(1975) established a seismic vibration strain model 
of pore water pressure on the basis of the consist-
ency condition of saturated soil volume change. 
Byrne (1991) utilized the experimental data to 
establish the experience function between accumu-
lated volume strain and the incremental volume 

1 INTRODUCTION

Earthquake-induced liquefaction is a common 
phenomenon. The root cause of liquefaction is 
that the pore water pressure increase and then soil 
layers liquefy under the ground motion. In recent 
years, with the development of computer technol-
ogy, many scholars are using numerical simulation 
method to simulate the development of pore pres-
sure and liquefaction characteristics during the 
vibration of the engineering site. Its primary prob-
lem is to use the reasonable soil dynamic constitu-
tive model and the vibration pore pressure model 
for describing the phenomenon of sand liquefac-
tion and its programming.

A large number of experimental studies have 
shown that the use of ideal Davidenkov consti-
tutive model with three parameters can describe 
the nonlinear dynamic characteristics of various 
types of soil, and a large amount of experimen-
tal data has been accumulated (Chen Guo-xingm 
2005 & Rong Mian-shui, 2013). Because the ampli-
tude of actual ground motions are often unequal, 
additional provisions need to be added to correct 
the irregular loading and unloading stress–strain 
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strain on the basis of Martin and Finn’s model, 
which made the model more simple and practical.

On the basis of the work above, in this paper, 
we will describe the Davidenkov constitutive 
model, which was modified with irregular loading–
unloading criterion and the Byrne pore pressure 
increment model. It describes the nonlinear char-
acteristics of soil liquefaction by the subroutine in 
ABAQUS. Undrained cyclic triaxial tests of Nan-
jing fine sand and the corresponding three-dimen-
sional numerical simulation were carried out, and 
the target of simulating pore water pressure growth 
process of liquefied foundation was achieved. The 
initial verification of the three-dimensional effec-
tive stress subroutine and the feasibility analysis of 
the results were also analyzed in ABAQUS.

2 MODIFIED DAVIDENKOV 
CONSTITUTIVE MODEL

2.1 The loading–unloading criterion of the 
Davidenkov skeleton curve under irregular 
loading and unloading situation

Martin and Seed (Martin P P, 1982) proposed the 
skeleton curve formula of the Davidenkov consti-
tutive model:

τ γ γ⋅ ( )γ⎡⎣⎡⎡ ⎤⎦⎤⎤G Gγ = HmaGG x 1  (1)

where
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γ 21
 (2)

where τ is the shear stress, γ is the shear strain, 
Gmax is the initial shear modulus, and A, B, and γ0 
are the experimental parameters of soil.

To construct the hysteresis curve of the Davi-
denkov constitutive model under irregular cyclic 
stress, the Masing rules suitable for constant 
amplitude loading need to be modified, as shown 
in Figure 1. The loading–unloading criterion can 
be amended as follows:

1. The initial loading curve goes along the skeleton 
curves, such as 0→1 curve.

2. If  the loading and unloading curve encounters 
skeleton curves before the steering, it should fol-
low the extended Masing rules and the “upper 
backbone curve” rule, that is, the subsequent 
stress–strain curve goes along skeleton curve, 
2→1→3 curve before correction should be cor-
rected to 2 → 1 → 3 curve.

3. After stress is up to the steering point, the subse-
quent stress–strain curve goes along the direction 

from the current inflection point to the maxi-
mum (minimum) point in history 6→7’ curve 
before correction should be corrected to 6→7 
curve. On the basis of the “N-Times Law” pro-
posed by Pyke, at this time, the stress–strain hys-
teresis curve obeys the following relationship:

τ τ
γ γ
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2
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where γc is the strain at loading and unloading 
inflection point.

According to criterion (3), in addition to 
recording the point of  most value in history, when 
stress is up to the steering point, this criterion just 
needs to remember the current strain and param-
eter N at the inflection point, that is, determine 
the direction of  stress–strain curve. This is an 
effective solution to the problem of large amount 
memory of  to expand the “Masing rule” at inflec-
tion points.

2.2 Modification of Gmax and γ0 considering 
the initial effective confining pressure

When using the average modulus of  the soil 
layers in seismic response analysis, most of  the 
high-frequency component of  ground motion 
cannot propagate to the surface through the site. 
By modifying shear modulus and the reference 
strain with the initial effective confining pres-
sure, we can fix this problem, so that the seismic 
response analysis results are more in line with 
the actual situation. Guoxing Chen (Zhuang 
H, 2015) summarized a number of  experimen-
tal studies, which showed that: For noncohesive 

Figure 1. Stress–strain curves of the Davidenkov model 
with irregular loading and unloading rules.
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soils, in the same shear strain amplitude, the 
greater the initial effective confining pressure, 
the slower the movement of  the shear modulus 
attenuation curve. Parameter γ0 of  the curve 
of  dynamic shear modulus ratio plays a major 
role in the performance of  the attenuation. The 
higher the value of  γ0, the slower the attenuation 
of  the curve, that is, the greater the initial effec-
tive confining pressure, the greater the value of 
γ0. Therefore, we need to add the correction for-
mula of  Gmax and γ0 considering the initial effec-
tive confining pressure in the subroutine to meet 
the needs of  different users.

Through abundant resonant column tests of 
undisturbed soil samples of Nanjing fine sand, 
43 groups of test data with initial effective confin-
ing pressure, soil shear modulus, and parameter 
γ0 were selected. Using Origin to fit data, varia-
tion curves in which Gmax and γ0 increase with the 
increase of ′σ ′′c , as shown in Figure 2. At the same 
time, according to empirical formulas in the litera-
ture (Zhang J & Zhang J, 2005), Gmax and γ0 were 
calculated as:

G
ref

max max= ⋅ ′
′
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a
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where Grefe
maGG x  and γ 0γ reγγ fe  are experimental values 

under confining pressure ′σ ′′refe  and a is the fitting 
parameter associated with soil characteristics.

3 BYRNE PORE WATER PRESSURE 
INCREMENT MODEL

On the basis of the consistency condition of volu-
metric change of saturated soil during earthquakes, 
Martin and Finn established the basic formula to 
obtain the increment of pore water pressure of 
saturated soil. As the decrease of effective stress 
will cause the rebound of soil volume, the volume 
permanent compression is induced by cyclic shear-
ing and the pore water discharge and soil volume 
rebound are induced by the decrease of effective 
normal stress to meet the compatibility criterion. 
Assuming positive volume change of soil compres-
sion and pore water discharge:

Δ Δ Δε ε εv dεε v r v fε, ,d v =ΔεΔ v rε  (6)

where Δεv,d is the soil compression volume induced 
by shearing at each cycle, Δεv,r is the soil volume 
increment induced by the decrease of effective nor-
mal stress, and Δεv,f is the discharge volume of pore 
water at each cycle induced by shearing. Assuming 
that at the moment the earthquake occurs, there 
is no drainage in saturated sand, that is, Δεv,f = 0. 
Then, equation (6) can be written as:

Δ Δε εΔv dεε v rε, ,d v  (7)

Assuming Er as resilient modulus of saturated 
sand, Δu as the increment of pore water pressure, and 
Δσ as the increment of effective normal stress, we get:

Δ Δ Δε σ
v rε

r rEr

u
Er

, = = −  (8)

Substituting equation (8) to (7), we get:

Δ Δu Er vΔE dεv,  (9)

Byrne (1991) obtained the relation between 
cumulative volume strain (εv,d) and volumetric 
strain increment (Δεv,d) using experimental data of 
Martin and Finn (1975):Figure 2. Fitted curve of tests.
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In equation (10) and equation (11), γa is the 
shear strain amplitude of the Nth stress cycle, 
and ′σ ′′c  is the initial effective normal stress, which 
are represented by octahedral shear strain ampli-
tude (γoct) and initial octahedral effective normal 
stress(σoct), respectively, in two-dimensional and 
three-dimensional conditions, u is the excess pore 
water pressure, and C1, C2, m, n, and k are param-
eters related to soil characteristics.

Byrne used the experimental data of Martin and 
Finn (1975) and Tokimatsu and Seed (1987) (Toki-
matsu K, 1987) to obtain the empirical formula 
of coefficients C1 and C2 represented by the sand 
relative density (Dr) or the modified blow counts 
of standard penetration test N1:

C D C Nr1CC 2 5
1 1C NC N 1 250 0 6 8D C2 5 C −N− C2 5D CrD CC .N 1C5 or  (12)

C
C2CC

1CC
0 4= .  (13)

The generation of excess pore water pressure 
will lead to the decrease of soil shear modulus, in 
order to consider the influence induced by the rise 
of pore water pressure on the mechanical proper-
ties of the soil, the formula of dynamic pore water 
pressure, soil shear modulus, and reference shear 
strain was established according to the experiment 
(Liyanathirana D S, 2002):
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where u is the pore water pressure and b is the fit-
ting parameter related to soil characteristics.

4 IMPLEMENTATION OF EFFECTIVE 
STRESS ALGORITHM IN ABAQUS

4.1 Secondary development platform in ABAQUS

ABAQUS modules support constitutive model 
programs written by FORTRAN language, users 
can realize the subroutine development through 
the interface provided by ABAQUS UMAT/
VUMAT (implicit/explicit), and the main program 
will automatically call the constitutive model speci-
fied by the user in the calculation process.

The development involved the interface pro-
gram, which is the material custom programs of 
VUMAT, is briefly introduced as follows:

The main task of the VUMAT subroutine is: (1) 
the stress increment (Δσ) should be achieved on the 
basis of the incoming strain increment (Δε) from 
ABAQUS; and (2) the state variables need to be 
transferred in the process of updating and solving.

The simulation of soil pore pressure needs cou-
pling calculation with both static and dynamic steps, 
which can be achieved by multitasking. However, 
the multitasking calculation method is complicated 
to be adopted. In order to facilitate the employment 
of the subroutine, the constitutive model program 
was divided into two computing stages, including 
the static stage and the dynamic stage. The static 
calculation stage used the original in situ stress 
balance calculation method in ABAQUS. The soil 
dynamic stress–strain relationship during dynamic 
calculation phase relied on the modified Daviden-
kov constitutive model based on irregular load-
ing and unloading criterion, and the Byrne pore 
water pressure increment model presented above is 
embedded in the constitutive model.

4.2 Calculation procedure of the constitutive model

For large-scale numerical simulation problems, 
explicit algorithm can ensure the calculation accu-
racy, while providing higher computational effi-
ciency (Chen Guo-xing, 2011). Therefore, explicit 
algorithm subroutine was compiled through 
ABAQUS VUMAT interface. Figure 3 shows the 

Figure 3. Flowchart of subroutine.
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subroutine calculation process. First, the subrou-
tine obtains the initial octahedral effective confin-
ing pressure ( )′oct  in static analysis phase and the 
transition of the boundary conditions. Second, in 
the stage of dynamic analysis, the initial loading 
section should be judged and the shear modulus 
(G) is obtained using the initial load curve. Then, 
the turning point of loading and unloading must 
be judged. If  there is a turning point, then update 
the octahedral shear strain amplitude and calculate 
pore water pressure increment (Δu) and the volu-
metric strain increment (Δεv,d), update pore water 
pressure (u) and the accumulated volume strain 
(εv,d) after accumulation, and update the stress.

5 VERIFICATION OF THE SUBROUTINE 
MODULE

5.1 Determination of parameters in Byrne pore 
pressure increment model

Saturated drained cyclic triaxial tests of remolded 
Nanjing fine sand were carried out. The sample 
diameter was 39.1 mm, the height H was 80 mm, 
and the relative density was 50%. The basic physical 
parameters are shown in Table 1. The layered wet 
ramming method and saturated vacuum extrac-
tion method were applied to remold the soil. The 
saturation time was more than 24 h. The sinusoidal 
shear strain load was applied on the specimen with 
amplitudes of 0.1%, 0.2%, and 0.3% at 1Hz.

The relation curve between volumetric strain 
and cyclic number (N) was achieved by tests men-
tioned above, as shown in Fig. 4. The experimental 
results of  crystal silica sand were represented by 
dotted lines from Byrne P M (1991). Data points 
of  different shear strain amplitudes were selected 
in Fig. 4. According to formula (10), the modified 
relation curve between volumetric strain incre-
ment ),ε γ/v d,, a  and volumetric strain ( / ),ε γ/v d,, a  
was fitted out, as shown in Fig. 5. The Byrne pore 
pressure increment model parameters of  Nanjing 
fine sand are C1 = 0.730 and C2 = 0.475. Besides, 
the dotted lines are the fitting curves of  crystal 
silica sand obtained from Byrne P M (1991).

As shown in Figs. 4 and 5, the development trends 
of relation curve between volumetric strain (εv,d) and 
cyclic number (N) of Nanjing fine sand and crystal 

silica sand were basically consistent. Under the cyclic 
loading of same shear strain amplitude, volumetric 
strain increased as the cyclic number increases. At the 
same certain cycle, with the increase of shear strain 
amplitude, the volumetric strain increased too; the 
development trends of relation curve between the 
modified volumetric strain increment ( / ),ε γ/v d,, a  
and volumetric strain ( / ),ε γ/v d,, a  were basically coin-
cident, the values of parameters are relatively close. 

Figure 4. Volumetric strains from constant amplitude 
cyclic simple tests.

Table 1. Basic physical properties of the Nanjing fine sand.

Mean 
diameter
d50 (mm)

Uniformity 
coefficient
 cu = d60 / d10

Curvature 
coefficient
cc =  d30dd 2 /(d10 d60)

Specific 
gravity
Gs

Maximum 
void ratio
emax

Minimum 
void ratio
emin

Relative 
density
Dr(%)

0.12 2.31 1.07 2.72 1.15 0.62 50

Notes: Effective diameters d10, d30, and d60 mean that 10%, 30%, and 60% (by weight) of particles are smaller than the 
number, respectively.

Figure 5. Normalized incremental volumetric strains.
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These conclusions illustrated the validity of the test 
results with each other. 

5.2 Undrained cyclic triaxial tests of saturated 
Nanjing fine sand

Saturated undrained triaxial tests of remolded 
samples of Nanjing fine sand were carried out. 
The sample diameter D = 39.1 mm, height H = 80 
mm, relative density Dr = 50%, and the basic physi-
cal parameters are shown in Table  1. When pore 
pressure ratio μ σN cμ σμ ′σσ =1,  the test was stopped. 
The dynamic sinusoidal stress of 1Hz was exerted 
on the sample, and Nc represents the experienced 
cyclic number.

Time history curves of pore water pressure 
and hysteretic curves of soil samples are shown in 
Figs. 6 and 7 from triaxial tests, where initial effec-
tive stress ′σ ′′c =100 kPa and dynamic cyclic shear 
stress ratio τ σd cτ στ / ′σσ =1.05.

5.3 Numerical simulation of undrained cyclic 
triaxial tests of saturated Nanjing fine sand

Undrained cyclic triaxial tests of Nanjing fine 
sand were compared with the corresponding three-
dimensional numerical simulation, which was uti-
lized to verify the correctness of the calculation 
results with effective stress algorithm in subroutine 
modules under simple stress condition. The sam-
ple model was made of an eight-node hexahedron 
reduced integration unit (C3D8R), whose unit num-
ber was 96. Two rigid blocks with same cross section 
without weight were set on the top and bottom of 
the model, which made the load uniformly distrib-
uted under cyclic load. The rigid block on the bot-
tom was fixed. Cyclic load was applied on the upper 
rigid block. Stress artificial boundary was applied 
around the model, as shown in Fig. 8. Parameters 
for numerical calculation are shown in Table 2.

The relation curves between pore pressure ratio 
( / )μ σ/N cμ σμ / ′σσ  and cyclic number ratio (N/Nc) of und-
rained cyclic triaxial tests of Nanjing fine sand 
under different isotropic consolidation conditions 
are described in Fig. 9, with the corresponding 
numerical simulation results. The figure shows that 
with the gradual increase of cyclic number, the 
pore pressure finally developed to the initial effec-
tive confining pressure. From the overall shape of 
the curve, we can see that, under the same initial 
effective confining pressure, with the increase of 
axial dynamic shear stress ratio, the curve shape 
developed from S-type to hyperbola. The conclu-
sion was in agreement with Binghui Wang’s (Wang 
Bing-hui, 2011) summary of the transition about 

Figure 6. Time–history curve of pore pressure.

Figure 7. Strain–stress curve in the test. Figure 8. Numerical mode of cyclic triaxial test.
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pore pressure ratio development from type B to 
type A. With the increase of the initial effective 
confining pressure, pore pressure development 
regulation under the same ( / )σ/d cσ/ ′σσ  of  development 
basically remained unchanged.

Fig. 10 shows the axial strain curves of cyclic 
triaxial tests and numerical simulation under cyclic 
loading at constant amplitude with different initial 
effective confining pressures. Furthermore, with 
the increase of the initial effective confining pres-
sure, the samples took longer time to reach the 
liquefaction state. Sample failures of cyclic triaxial 

Figure 9. Development of pore pressure of cyclic triax-
ial test and numerical simulation.

Table 2. Parameters of numerical calculation.

Model type Parameter Parameter values Model type Parameter
Parameter 
values

Modified 
Davidenkov
model 
parameters

Unit weight 21.2 kN/m3 Pore pressure 
model 
parameters

u 0.444
shear wave velocity 205.8 m/s C1 0.730
A 1.02 C2 0.475
B 0.36 m 0.43
u 0.49 n 0.62
r0
a

0.00038
0.5

k
b

0.0025
0.5

Figure  10. Time–history curves of strain in different 
initial confining pressure.

tests and numerical simulation were, at the same 
time, 35, 45, and 70 s, respectively. Both results 
were in accordance with the trumpet-shaped devel-
opment regulation. The numerical simulation 
results in the initial stage of cyclic load are not 
almost unchanged as the triaxial test results, but 
slowly grew. In strain mutation stage, the simula-
tion results were not as obvious as the results of 
triaxial tests. The simulation liquefaction timing 
and the strain amplitude of the sample model basi-
cally agreed with the results of triaxial tests.
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6 CONCLUSION

• On the basis of the Davidenkov constitu-
tive model modified by irregular loading and 
unloading criterion and the introduction of 
Byrne-modified Martin and Finn pore pressure 
model, as well as a large number of resonant 
column test data fitting, this paper proposed 
the modified formula of Gmax and γ0 considering 
the different initial effective confining pressure. 
On account of the explicit module of ABAQUS 
platform, it realizes the subroutine development 
of the modified Davidenkov constitutive model 
with irregular loading and unloading criterion 
and the Byrne incremental model of pore water 
pressure. In order to get the parameters of Byrne 
pore pressure model of Nanjing fine sand, the 
saturated Nanjing fine sand drained cyclic tri-
axial tests were carried out. Undrained cyclic 
triaxial tests were also conducted for the same 
sand, and three-dimensional numerical simula-
tion was conducted for the tests. The following 
conclusions are drawn:

1. The trends of relation curves between volumet-
ric strain and cyclic number (N) of Nanjing fine 
sand and crystal silica sand are consistent basi-
cally. Under the cyclic loading of same shear 
strain amplitude, volumetric strain increases 
with the number of cycles. At the same cycle, 
the volumetric strain increased, while the shear 
strain amplitude increased.

2. As the cyclic number ratio increased, the pore 
pressure ratio ( / )μ σ/N cμ σμ / ′σσ  increased gradually, and 
the pore pressure (μN) finally developed to the 
initial effective confining pressure ( ).′c  Under 
the same initial effective confining pressure, the 
shape of μ σN cμ σμ / ′σσ  curve changed from S-type to 
hyperbola with the increase of axial dynamic 
shear stress ratio ( / ).σ/d cσ/ ′σσ  At the same cyclic 
shear stress ratio τd cττ / ,σ cσ ′σσ  as the initial confining 
pressure ( )′c  increased, the pore pressure devel-
opment was essentially constant, and the pore 
pressure development trend of simulation results 
and triaxial test results were basically the same.

3. Under the condition of invariable amplitude of 
cyclic loading, as ′σ ′′c  increased, the soil sample 
took more time to liquefy. The simulation lique-
faction time basically agreed with the result of 
triaxial tests, and both results accorded with the 
trumpet-shaped development regulation. The 
axial strain in the initial stage of cyclic load in 
numerical simulation is not the same as the cor-
responding results in triaxial tests, which remain 
almost unchanged, but slowly grows; the strain 
mutation is not as obvious as the result of tri-
axial tests.
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Urban ITS framework and essential parts of the ITS frame structure
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ABSTRACT: Urban ITS systems have been constructed by different departments batch by batch and 
stage by stage at present; hence, there are many problems among them, such as mutual independence, diffi-
culty of information sharing, and lack of top-level design. To resolve these problems, the method of urban 
ITS framework and important content of its construction is presented in this paper, which is based on the 
advanced information technologies such as big data. The framework includes six parts, including the data 
center, the efficient dispatching system, the convenient services, publishing system, and so on. The frame-
work provides a reference and guideline for the urban ITS system design from the overall view of the city.

tion of e-government and the development of new 
technologies, the United States, Britain, Australia, 
and other European countries have proposed differ-
ent methods of e-government architecture design, 
such as Federal Enterprise Architecture (FEA) in the 
United States, the UK E-Government Interoperabil-
ity Framework (E-GIF), the Australian Government 
architecture (AGA), the U.S. Global Information 
Grid (GIG) and other methods (Jin, 2008; Fang, 
2007). In these methods, the United States has first 
begun to study the architecture design method of 
e-government, and is also the most advanced and 
mature one. Frameworks of other countries are ref-
erenced from ideas and methods of the FEA more or 
less. The above advanced information system design 
methods are referenced also by the paper.

2 URBAN INTELLIGENT TRAFFIC 
INFORMATION SYSTEM STATUS 
AND PROBLEMS

With the development of the information technol-
ogy, integration of the urban intelligent transpor-
tation construction has become a major challenge 
and a strategic issue.

Information integration includes four aspects: 
information collection, information processing, 
information mining, and information publishing 
operations. Its aim is to achieve traffic information 
to optimize the allocation of resources to broaden 
the application field of information resources and 
maximize the value of information mining.

2.1 Traffic information collection

Traffic information is composed of static and 
dynamic traffic information. Specifically, dynamic 
traffic information currently collects operational 

1 INTRODUCTION

Since the 1990s, China has made several achieve-
ments in the urban ITS construction in many cities, 
but not without problems. On the one hand, because 
of the lack of overall planning and top-level design, 
most ITS systems have so many problems, such as 
mutual independence, self-containment, lack of 
information sharing, and business collaboration. 
On the other hand, the new generation technolo-
gies, such as IOT, cloud computing, and big data, 
have developed rapidly. Meanwhile, new demands 
and requirements of the urban ITS construction 
are put forward. Therefore, not only how to build 
a more seamless-connected ITS systems, but also 
how to integrate the existing intelligent transporta-
tion systems and information resources to mining 
and applying have become new challenges. A new 
framework of the urban ITS system and its impor-
tant construction contents are presented on the 
basis of the aerospace system engineering and the 
advanced information system architecture design 
method in developed countries. The objective of 
this paper is to provide a reference and guidance 
for the urban ITS construction of cities in China.

In the 1980s and 1990s, the United States, Japan, 
and the European Union have proposed the TIS 
framework (Wang, 2004). Meanwhile, the ITS frame-
work of China is also proposed in the “Eleventh Five” 
period (Liu, 2004; Zhang, 2005), and the system 
framework effectively promoted the development 
of the ITS in various countries. However, because 
of the rapid development of the information tech-
nology, the urban intelligent transportation system 
framework has been difficult to adapt to the require-
ments based on new technologies and businesses. 
The urban ITS systems primarily constructed by 
government are the fastest growing and more mature 
e-government systems. With the large-scale construc-
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data including highways, public transportation 
information, long-distance passenger statistics, 
and rail and air data. Static traffic information 
focuses on the basic geographic information. Traf-
fic information collection has some problems such 
as limited scope of the acquisition, lack of integra-
tion of information processing, and noncompre-
hensive information collection.

2.2 Processing and handling traffic information

Traffic information processing in accordance with 
the processing methods can be divided into two 
sites: collected traffic information within their 
decentralized processing application system and 
collected traffic information is aggregated to the 
data processing center for centralized processing. 
Traffic information system processes have the fol-
lowing problems: data sharing limitations, insuf-
ficient processing depth, lack of standards and 
process specifications, inadequate public service 
and interdepartmental applications, and lack of 
appropriate mechanisms and funding.

2.3 Use of traffic information

The traffic control department achieves several 
management functions by using processed traffic 
information such as transport command and 
control, traffic monitoring, traffic enforcement, 
and traffic information services. The current 
e-transport information mining degree is not deep 
enough, has information use limitations, and is a 
single source of information.

2.4 Traffic information release and operations

Traffic management departments can provide traf-
fic information through a variety of ways of public 
traffic information, such as website, radio, mobile 
client, and roadside traffic guidance. This type of 
the problem, including traffic information services 
market, is not mature, lacks legal protection, and 
the operating system is not perfect.

3 THE URBAN IT FRAMEWORK

Urban Intelligent Transportation System mainly 
consists of many aspects: road traffic management, 
emergency roads, rails, transportation companies, 
traffic governments, e-charges, and so on. The def-
inition of the level and relationship in urban ITS 
will play an important role for the future building. 
On this basis, this paper proposes a more scalable 
and advanced urban intelligent transportation 
system framework, namely “one data center, and 
five application systems” (the red by category data 
centers need to exchange information, shown in 
Figure 1), from the perspective of the overall city.

3.1 Construction of the urban traffic data center

A comprehensive data center can effectively coor-
dinate the relationship between data centers and 
data exchange platform to achieve acquisition 
integration, intensive treatment, and the depth of 
excavation. Other modules can use sharing data in 
time from five system modules storage in a traf-

Figure 1. Top-level framework of urban IT.
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fic data center. Meanwhile, the other data do not 
have to put in a data center, so modules can take 
full advantage of the resources within the system 
to process traffic information as well as reduce the 
pressure on the comprehensive traffic data center.

We constructed an urban transportation data 
center that meets the demands of national trans-
port planning, construction, operation, manage-
ment, and public transport information service. 
This data center integrates urban transportation 
data resources to achieve the purposes of storage, 
management, search, share, analysis, and publiciz-
ing of national traffic data resources. Furthermore, 
advanced ITS construction method will enhance 
the service quality of the city traffic management.

3.2 Efficient dispatching system

Urban road network has its own characteristics. 
Although increasing the construction of transport 
infrastructure can solve part of the traffic prob-
lem, it does not solve the problem fundamentally. 
Under the limited growth conditions of the road 
network infrastructure and minimal traffic operat-
ing costs, building an efficient dispatching system 
can improve the capacity of the largest possible 
pass through and rapidly respond to emergen-
cies. A blameless and efficient dispatching system 
should include daily dispatch and emergency dis-
patching for major urgent events.

The relationship between dispatching system and 
external system is shown in Figure 2. Traffic depart-
ments draft control plan for the transportation 
program has to use comprehensive information. 
After the implementation of traffic control plans, 
the management needs to get evaluation data in 
time. On the basis of the above evaluations, the 
traffic control department can understand the 
method effectiveness. Traffic control plans also 
need to agree with the traffic information forecast 
and traffic information service and issue specific 
traffic control measures to the public by ways of 
forecasting and services.

3.3 Convenient services and publishing system

Convenient services and publishing system can 
provide convenient travel information services for 
the public by road-side traffic guiding panels or 
application programs. Meanwhile, this system can 
guide public to avoid traffic congestion.

3.4 Scientific decision support system

Scientific decision support system includes traffic 
simulation and decision support, transportation 
planning, and traffic evaluation. This system can 
not only propose quantitative assessment analysis 
of traffic scheduling management program, but 
also give analysis and mining report on historical 
traffic data, providing decision-making support for 
the basis of transportation infrastructure planning 
and construction or other studies.

3.5 Reliable security system

The number of traffic accidents increasing with 
the increasing number of vehicles in cities. Improv-
ing road safety and establishing a reliable security 
system is a long and complex process.

To ensure the operation coordination between all 
systems, the interlayer and intralayer data transmis-
sion require a unified specification in the Intelligent 
Transportation System. These specifications and 
system operation management together constitute 
the essential standards system. In addition, the 
unauthorized use of the Intelligent Transportation 
System, which is an information system that has a 
direct effect on the transport system, may seriously 
affect the normal operation of transportation sys-
tems or even cause inestimable confusions. There-
fore, the entire Intelligent Transportation System 
should be subjected to comprehensive and strict 
control under the security system to prevent data 
theft, illegal system intrusion, and other issues.

3.6 Green energy system

Green environmental protection system can improve 
the quality of the environment and the satisfaction 
of urban transportation. This system is the inher-
ent requirement of the whole society to achieve sus-

Figure 2. Efficient dispatching system. Figure 3. Green energy system.
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tainable development. Creating energy-saving and 
environmental protection systems should build an 
appropriate detection system that will use big data 
technologies to summarize the causes of pollution, 
put forward recommendations of environmental 
protection, and promote the construction of envi-
ronmentally friendly transportation by means of 
information.

Transportation and environmental protection is 
responsible for the traffic pollution monitoring and 
supervision, mainly for monitoring emissions com-
pliance, noise pollution, and dust pollution. Public 
transportation administration uses the surveillance 
to introduce the policy of traffic and environ-
mental protection, set reasonable bus routes, and 
reduce rail traffic noise pollution. This system can 
effectively improve the quality of urban environ-
ment and create favorable conditions for the city’s 
construction.

3.7 The application of urban ITS framework

Combining with the city’s characteristics, the urban 
intelligent framework described in this paper has been 
utilized in its traffic system. It includes one data center 
and five systems (shown in Figure 4). The framework 
has been applied to intelligent traffic plan, design, and 
construction works in the city. It can effectively solve 
the problem presented in the second chapter.

4 CONCLUSIONS

To resolve the urban ITS construction problems, 
the new urban intelligent transportation system 
framework is proposed in this paper. The frame-
work provides a reference and guidance to further 
research, plan, design, and construction of urban 
intelligent transportation system. However, due to 
space constraint, only the urban intelligent trans-
portation system framework has been described 
in brief, and details of ITS system architectural 
design method and construction method based on 
this framework need further research.
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ABSTRACT: According to the theory of modular design and module partition key technology, we 
design and develop a product module partition system, which is based on the included system manage-
ment, product management, expert evaluation, and module partition. Taking the gearbox for example, 
here, we use the module division principle and the method proposed in this paper to divide its main parts 
into several modules. The experimental results have verified the feasibility and validity of this method, and 
we have preliminary realized the engineering application of the product module partition method on the 
basis of function–principle–structure.

and proposed the module division method on the 
basis of improved simulated annealing algorithm, 
which combines the advantages of both, thus 
avoided the following shortcomings: the simulated 
annealing algorithm is difficult to operate, the effi-
ciency is not high, and the genetic algorithm is easy 
to fall into the local optimal solution.

This paper takes the composition of the product 
components for the module object and considers 
the number of assembly and the relationship among 
the parts. With a gearbox as an example, we ana-
lyzed the Function–Principle–Structure (F-P-S) on 
the basis of the product module partition method 
and introduced the system of product module par-
tition on the basis of F-P-S implementation.

2 PRODUCT MODULE PARTITION

2.1 Product module partition principle and 
overall planning

The most basic principle of module division is inde-
pendent of function and structure. On the basis of 
functional requirements, it takes structure as the car-
rier to meet customers’ needs and ultimately ensures 
that the strong correlation among the internal mod-
ules and the weak coupling among the modules. 
Another basic principle is the changing needs of 
customers, including the higher needs for quantity 
and quality. These higher needs will create products 
with more functions. The existing module partition 

1 INTRODUCTION

Modular design takes the module as object and 
mainly includes module division, module plan-
ning, and module combination. Modular design 
technology first appeared in the early 20th Cen-
tury. Since the concept of modular design was put 
forward in the 1950s, it has been applied in many 
fields, such as furniture and machine tools. After 
the 1970s, the modular design method in Chinese 
machine tool industry has gradually emerged and 
has been widely used in other industries (Gong, 
2007). Pahl and Beitz (Pahl, 1996) thought that the 
modular design is used to complete the mapping 
from the demand domain to the functional domain 
and then complete the mapping from the functional 
domain to the domain based on the consideration 
of the performance of the modules. Li Yupeng (Li, 
2011) aimed at modeling the difficulties of tradi-
tional module identification method, computed 
complexity, could not effectively deal with the 
evaluation data problem of fuzzy and uncertainty, 
and put forward the product module clustering 
method based on rough set. The evaluation data 
are transformed into the form of rough numbers 
to fuzzy cluster analysis. In the cluster graph, the 
module is divided according into upper and lower 
threshold values, which makes the data process-
ing more objective. On the basis of the simulated 
annealing algorithm, Shan quan (Quan, 2007) 
integrated the population of the genetic algorithm 
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method (Quan, 2012) mainly includes two types: one 
is the function analysis method, which emphasizes 
the function of the module, and it is mainly used in 
the phase of requirement analysis and conceptual 
design; the other is to emphasize the independence 
of the module structure of the parts analysis method; 
this method is carried out mainly through the analy-
sis of product components and structural correlation 
between parts and combined with other factors to 
complete the division of modules. Product module 
division process is summarized as: the establishment 
of the existing product structure parts information 
management database. According to the total func-
tion of product design code, the model is decom-
posed into subfunctions by F-P-S mapping model 
and the establishment of the functional structure of 
the product. The principle of each subfunction and 
its realization structure are analyzed, and the prin-
ciple of division based on F-P-S is obtained. The 
function–principle–structure of the characteristics of 
indicators or related characteristics is quantified as a 
module division of the comprehensive evaluation of 
the data. Finally, through the fuzzy clustering method 
to achieve the cluster analysis of product components, 
we get the final module partition scheme. The process 
of product module partition is shown in Figure 1.

2.2 Product module partition method based 
on cluster analysis

The integrated correlation matrix is transformed 
into fuzzy equivalent matrix by using the transitive 
closure method (Wang, 2003). On the basis of the 

fuzzy equivalent matrix, the parts of the product 
are clustered by the method of calculating the max-
imum correlation degree among the components.

First, the threshold of cluster analysis is deter-
mined. In the cluster analysis, the threshold value 
can be artificially set; however, there is some uncer-
tainty in the selection of threshold. In this paper, 
by calculating the average value of the correlation 
distance among parts, as the threshold of cluster 
analysis, the formula for calculating the average 
correlation degree is:

K

d

n n

ijdijd
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i j

n

i

n

= i j≠i j
=
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( )n n( )n n −( )−
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Second, a pair of components with the largest 
correlation degree is calculated, and they are gath-
ered together as a module. Each line represents a 
correlation between one part and other parts of 
the n–1, and d iiid iiid i*d i*d i( ,d i( ,d i ..., ).n..., ).nd i= =d id i1 1d i( ,1 1( ,d i( ,d i1 1d i( ,d id i= =d i1 1d i= =d i( ,= =( ,1 1( ,= =( ,d i( ,d i= =d i( ,d i1 1d i( ,d i= =d i( ,d i  Therefore, by calcu-
lating the largest element in the fuzzy equivalent 
matrix D*, the formula to calculate the parts xp, xq 
with the largest correlation degree is:
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Because the parts xp, xq correlation is the 
largest, the module is denoted as M(p,q).

The processing method for the original matrix 
is: First, paddle the p,q line and the p,q column in 
the matrix D*. Second, calculate the relationship 

Figure 1. Product module partition process.
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distance between the module M(p,q) and the rest 
of the parts as:

d d i niMdd ipdd iq
* *d *a { , (diqddd , ,..., ; )i p q }=id d p1 2,  (3)

Third, add the module M(p,q) to the matrix 
and take the relationship distance diMdd *  between 
the module M(p,q) and the remaining parts as an 
element that the module M(p,q) is in the matrix. 
Therefore, the order of the new matrix after pro-
cessing the original matrix is n–1.

Then, use the second step of the algorithm to 
calculate the largest correlation degree of a pair of 
components or modules and put them into a mod-
ule. In the second step, the processing for n–2 order 
matrix is determined by using the original matrix.

Finally, with the average correlation degree K 
as threshold, according to the second step and the 
third step cycle operation, until the largest corre-
lation degree is less than the average correlation 
matrix K, terminate the process of clustering algo-
rithm. The resulting matrix is the result of cluster 
analysis as well as module partition.

3 THE SYSTEM DEVELOPMENT 
BACKGROUND AND THE OVERALL 
FRAMEWORK OF THE SYSTEM

For system implementation, the choice of  devel-
opment platform is very important. The develop-
ment platform can realize the algorithm and play 
a powerful role in computer-aided product design. 
The design in this paper, based on the F-P-S of 
the product module partition of  the system algo-
rithm, mainly uses Microsoft’s mainstream devel-
opment tool Microsoft Visual studio 2005. This 
tool has superior application range and execution 
efficiency. System development platform and envi-
ronment selection are as follows:

The hardware configuration: core T5870; 1024 
MB of memory; 256 MB of memory

Software configuration: Windows 7 Operating 
System; Microsoft Visual studio 2005

Management module includes system manage-
ment submodule and product submanagement mod-
ule. System management module mainly carries out 
the management tasks of the personnel, the sys-
tem involves the process of expert score, the system 
management module achieves the expert’s account 
number, password, and permissions management, 
and product management module is mainly com-
posed of parts of the product information man-
agement, including the entry, query, delete, and 
update function. The management module is to 
provide the necessary information and data sup-
port for the main module.

Main modules include expert evaluation submod-
ule and module partition submodule. Expert evalua-
tion module scores mainly through the experts on the 
correlation between parts, and factor score includes 
three aspects: the function-principle-structure score 
results in real-time display, and data can be queried, 
modified, deleted. The submodule mainly provides 
expert evaluation results and clustering analysis of 
parts using fuzzy clustering algorithm, and displays 
the final module partition results.

4 SYSTEM FUNCTION REALIZATION

In order to facilitate the evaluation of informa-
tion between parts statistics and calculation, in this 
paper, with the aid of computer-aided methods 
and combining with the proposed product module 
of the F-P-S based on the developed theoretical 
knowledge and the F-P-S product module partition 
system, the system mainly consists of management 
module and the main module. The main module is 
mainly used for the cluster of the product module. 
The management module mainly manages the data 
in the process of product division. Both seamless 
integration and information sharing in the whole 
system, to a large extent, improve the efficiency of 
product modular design.

4.1 Management module

The management module includes system man-
agement submodule and product management 
submodule. The system management module 
includes two parts: user login and personnel man-
agement. User login part includes user authority 
identification and determines user’s permissions; 
personnel management part allows system users to 
add, delete, and modify permissions and passwords. 
Product management submodule mainly manages 
the relevant information of the components of 
products. The add part is mainly to add parts’ name 
which is composed of the structure of the parts, parts 
drawing number, component properties, parts mate-
rial, procurement company information, and so on.

Figure 2. System integrated framework.
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4.2 Main module

The main module of product module division system 
based on F-P-S consists of two parts: expert evalu-
ation submodule and module partition submodule.

4.2.1 Expert evaluation submodule
After the expert raters choose two parts, there comes 
the need to score, the score of each of the two parts 
between the function correlation, structure correla-
tion, and principle correlation. Evaluation data would 
be displayed in real time by reading documents based 
on F-P-S module division principle and quantitative 
methods. Experts determine the product function, the 
principle, and the structure in to evaluate weight. In 
the construction of the integrated correlation region 
enter function, principle, and structure of weight 
value, the system will automatically calculate the 
two parts between the integrated correlation results 
of real-time display. Then, the cycle is completed by 
evaluating each two component and the final com-
prehensive correlation matrix is obtained.

4.2.2 Module partition submodule
The system applies the method of transitive closure, 
transforms the comprehensive correlation matrix 
into fuzzy equivalence matrix, and finally displays 
the transformation, thereby completing the matrix 
transformation process. To calculate the fuzzy equiva-
lence matrix element, the average correlation degree is 
obtained. The matrix interface is shown in Figure 3.

5 CONCLUSION

In this paper, we introduced the product module 
division system, design platform, development 

tools, management module, and main module on 
the basis of function-principle-structure. Further-
more, the relationship between parts and compo-
nents based on function, principle and structure 
was evaluated. On the basis of the cluster analysis 
of the comprehensive correlation matrix, the divi-
sion of product modules based on function-prin-
ciple-structure is realized. The effectiveness of this 
method is verified by the example of the division of 
the gearbox. The product module partition method 
can provide support to product design on the basis 
of modular, and the further research works will 
focus on the evaluation of the product module par-
tition results.
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ABSTRACT: The acceleration response value of space truss and aerospace load structure is exceeded 
in the acceptance level vibration test. The method of applying the viscoelastic damping layer is used to 
reduce the vibration of the space truss and the aerospace load structure. The test results show that the 
damping effect is obvious, and it is needed to determine the structure parameters and material parameters 
of the viscoelastic damping layer. The structural parameters include the location of the viscoelastic damp-
ing layer, the thickness of the damping layer, and the thickness of the constrained layer. The material 
parameters include the shear modulus of the damping layer, damping factor of the damping layer, and the 
selection of the constrained layer. With index of damping factor and the resonance frequency of vibra-
tion, the influence of structural parameters and material parameters on the damping effect of viscoelastic 
damping materials is obtained by the optimization and comparison of damping factors.

structure, thus affecting the natural frequency of 
the structure. On the other hand, due to the vis-
coelastic damping layer is damping material, so 
the damping characteristic of the whole structure 
will be affected, and the resonance response peak 
and damping factor of the whole structure will be 
greatly affected.

2 EVALUATION INDEX OF VIBRATION 
REDUCTION EFFECT

The fundamental frequency of the vibration 
reflects the vibration characteristics of the struc-
ture. High vibration frequency shows that the 
structure stiffness is large, then the vibration is easy 
to decay. Therefore, the fundamental frequency 
of vibration from one side reflects the damping 
effect of the structure is good or bad. The damp-
ing factor (Yang, 2011) as an index to evaluate 
the damping effect because viscoelastic damping 
vibration reduction method is based on the form 
of no significant change in structure to increase 
the damping of the structure, so the damping level 
can accurately reflect how the damping effect of 
the scheme. The resonance response peak value 
of the structure is another index of evaluating the 
effect of vibration reduction because the resonant 
response of the structure is greatly influenced 

1 INTRODUCTION

According to the practical need, the method of 
applying the viscoelastic damping layer (Shen, 
2006) to the aerospace load box structure is used to 
reduce the vibration. In this paper, the constrained 
damping layer is adopted, which is composed of 
damping layer and constrained layer. Viscoelas-
tic damping layer is in the form of simple, light 
weight, easy to paste, excellent damping perfor-
mance, does not need to change the existing struc-
ture, the use of less material will be able to achieve 
a larger damping effect (Wang, 1990).

For a viscoelastic damping scheme, it needed 
to determine the structural parameters and mate-
rial parameters of viscoelastic damping layer. 
The structural parameters include the location 
of the viscoelastic damping layer, the thickness 
of the damping layer, and the thickness of the con-
strained layer. The material parameters include the 
shear modulus of the damping layer, the damping 
factor of the damping layer, and the selection of 
the constrained layer. In general, the material of 
the general constrained layer is the same as that of 
the structure layer. For the space truss and aero-
space load structure, the 2A12 plate is selected as 
the constrained layer. The existence of the vis-
coelastic damping layer, on the one hand, has a 
great influence on the quality and stiffness of the 
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by the damping. The greater the damping is, the 
smaller the resonance response is, the smaller the 
damping is, the greater the resonance response is. 
In this paper, the vibration frequency and damping 
factor is the evaluation index of vibration reduc-
tion effect.

3 CALCULATION OF DAMPING FACTOR

Damping factor is obtained firstly for simple beam 
and plate structure through theoretical analy-
sis (Ross, 1959; Mead, 1969). Johnson (Johnson, 
1982) proposed using modal strain energy method 
to calculate damping factor, which makes it pos-
sible to use the finite element software to calculate 
the damping factor. The method of finite element 
software to calculate the damping factor has a 
direct frequency response method, modal strain 
energy method (Ren, 2004; Zhao, 2013) and com-
plex eigenvalue method. In this paper, the complex 
eigenvalue method (Rikards, 1993) is used to cal-
culate the damping factor. By using the complex 
eigenvalue calculation function provided by MSC/
NASTRAN, it can be more convenient to deter-
mine the damping factor of the structure. By using 
the complex modulus model, the constitutive rela-
tion of viscoelastic materials is:
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In the formula, σ0 and ε0 represent the time-
varying harmonic stress respectively. ′′ ( )Ε ))  is 
complex modulus of materials. η( )ω  is material 
damping factor. The free vibration equation of the 
composite structure is:
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In the formula, M is mass matrix. K* is com-
plex stiffness matrix. K and K’ represent the real 
part and imaginary part of the complex stiffness 
matrix respectively. u* is displacement. To make 
u eiw t∗∗ ∗φφ∗∗ ,  formula (1) can be transformed 
into:

Κ Μ ∗Μφ λ φ∗∗  (2)

In the formula, ω* is complex frequency. φ* is 
complex feature vector. λ* is complex eigenvalue. 
After solving formula (2) can be obtained:

λ λ λλλ +λ ′λλi

Thus, the n-th order modal damping factor ηn:

η λ
λnη n

n

= ′λλ

This method is more intuitive and clear, and 
can describe the dynamic mechanical properties of 
viscoelastic materials very well (Bagley, 1979).

4 THE COMPOSITION OF SPACE TRUSS 
AND AEROSPACE LOAD STRUCTURE

The simulation model of space truss and aerospace 
load is mainly composed of the following parts, as 
shown in Figure 1. They are: box structure, long 
tube, short tube, connector, connection box, con-
strained damping layer and tooling.

Here, the exterior of the box structure is plate 
structure, and the interior is a hollow structure. The 
box structure is composed of the upper and lower 
cover plate, left and right cover plate, the front and 
back cover plate. Each two faces are connected by 
screws. The viscoelastic damping layer on the outer 
wall of the box structure is a constrained damping 
layer, as shown in Figure 2. The box structure is con-
nected with the four connection boxes at the top of 
space truss through screws. In addition to the four 
surfaces in contact with the box structure, it has a 
diameter of 18 mm and a depth of 2 mm circular 
recess at central position of each remaining surface, 
for positioning the connector, as shown in Figure 3.

Figure 1. Finite element model of space truss and aero-
space load structure.

Figure 2. Constrained 
damping layer.

Figure 3. Connection 
box and connector.
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5 PARAMETER OPTIMIZATION OF 
VISCOELASTIC DAMPING COMPOSITE 
STRUCTURE

In order to study the influence of damping layer 
thickness on the damping effect, take six groups of 
thickness values in the range of 0.25 mm–2.5 mm. 
The resonance frequency and damping factor 
increment obtained by the Nastran complex eigen-
value method are shown in Table 1. List the first six 
orders damping factor values. In order to express 
the influence of the damping layer thickness on the 
resonant frequency and damping factor, draw data 
from the table into a graph. Wherein the horizon-
tal axis is the resonance frequency, and the vertical 
axis is the damping factor increment.

It can be seen from the figure that the resonance 
frequency decreases with the increase of the thick-
ness of the damping layer. It can be seen from the 
data in table, when the damping layer thickness is 
0.25  mm, the fundamental frequency is 23.7  Hz, 
the thickness is 2.5 mm, the fundamental frequency 
is 23.1 Hz. By referring to the second order to sixth 
order data, we can see that with the increase of the 
thickness of the damping layer, the decrease of the 
resonance frequency is not large. When the thick-
ness of the constrained layer is constant, with the 
increase of the thickness of the damping layer, the 
damping factor increases. The reason is that the 
thickness of the damping layer increases and the 
energy consumption in the process of vibration 
increases. Then study the influence of the thick-
ness of the constrained layer on the vibration 
damping effect, take six groups of thickness values 
in the range of 0.5 mm–3 mm, and the thickness of 
the damping layer is constant.

It can be seen from the figure that the resonance 
frequency decreases with the increase of the thick-
ness of the constrained layer. It can be seen from 
the data in table, when the damping layer thickness 
is 0.5 mm, the fundamental frequency is 24.8 Hz, 
the thickness is 3 mm, the fundamental frequency 

Figure 4. The curve of the damping factor increment 
and the resonance frequency with the change of the 
thickness of damping layer.

is 22.8 Hz. By referring to the second order to sixth 
order data, we can see that with the increase of the 
thickness of the constrained layer, the decrease of 
the resonance frequency is not large. When the 
thickness of the damping layer is constant, with 
the increase of the thickness of the constrained 
layer, damping factor firstly increases and then 
decreases, and the damping factor reaches the 
maximum when the thickness of the constrained 
layer is 2 mm. The reason is that the constrained 
layer thickness increases, and the restraining abil-
ity of the constrained layer is increased, damping 
layer deformation is bigger, the energy consumed 
in the vibration process is more, and the damping 
factor increases. With the increase of the thick-
ness of the constrained layer, the mass increases 
and plays a leading role, and the damping factor 
decreases.

Next, the influence of damping layer material on 
the damping effect is studied, and the shear modu-
lus of the damping layer are chosen as the material 
property parameters. Viscoelastic damping materials 

Table 1. Damping factor increment and the resonance frequency with the change of the damping layer thickness.

Order 
number

Tz1 = 0.25 mm Tz2 = 0.5 mm Tz3 = 0.8 mm Tz4 = 1.2 mm Tz5 = 1.8 mm Tz6 = 2.5 mm

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

1  23.7  1.12  23.6  1.14  23.5  1.16  23.4  1.24  23.2   1.44  23.1   1.70
2  25.6  1.72  25.6  1.76  25.5  1.78  25.3  1.93  25.2   2.23  24.9   2.63
3  33.7  0.52  33.7  0.54  33.5  0.57  33.4  0.62  33.3   0.71  33.1   0.85
4  92.9  6.94  92.8  7.19  92.7  7.27  92.5  7.98  92.2   9.50  91.8  11.62
5 106.3 15.17 106.1 15.24 105.8 16.26 105.6 18.47 105.1  22.60 104.6  28.32
6 125.3 39.96 124.8 49.87 124.0 63.41 123.4 82.81 122.3 115.78 121.1 155.79
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are generally a kind of high molecular polymer, 
mainly rubber and plastic, shear modulus is less 
than 20 MPa. Take six groups of data in the range 
of 0.25 Mpa–15 Mpa for research and analysis.

It can be seen from the figure that the resonance 
frequency increases with the increase of the shear 
modulus of damping layer. It can be seen from the 

data in table, when the shear modulus of damp-
ing layer is 0.25 Mpa, the fundamental frequency is 
23.5 Hz, the shear modulus is 15 Mpa, the funda-
mental frequency is 23.6 Hz. By referring to the sec-
ond order to sixth order data, we can see that with 
the increase of the shear modulus of damping layer, 
the increase of the resonance frequency is not large. 

Figure 5. The curve of the damping factor increment 
and the resonance frequency with the change of the 
thickness of constrained layer.

Figure 6. The curve of the damping factor increment 
and the resonance frequency with the change of the shear 
modulus of damping layer.

Table 2. Damping factor increment and the resonance frequency with the change of the constrained layer thickness.

Order 
number

Ty1 = 0.5 mm Ty2 = 1 mm Ty3 = 1.5 mm Ty4 = 2 mm Ty5 = 2.5 mm Ty6 = 3 mm

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

1  24.8  0.48  24.4  0.80  23.9  1.04  23.5  1.16  23.1  1.10  22.8  1.06
2  26.9  0.80  26.4  1.28  25.9  1.63  25.5  1.78  25.0  1.72  24.6  1.68
3  34.9  0.15  34.4  0.46  34.0  0.52  33.5  0.57  33.1  0.51  32.8  0.47
4  94.5  3.60  93.9  4.81  93.2  6.48  92.7  7.27  92.1  7.07  91.5  6.87
5 108.4 11.84 107.4 13.10 106.5 14.50 105.8 16.26 105.2 16.10 104.5 15.50
6 132.1 31.10 129.3 38.00 126.5 53.40 124.0 63.41 122.2 61.6 120.4 60.70

Table 3. Damping factor increment and the resonance frequency with the change of the shear modulus of damping layer.

Order
number

G1 = 0.25 (MPa) G2 = 0.5 (MPa) G3 = 1 (MPa) G4 = 1.5 (MPa) G5 = 6 (MPa) G6 = 15 (MPa)

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

1  23.5  0.68  23.5  0.92  23.5  1.06  23.5  1.16  23.5  1.02  23.6  0.69
2  25.5  1.05  25.5  1.43  25.5  1.59  25.5  1.78  25.6  1.58  25.7  1.09
3  33.5  0.41  33.5  0.54  33.5  0.55  33.5  0.57  33.5  0.54  33.6  0.46
4  92.6  4.97  92.6  6.05  92.6  6.55  92.7  7.27  92.7  6.17  92.8  5.24
5 105.7 11.15 105.8 13.73 105.8 14.99 105.8 16.26 106.0  14.26 106.2 11.17
6 122.9 43.94 123.4 53.41 123.8 58.07 124.0 63.41 124.5 055.11 124.8 46.93
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With the increase of the shear modulus of damp-
ing layer, damping factor firstly increases and then 
decreases, and the damping factor reaches the maxi-
mum when the shear modulus of damping layer is 
1.5  Mpa. The reason is that the shear modulus of 
damping layer increases, on the one hand, the stiffness 
of space truss and aerospace load structure is gradu-
ally increased, the relationship between the frequency 
and the stiffness of the structure shows that the fun-
damental frequency of the structure increases gradu-
ally. On the other hand, the stiffness of the damping 
material is gradually increasing, and the deformation 
of the damping layer decreases gradually. The damp-
ing factor of the structure is related to the strain 
energy of the damping layer, and the strain energy 
is proportional to the stiffness and strain. Therefore, 
under the common influence of the increasing stiff-
ness and the decreasing of the strain, the damping 
factor appears to increase first and then decrease.

The placement of constrained damping layer 
is an important aspect of constrained damping 
layer optimization design. Because the constrained 
damping layer is to rely on the energy dissipation 
of the damping layer to achieve the vibration of 
the structure. The constrained damping layer is 
applied to the different locations to generate dif-
ferent modal strain energy distribution, its energy 
dissipation is also different, which will affect the 
vibration reduction effect. In this paper, the con-
strained damping layer is pasted on five different 
locations as shown in Figure 7.

Figure 7. Paste position of constrained damping layer.

From position 1 to position 5, the resonance 
frequency decreases first and then increases, and 
the damping factor increases at first and then 
decreases. The damping factor reaches the maxi-

Figure 8. The curve of the damping factor increment 
and the resonance frequency with the change of paste 
position of constrained damping layer.

Figure  9. Modal strain energy distribution of eight 
order to ten order.

Table 4. Damping factor increment and the resonance frequency with the change of paste position of constrained 
damping layer.

Order 
number

Position 1 Position 2 Position 3 Position 4 Position 5

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

Fre-
quency 
(Hz)

Damping 
factor 
increment 
(‰)

1  25.2 0.0016  25.2 0.0025  25.0 0.0035  25.2 0.0027  25.2 0.0017
2  27.3 0.0032  27.3 0.0044  27.1 0.0060  27.3 0.0046  27.3 0.0034
3  35.3 0.0037  35.3 0.0038  35.2 0.0050  35.3 0.0038  35.3 0.0037
4  94.9 0.0054  94.9 0.0110  94.8 0.0143  95.1 0.0128  95.2 0.0068
5 109.0 0.0177 109.0 0.0281 108.9 0.0328 109.2 0.0288 109.3 0.0181
6 133.0 0.0047 133.0 0.0050 132.9 0.0055 133.0 0.0052 133.0 0.0048
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strain. Therefore, under the common influence 
of the increasing stiffness and the decreasing 
of the strain, the damping factor appears to 
increase first and then decrease.

4. The constrained damping layer is applied to the 
position where the modal strain energy is larger, 
the more energy is consumed by the damping 
layer, the greater the damping factor is, the 
more obvious the effect is.
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mum in position 3. In order to analyse the reasons, 
the modal strain energy distribution is investigated.
at first. According to the results of modal analysis, 
in the first ten orders modes, the vibration mode 
of the space load box is in the order of eighth to 
tenth. The modal strain energy distribution of the 
three order is listed.

It can be concluded from the variation law 
of damping factor at different position of con-
strained damping layer and position diagram of 
modal strain energy: The greater the modal strain 
energy is, the greater the damping factor is. The 
reason is that the constrained damping layer is 
applied to the position where the modal strain 
energy is larger, and the shear deformation of the 
damping layer is large in the course of the vibra-
tion of the structure, the energy consumption is 
large, the damping factor of the structure is big, 
the resonance response peak is small, and the effect 
of vibration reduction is good. Therefore, the posi-
tion where the modal strain energy is larger should 
be chosen to paste constrained damping layer in 
the optimization process.

6 CONCLUSION

1. When the thickness of the constrained layer is 
constant, the thickness of the damping layer 
is in the range of 0.25  mm–2.5  mm, with the 
increase of the thickness of the damping layer, 
the damping factor increases.

2. When the thickness of the damping layer is 
constant, the thickness of the constrained layer 
is in the range of 0.5 mm–3 mm, and damping 
factor increases first and then decreases with 
the increase of the thickness of the constrained 
layer.

3. The shear modulus of the damping layer gradu-
ally increased from 0.25 MPa to 15 MPa. The 
damping factor of the structure is related to 
the strain energy of the damping layer, and the 
strain energy is proportional to the stiffness and 
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elastoplastic damage, and elastoplastic damage models
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ABSTRACT: Microplane theory is a class of general approach to establish the three-dimensional 
constitutive relation of materials from the simpler one- or two-dimensional behavior on the generic 
planes with predefined spatial orientations. Although successfully implemented, verified, and applied to 
almost all types of materials, the theoretical aspects of microplane theory is still an open issue and fur-
ther investigations are necessary. Within the framework of irreversible thermodynamics, we proposed 
a unified microplane theory in this paper. A detailed description of the general formulation, including 
evolution laws of the involved internal variables derived from the principle of maximum dissipation, was 
presented. As illustrative examples, the microplane elastoplastic, damage, and combined elastoplastic 
damage models were derived as the special cases of the proposed unified theory. The predicted results 
under cyclic uniaxial compression and biaxial compression show that the proposed theory is capable of 
describing the nonlinear behavior of concrete under dominant compression. This paper is the first step 
of the research work aiming to develop a thermodynamically consistent microplane model for concrete.

by Carol et  al. (1991, 1997). It was only recently 
that the earlier versions of microplane models have 
been found to be thermodynamically inconsistent, 
and during some loading cases, negative dissipa-
tions would be produced (Carol et  al. 2001). To 
eliminate this deficiency, a new thermodynamically 
consistent microplane damage model was proposed 
by Kuhl et al. (2001) and further elaborated in Wu 
(2009); however, the capability of fitting the test 
data of concrete cannot be guaranteed.

Noticing the above facts, we aim to develop a 
new microplane model, which is not only capable 
of good data fitting but thermodynamically con-
sistent. This paper is the first step of this work, in 
which a unified microplane theory was proposed 
within the framework of irreversible thermody-
namics. The general formulation, including the 
consistent evolution laws of the involved inter-
nal variables, was presented in detail. As illustra-
tive examples, by adopting different microplane 
unloading/reloading stiffness, the microplane 
elastoplastic, damage, and combined elastoplastic 
damage models were derived as the special cases of 
the proposed theory. Finally, the proposed model 
was applied to concrete under cyclic uniaxial com-
pression and biaxial compression, respectively, and 
the numerical predictions were also presented to 
preliminarily verify its validity.

1 INTRODUCTION

Microplane theory is a class of general approach 
to construct a three-dimensional constitutive rela-
tion of materials from the simpler one- or two-
dimensional behavior on the generic planes with 
predefined spatial orientations. Although the 
word “microplane” was coined by Bažant and 
Oh (1983) to refer in particular to the kinemati-
cally constrained models, the microplane theory 
can be traced back to the classical elastoplastic 
concept of Mohr–Coulomb-type failure envelope 
for a generic plane (Mohr 1900). The slip theory 
of plasticity for crystalline metals (Taylor 1938, 
Batdorf & Budiansky 1949) and the multilaminate 
model for fractured rocks (Zienkiewicz & Pande 
1977) can be viewed as the special cases of the 
generalized microplane theory, although the static 
constraint was adopted in these models.

Although the (generalized) microplane theory 
has been successfully implemented, verified and 
applied to almost all types of ductile, brittle, or 
quasi-brittle materials, the theoretical aspects of 
the microplane theory is still an open issue and 
further investigation is required. The interrelations 
between microplane models and the classical dis-
ciplines of solid mechanics, such as plasticity and 
damage mechanics, have been discussed in detail 
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2 GENERAL FORMULATION

2.1 Kinematic and kinetic settings

Let the configuration occupied by a solid with 
reference position vector x in �ndim  be denoted 
by B ⊂ �ndim.  The boundary ∂B  is subdivided 
into two disjoint parts: ∂ = ∂ ∪ ∂B B= ∂ Bu t∪∂BB BB  with 
∂ ∩ ∂ = ∅B ∩ ∂u tB BB B∩ ∂ . In solid B,  the displacement fields 
are denoted by u : .dimB �n  The macroscopic 
stress and symmetric strain tensors are introduced as 
σσσσ : dim dimB → �ndim  and εεεε : ,dim dimB→ �ndim  respec-
tively. Upon the assumption of infinitesimal strains, 
the macroscopic strain tensor ε is defined as the sym-
metric part of the displacement gradient ∇u:

εεεε = ∇symu  (1)

The macroscopic strain tensor ε is usually 
decomposed into the following additive form:

εε εεε ε εεε εεε+εεεε voεεεε l dεεεε ev  (2)

with the macroscopic volumetric and deviatoric 
strain tensors, εεεε vol  and εεεε deε v ,  respectively, given by

εεεε εεεε εεεεvoεε l vol deεε v vεε εεε εεεε ol devI Iεε εεε ε εεε ε εεε εεεεεεεεε εε εεε εεεεεεεεε εεεε,εεεεεεεεεεεεεεεεεε  (3)

where Ivol  and Idev  denote the corresponding 
symmetric fourth-order volumetric and deviatoric 
projection operators:

I I I I Ivol dI ev vol= I = −I ⊗
1
3

1
3

I I I I⊗  (4)

According to the kinematic constraint, the volu-
metric and deviatoric strain vectors on a specific 
microplane (represented by its unit normal vector 
n), evol  and edev , are determined by:

e n n evol vn ol V dev dev D⋅nn +ε εdevε εvol V=εε εεεεεε devεn e nV dn e ev =n eV dn e εεε T  (5)

with the microplane volumetric strain eV, devia-
toric strain eD, and tangential strain eT resolved as 
the projections of the macroscopic strain tensor:

eV TDV D TεD DeeD =ee : ε εTe TT = :εε εεε  (6)

where the projection tensors V, D, and T are 
expressed as:

V I D n n I T n n nI D ⊗ n ⋅n − ⊗n ⊗
1
3

1
3

, ,D n I⊗ n
3

I  (7)

It is more convenient to express the microplane 
tangential strain vector eT as the product of its 
magnitude eT and its unit vector 1T:

e 1 e e e 1
e
eT T T T11 T TTe T T11 T

T

=T1T11 ⋅eTe =eeT T Te Te  (8)

The macroscopic stress tensor (σ) is specified by 
the constitutive equation σσσσ αααα( ,σ εσσσσ εεεε )ααα  and satisfies the 
balance of linear momentum at equilibrium:

div σσσσ + =f 0  (9)

for the body force f in the domain B,  with α 
denoting the set of internal variables (including the 
damage and plastic internal variables in this paper). 
In contrast to microplane strain components, the 
conjugate microplane stress components on the 
microplane cannot in general be equal to the projec-
tions of the macroscopic stress tensor σ if the micro-
scopic strain components represent the projection 
of macroscopic strain tensor ε. Thus, static equiva-
lence or equilibrium between the micro and macro 
levels, here called the micro-macro homogenization 
formulation, has to be enforced in the weak form.

2.2 Elastoplastic damage model in strain space

In the formulation of strain space plasticity, 
the stress tensor σ is expressed as the difference 
between the reversible elastic part σe and the per-
manent plastic part σp:

σσ σσσ σ σσσ σσσσσσσ e pσ σσ σσσσσ σσσσσσσσσσ  (10)

where the elastic stress σe is related to the strain 
tensor ε by the generalized Hooken law:

σσσσ εε σεε σσσe eσ εσσσσσ ε εεε ε σσεε σσσσσσεεεεεεεεE ,εεεεεεεεεεεεεεεεε �  (11)

with E  and � = −E 1  being the unloading stiff-
ness and compliance tensors, respectively. For a 
pure elastic degradation (fracturing, damage, etc.) 
material, we have, E Esec  with Esec  representing 
the secant stiffness. However, for a pure elastoplas-
tic material, the unloading stiffness E  is the same 
as the elasticity tensor E0:

E I I0
0

0

0

01 2 1
+

+
E EI

0

ν ν00 001+vol dI01
+

+ ev  (12)

where E 0  is Young’s modulus and ν0νν  is Poisson’s 
ratio.

The differentiation of stress (11)1 to time yields 
the following rate form constitutive relation:

� � � � � �σσ εσσ ε εεε ε σεε σ σσσ σ −σσ − σ−− σσσσσσσE E� +εεεεεεεεεεεεε p cσσσ σσ σσσσσ σσσσσσσσσ o cσσσσσσσσ r  (13)

where �σσσσ coσσσσσσ  is the continuum stress rate, �σσσσ dσσσσσσ  is the 
degradation stress rate, and �σσσσ crσσσσσσ  is the cracking 
stress rate, which are defined by:
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� � � � �σσσσ σσσσ σσ σσσ σ σσσ σσσcoσσσσσσ d c�εε σσεε σσσσσσ r d�σσσσσσσσ pσσσσσσσσσσσσσσσσ +σσσσE � �εε σεε σσ dσσσσσσσσσσσσσ,εεεεεεεεεεεεεεεεεε ,εεεεεεεεεεεεεεεεε  (14)

Herein, the continuum stress rate ( �σσσσ coσσσσσσ ) is the 
stress rate that would be obtained by preventing 
the microcracks from evolution further, whereas 
�σσσσ crσσσσσσ  is the decrease or relaxation of the incremental 

elastic behavior due to the microcracks evolution, 
consisting of two parts: (i) the degradation stress 
rate ( �σσσσ dσσσσσσ ) that is recoverable and (ii) the irrevers-
ible plastic strain rate ( �σσσσ pσσσσσσ ). In the 1-D case, the 
above definitions of the continuum, damage, and 
cracking stress rates are illustrated in Fig.  (1). It 
is worth noting that Eq. (13) is rather similar to 
the counterpart in the strain space elastoplastic-
ity. However, the constant elastic isotropic stiffness 
( E0 ) in the later formulation is replaced by the 
variable stiffness tensor ( E ) herein, which means 
� �σσ σσσ σσσe cσ σσ σσσσσ σσσσσσ o.

Because of the evolution of microcracks, the 
concrete-like quasi-brittle material exhibits both 
the stiffness degradation and the permanent irre-
versible deformations or the elastoplastic coupling 
referred in the literature (Dafalias 1977; Han & 
Chen 1986). Therefore, to complete the entire 
model, we have to also give the evolution laws for 
the stiffness. This would be a rather difficult job 
if  a tensor invariant-based macroscopic constitu-
tive model (e.g., plasticity, damage mechanics, or 
their combinations) is used. Comparatively, within 
the framework of microplane theory, because the 
macroscopic properties of material can be deter-
mined as the integral or weighted summation of 

the contributions from all the predefined micro-
planes over, we can easily solve this problem.

2.3 Thermodynamics description

For any isothermal and pure mechanical process, 
the second law of thermodynamics reads the fol-
lowing Clausius–Duhem inequality:

D = ≥σσ εσσ ε εεεε εεε ε σεε σσσεε ε− −εε εεε� � � �ψ ψ= 0  (15)

where D is the energy dissipation during the process 
to be considered; the Gibbs Free Energy (GFE) (ψ ) 
is related to the Helmholtz Free Energy (HFE) (ψ ) 
by the classical Legendre transformation:

ψ ψ+ =ψ σσ εσσ εεε  (16)

A standard assumption is the existence of a 
macroscopic GFE potential of material in isother-
mal conditions:

ψ ψ φ ψ φ ψψ ( ,ψ (ψψψψ φφ )φ ( ) (φ ψφ )φφ, φφφφφ (φ ψφφφ ( ψψ qψ φ ψ( , (φ ψφψ (ψ ( ψψψψψψ  (17)

where the continuum GFE potentials ( ψ co  and 
ψ cr) are assumed to be decoupled, where φ is the 
set of damage variables that characterize the stiff-
ness degradation and q is a given set of stress-like 
internal variables that fully describe the irreversible 
plastic deformations. For the hyperelastic material, 
the continuum GFE potential of the material (ψ co) 
is equal to the continuum HFE potential (ψ co):

ψ coψψ e co= ( ) ( ) =1
2

1
2

σσ ee (σσ eeee ε) εεε( )� e) (1
2

σ) σ εee =σσ eeee ε (εε ( )( )) ( ) ψ ccE  (18)

In the microplane theory, the continuum HFE 
potential (ψ co ) (or the equivalent GFE potential 
ψ co) can be expressed as the integral of its micro-
plane counterpart ψ co :

ψ ψ
π

ϕ

ϕ φϕ φ φ

co co co

ϕϕ V V V V D Dφφ D D T T T T

d

1
2

=ψ co ∫
3

2
0 0 0

Ω
Ω∫∫

( )φ φ φV Vφφ V V φφ T Tφφ T T⋅ ⋅0 0 0
V
0 φV φφ+V φ+ T

0  
(19)

where Ω  is the surface of a unit hemisphere rep-
resenting the set of all possible microplane orienta-
tions; E EV DE EE E0 0E ,DE  and ETEE 0  are the microplane elastic 
moduli to be determined; and φ φ φ φ{ ,φ , }φV Dφφ,φφ Tφφ  rep-
resents the set of microplane volume, deviatoric, 
and tangential damages, respectively. Similarly, we 
further assume that the cracking GFE potential 
(ψ cr ) can be expressed in the integral of its micro-
plane counterpart (ϕ cr ) over all possible spatial 
orientations:

Figure  1. Definitions of the continuum, degradation, 
and cracking stress rates under 1-D case.
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ψ
π

ϕcrψψ crϕϕ( ) ( )qϕ crϕϕq) (∫3
2

dΩ
Ω∫∫  (20)

where q = { , , }q q, qV Dq, T  denotes the set of stress like 
internal variables on each microplane that fully 
characterizes the microplane volumetric, normal 
deviatoric, and tangential deviatoric plastic flows. 
Therefore, the rate of the macroscopic GFE poten-
tial is given by:

� � �� �ψ ψ
π

=
∂
∂

−� ⋅∫
coψψ
e

e e+ e d
σσ eeσσ eeee

σσ σee +σσ eeee σ σ��σσ σσσ: σσ σ+ee +σσ eeee σσσ1
2

3
2

κ q Ω
Ω∫∫  (21)

where κ ϕ∂ ∂crϕϕ q  denotes the set of strain-like 
internal variables conjugated to q.

Substituting Eq. (21) into the Clausius–Duhem 
inequality (15) and making use of the standard 
arguments along with the additional assumption 
that the unloading is recoverable, we obtain the 
same constitutive relation as in Eq. (11):

εεεε
σσσσ

σσσσ
εεεε

εεεε=
∂
∂

=σσσσ=
∂
∂

=
ψ ψσσσ ∂coψψ

eσσσσσσ
eσσσσσσσσσσσσσσ σσ σσσσ σσσσσ

coψψ
� : ,σσσσ: σσσσσσσσσσσσσσσσσσσσσσσσσ :E  (22)

In accordance with Eq.  (22), the continuum 
HFE potential defined in Eq. (19) leads to:

σσσσ eσσσσσσ V D
T

T= ∫
3

2π
( )V D

e T
T
es s+ ⋅T

V
esV
e⋅ + dΩ

Ω∫∫  (23)

where the microplane elastic stress components are 
given by:

s E E e s E eV V V V D D DEE D Ts T TEE Tφ φeV VEE V Ds DE =E e sVEE Dse φT
0 0Eφe se =e se 0eD DE DφDs D  (24)

and the stiffness tensor E  is expressed as:

E =

+

∫
∫

3
2

3
2

0 0

0

π
φ φ

π
φ

( )⊗0 0φ⊗φ

( )0φ

V Vφφφφ D Dφ

T Tφ

+++0 ⊗⊗⊗⊗ ⊗

⋅

d

dT

Ω

Ω

Ω∫∫

Ω∫∫
 (25)

Upon initial virgin state, substituting the rela-
tion φ φ φV Dφ φφ φ Tφφ=φDφφ = 1 into Eq. (25) and comparing 
the obtained result to Eq. (12), we obtain the defi-
nitions for the microplane elastic moduli:

E
E

E E
E

D TE EEVEE 0
0

0
0 0E

0

01 2 1
= =E 0E

+ν ν00 001+
,  (26)

where, as discussed in Carol et al. (1991), the devia-
toric and tangential elastic moduli, E ED TE EE E0 0E ,  are 
assumed to take the same value herein.

Therefore, the continuum stress rate ( �σσσσ coσσσσσσ ) in 
Eq.  (13) can be expressed in the form similar to 
Eq. (23):

�σσσσ coσσσσσσ V D
T

T d= ∫
3

2π
( )� �V D

co T
T
co⋅T+�V

co⋅ + ⋅V
co + Ω

Ω∫∫  (27)

where the microplane volumetric, deviatoric, and 
tangential continuum stress rates are defined in an 
incremental elastic form:

� � � �s� E e� s E� eV V V V D D DEE D Ts T TEE Tφ φeV VEE V Ds DE =E e sVEE Dsco φT
0 0� � Eφ� �e sco =e sco 0eD DE DφDs D  (28)

In accordance with the second law of thermo-
dynamics, the constitutive relation derived above 
has to satisfy the following energy dissipation 
inequality:

D q d

q

i iq
i

i

i

( ) ≥

=
∂
∂

∑∑∫∫� � �

cr

with

1
2

3
2

0E
π

κ
ψ cc

Ω
Ω∫∫

 (29)

where and thereafter, to make the algebraic ma-
nipulations more convenient, the compact nota-
tion ΓΓΓΓ : { , }εεεε }}  is introduced for the strain-like 
variables constrained within a closed convex (not 
necessarily smooth) admissible domain in the 
strain space (E ):

ΓΓ ΓΓΓ Γ ΓΓΓ ΓΓΓℜ ℜ ≤ΓΓΓΓE : { | ( ) }≤di di
i  (30)

where FiFF ( ) ≤ 0  are the microplane volumetric, 
deviatoric, and tangential loading surfaces.

2.4 Evolution laws for internal variables

The evolution laws for the stiffness tensor ( E ) 
and the stress-like variables (ΣΣΣΣ : { , }σσσσ cr q ) can be 
obtained from the postulate of maximum energy 
dissipation: for given admissible strain state vari-
ables ΓΓΓΓ,  the rates �E  and � � �ΣΣΣΣ = { ,� }q  are those 
values that lead to a stationary point of the energy 
dissipation D:

ΓΓΓΓ = ∈arg max[ ]D E  (31)

To find the solution of the above constrained 
optimization problem (31), the following Lagran-
gian function is generally introduced:

L( ) ( ) ( )) ( () ∑∫( ) i i
i

3
2π

λ� dΩ
Ω∫∫  (32)

where �λiλ  denotes the Lagrangian multipliers con-
strained by the Karush–Kuhn–Tucker conditions:

F Fi i iFF iFF =0 0ii
� �λ λ0ii  (33)
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Although other forms of functions can be 
postulated, herein, we assume that the individual 
cracking surfaces are simply expressed in the fol-
lowing same form:

F f f ei iF fF f i i i iff if ≤ fff(e( )ee ( )qiκ 0  (34)

where fi are the non-negative microplane loading 
functions. The cracking stresses increase for virgin 
loadings, whereas they remain constant for unload-
ing and reloading. The case of virgin loading corre-
sponds to the actual value of the cracking strain-like 
internal variables, as it is larger than the maximum 
values reached so far, that is, the cracking thresh-
olds κ κV Dκ κκ κ ,Dκ  and κ Tκκ .  Once further cracking pro-
cess occurs, the cracking thresholds are updated as:

κ iκ
t t t i t

n
=

≤ ≤t
max[ , ]i t

e
0

0  (35)

From the necessary optimality conditions we 
obtain the associated evolution laws (normality 
rule) for the strain-like internal variables ΓΓΓΓ :

�

� � �

σσσσ crσσσσσσ V D
T

T d=

= −
∂
∂

=

∫
3

2π
λ

κ
λ

( )� �V D
cr T

T
cr+ ⋅T�V

cr⋅ + ⋅V
cr +

q
f∂

i iλ iff

iκ iλ

Ω
Ω∫∫

 (36)

for the microplane cracking stress rates:

� � �

� � �

�

s
f
e

s
f
e

s

V
cr

V
Vff

V
V V

D
cr

D
Dff

D
D D

T
c

sign

sign

=
∂ff
∂

=
∂ff
∂

λ λf
VV

Vff
VV

∂ff
=

λ λf
DD

Dff
DD

∂ff
=

( )eVe

( )eDe

rr
T

T

T
T

T

T
T T=

∂
∂

∂
∂

� �∂ �λ λTT
T

TT
∂

= λfT∂f∂∂ T∂
e

fT∂
e

1T1T = λ

 (37)

When the material lies in the elastic domain, 
that is, FiFF ( ) ,< 0  from Eq. (33)3, we have �λiλ = 0;  
upon virgin loading state, the Lagrangian multipli-
ers �λiλ > 0  are determined by the following consist-
ency conditions:

� � �λi iλ iFi ( ) ( )i) (0 0( )iFi ( =  (38)

from which we can solve the Lagrangian multipli-
ers as follows:

� � � �
� � � �
λ
λ

V Vλλ V V V
cr

V V

D Dλλ D D D
cr

D D

ig
ig

⇒V= Vs g =
⇒D= Ds g =

H iVsign s⇒V H e�V

H iDsign s⇒D H e�D

( )VV

( )DD
�� � �λV Tλλ T T

cr
T T= ⇒T T =H �T s H e�T ⋅T

 (39)

where the second-order tensor (HT) is defined as 
HT T T TT ( )1 1( T T11⊗1T11 , and H qi iH qH i∂ ∂κ i  denotes the 
hardening/softening functions.

For the continuum stress rate expressed in 
Eq.  (27) and the cracking stress rate given in 
Eq. (36a), we can rewrite the stress rate (13) as:

� �

� � � �

σσ εσσ εεε
− =
∫

3
2π

( )� �+

,

tan� +

s s= s s,
V D

T
T d

V Vs= co
V
cr

D

Ω
Ω∫∫ E

� ��� � � �s s s s sD
co

D
cr

T Tsco
T
crs sD

cr −,
 (40)

where the tangent stiffness tensor (Etan) is expre-
ssed as:

E E ( )

( )

−E

(−

∫
∫

3
2
3

2

π

π

V D

T
T

d

d

Ω

Ω

Ω∫∫

Ω∫∫
 (41)

2.5 Hardening/softening functions

In accordance with Eq. (39) we have HiH = 0  dur-
ing the unloading/reloading regimes. Therefore, we 
only need to determine the hardening/softening 
functions Hi of  virgin loading regions, which can 
be derived if  the microplane stress–strain curves 
are known. On the basis of the previous experi-
ences of microplane models, in the presented 
paper, we use the following secant stress–strain 
curves for the virgin loading:

s E E eV V V V D D D DE eE T T T TωE sV V VEE e D DE =E e sVE e D
0 0Eωe s =e s 0, ,ED D D DE esD D eT T

0sT =ωTET  (42)

where ωi are the appropriate functions in terms of 
the corresponding internal variables κi:

ˆ ˆ( ) ( )ˆi i i i i( ) () (ω ω ( ))i i ( ))ω ( )  (43)

3 EXEMPLIFIED MODELS

In accordance with the selection of damage vari-
ables φi, which characterize the stiffness degrada-
tion upon unloading/reloading/reloading states, 
different microplane models, elastoplastic model, 
damage model, and combined elastoplastic dam-
age model can be postulated.

3.1 Microplane elastoplastic model

We first consider the case that under both tensile and 
compression states, all the microplane volumetric, 
deviatoric, and tangential behaviors follow the clas-
sical elastoplasticity. That is, the microplane unload-
ing branches always have the initial slopes EiE 0 :

φiφ = 1 (44)

Therefore, the stiffness tensor ( E ) in Eq. (25) 
becomes the elasticity tensor ( E0 ), and the stress 
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relaxation ( �σσσσ cr)  is entirely contributed from the 
plastic flows on each microplane.

The microplane elastoplastic model obtained 
above is very similar to the strain space elastoplas-
ticity, which can deal with strain softening. The 
theoretical and numerical comparisons between 
this strain-based microplane elastoplastic model 
with kinematic constraint, the stress-based one 
with kinematic constraint (Brocca and Bažant 
2000; Kuhl et  al. 2001), and the one with static 
constraint (Batdorf and Budiansky 1949; Carol 
and Bažant 1997) will be presented elsewhere.

3.2 Microplane damage model

Comparatively, we assume that under both tensile 
and compression states, all the microplane volu-
metric, deviatoric, and tangential tensile behav-
iors follow the pure elastic degradation (damage) 
model, namely the unloading–reloading branches 
point to the origin point:

φ ωi iφ ωφ  (45)

Under such cases, the obtained microplane dam-
age model is entirely the same as the one proposed 
in Kuhl et al. (2001).

3.3 Microplane elastoplastic damage model

To realistically describe both stiffness degradation 
and plastic flows, we adopt the following simple 
rule: the volumetric and deviatoric tensile behavior 
is assumed to be pure elastic degradation (dam-
age), whereas the volumetric, deviatoric compres-
sive behavior and the tangential performance are 
assumed to follow the classical plasticity.

More specifically, the volumetric and devia-
toric unload–reloading branches are assumed to 
be straight lines with a certain slope. The com-
pressive behavior is assumed to be elastoplastic, 
that is, the unloading branches are assumed to 
always have the initial slopes EVEE 0  and EDEE 0 ,  that is, 
φ φV Dφ φφ φ =φDφφ 1, and the origins of the tensile parts of 
the diagrams always shift to the points in which the 
unloading compressive branches intersect the hori-
zontal (strain components) axis. On the contrary, 
the unloading–reloading behavior in tension is 
assumed to be a straight line pointing to the origin 
of that curve, that is, φ ωV Vφ ωφ ω  and φ ωD Dφ ωφ ω .

For the tangential unloading–reloading behav-
ior, we assume a differential rule. For the unload-
ing branch with initial stiffness ETEE 0 ,  zero stress is 
assumed when the horizontal axis is reached during 
unloading. For the reloading branch, a straight line 
pointing to the maximum point reached so far is fol-
lowed. Thus, a reloading branch with a slope smaller 
than the initial stiffness (ETEE 0) is postulated herein.

3.4 Illustrative numerical results

Let us adopt the expressions for the nonincreasing 
function ω iω  (Carol et al. 1992):

V 1 V
V V

V V V

exp[ ( ) ] Iff 0V 1 Vˆ ( )V (1 ) ( ) Iff 0V V VV
ω

⎧ ( ) ] Iff( ) ] Iff 1
V= ⎨

⎧⎧
) ( ) Iff ) ( ) Iff V⎩

⎨⎨ V 11) ] Iff) ] Iff 1
V 11

) ( ) Iff ) (V VVV) ( ) Iff ) ( ) Iff V VVV( )( )( )( )

D 1 D
D D

D 2 D

exp[ ( ) ] Iff 0D 1 Dˆ ( )D exp[ ( ) ] Iff 02
D 2 D

ω
⎧ ( ) ] Iff( ) ] Iff1

D= ⎨
⎧⎧

] Iff 2
D( )⎩

⎨⎨ D 11) ] Iff) ] Iff 1
D 11

D 22 ) ] Iff) ] Iff 2
D 22

T T T 3ˆ ( ) exp[ ( ) ]3
T T 3TωT ) exp[ () exp[ (T TT Texp[exp[

where a, b, p, and q are parameters to control the 
volumetric compressive behavior; parameters p1, 
p2, and p3 are exponential parameters determining 
the curve shape; and a1 and a2 are positive param-
eters that affect the peak strength of the individual 
stress component. To model the macroscopic con-
finement on the behavior of the tangential stress, 
the value of parameter a3 is assumed to depend 
on the macroscopic confinement represented by 
the volumetric strain eV, that is, a eV3 3a0= +a3a0 −ξ , 
where ξ is an additional parameter. Seven param-
eters can be generally assumed to have the same 
values for most concrete: a  =  0.005, b  =  0.225, 
p = 0.25, q = 2.25, p1 = 1.0, p2 = p3 = 1.5. Moreover, 
Poisson’s ratio is fixed as ν0νν 0 18= . .18

The first example corresponds to the cyclic behav-
ior of a concrete specimen subjected to a uniaxial 
compression. In this example, the uniaxial strain 
( )xx  unloads at 0.0015, 0.0024, 0.0035, 0.0045, 
and finally increases to the final value of 0.006. The 
predicted stress–strain curves are shown in Fig. 2, 
with the parameter values being E0  =  26.8  GPa, 
a1 = 7.0 × 10−5, a2 = 2.0 × 10−3, a3

0 31 10×= 1 7. ,7 10×7  and 
ξ  =  0.0. It is remarked that because of the many 
possible combinations of loading/unloading/
reloading on each microplane, both the macro-
scopic envelop curve and the hysteretic loops can 

Figure 2. Cyclic uniaxial compression.
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be obtained realistically, although the latter is not a 
specific purpose of this work.

In the second example, we consider the behav-
ior of concrete under biaxial compression, with 
the parameters being E0 = 30 GPa, a1 = 5.0 × 10−5, 
a2  =  1.7  ×  10−3, a3

0 31.5×=1.5 10 ,  and ξ  =  0.88. The 
parameters yield the uniaxial compressive strength 
of 32.4 MPa. We fixed the first principal stress σ1 
as zero during all the simulations and changed the 
ratio between the second and third principal stresses 
(σ2/σ3). The predicted strength envelope under biax-
ial compression is illustrated in Fig. 3, which agrees 
with the test data (Kupfer et al. 1969) well.

4 CONCLUSIONS

In this paper, a unified microplane theory was pro-
posed within the framework of irreversible ther-
modynamics. A detailed description of the general 
formulation, including the consistent evolution laws 
of the involved internal variables, was presented. As 
illustrative examples, the microplane elastoplastic, 
damage, and combined elastoplastic damage mod-
els were derived as the special cases of the proposed 
microplane theory. The numerical predictions show 
that the proposed theory is capable of realistically 
describing the nonlinear behavior of concrete.

It is important to note that the proposed model 
does not eliminate the inherent deficiencies exhib-
ited by the kinematically constrained microplane 
theory, that is, the pathological tensile behavior. 
Moreover, because the associated evolution laws 
of internal variables were used, the deviatoric-
induced dilatancy, typical for quasi-brittle mate-
rials, cannot be realistically described by the 
proposed model. It is the next step of this research 
work to solve these two problems.
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ABSTRACT: At present, wastewater containing phenol has been produced due to the addition of phe-
nol or cresol as diluent in the preparation of sebacic acid via the traditional high-temperature cracking 
castor oil method, which resulted in severe pollution. Recently, an environment-friendly method has been 
introduced to prepare sebacic acid by cracking castor oil. In this process, liquid paraffin is used as diluent 
and iron oxide is the catalyst. The optimal reaction temperature for preparing sebacic acid is 553 K, and 
the alkali concentration is 14 mol/L in the alkaline hydrolysis process.

project. The pace of modernization and industri-
alization of castor was constantly accelerated due 
to the opportunity of the Western big development 
in the Inner Mongolia Autonomous Region. In 
addition, it is significant to use castor oil as raw 
material to produce chemical products in Tongliao, 
which highlights the local characteristics and also 
promotes the development of regional economy.

In the traditional process, sebacic acid was 
prepared by cracking castor oil using phenol or 
cresol as diluent, and the yield of sebacic acid was 
comparatively low, that is, 35.7–44.0% (Stephen, 
1973). At present, a large amount of wastewater 
containing phenol was produced in the process of 
preparing sebacic acid from castor oil by the tra-
ditional high-temperature alkali fusion cracking 
method. Using this method, phenol content was 
2000–3000  mg/L by water quality analysis and 
120 million tons of wastewater containing phenol 
was produced each year. It is generally known that 
phenol or cresol is poisonous to all living indi-
viduals. Especially, it can mouse into organisms 
through skin, and contacts with protoplasmic pro-
tein to form insoluble protein, which makes cells 
lose their activity. Especially, it has a greater affin-
ity to the nervous system and causes lesions to the 
nervous system. Therefore, developing a phenol-
free method for the production of sebacic acid is 
highly recommended.

In addition, Wang et al. (Wang, 2012) reported 
that the yield of sebacic acid can reach 67.3% by 
cracking castor oil under the condition of alkali 

1 INTRODUCTION

Sebacic acid is named from Latin sebaceous, which 
means the production of fat. It is freely soluble in 
alcohols, ethers, and ketones and slightly soluble in 
water (Diamond, 1965; Liang, 1996). Sebacic acid 
is an important chemical raw material, mainly used 
in the preparation of sebacic acid ester. In addi-
tion, sebacic acid is one of the main reagents for 
manufacturing nylon engineering plastics, resins, 
and fibers, which can also be used for the prepa-
ration of polyamides, polyurethanes, lubricating 
oil, and lubricating oil additives (Zhao, 2006; Ma, 
2007). Therefore, the manufacturing technique of 
sebacic acid has attracted increasing attention in 
the past several decades. Many methods have been 
proposed to prepare sebacic acid, such as high-
temperature alkali fusion cracking of castor oil, 
and nitrate epoxidation of decane ring decanol.

It is reported that sebacic acid is one of China’s 
important traditional export products, whose pro-
duction has reached more than 10000  ton/year, 
meeting about one-third of the global demand 
(Chen, 1990). The main raw material for the pro-
duction of sebacic acid is castor oil. However, 
China is one of the three largest castor-planting 
countries, and Tongliao City accounts for a quar-
ter of the national castor-cultivated area. There-
fore, using castor oil hydrolytic cleavage to produce 
sebacic acid at Tongliao City has the advantage of 
raw materials. Especially in recent years, castor 
industries have been listed as essential development 
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by using liquid paraffin as diluents and Pb3O4 as 
catalyst. However, lead oxide is harmful to the 
environment. To solve this problem, research on 
phenol-free method has been carried out to the 
preparation of sebacic acid. The poisonous phe-
nol diluents and lead oxide catalyst were replaced 
by green paraffin oil and iron oxide, respectively. 
It can reduce the cost and avoid the pollution of 
phenol.

2 EXPERIMENT

2.1 Materials and instruments

NaOH, Fe2O3, castor oil, hydrochloric acid, and 
liquid paraffin used in this experiment were ana-
lytically pure.

PD-10 precision pH meter (Beijing sartorius 
Instrument System Co. Ltd.), DHT-type stirring 
electric heating sleeve (Shandong Juancheng Hualu 
Electic Instrument Co. Ltd), and FT-IR Spectro-
meter (Thermo Nicolet Corporation) were used.

2.2 Preparation of sebacic acid

2.2.1 Saponification castor oil
Castor oil (30 mL) and NaOH (120 mL, 3 mol/L) 
were mixed in a three-neck flask, and then the mix-
ture was heated to boil under stirring for 30 min. 
After cooling, the solution was adjusted to pH 6 
by adding 6 mol/L HCl, and was allowed to stand-
ing for 20 h.

2.2.2 Alkali cracking of castor oil
Liquid paraffin was added to a 500 mL three-neck 
flask, and then a certain concentration of NaOH 
was added to the flask. When the temperature 
reached the reaction temperature, a certain amount 
of Fe2O3 was added into the solution. At the same 
time, the saponification castor oil and 40% NaOH 
solution dropped slowly into the mixed solution. 
After that, the reaction was controlled at a certain 
temperature and kept for 1 h.

2.2.3 Product separation
At the end of the reaction, three times volume of 
distilled water was added into the mixture when 
the temperature dropped below 333 K. Then, the 
mixture was heated to 363 K and adjusted to pH 
6 by adding 6 mol/L HCl. The mixture separated 
was separated into three layers, with the upper 
layer consisting of liquid paraffin, middle water, 
and the bottom layer white precipitate. The middle 
water layer was adjusted to pH 2, and the white 
precipitate was collected in aqueous phase. Finally, 
the crude product of sebacic acid was obtained by 
the filtering and drying process.

2.2.4 Product purification
About 15 times of water was mixed to the crude 
sebacic acid and the crude sebacic acid products 
and then heated to boiling for 3 h to increase the 
soluble content of sebacic acid in the water. After 
natural cooling, the crystal obtained was purified 
of sebacic acid (Li, 2009).

3 RESULTS AND DISCUSSION

3.1 Temperature of the alkali cracking

Figure  1  shows the FT-IR spectra of the crude 
product of sebacic acid, which was prepared at dif-
ferent temperatures.

When the temperature was below 533  K, the 
purity of sebacic acid was relatively low. With 
increasing alkali cracking temperature, the purity 
of sebacic acid was improved. When the crack-
ing temperature reached 553 K, the main peaks of 
FT-IR spectrum were consistent with the standard 
spectrum of sebacic acid (Zhou, 2014). The bands 
at 2927 and 2855 cm−1 were assigned to saturated 
C–H stretching vibration. The bands at 1697, 
1421, and 1353 cm−1 were for the C = O stretching 
vibration, the O–H bending vibration in the dimer 
as well as the C–O stretching vibration, and the 
C–H bending vibration in CH2, respectively. The 
bands at 1239–1186 cm−1 correspond to the charac-
teristic absorption of C–O bond in the monomer. 
The peak at 930 cm−1 was O–H bending vibration 
of sebacic acid dimer. When the temperature was 
higher than 553  K, carbonation phenomenon of 
the reagent and product occurred.

Figure 2 shows the FT-IR spectrum of purified 
sebacic acid at a cracking temperature of 553 K. 

Figure 1. FT-IR spectra of the crude product of sebacic 
acid under different reaction temperatures. a: 473 K, b: 
493 K, c: 513 K, d: 533 K, and f: 553 K.
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The relative intensities of infrared diffraction 
peaks at 1697, 1421, 1353 cm−1 were significantly 
enhanced. The result shows that crystallization 
and purification of sebacic acid was beneficial.

3.2 Alkali concentration in alkali 
cracking process

The effect of different concentrations of NaOH 
on the alkali cracking castor oil to prepare sebacic 
acid has been investigated. The FT-IR result is 
shown in Figure  3. When the reaction tempera-
ture was controlled at 553 K, the amount of cas-
tor oil and liquid paraffin was 30 mL and 90 mL, 
respectively, the dosage of catalyst was 1% of the 
quality of castor oil, the alkali concentration was 
14 mol/L, and the purification and crystallization 
of sebacic acid was optimal (as shown in Figure 3).

3.3 Effect of different catalysts on the yield of 
sebacic acid

Without catalyst, the yield of sebacic acid was 
less than 20%. After the addition of various metal 
oxide catalysts, the yield of sebacic acid increases. 
Compared with Al2O3 and ZnO, Fe2O3 exhibits a 
higher catalytic activity. Hence, Fe2O3 was selected 
as the catalyst for the preparation of sebacic acid.

4 CONCLUSION

Sebacic acid was prepared by cracking castor oil 
by a phenol-free method. The parameters for the 
optimal manufacturing technique are as follows: 
temperature, 553 K; alkali, 14 mol/L NaOH; cata-
lyst, Fe2O3; and diluent, paraffin oil. This method 
can reduce environmental pollution because of the 
paraffin oil substitution of poisonous phenol, and 
is a potentially industrialized method for the prep-
aration of sebacic acid.
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ABSTRACT: Electrospinning provides a simple and convenient method for generating polymer fibers 
which have been widely applied to produce porous nanofibers. The fibers produced by electrospinning 
have several excellent properties such as high surface-area-to-volume ratio, surface functionality and out-
standing mechanical performance. The effects of collect distance and spinning voltage on the pore length 
distribution as well as the variation trend were explored and researched.

2 EXPERIMENTAL SECTION

2.1 Materials

The base material for electrospun fibers was Pol-
ylactic Acid (PLA) with a molecular weight of 
100,000  g/mol. Chloroform (CF) was obtained 
from Shanghai Chemical Reagent Co. Ltd, and 
N, N-dimethylformamide (DMF) was purchased 
from Guoyao Chemical Reagent Co. Ltd. All mate-
rials were used without any further purification.

All concentration measurements were done in 
weight by weight (w/w). PLA solutions were pre-
pared at a concentration of 7 wt% by using mix-
ture of CF and DMF with the weight ratio 9/1. 
The obtained solutions were magnetically stirred 
at 25°C for 3 h.

2.2 Instrumentation

The electrospinning setup consisted of a syringe, 
a needle, a grounded collecting plate, a flow meter 
and a variable DC high-voltage power generator 
(0–30  KV, DW-P303-1ACF0, Tianjin DongWen 
high-voltage power generator Co, LTD). The nee-
dle tip was connected to a DC high-voltage genera-
tor via an alligator clip.

2.3 Electrospinning process

The PLA solution was dropped into a 10  ml 
syringe connected with a metal needle that was 
controlled by a syringe pump at a constant flow 
rate 0.6  mL/h. The collect distance ranged from 
8 cm to 14 cm. The spinning voltage ranged from 
10 kv to 30 kv. All the experiments were carried out 
at 25 ± 3°C with the relative humidity of 50 ± 5%.

1 INTRODUCTION

The Electrospinning is regarded as one of the most 
simple and powerful technique for fabricating con-
tinuous and thin fibers. It has been widely utilized 
for preparation of polymer, ceramic, metal  and 
composite fibers with high specific surface area 
(Dai, 2011), porosity and diameters ranging from 
tens of nanometers to a few micrometers (Panthi, 
2015). In the past years, electrospinning technique 
has become an effective method for fabricating 
multifunctional nanometer materials from various 
polymers and composites (Zhang, 2015). One of 
the advantages of using electrospinning to fabri-
cate porous nanofibers is its potential for control 
of pore structure. Xu et al. added sodium alginate 
in the hole of the nanofibers to make the wound 
dressing (Xu, 2016). Zhang et al. found as absor-
bent, the porous CeO2 nanofibers adsorbed the 
MO were not only determined by the specific 
surface area, but closely related to the pore size 
(Zhang, 2016).

Due to its low cost, mechanical strength, 
and minimal inflammatory response, Polylactic 
Acid (PLA) has been widely studied for use in 
the biomedical industry (Sun, 2016). Although 
widely used in tissue engineering applications, 
biocompatible PLA electrospun meshes have 
displayed a high degree of  shrinkage (Rowe, 
2015).

In this paper, we fabricated porous PLA 
nanofibers with high specific surface area via the 
electrospinning method and investigated system-
atically the effects of electrospinning parameters, 
such as collect distance and spinning voltage, on 
the pore structure of PLA nanofibers.
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3 RESULTS AND DISCUSSION

Fig. 1 and Table 1 showed SEM images and pore 
length distribution under the influence of different 
spinning voltages. The collect distance was 15 cm. It 
could be seen that the distribution of pore length of 
the electrospun porous fibers was more nonuniform 
with the increase of the applied spinning voltage. 
In this process, when the values of the flow rate and 
the collect distance were constants, higher voltage 
meant higher value of the jet speed. With increasing 

Figure 1. SEM images and pore length distribution under the influence of different spinning voltage.

Table 1. The relationship between the spinning voltage 
and the pore length.

Spinning 
voltage

Average 
length (nm)

Minimum 
length (nm)

10 kv 77.97 65.19
15 kv 86.38 84.95
20 kv 99.78 96.28
25 kv 96.09 76.80
30 kv 90.81 83.05
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Figure 2. SEM images and pore length distribution under the influence of different collect distances.

the jet speed, the bending instability of jets could 
be exacerbated, as a result, both the distribution of 
pore length became nonuniform. That meant the 
most optimized spinning voltage was 10 kv.

Fig. 2 and Table 2 showed SEM images and pore 
length distribution under the influence of different 
collect distance. The applied spinning voltage 
was 15 Kv. It showed that the uniformity of pore 
distribution was improved firstly and then dete-
riorated with the increase of the collect distance. 
When the values of the flow rate and the applied 

Table 2. The relationship between the collect distance 
and the pore length.

Collect 
distance (cm)

Average 
length (nm)

Minimum 
length (nm)

 8 cm 79.53 68.59
11 cm 86.45 84.70
14 cm 78.19 78.58
18 cm 80.04 75.12
20 cm 92.96 80.85
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voltage were constants, with the increase of the 
collect distance the charged jet could be more eas-
ily accelerated to the higher speed before it was 
collected. Higher value of the jet speed resulted in 
the exacerbated bending instability of jets and the 
nonuniformity of pore distribution. In addition, 
when the collect distance was too small the forma-
tion of pores on the jets would be hindered due 
to inadequate volatilization in the electrospinning 
process. Therefore, the most optimized collect dis-
tance was 11 cm.

4 CONCLUSION

In this paper, electrospun porous fibers were pre-
pared by adjusting electrospinning parameters, 
such as collect distance and spinning voltage. And 
the pore distribution of obtained porous fibers was 
investigated. The results showed that electrospinning 
parameters played an indispensable and crucial role 

in electrospinning process, which directly affected 
the porous structure having uniform but tunable 
lengths could be controlled by adjusting electrospin-
ning parameters in the process.
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Preparation of orderly nanofibers using bubble-electrospinning
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ABSTRACT: Aligned nanofibers fabricated by electrospinning have extensive applications. Bubble-
electrospinning as a mass production technology has some advantages compared with other electrospin-
ning techniques to prepare nanofibers. The highly aligned PAN nanofibers were successfully fabricated 
by the simple rapid method which was a bubble-electrospinning with the parallel micropipette electrodes. 
The effects of spinning voltage on the degree of nanofiber alignment and diameter distribution were 
investigated.

2 EXPERIMENTAL SECTIONS

2.1 Materials

Polyacrylonitrile (PAN) with a molecular weight 
of 150,000 g/mol was supplied Beijing lark branch 
co., LTD. N,N-Dimethylformamide (DMF) was 
obtained from commercial source and used as sol-
vent. All materials were used without any further 
purification.

2.2 Instrumentation

The bubble-electrospinning setup included a bub-
ble generator, a spinneret, an air pump, a pair of 
parallel electrodes, and a variable DC high-voltage 
power generator (0–100  KV, DW-P303-1ACF0, 
Tianjin DongWen high-voltage power generator 
Co, LTD).

2.3 Bubble-electrospinning process

All concentration measurements were done in 
weight by weight (w/w). A control amount of 
PAN powder was dissolved in the DMF with the 
weight ratio 1:9 (PAN: DMF). The mixture was 
magnetically stirred at 80°C for 4 hours in an elec-
tromagnetism stirrer (Angel Electronic Equipment 
(Shanghai) Co., LTD), stirring speed from 950 to 
1200 rounds/min. The mixture was dropped into 
in a 10-ml syringe which was mounted in a syringe 

1 INTRODUCTION

Electrospinning provides a simple and convenient 
method for generating nanofibers (Dai, 2011), 
which has been applied to prepare nanofibers 
made of  organic polymers, ceramics, and poly-
mer/ceramic composites (Zhao, 2016). Due to 
the wide application of  orderly nanofibers in 
tissue engineering (Mehrasa, 2015), drug deliver 
(Goh, 2013), reinforcements (Terao, 2010), filtra-
tion membranes (Kaur, 2012), and so on, a num-
ber of  methods have been proposed to fabricate 
aligned nanofibers (Zhang, 2012; Heidari, 2013). 
But all these methods have respective defective-
ness, accompanied with the problems of  easily 
jammed and inefficiency. Preparation of  highly 
aligned nanofibers has received much attention 
in recent years. In this regard, bubble-electro-
spinning technique as an interesting and effective 
alternative to the classical electrospinning tech-
nique are explored to prepare aligned nanofibers 
(He, 2014).

In this paper, we modified a bubble-electro-
spinning with the parallel micropipette electrodes 
was successfully developed for mass production 
of highly aligned nanofibers for a long spin-
ning time(Shao,2010). And also, the morphology 
and the degree of alignment of nanofibers with 
the effect of voltages of polymer solution were 
researched.
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pump. A pair of parallel electrodes was placed ver-
tically upper to the spinneret, and the distance was 
15 cm. The applied voltage connected to the gen-
erator varied from 25 KV to 45 KV. All processes 
were carried out at room temperature (25°C) in a 
vertical spinning configuration at a relative humid-
ity of 45%.

3 RESULTS AND DISCUSSION

Fig. 1 and Table 1 showed SEM images and diam-
eter distribution of aligned nanofibers under the 
influence of different spinning voltages. As could 
be seen, when the applied voltage was 25 KV, the 
diameter distribution of nanofibers was sparse and 

Figure 1. (Continued).
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Table 1. The relationship between spinning voltage and 
nanofiber diameter.

Voltage
Average 
diameter (nm) Minimum (nm)

25 KV 680 379
30 KV 480 318
35 KV 754 550
40 KV 464 335
45 KV 445 275

Figure 1. SEM images and diameter distribution of aligned nanofibers under the influence of different spinning 
voltage.

nonuniform. Moreover, with the increase of the 
applied spinning voltage, the diameter distribution 
of nanofibers became dense and more uniform. 
However, when the applied voltage was 45  KV, 
the bending instability of jets was exacerbated, the 
diameter distribution of nanofibers became sparse 
again. That meant the most optimized spinning 
voltage was 30–40 KV.

4 CONCLUSION

In this work, the aligned PAN nanofibers have 
been successfully fabricated by the bubble-
electrospinning with the parallel micropipette elec-
trodes. And the effects of  spinning voltage on the 
nanofiber alignment and diameter distribution 
were researched. The results showed the optimized 
spinning voltage ranged from 25  KV to 45  KV. 
A large number of highly aligned nanofibers 
produced by the modified bubble—electrospin-
ning would have promising applications of fiber-
reinforcement, fiber-oriented liquid crystal, and 
tissue engineering.
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ABSTRACT: Objective To measure the current environmental radioactivity levels of 90Sr in the area, and 
to estimate the doses to local residents. Methods The water samples, surface siol and biologic samples were 
collected and analyzed by radiochemstry techniques. Results Based on the date, the annual effective dose 
rate of 90Sr to the local people was 1 μSv per year, only 1‰ of per year limited by national standards. Con-
clusion the annual effective dose rate of 90Sr to the local people is far less than the dose of national standards.

effective dose is calculated using the corresponding 
dose conversion factor recommended by the ICRP 
(International Commission on Radiological Protec-
tion) and it is compared with the relevant dose limit 
in order to evaluate the adult personal annual effec-
tive dose caused by 90Sr in this area.

2 INSTRUMENTS AND METHODS

Equipments are as follows: F6000-60 ashing fur-
nace, Thermo Fisher Company, America. BH1216 
III type two channel low background alpha and 
beta measuring instrument, Beijing nuclear instru-
ment factory. XDB030301 type undisturbed soil 
sampler, Kardinal Technology and Trade Co., Ltd.

2.1 The principle of layout and area

The evaluation scope is 20  km area of taking 
nuclear facilities as the center (10 km area is the 
key investigation scope). The concentric circle 
is used to dispose the dot in different directions 
within the scope of the evaluation range, and the 
development of layout scheme and selection of 
measuring point are assigned combined with the 
terrain features of the surrounding and the situa-
tion of population distribution.

2.2 Samples acquisition and measurement

In this investigation, the 4 the water samples, 
12 biological samples and 7  soil samples were 
collected.

1 INTRODUCTION

In the 1960 s, the Ministry of health has established 
environmental radioactivity monitoring network in 
the national scope, which has played an important 
role in the effect evaluation of the impact of previous 
nuclear tests and foreign major nuclear accidents on 
the regions of our country, and the valuable infor-
mation on environmental radioactivity level in our 
country has been accumulated. With the develop-
ment of the national nuclear power industry and the 
establishment of military nuclear base and facilities, 
the radiation environment investigation in the sur-
rounding areas has also been included in the rou-
tine monitoring. According to the requirements of 
environmental protection work, a large number of 
studies on the investigation and evaluation of radio-
nuclides background in environmental medium have 
been carried out since 2003 in this unit.

As the artificial radionuclides in the environ-
ment, radioactive strontium has a total of 17 iso-
topes (the atomic number is from 81Sr to 97Sr), and 
they are β radiation source and 89Sr and 90Sr have 
the most significant meaning of Toxicology. 90Sr 
has a long half-life, with severe damage to agricul-
ture and animal husbandry, and it can enter the 
human body through the food chain. Consequently, 
90Sr pollution has attracted people’s attention. The 
present situation investigation and evaluation of 
nuclear radiation environment in a certain area 
has been carried out by the unit in 2012, the radio-
active levels of 90Sr in water, soil and biological 
samples within the scope of evaluation have been 
investigated and monitored, and the accumulated 
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2.2.1. Water samples
The drinking water of residents including reser-
voir water and tap water was collected, the sam-
pling methods are used according to the radiation 
environmental monitoring technical specifications 
of HJ/T61-2001, and the radiochemical analysis 
method of strontium-90  in the water 2-(2-ethyl-
hexyl) phosphate extraction chromatography of 
GB 6766-86 is used as the methods for measuring.

2.2.2 Soil samples
The soil sampling points are selected in a relatively 
open, domesticated and less activities of livestock 
zones, the soil below 10 cm of surface is taken, and 
the sampling methods are used according to the 
HJ/T 61-2001 radiation environmental monitoring 
technical specifications and the general rules and 
regulations of EJ 428-1989 environment nuclear 
radiation monitoring in the collection and prepa-
ration of soil samples, and the methods of meas-
urement use the strontium 90 analysis method of 
EJ/T 1035-1996 in the soil.

2.2.3 Biological samples
The local representative samples of  wheat, sweet 
potatoes, pork, spinach, scallops, noodle fish and 
seaweed etc. are collected. The sampling methods 
are used according to the HJ/T 61-2001 radiation 
environmental monitoring technical specifica-
tions and the the basic rules of  biological sam-
pling in environmental radiation monitoring of 
EJ 527-1990, and the methods of measurement 
use strontium-90  radiochemical analysis method 
in biological samples of  GB11222.1-89-(2-eth-
ylhexyl) phosphate extraction chromatography 
method.

2.3 Efftive dose evaluation method 
of 90Sr for residents in a year

2.3.1 Transfer coefficient
The transfer coefficient Pij is used to describe the 
environmental behavior of  the nuclide and calcu-
late the dose as the basic parameters in the cal-
culation model. Transfer coefficients are used to 
describe the relationship between the cumulative 
concentration or dose in a series of  environmen-
tal compartments, such as the transfer relation-
ship from I compartment to J compartment. The 
migration pathway and transfer coefficient of 
radionuclides commonly used in the environment 
dose evaluation by UNSCEAR can be shown in 
Figure  1. For example, P34 is the value that the 
activity concentration of  the nucleus is divided by 
the time integral concentration of  the nucleus in 
the food.

2.3.2 Evaluation of radiation dose through 
the food

Becuase the residents personal annual effective 
dose of 90Sr is mainly caused by the diet (water), 
the residents annual intake of various types of 
food and drinking water in this area must be con-
sidered in the calculation. The average personal 
annual drinking water intake of adult is 730  L/
year, the average annual individual consumption 
of food can be shown in Table 1.

To evaluate the exposure dose based on the 
biological sample (including water) radionuclide 
monitoring data:

C paD
i j

aiCC j ai ap ja
i j

∑ ∑DaD i j =D , 45  (1)

Figure 1. Land transfer pathway of radionuclide and the dose effect on human body.

Table 1. Food consumption of adults in a region (kg/year).

Food Vegetable Fruit Grain Livestock
Poultry 
meat Egg Milk

Fresh water 
produc Sea food Tea

Adult 133.7 7.8 210.6 8.2 3.2 7.6 4 1 3 0.3
Self  sufficiency in the 

evaluation area
100 80 100 100 100 100 100 100 100 100
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Among them, Da is the radiation dose of per-
sonal annual ingestion, Sv. Dai is the individuals 
annual ingestion of the ith food, Sv. Cai,j is the 
quality activity of radionuclides j in the ith food, 
Bq/kg. aiυ  is the annual intake of the ith food, kg. 
paj45 is the dose caused by the intake of unit radio-
nuclide radioactivity j, Sv/Bq, and the value of 
90Sr is taken for 28 nSv/Bq. The irradiation dose 
of intaked food is evaluated based on the outdoor 
radionuclide monitoring data of soil:

D A paD
i

i iA pA
i

( )−∑ ∑DaD i =D 150 2345* *A * ))  (2)

Among them, Da is the radiation dose of per-
sonal annual ingestion, nSv. Dai is the individu-
als annual ingestion of the ith food, nSv. Ai is the 
quality activity of the ith radionuclide in soil, Bq/
kg. pai2345 is the dose caused by intaking the jth unit 
radioactivity radionuclide, nSv/Bq⋅m2, and the 
value of 90Sr is taken for 53nSv/Bq. δ is the con-
taining water in soil, %.

3 RESULTS

3.1 Measurement of water samples

The analysis results of artificial radionuclides 90Sr 
in drinking water samples around the area are 
shown in Table  2. As can be seen from Table  2, 
the activity range of artificial radionuclide 90Sr in 
the water samples around the investigate area is 
from 2.7 mBq/L to 5.1 mBq/L, the average value 
was 4.1 ± 0.2 mBq/L, and the maximum value was 
about 1.5 times of the control point.

3.2 Measurement of biological samples

The results of artificial radionuclide 90Sr in the 
sample of biological samples around the area are 
shown in Table 3. It can be seen as follows from 
Table 3: the activity of 90Sr in the scallops, pork, 
tea, wheat and chicken is relatively higher, the 
activity of 90Sr in milk, kelp, spinach, sweet and 
potato is relatively lower, and the activity of 90Sr 
in noodle fish, crucian carp, and apple is the low-
est. In the above mentioned biological samples, the 
content of artificial radionuclide 90Sr is lower than 
the limit of national standard.

3.3 Measurement of soil sample

The analysis results of artificial radionuclides 90Sr 
in the soil samples around the area are shown in 
Table 4. As can be seen from Table 3, the activity 
range of artificial radionuclide 90Sr in the soil sam-
ples around the investigate area is from 0.7 mBq/
kg.fresh to 2.43  mBq/kg.fresh, the average value 
was 1.57 ± 0.05 mBq/kg.fresh, and the maximum 
value was about 4 times of the control point.

3.4 Evaluation of personal annual effective dose

Considering that the uncertainty of dose evalu-
ation can be effectively reduced by reducing the 
migration process of radionuclides in the environ-
ment and the human body, the ingestion exposure 
dose assessment value of food is used based on the 
full access of radionuclide concentration moni-
toring data in the biological samples. According 
to the nuclide dose calculation model shown in 
Figure  1 and provides the food consumption of 

Table 2. Radiochemical analysis results of the water samples.

Name of 
samples

reservoir water of 
number one

Tap water of 
number one

Tap water of 
number two

Well water of 
number one

Control 
point

90Sr (mBq/L) 2.7 ± 0.1 4.5 ± 0.2 5.1 ± 0.3 4.2 ± 0.2 3.0 ± 0.1

Table 3. Radiochemical analysis results of the biological samples.

Name of samples Wheat Apple Sweet potato Spinach Scallop in Shell Noodle fish

90Sr (mBq/kg.fresh) 108.3 ± 2.8 13.8 ± 3.0 68.1 ± 2.4 81.5 ± 4.7 129.0 ± 3.0 21.2 ± 5.0

Name of samples Pork Chicken Kelp Milk Tea Crucian carp
90Sr (mBq/kg.fresh) 155.3 ± 5.8 107.8 ± 2.6 92.5 ± 6.6 94 ± 4.6 128.1 ± 6.1 35 ± 5.2

Table 4. Radiochemical analysis results of the soil samples.

Name of samples Point 1 Point 2 Point 3 Point 4 Point 5 Point 6 Point 7

90Sr (mBq/kg.fresh) 1.31 ± 0.05 1.77 ± 0.06 2.43 ± 0.06 2.04 ± 0.05 1.02 ± 0.05 0.70 ± 0.05 1.72 ± 0.05
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adults in average and personal drinking water in 
a year shown Table 2, the resident personal annual 
dose of 90Sr is about 38.7 Bq and it is far below the 
national standards dose limit of 3.8 × 104 Bq. The 
calculation value of personal annual effective dose 
of 90Sr is 1 μSv according to the formula (1), and it 
is only 1 per thousand of national standard annual 
dose limit value.

4 DISCUSSION

The radioactive contents of 90Sr in the water, 
soil and biological samples around are measured 
through the investigation of environmental radio-
activity level in a certain area, the content of 90Sr 
in the biological samples is lower than the national 
standard limit values, and the content of 90Sr in the 
water and soil samples is slightly higher than the 
control trace, but the calculations results show that 
the personal annual effective dose is rarely little, 
and it is only 1 per thousand of national stand-
ard annual dose limit value, which indicate that 
the public exposure caused by 90Sr is minimal in 
human activities around the area. In this investi-
gation, the exposure of 90Sr on the human body 
is produced by beta ray, the annual effective dose 
estimation measurement data of 90Sr is mainly 
from the measurement results of drinking water 
and food, and the external radiation caused by soil 
will not be considered. The results of this inves-
tigation and evaluation can provide an effective 
basis for the radioactive level scientific evaluation 

of 90Sr in the surrounding environment of nuclear 
facilities and the individual annual effective dose 
and collective effective dose of the public in the 
region caused by 90Sr.
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ABSTRACT: Adsorption of a widely used antibiotic Levofloxacin (LEV) to goethite was studied using 
batch experiments. The adsorption of LEV to goethite increased proportionally with the increase of 
Humic Acid (HA) concentration, therefore the additional LEV adsorbed can be attributed to its adsorp-
tion to LEV. The amounts of LEV adsorbed to NOM are consistent with the literature values for adsorp-
tion of antibiotics with similar structures on free (i.e. in the absence of goethite) HA and Fulvic Acid 
(FA). The Excitation-Emission Matrix (EEM) spectra results indicated the interactions (i.e. adsorption) 
between HA and LEV, which become strong at neutral conditions, and much weaker at pH 3.0 and 9.0. 
The presence of goethite and HA will affect the environmental fate of antibiotics.

consistent picture regarding the effect of NOM on 
antibiotics adsorption to minerals is still lacking.

In this work, a common iron mineral goethite 
(α-FeOOH) was used as the adsorbent, and a 
widely used antibiotic Levofloxacin (LEV) was 
used as an example. The aim is to investigate its 
adsorption to goethite in the presence of HA, and 
the complexation between HA and LEV.

2 MATERIALS AND METHODS

2.1 Materials

LEV (> 98.0%, Tokyo Chemical Industry Co.) was 
used without further purification. The commer-
cial HA was purchased from Sinopharm Chemical 
Reagent Co. Acetonitrile (HPLC grade, Honeywell 
Burdick & Jackson) was obtained. Goethite was 
prepared using the common method (Hiemstra 
et  al., 1989; Antelo et  al., 2005). Other chemicals 
were analytical reagent grade or higher. MilliQ 
water was used in the experiments. The properties 
of LEV, HA, and goethite were reported in our pre-
vious studies (Qin et al., 2012; Qin et al., 2014b).

2.2 Adsorption experiments

Adsorption isotherms of LEV to goethite at pH 
5.0  in the absence or presence of PHA at two 
concentrations (3.63 and 7.25  mg C/L PHA) 
were obtained from results of batch experiments. 

1 INTRODUCTION

Antibiotics have been widely used in human and vet-
erinary treatments, and they are frequently detected 
in the environment (Hu et al., 2010). The presence 
of antibiotics may change the microbial community 
and the antibiotic resistance genes (Zhang et  al., 
2013). The environmental fate of antibiotics is 
influenced by their adsorption to soil minerals and 
Natural Organic Matter (NOM) (Tolls, 2001).

Adsorption of antibiotics to minerals and to 
NOM has been studied previously. In this respect, 
a range of minerals (i.e. goethite, hematite, and 
kaolinite) and NOM have been investigated. 
Cation exchange and surface complexation were 
considered as the major mechanisms in their 
adsorption on respectively clay minerals (Figueroa 
et  al., 2004) and metal (hydr)oxides (Gu and 
Karthikeyan, 2005). Contradictory results have 
been reported regarding the effects of NOM on 
antibiotics adsorption to minerals. Some studies 
have shown that presence of NOM promoted anti-
biotic adsorption to goethite (Zhao et  al., 2011). 
However, different results were reported as well. 
Peng et al. (2012) observed that the addition of HA 
(5–50 mg/L) suppressed the adsorption of norfloxa-
cin on Titanium Oxide (TiO2). Similarly, inhibition 
of norfloxacin adsorption to soils by small organic 
acids was also reported (Zhang and Dong, 2008). 
In addition, several authors found that NOM had 
no significant influence on the adsorption of anti-
biotics to soil minerals (Yan et al., 2012). Clearly, a 
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During the experiments, the 50  mL polyethylene 
centrifuge tubes that contained the suspensions 
were flushed with N2 gas to minimize the influ-
ence of CO2. Both the LEV-NOM and goethite 
stock solutions were prepared in the background 
of 0.01  M NaCl. The final goethite concentra-
tion was 0.8  g/L. The total LEV concentration 
was 1–10 μM, and the final NOM concentration 
was 0, 3.63, or 7.25  mg C/L. The pH of all sus-
pensions was adjusted to 5.0 using either 0.01 M 
HCl or 0.01 M NaOH solutions. All suspensions 
were shaken for 24 h at 175 rpm in the dark under 
room temperature. After equilibration, the end pH 
of each suspension was measured with a pH meter 
(Sartorius PB-10, Germany). Then the suspensions 
were centrifuged at 12000 rpm for 20 min, and the 
supernatants were analyzed immediately. All treat-
ments were carried out in triplicates.

2.3 Chemical analyses

The concentration of LEV in solutions was deter-
mined using the High Performance Liquid Chro-
matography (HPLC) method as reported (Qin 
et al., 2014a). The concentration of LEV adsorbed 
to goethite was calculated from the differences in 
the concentrations of LEV in solutions before and 
after adsorption.

The Excitation-Emission Matrix (EEM) spec-
tra of PHA or (and) LEV was measured with a 
fluorescence spectrophotometer (Hitachi F-7000, 
Japan). The emission wavelength and excitation 
wavelength were in the range of 250–600 nm and 
200–500  nm, respectively. The concentrations of 
PHA and LEV were 5 mg C/L and 10 μM, which 
were diluted 25 times during the EEM spectra 
measurements.

3 RESULTS AND DISCUSSION

3.1 Effect of HA on LEV adsorption

The adsorption of LEV to goethite was measured 
at pH 5.0 at a range of LEV concentrations in the 
absence and presence of 3.63 and 7.25 mg C/L HA 
(Figure 1). It seems that an adsorption plateau for 
LEV has been reached at 0.021  μmol/m2 in the 
absence of NOM, which indicates a relative weak 
adsorption. The presence of PHA promoted LEV 
adsorption significantly even when only 3.63  mg 
C/L PHA was added. Increasing HA concentration 
to 7.25 mg C/L increased LEV adsorption further. 
More than 16%, 42%, and 62% of the total LEV 
were removed from the solution in the absence and 
presence of 3.63 and 7.25  mg C/L PHA, respec-
tively. According to the preliminary experiments, 
nearly all (100% and 96%) of the added HA was 

adsorbed to goethite in our study, which is equiva-
lent to a PHA loading on goethite of  0.047 mg 
C/m2 and 0.089 mg C/m2.

The adsorption isotherms of LEV were well fit-
ted to the Langmuir model (R2 > 0.84) as shown 
in Table S1. The fitted maximum adsorption (qm) 
of LEV increased from 0.029 (without PHA) to 
0.099  μmol/m2 (7.25  mg C/L PHA). The fitted 
affinity constants (K) in the presence of PHA were 
about 2 times larger than that without PHA. The 
results show that both the adsorption affinity and 
the maximum binding capacity have increased due 
to the presence of PHA.

Under different pH, the ratios between the 
various LEV species in solution change due to the 
protonation or deprotonation of their functional 
groups (i.e. carboxyl group, amine group). At 
pH 5.0, most of LEV molecules will be cationic, 
because under this pH most of the piperazinyl 
groups and carboxyl groups will be protonated. 
Goethite surface will also be positively charged at 
pH 5.0 (PPZC = 9.0–9.3). The electrostatic repul-
sion between LEV molecules and the surface of 
goethite is part of the reasons for the small amount 
of LEV adsorbed to goethite (< 0.025 μmol/m2).

The adsorption of LEV to goethite increased 
significantly in the presence of HA added at two 
concentrations (Fig. 1), which can be attributed to 
two reasons, (1) synergistic electrostatic effects from 
PHA adsorbed, and (2) co-adsorption of LEV to 
mineral-bound HA. NOM is usually negatively 
charged under common pH in natural systems. 
With sufficient amount of NOM adsorbed on the 
mineral surface, the NOM-mineral assemblages 
may become negatively charged, and even when 
the mineral surface is intially positively charged, a 
charge reversal can take place (Weng et al., 2005; 

Figure  1. Adsorption of LEV on goethite in the 
absence and presence of HA at pH 5. The concentration 
of goethite is 0.8 g/L. Error bars (±1 Standard deviation, 
n = 3) are shown in the figures.
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Kumpulainen et al., 2008). The positively charged 
antibiotics molecules (at pH 5.0  in solutions) can 
be adsorbed more easily to the negative charged 
NOM-mineral assemblages due to electrostatic 
attraction. On the other hand, it has been shown 
that antibiotics are also strongly adsorbed on NOM 
(Carmosini and Lee, 2009; Ding et al., 2013). Con-
sequently, when PHA is adsorbed, some LEV will 
be co-adsorbed with PHA to goethite.

From the fitted adsorption maximum (qm), we 
can derive that the qm increased by 0.036 μmol/m2 at 
3.63 mg C/L HA, and by 0.070 μmol/m2 when PHA 
was doubled. These results indicate an increase in 
adsorption capacity propotional to the amount of 
PHA added, which suggests that the electrostatic 
intereaction plays probably a smaller role than the 
co-adsorption mechanism in determining the effect 
of NOM on LEV adsorption to goethite. However, 
because the NOM loading at both HA concentra-
tions (0.047 and 0.089 mgC/m2) is relatively low, the 
electrostatic effect may still be in the range that is 
almost propotional to the amount of NOM pre-
sent. Therefore based on the data we cannot make 
definitive conclusion regarding the mechanims of 
NOM effect on LEV adsorption.

If we assume that the additional amount of LEV 
adsorbed when PHA was added is solely due to 
LEV adsorption to adsorbed PHA, we can calcu-
late the amount of LEV adsorbed to HA (excluding 
LEV adsorbed to goethite in the absence of HA). 
The calculated amounts of LEV adsorbed to HA 
are in the range of 90–820 mmol/kg C, which are 
in the same order of magnitude as the reported val-
ues for ciprofloxacin adsorption on LHA, PPHA, 
and PPFA (200–650 mmol/kg C) (Carmosini and 
Lee, 2009), norfloxacin adsorption on a coal HA 
(260–380 mmol/kg C) (Zhang et al., 2012), ofloxa-
cin adsorption on a sediment HA (150–720 mmol/
kg C) (Pan et al., 2012), and tetracycline adsorption 
on LHA and AHA (30–45 mmol/kg C) (Ding et al., 
2013). In these literatures, the equilibrium dialysis 
technique, fluorescence quenching method, and 
Solid Phase Extraction (SPE) method were used to 
measure antibiotics adsorption at different concen-
trations (2.5–79 mg C/L) of NOM in the absence of 
minerals. The advantages of using the mixtures of 
NOM and minerals in our current work are first 
of all that the NOM-mineral assemblages are more 
representative for the adsorbents in the natural sys-
tems; and secondly, in the NOM-mineral-antibiotic 
ternary experiment, the soluble and adsorbed anti-
biotics can be separated much more easily com-
pared to when only NOM is present.

3.2 EEM spectra measurements of HA and LEV

In order to investigate the interactions between 
NOM and LEV, the EEM spectra contour maps 

of HA, LEV, and their mixtures were determined 
(Fig. 2). In all the contour maps, there are two red 
lines. The left one is the Rayleigh scattering peak 
(λem = λex), and the right one is the second-order 
Rayleigh scattering peak (λem  =  2λex). There are 
three peaks in the contour maps of HA and LEV, 
and four peaks in their mixtures. The positions and 
fluorescence intensities of the peaks change with 
the solution pH (Table 1).

As shown in the EEM spectra of HA under 
different pH (Figure 2a, b, and c), three peaks at 
around Ex/Em of 225/335  nm, 325/465  nm, and 
285/485  nm are observed (Table  1), which are 
respectively related to aromatic protein, model HA 

Figure 2. The EEM spectra contour maps of HA (a, b, 
and c, 0.2 mg C/L), LEV (d, e, and f, 0.4 μM), and the 
mixtures of HA and LEV (g, h, and i) at pH 3.0, 6.0, and 
9.0. The positions and intensities of the peaks are shown 
in Table 1.
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polymers, and HA-like regions (Chen et al., 2003). 
The fluorescence intensities of the peaks are the 
highest at acidic conditions (pH 3.0). The λem values 
of peak 2 and 3 decrease with the increasing pH. 
These results support that pH affects the morphol-
ogy of NOM.

There are a main peak (290/480  nm) and two 
nearby small peaks in the EEM spectra of LEV 
(Figure  2d, e, and f). At high pH, the λem values 
of the three peaks also decrease, and the intensity 
is the highest. This is because under different pH 
conditions, LEV molecule is mainly cationic, zwit-
terionic (or neutral), or anionic.

Four peaks are observed in the mixtures, 
which seems to be the simple sum of  the EEM 
spectra of  PHA and LEV (especially for peak 1), 
and the intensities of  the peaks should be larger 
than that of  the single one. However, as shown in 
Table 1, the intensities of  the other three peaks 
are much smaller than the sum values, even 
smaller than that of  LEV along, especially at 
pH 6.0. As a result, the interactions (i.e. adsorp-
tion) between HA and LEV occur, which become 
strong at neutral conditions, and much weaker at 
pH 3.0 and 9.0.

4 CONCLUSIONS

Adsorption isotherms at different concentrations 
of  PHA were well fitted to the Langmuir model, 
and additional amount of  LEV adsorbed is pro-
portional to the amount of  PHA added, which 
indicates that the main mechanism of  increased 
LEV adsorption is probably co-adsorption with 
NOM adsorbed. The Excitation-Emission Matrix 
(EEM) spectra results indicated the interactions 
(i.e. adsorption) between HA and LEV, which 
become strong at neutral conditions, and much 
weaker at other conditions.
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Calcium and manganese affect ethanol fermentation by Pichia stipitis 
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ABSTRACT: In this study, the effect of Cadmium (Cd) on ethanol fermentation by Pichia stipitis was 
investigated. P. stipitis was sensitive to Cd, which reduced cell growth and diminished ethanol production. The 
inhibitory effect of Cd on ethanol fermentation decreased upon the addition of Calcium (Ca) and Manganese 
(Mn); the role of Mn was less significant compared to that of Ca. These results correlated with the inhibitory 
effect of the metals on the uptake of Cd by P. stipitis, with Ca having a greater effect on the uptake of Cd than 
Mn. However, Mn could also increase the inhibitory effect of Ca on the uptake of Cd. Simultaneous addition 
of both Ca and Mn lowered cellular Cd level and resulted in a greater degree of fermentation, demonstrating 
that this treatment can be used to improve ethanol production from Cd-contaminated biomass.

it can enter the food chain, accumulate in the body 
through repeated exposure, and can exert irrevers-
ible effects (Abadin et al., 2007). Crops grown on 
heavy metal-contaminated soils can absorb heavy 
metals. Cd absorbed by plant roots and trans-
ported to ground tissues of plants poses a poten-
tial threat to human health through the food chain 
(Kuboi and Yazaki, 1986). Chronic exposure to Cd 
causes a variety of health problems, such as Itai-
Itai disease. Xu et  al. (2013) studied the uptake 
and distribution of Cd in sweet maize grown on 
contaminated soils and demonstrated that the Cd 
concentration in sweet maize decreases from its 
highest levels in the sheath to its lowest levels in 
the fruit. Therefore, soil remediation with crops 
(phytoremediation) could be a promising technol-
ogy. In the future, the demand for soil remediation 
would increase markedly, resulting in the genera-
tion of a potentially huge market. However, fruits 
contaminated with Cd cannot be used as food and 
the contaminated straws of crops cannot be used as 
fodder. The disposal of metal-containing biomass 
has been a significant limitation of this technol-
ogy. However, since metal-contaminated biomass 
contains starch, cellulose, and hemicelluloses, it 
could be repurposed as raw materials for biorefin-
ery. The combination of biorefinery and soil reme-
diation can not only ease environmental problems, 
but can also reduce both costs for biorefinery and 
soil remediation. Furthermore, problems concern-
ing the disposal of metal-containing biomass could 
potentially be solved and the released heavy metals 
could be removed from the food chain.

1 INTRODUCTION

Bioethanol is considered an alternative to petroleum. 
It can be easily produced from agricultural products 
(Nikolić et al., 2010), such as corn meal and sugar-
cane. However, bioethanol production from such 
biomass competes with food suppliers and thereby 
causes food shortages and price increases. Ligno-
cellulosic materials, such as forest and agricultural 
residues, are a potential alternative feedstock for the 
production of bioethanol because their use would 
not affect the food supply. However, lignocellulosic 
biomass contains a greater amount of lignin and 
complex polysaccharides than starch and mono-
saccharides. These features make lignocellulosic 
biomass difficult to be hydrolyzed to fermentable 
sugars that can then be bioconverted into ethanol, 
resulting in high costs for ethanol production.

To reduce the high cost of ethanol production 
from lignocellulosic biomass, research has focused 
on biorefinery improvements such as efficient 
production of cellulase, improvement of pretreat-
ment, and process development for ethanol pro-
duction. Although improvements in the efficiency 
of biorefinery processes could lead to a decrease 
in the cost of ethanol production, such efforts 
would be insufficient for substituting ethanol for 
petroleum since the price of ethanol would still be 
much higher than petroleum. Therefore, alternate 
research strategies should be considered.

Environmental pollution by toxic metals has 
been increasing worldwide because of industrial 
progress (Xue et al., 2014). Cd is toxic at low levels; 
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In the past decade, a few teams have studied the 
response of S. cerevisiae to Cd. Oliveira et al. (2011) 
found that the use of vinasse minimized the negative 
effects of Cd on cell mass concentration, cell viability, 
and budding rate. Gharieb and Gadd (2004) showed 
that a S. cerevisiae strain deficient in Glutathione 
Synthase Hydroxylase (GSH) displayed a higher 
sensitivity to Cd than its wild-type strain. Mielnic-
zki-Pereira et al. (2011) reported that the detoxifica-
tion of Cd is mainly dependent on ion binding with 
GSH in S. cerevisiae. GSH detoxification of Cd also 
occurs in other organisms (Rehman and Anjum, 
2010). Moreover, metal ions can affect uptake of 
Cd and subsequently reduce its toxicity (Zhao et al., 
2004). This detoxification could be linked to compet-
itive transport between metal ions due to the similar 
radii of Ca and Cd (Long et al., 2012); in support 
of this, Ca2+ -ATPases contribute to Cd tolerance in 
S. cerevisiae (Mielniczki-Pereira et al., 2011).

Despite numerous studies on toxicity of Cd 
towards S. cerevisiae, no study has investigated its 
effects on ethanol production by the yeast strain 
P. stipitis. In particular, there has been no study 
on the effect of Cd on the metabolism of xylose 
for ethanol production. The objective of this work 
was to study the effects of Cd on the metabolism 
of glucose and xylose in order to enhance detoxi-
fication and increase fermentation efficiency in 
P. stipitis, a highly efficient xylose-fermenting 
strain. Accordingly, the effects of Ca and Mn on 
Cd uptake by P. stipitis were investigated.

2 MATERIALS AND METHODS

2.1 Fermentation

The yeast strain Pichia stipitis (CICC 1960) used 
for ethanol fermentation was obtained from 
Shanghai Industrial Microbiology Institute Tech. 
Co., Ltd. Fermentations were carried out in shak-
ing test tubes with 5 mL medium containing 40 g/L 
glucose, 20 g/L xylose, 8 g/L peptone, 2 g/L yeast 
extract, 2 g/L (NH4)2SO4, 1 g/L MgSO4•7H2O, and 
1.5 g/L KH2PO4. Fermentations were started at an 
initial OD600 of 1.0 and incubated at 30°C and 200 
rpm. For the investigation of the effect of metal 
ions on ethanol production, the concentration of 
CdCl2 ranged from 25 to 100 μmol/L. In prelimi-
nary experiments, the optimum molar ratios of 
Ca and Mn to Cd were found to be 100:1 and 1:1, 
respectively, and were therefore used in this study.

2.2 Cell dry weight and enzyme activity

After 24-h fermentation, cells were collected for 
measurements of cell dry weight and enzyme activity. 
For cell dry weight measurement, cells were washed 
with water followed by drying at 105°C overnight. 
For enzyme activity measurement, cells were rup-

tured with glass beads (425–600 μm) by vortexing 
at 30-s intervals and were then kept on ice for 30 s. 
The resulting suspensions were centrifuged at 12,000 
rpm, 4°C for 10 min and the supernatants were used 
for enzyme activity measurement. Xylitol Dehydro-
genase (XDH) activity was measured by monitor-
ing the reduction in NAD(P)+ at 340 nm and 30°C 
in a reaction mixture containing: 71 mM Tris-HCl 
buffer (pH 8.2), 0.5 M xylitol, and 1.2 mM NAD+/
NADP+. Xylose Reductase (XR) activity was meas-
ured by monitoring the oxidation of NADPH at 
340 nm and 30°C in a reaction mixture containing: 
71 mM Tris-HCl buffer (pH 7.2), 2 M xylose, and 
1.2 mM NADPH. One unit of enzyme activity was 
defined as the amount of enzyme that reduced or 
oxidized 1 μmol NAD(P)+ or NAD(P)H per min.

2.3 Measurement

Samples were taken periodically and centrifuged at 
15,000 rpm for 5 min. Glucose, xylose and etha-
nol concentration in the fermentation broth were 
analyzed on an Exformma EX1600 HPLC system 
(Shanghai Wufeng Scientific Instruments Co., 
Ltd., Shanghai, China) using an Aminex HPX-
87H column (300 × 7.8 mm, Bio-Rad, USA). The 
separation of sugars and ethanol was performed at 
0.6 mL/min and at 65°C with 5 mM H2SO4 as the 
mobile phase.

The concentration of NAD(P)+ or NAD(P)
H was measured with a spectrophotometer 
(UV-2102C, Unico Instrument Co., Ltd, Shang-
hai, China) at 340  nm. The concentration of Cd 
was measured with an atomic absorption spectro-
photometry (AH-670, Shimadzu Co., Ltd, Japan).

3 RESULTS AND DISCUSSION

Since P. stipitis can ferment both glucose and xylose, 
fermentation was carried out in media containing 
both glucose and xylose, and Cd concentration was 
varied from 25 to 100 μmol/L; fermentation without 
Cd was used as a reference. As shown in Fig. 1, at 25 
μmol/L Cd, both glucose and xylose were completely 
consumed within 48 h, resulting in 17.6 g/L ethanol. 
Compared to fermentation without Cd, fermenta-
tion with 25 μmol/L Cd had much lower consump-
tion rates of glucose and xylose, and consequently 
lower titer of ethanol, indicating the inhibitory effect 
of Cd on ethanol fermentation by P. stipitis. The 
inhibitory effect became more severe with increas-
ing Cd concentration. At Cd concentrations above 
50 μmol/L, xylose consumption at 48 h markedly 
decreased, resulting in a sharp decrease in ethanol 
titer (Fig. 1C, D). The lesser consumption of xylose 
could result from much low consumption rate of glu-
cose (Fig. 1B). It should be noted that OD 600 also 
decreased proportionally with increasing Cd concen-
tration (Fig. 1 A). However, the decrease in OD 600 
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was lower than that in ethanol production; e.g., the 
maximum OD 600 at 100 μmol/L was 1.6-fold lower 
than that without Cd, while the maximum concen-
tration of ethanol at 100 μmol/L was 2.9-fold lower 
than that in the absence of Cd. These results dem-
onstrated that Cd had higher influence on ethanol 
production than on cell growth.

Cd toxicity towards plants and microorganisms 
has been widely reported (Perfus-Barbeoch et  al., 
2002). Its toxicity is mainly related to induction of 
oxidative stress and interference with intracellular 
signaling and DNA repair. Other metals (e.g., zinc 
(Zn), magnesium (Mg), Mn and Ca) can affect plant 
uptake of Cd and subsequently reduce toxicity of Cd 
to the plants (Zhao et al., 2004, Long et al., 2012). 
The effects of Mn, and Ca on ethanol fermentation 
are shown in Figure 2. In these experiments, Cd con-
centration was set at 50  μmol/L. Among the met-
als, Zn and Mg had little effect on the tolerance of 
P. stipitis towards Cd (data not shown). In contrast, 
Ca and Mn had apparent effects on the tolerance of 
P. stipitis towards Cd (Fig. 2). When Ca or Mn was 
added, the increase in OD 600 was much higher than 
that with Cd alone at 12 h (Fig. 2 A). In the earlier 
period (0–12h) of the fermentations, the effect of Ca 
on the growth rate was similar to that of Mn, and 
after 24 h, the effect of Ca was higher than that of 
Mn (Fig. 2 A). The addition of Ca or Mn also had 
positive effects on sugar consumption, as both the 
consumption rates of glucose and xylose increased 
sharply relative to those where only Cd was present 
(Fig. 2B, C). However, there were little differences in 
the effects of Ca and Mn on glucose consumption, 
while Ca had more significant effect on the con-
sumption of xylose than that of Mn (Fig. 2B). The 
effects of Ca and Mn on sugar consumption can be 
explained by the uptake of Cd. As shown in Fig. 3, 
when Ca or Mn was not present, the Cd concentra-
tion in cells increased markedly at 24 h. The maximum 

Cd concentration was 297.8 μg/g of dried cell. This 
uptake of Cd was limited by the addition of Ca or 
Mn. When Ca or Mn was present, the Cd concentra-
tion in cells increased very little by 12 h. Afterwards, 
Cd concentration in cells maintained a low level rela-
tive to Cd alone even though there were increases 
in Cd concentration along with time, indicating the 
inhibitory effects of Ca and Mn on the uptake of Cd. 
The lower uptake of Cd would be responsible for the 
higher rates of sugar consumption. The inhibitory 
effects of Ca and Mn on the uptake of Cd could be 
linked to competitive transport between metal ions, 
owing to their similar atomic radii. Because cellular 
Cd concentrations were maintained at a relative low 
level in the presence of Ca or Mn in the earlier peri-
ods of fermentation, minimal inhibitory effect of Cd 
on glucose consumption was observed. In contrast, 
when xylose began to be consumed, large amounts 
of Cd accumulated in cells, e.g., at 24 h the cellular 
Cd concentrations were 157.9 μg/g of dried cell and 
237.9 μg/g of dried cell, for Ca and Mn additions, 
respectively. The accumulation of Cd in cells would 

Figure 1. Effect of Cd on ethanol fermentation. The 
concentrations of cell mass (A), glucose (B), xylose (C) 
and ethanol (D) change over time during fermentation in 
the presence of Cd at increasing concentrations (25, 50, 
75, 100 μmol/L) compared to that in the absence of Cd. 
All values are expressed as the mean ± standard deviation 
(SD) for two experiments (n = 2).

Figure 3. Effects of Ca and Mn on Cd uptake by 
P. stipitis. The intracellular Cd content changes over time 
during fermentation with addition of metals (Ca, Mn, 
both Ca and Mn) in the presence of Cd. Bars indicate 
means (n = 2).

Figure 2. Effects of Ca and Mn on ethanol fermenta-
tion with Cd. The concentrations of cell mass (A), glu-
cose (B), xylose (C) and ethanol (D) change over time 
during fermentation with addition of metals (Ca, Mn, 
both Ca and Mn) in the presence of Cd compared to that 
in the absence of Cd. The results represent the mean of 
two independent experiments.
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result in lower consumption rates of xylose. Enzyme 
activity assays reveal that Cd significantly inhibited 
xylose metabolism (Table  1). Inhibited metabolism 
of xylose could be attributable to the low conversion 
rate of xylose into ethanol in the presence of Cd. 
Since Ca had a marked effect on Cd uptake com-
pared to Mn, the consumption rate of xylose during 
fermentation was higher in the presence of Ca than 
that in the presence of Mn.

We found that the addition of ions had a posi-
tive effect on the production of ethanol at 12 h 
(Fig. 2D), while ethanol was hardly produced after 
24 h even though the consumption of xylose was 
improved by the addition (Fig. 2C). This result dem-
onstrates that the production of ethanol was linked 
to the accumulation of Cd in cells, and under Cd-
induced stress, the conversion of xylose into ethanol 
decreased, which could explain why Cd had marked 
influence on ethanol production compared to its 
effects on cell growth. After 24 h, Cd release was 
apparent (Fig. 3), which may be owing to destruc-
tion of cell membrane by Cd accumulation.

Taken together, it was clear that the addition of 
Ca or Mn was not sufficient to cope with Cd toxicity 
towards P. stipitis, even though the addition could 
limit the uptake of Cd. Surprisingly, the use of both 
Ca and Mn significantly inhibited the uptake of Cd 
(Fig. 3). The Cd concentration in cells was main-
tained at a very low level and did not drastically 
change during fermentation. The reason for these 
effects is not clear; however, ethanol fermentation 
was not inhibited by Cd in the presence of both Ca 
and Mn (Fig. 2D). Under these conditions, the pro-
duction rate of ethanol, the consumption rates of 
sugars were no different from those in media with 
only Cd (Fig.  2B,C), while the maximum titer of 
ethanol was 4-fold higher (Fig. 2D).

4 CONCLUSIONS

In this study, we found inhibitory effects by Ca and 
Mn on the uptake of Cd by P. stipitis. The toler-
ance of P. stipitis towards Cd increases upon joint 
application of Ca and Mn, an effect that would be 
beneficial to the development of P. stipitis as a key 
player in cellulosic ethanol production. However, 
the exact mechanism through which Ca and Mn 
together limit the uptake of Cd by P. stipitis remains 
unknown; further, how P. stipitis utilizes xylose 
for cell growth under Cd stress is unclear. A more 

detailed study is therefore required to investigate the 
mechanism of the effect of the joint application of 
Ca and Mn on the uptake of Cd by P. stipitis.
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ABSTRACT: Biological Aerated Filters (BAFs) are a promising biological oxidation technology for 
wastewater treatment and reuse. The characteristics of packing media in BAFs considerably affect the 
removal of pollutants. This study aims to compare and investigate the pollutant removal performance 
of two identical bench-scale BAFs, BTF 1 and BTF 2, to evaluate the feasibility of employing polyu-
rethane sponge as BAF media. BTF 1 and BTF 2 were packed with polyurethane sponges and ceramic 
particles, respectively, and evaluated for COD and NH4

+-N removal at various hydraulic loadings. When 
the hydraulic loading was varied from 5 L/h to 20 L/h, the overall COD removal efficiencies of BAF 1 
and BAF 2 reached 82.8% and 78.5%, respectively. BAF 1 performed better in COD removal than did 
BAF 2 under low hydraulic loadings of 5 and 10 L/h. The removal efficiency for COD and NH4

+-N rose 
with increasing media height in both BAF systems. The majority of COD and NH4

+-N removal occurred 
within a media height of 0.4 m. The BAF 1 system exhibited a higher and steadier treatment performance 
for COD and NH4

+-N removal because of the large specific surface area and high porosity rate of the 
polyurethane sponges. These results indicate that polyurethane sponges have potential as media in BAFs.

in BAFs considerably affect wastewater treatment 
performance. Moreover, packing media determine 
capital construction investment and operating cost 
(Han et al., 2009; Qiu et al., 2010). The media used 
in BAFs fall under two categories. The first com-
prises conventional packing media, such as ceramic 
particles, granular zeolites, sands, shales, and car-
bonate media (Qiu et al., 2010). Extensive research 
has been done on this category. Although these 
mineral materials show excellent biological perfor-
mance, they are prone to attrition and easily form 
clogging in media by biomass or attached high-den-
sity solids, thereby leading to frequent backwashing 
(Kent et al., 1996). The other category is synthesis 
media, which include plastic materials and carbon 
foams (Bao et al., 2011). They have very low attri-
tion levels but exhibit inferior performance (Men-
dosa-Espinosa and Stephenson, 1998). Therefore, 
the development of novel and effective packing 
materials for BAF is a crucial requirement.

As a synthesis media, polyurethane sponge has a 
high porosity and external surface area, rough sur-
face, and uniform open-pore reticulated construc-
tion. However, no report has been published on the 
performance of BAF systems that use polyurethane 
sponge as packing media. The present study aims to 

1 INTRODUCTION

Biological Aerated Filters (BAFs) are a promising 
biological oxidation technology for wastewater treat-
ment and reuse (Bao et al., 2011; Qiu et al., 2010). 
A BAF is a fixed film biological process used for 
the simultaneous removal of carbonaceous matter, 
ammonia, and suspended solids in a single unit pri-
marily by interception, biological metabolism, and 
adsorption (Ryu et  al., 2008). The advantages of 
this system include high efficiency, small footprints, 
ease of operation and management, and modu-
lar construction; the system also does not require 
a secondary clarifier (Osorio and Hontoria, 2001). 
Given these merits, BAFs serve as an effective alter-
native to the traditional activated sludge process 
commonly used in wastewater treatment. BAF sys-
tems are currently widely used for secondary and 
tertiary treatment of wastewater or reclaimed water 
reuse. Improving the treatment efficiency and opera-
tion stability of BAFs necessitates further study of 
impact factors such as packing media and operation 
optimization (Shen et al., 2009; Qiu et al., 2010).

The packing materials in BAFs act as solid inter-
ceptors, solid/liquid separators, and biofilm carri-
ers. The characteristics of the packing media used 
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compare the performance of two BAFs packed with 
the polyurethane sponge and ceramic particles under 
the same operational conditions to evaluate the suit-
ability of polyurethane sponge as BAF media.

2 MATERIALS AND METHODS

2.1 Experimental set-up

Two identical bench-scale biofilters, designated 
as BAF 1 and BAF 2, were packed with polyure-
thane sponge and ceramic particles, respectively. 
Fig.  1  shows a schematic of the BAFs. The reac-
tors are made of transparent Plexiglas. Each reactor 
is cylindrical with an overall height of 1.2 m and a 
diameter of 0.1 m. The media within a reactor meas-
ures 0.8 m with a total effective volume of 6.3 L. 
Aside from a sample port placed at the base of each 
reactor, four liquid sampling ports are located at 
0.2 m intervals along the height of each reactor. A 
sieve plate divides each of the reactors into two sec-
tions. The bottom section (height, 0.15  m) of the 
column serves as a reservoir for influent water and 
provides uniform water distribution. The upper sec-
tion (height, 0.1 m) of the column houses a gravel 
support layer, which is located beneath a media 
layer. The support gravel protects the water nozzle 
from clogging by smaller media and improves the 
distribution of gas bubbles over the cross-sectional 
area of the media. To provide backwash water, a 
storage tank collects effluent. A water pump injects 
the liquid influent at the base of each column and 
oxygen is supplied by an air blower that injects air 
through porous stones located at the bottom of 
each reactor. An air flow meter controls the airflow 
according to operational requirements.

For the experiment, both BAFs were operated 
in co-current modes with gas and wastewater flow-
ing upward. The BAFs were backwashed every 48 
h. Combined air–water backwashing was employed, 
with the procedures implemented in sequence as fol-
lows: air scouring for 4 min, air and water washing for 
6 min, and water rinsing for 10 min. The water and air 
flushing strength were set at 8 and 10 (L/m2⋅s).

Two BAF reactors were packed with polyure-
thane sponge and ceramic particles. Open-pore 
reticulated polyurethane sponges with a pore size 
of 10 pores per cm (Shenzhen Jiechun Filter Mate-
rial Co., Ltd., Guangdong, China) were used as the 
filter bed media. Table 1 shows the characteristics 
of the two media.

2.2 Synthetic wastewater

The two BAFs were fed with synthetic wastewater 
throughout the experimental period. Table 2 shows 
the composition and concentration of synthetic 
domestic wastewater.

2.3 Analytical methods

Samples from the influent, effluent, and sampling 
ports were obtained regularly at different filter 
heights. The concentrations of Chemical Oxygen 
Demand (COD), ammonia-N (NH4+-N), and 
Suspended Solids (SS) were analyzed according 
to the Standard Methods for the Examination of 
Water and Wastewater (APHA, AWWA, WEF, 
2005). Air and water temperatures, pH, and Dis-
solved Oxygen (DO) were routinely monitored 
daily during the evaluation period. Flow rates to 
the BAFs were measured with a glass rotameter. 
Head loss was measured using a piezometric tube. 
All the samples were measured in triplicate.Figure 1. Schematic diagram of the BAFs.

Table  1. Characteristics of polyurethane sponge and 
ceramic particles.

Media Shape Size (mm)

Surface
area 
(m2/m3)

Porosity
rate

Polyurethane Cylindrical ϕ100 × 100 ≥ 950 95%
Ceramic 

particles
Granular 4–6 ≤400 30%

Table  2. Main ingredients of the simulated domestic 
wastewater.

C6O6H12
(mg/L)

NH4Cl
(mg/L)

KH2PO4
(mg/L)

CaCl2
(mg/L)

FeCl3
(mg/L)

MgSO4
(mg/L)

300 ± 1.0 80 ± 0.5 20 ± 0.5 25 ± 0.5 3.7 ± 0.05 2.5 ± 0.05
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3 RESULTS AND DISCUSSION

3.1 Startup stage

To accelerate biomass growth, the polyurethane 
sponge was marinated and inoculated with acti-
vated sludge from a secondary sedimentation tank 
at Changsha Guozhen Wastewater Treatment Co., 
Ltd (Hunan, China). The concentration of mixed 
liquor suspended solids in the original activated 
sludge was 3500 mg/L. The two BAFs were inocu-
lated simultaneously.

The startup of the BAFs was carried out with 
the bioreactor operated in batch mode and seeded 
with sludge and synthetic wastewater for three 
days. After this, the operation mode was shifted to 
continuous flow mode. The synthetic wastewater 
flow rate adopted for 4 days was 3 L/h. During this 
startup period, the operational parameters were 
kept at a hydraulic retention time of 2.5 h and a 
Dissolved Oxygen (DO) concentration higher than 

2  mg/L at room temperature. The accumulation 
process lasted for one week, after which a yellowish-
brown biomass was observed to have accumulated 
on the packing materials. Figs. 2 and 3 present the 
removal performance of polyurethane sponge and 
ceramic particles during the start-up. As shown in 
the figures, COD and NH4

+-N removal during the 
start-up did not differ significantly between the 
two BAFs. Over the first 7  days of the start-up, 
the volumes of effluent COD and NH4+-N in the 
two BAFs declined with running time. On day 8, 
the first backwashing was carried out. COD and 
NH4

+-N removal was relatively steady as indicated 
by the effluent quality. This result shows that a suc-
cessful startup was conducted for the two BAFs. 
The BAFs were then switched to normal opera-
tions to evaluate treatment performance.

3.2 COD removal performance of the BAFs under 
various media heights

Fig.  4  shows the COD removal performance of 
the two reactors under different hydraulic loadings 
with media height. The results illustrate promising 
COD treatment performance for the two materi-
als. At hydraulic loadings of 5, 10, 15, and 20 L/h, 
the COD concentration and removal efficiency of 
both reactors showed a similar tendency. The total 
average removal efficiencies of BAF 1 and BAF 2 
were 82.8% and 78.5%, respectively. Even under a 
hydraulic loading of 20 L/h, the COD removal effi-
ciencies of the two BAFs were 78.0% and 80.6%, 
respectively. The corresponding residual COD 
concentrations were 56.9 and 50.2 mg/L for BAF 1 
and BAF 2, respectively [Fig. 4(d)]. Therefore, the 
effluent quality satisfies the requirement for reuse.

Figure 2. COD removal performance in BAFs with pol-
yurethane sponge and ceramic particle during start-up.

Figure 3. NH4
+-N removal performance in BAFs with 

polyurethane sponge and ceramic particle during start-up 
during start-up.

Figure  4. Profile of COD removal in BAFs with dif-
ferent media under hydraulic loadings of 5, 10, 15 and 
20 L/h ( ) COD concentration in polyurethane sponge 
BAF; ( ) COD concentration in biological ceramic 
BAF; ( ) COD removal efficiency in polyurethane 
sponge BAF; ( ) COD removal efficiency in biological 
ceramic BAF.
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Moreover, Fig. 4 shows that the majority of the 
COD content in the BAFs can be removed within 
a 0.4 m media in the upflow direction under vari-
ous hydraulic loadings. At a media height of 0.4 m, 
the COD removal efficiency of the BAFs reached 
more than 63% and 56%. The removal efficiency 
depended primarily on the accumulation of acti-
vated biological film in the filter media and mass 
transfer efficiency. Organic matter degradation 
occurred primarily in the inlet area because of the 
competitive advantage of heterotrophic bacteria. 
The biofilm attached from the lowermost to the 
uppermost section media contributed to the degra-
dation of organic matter, whereas only the biofilm 
in some sections close to the inlet played an impor-
tant role in the aforementioned process. The low-
ermost surface of the sponge media contributed 
significantly to COD removal for the upflow BAFs 
because of the accumulation of a more active bio-
mass in this region. The concentrations of organic 
compounds and DO were sufficient at the bottom 
of the filters, which favored the growth of hetero-
trophic bacteria.

BAF 1 performed better for COD removal than 
did BAF 2 under low hydraulic loadings (5 and 
10 L/h; Fig. 4). The difference in removal efficiency 
between the two BAFs is more than 10%. By con-
trast, BAF 2 exhibited higher removal efficiency 
under high hydraulic loadings, but its performance 
did not differ sharply from that of BAF 1. The dif-
ferences in the surface characteristics, specific sur-
face areas, and morphological characteristics of 
the media were the principal factors that influenced 
COD removal. The polyurethane sponges used 
in BAF 1 presented a considerably more regular 
shape, which allows for even biofilm distribution 
on the BAF. This uniform distribution resulted in 
a high mass transfer coefficient under low shear by 
water. However, an increase in hydraulic loadings 
resulted in the low removal efficiency for biofilm 
runoff from the media.

3.3 NH4
+-N removal performance of the BAFs 

under various media heights

Fig.  5  shows the average removal efficiency for 
and variations in concentration of NH4

+-N in 
the BAFs under hydraulic loadings of 5, 10, 15, 
20 L/h. Overall, BAF 1 performed slightly better 
than did BAF 2 for ammonia removal under the 
same hydraulic loadings. The BAF functioned as 
a push-flow reactor, in which competition between 
carbonation heterotrophic and autotrophic nitri-
fying bacteria exists. In addition, organic mat-
ter inhibited the growth of autotrophic nitrifying 
bacteria. Therefore, organic matter should gener-
ally be degradable first along the flow direction 
for NH4

+-N removal to gradually increase. In this 

study, however, the tendency of concentration and 
removal efficiency for NH4

+-N with media height 
in the two BAFs was the same as that for COD. 
The removal efficiency for NH4

+-N increased 
with increasing media height. Most of the NH4

+-
N reductions also occurred at a media height of 
0.4 m (Figs. 4 and 5).

Three possible factors explain the phenomenon 
of most of the NH4

+-N reductions within 0.4  m 
media. The first is influent wastewater quality. 
Glucose and ammonium chloride, which are easily 
decomposed and absorbed by microbes, were used 
as carbon and nitrogen source, respectively. There 
was adequate DO within a media height of 0.4 m 
in the two BAFs, thereby promoting the possibility 
of coexistence between carbonation heterotrophic 
and nitrifying autotrophic bacteria. In addition, 
as carbonation heterotrophic bacteria degrade 
organic matter, they consume some of the nutri-
tional substances including NH4

+-N.
The second factor is the manner by which the 

media was configured. The microbes in the BAF 
can be divided into the biofilm attached on the 
media and the activated sludge suspended in the 
media gaps. The morphological characteristics of 
the ceramic particles thickened and stabilized the 
biofilm in the inner surface and concavity of the 
ceramic particles. The biofilm was also minimally 
affected by hydraulic conditions. Therefore, the 
ceramic particles are suitable for the growth of 
bacteria with long generation times. The convexity 
or angularity of ceramic particles, which were sub-
jected to collision and attrition, as well as the shear 
stress on water flow and air bubbles, which had 
a high concentration of organic matter and DO, 
promoted the growth and rapid reproduction of 
heterotrophic bacteria. Therefore, the configura-

Figure  5. Profile of NH4
+-N removal in BAFs with 

different media under hydraulic loadings of 5, 10, 15 
and 20  L/h. ( ) NH4

+-N concentration in polyurethane 
sponge BAF; ( ) NH4

+-N concentration in biological 
ceramic BAF; ( ) NH4

+-N removal efficiency in polyu-
rethane sponge BAF; ( ) NH4

+-N removal efficiency in 
biological ceramic BAF.
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tion of the ceramic particles induced carbonation, 
which caused heterotrophic and nitrifying auto-
trophic bacteria to occupy different locations, and 
reduced the competition for space between them. 
Polyurethane sponge has a large specific surface 
area and high porosity rate, which allowed for suf-
ficient space for the carbonated heterotrophic and 
nitrifying autotrophic bacteria.

The third factor is once the autotrophic nitri-
fying bacteria that were cultivated in the biofilm 
matured, they were able to grow steadily (Ohashi 
et  al., 1995). During the stable operation of the 
BAFs, the maturation of the nitrifying bacteria 
in the biofilm weakened and eventually eliminated 
the competitive inhibition between carbonated 
heterotrophic and nitrifying bacteria.

Fig.  5  shows that the concentration of effluent 
NH4

+-N increased when the hydraulic loading was 
increased from 5 L/h to 20 L/h. The hydraulic load-
ing imposed a more obvious effect on NH4

+-N than 
on COD removal. In particular, the effect on NH4

+-N 
removal efficiency was sharper under high hydraulic 
loadings (10 and 20 L/h). These results differ from 
those of a previous study conducted with a single-
stage Biofor system: nitrification efficiency was sug-
gested to improve with increased hydraulic loading 
(Pujol et al., 1998). The effect of hydraulic loading 
on BAF performance is dual: high hydraulic load-
ing improved the substrate, DO, and mass transfer 
rates between the environment and biofilm, but it 
also meant a short retention time for the substrate. 
The other factor that may have led to this dual effect 
is the competition between the heterotrophic and 
nitrifying bacteria for oxygen and space.

4 CONCLUSION

BAFs packed with polyurethane sponge or ceramic 
particles were employed for the treatment of syn-
thetic wastewater under the same conditions. The 
overall COD removal efficiencies of the BAFs were 
an average of 82.8% and 78.5%. BAF 1, packed with 
polyurethane sponge, exhibited better performance 
for COD removal than did BAF 2, packed with the 
ceramic particles, under low hydraulic loadings of 
5 and 10 L/h. The removal efficiency for COD and 
NH4

+-N increased with increasing media height in 
both BAFs, while most of the reductions in COD 
and NH4

+-N occurred within a media height of 
0.4 m. The polyurethane sponges with large specific 
surface areas and high porosity rates provided suf-
ficient space for the carbonated heterotrophic and 
nitrifying autotrophic bacteria, which resulted in 
the higher removal efficiency for NH4

+-N.
Compared with the BAF 2  system, the BAF 1 

system exhibited a higher and steadier treatment 

performance for COD and NH4
+-N removal. There-

fore, a BAF system for wastewater treatment can exten-
sively use polyurethane sponge as its packing media.
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ABSTRACT: In this paper, Ni-Al catalyst derived from LDHs was prepared. CH4-CO2 reforming 
was chosen as the probe reaction to evaluate the catalytic activity. The traditional catalyst with alike 
composition (Ni-Al-IMP) was also prepared as the reference. At the temperature range of 650–850, the 
Ni-Al-LDH catalyst exhibited a higher activity, and the side reaction of reverse water–gas reaction was 
inhibited. The related samples, including catalyst support, catalyst precursor, and catalyst, were charac-
terized by XRD, SEM, and FT-IR. The results showed that the Ni-Al-LDH with CO3

2− serving as the 
interlayer anion was successfully synthesized on the γ-Al2O3 support and presented in the layer structure. 
Ni existed as the divalent cation in this LDH and was present in the atomic-level dispersion, resulting in a 
smaller crystal size, better dispersion, and more active sites. It can be concluded that the highly dispersed 
Ni crystal played a key role in the enhanced catalytic activity of Ni-Al-LDH catalyst.

commercial CH4–H2O reforming system), and the 
deposited carbon generated by side reactions may 
cover and wrap the Ni atoms, thereby deactivating 
it. It is reported that the size of Ni crystal has a 
close relationship with the generation of deposited 
carbon, more Ni atoms are needed to promote the 
side reaction (CH4 = C + 2H2) at high temperature. 
Thus, a catalyst with better Ni dispersion, smaller 
Ni crystal size, and stronger interaction between Ni 
and support can be produced by CH4-CO2 reform-
ing (Han et al. 2014).

Layered Double Hydroxides (LDHs) are lamel-
lar mixed hydroxides containing positively charged 
main layers and undergoing anion exchange 
chemistry. Researches revealed that LDHs have 
high specific surface area, inherent metal atom 
dispersion, and alkalinity, which make them pos-
sible to become a good candidate catalyst material 
(Romero et al. 2014, Rezende et al. 2015, Zhang 
et al. 2014, Montañez et al. 2014). Ni-Mg-Al cata-
lyst derived from LDHs has been prepared and 
used in the autothermal reforming of CH4 by 
Katsuomi Takehira (2004), and a higher catalytic 
activity was obtained by comparing with the con-
ventional catalyst prepared by the impregnation 
method. Alak Bhattacharyya et al. (1998) syn-
thesized a hydrotalcite clay catalyst via CH4–CO2 
reforming and gained prospective excellent per-
formances. In our previous work, we prepared Ni-
Co-Al catalyst with LDH precursor for CH4–CO2 

1 INTRODUCTION

With the rapid development of society and econ-
omy, fossil energy has been widely used. And the 
resulting experimental issues have aroused wide-
spread attention in recent years (Feely et al. 2011, 
Wang et al. 2015, Saidi et al. 2015). Moreover, 
the finite-energy resource is difficult to meet the 
increasing energy demands of the society in the 
long run. Thus, the sustainable global development 
of energy and environment is a critical and strate-
gic challenge.

Although CO2 has been considered to be the 
main human-related greenhouse gas (Liu et al. 
2016), it is also a kind of carbon resource. By means 
of chemistry and chemical engineering, converting 
CO2 and CH4 to syngas (a mixture of H2 and CO), 
which can be converted to liquid fuel, is an effec-
tive way to realize the carbon cycling, relieving the 
experimental and energy crisis.

Ni-based catalyst has been recognized as the 
strongest candidate for the industrial application 
of CH4–CO2 reforming because of its lower price 
and higher catalytic activity. As CH4–CO2 reform-
ing (CH4 + CO2 = 2H2 + 2CO) is strongly endother-
mic, a higher temperature is required to achieve 
better conversion. However, the Ni catalyst can be 
easily deactivated by the sintering and agglomera-
tion of Ni atoms. Furthermore, the carbon content 
of this system is relatively high (compared with the 
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reforming and found that the catalyst with Ni/Co 
ratio of 8/2 achieved the highest conversions and 
best stability in 100 h testing (Long et al. 2013).

Several studies focused on catalysts derived from 
pure LDH materials. However, the mechanical 
strength of this type of catalyst is poor, which makes 
it not well suited for the CH4–CO2 reforming. In this 
paper, LDHs were in-site synthesized on a porous 
γ-Al2O3 support. And its catalytic activity was evalu-
ated and compared with the reference catalyst pre-
pared by impregnation method. XRD, SEM, and 
FT-IR were used to analyze its microstructure.

2 EXPERIMENTAL

2.1 Preparing Ni-Al catalyst derived from LDHs

Details of the preparation process of Ni-Al catalyst 
derived from LDHs were described as follows: first, 
1.783 g of Ni(NO3)2⋅6H2O and 0.737 g of CH2N4O 
(the molar ratio of CH2N4O/NO3

− was 1) were mixed 
and dissolved in 5 ml of deionized water to make a 
solution. Second, 2.64  g of γ-Al2O3 particles (the 
diameter was about 0.38–0.83 mm) serving as sup-
port and Al3+ source were added to the prepared 
solution and impregnated for 2 h. Then, the excess 
liquid was removed, and the obtained particles were 
aged for 6 h at 130°C to form the LDH structure fol-
lowed by filtering, washing to neutral pH, and drying 
for 12 h at 70°C in sequence. The obtained product 
was the precursor of the Ni-Al catalyst, that is, Ni-Al-
LDHs/γ-Al2O3. The precursor was then calcined (air 
atmosphere, 550°C, 5 h) and reduced (H2 atmosphere, 
700°C, 2 h) to obtain the target catalyst, Ni-Al-LDH.

The reference catalyst was prepared by the com-
mon impregnation method described as follows: 
first, 1.783  g of Ni(NO3)2⋅6H2O was dissolved in 
5  ml of deionized water. Then, 2.64  g of γ-Al2O3 
particles was put into the solution and impregnated 
for 4 h followed by drying, calcination, and reduc-
tion under the same conditions mentioned above to 
obtain the reference catalyst noted as Ni-Al-IMP.

2.2 Evaluation of catalyst

The catalytic activity was evaluated in a fixed-bed 
continuous-flow reactor. The reactor, made of 
quartz with 6 mm internal diameter, was mounted 
horizontally inside a tubular furnace. The catalyst 
(200  mg) was charged in the quartz tube reactor. 
The reaction temperature varied within the tem-
perature range of 650–850°C, and the reactant feed 
was CH4/CO2 = 2/3 with the GHSV of 30 L/(g⋅h). 
The effluent was passed through a trap to conden-
sate residual water and then analyzed by an in-line 
gas chromatography (GC-102) equipped with a 
TCD detector. The conversions of CH4 and CO2 
and the selectivities of H2 and CO were calculated.

2.3 Characterization of catalyst

X-Ray Diffraction (XRD) analysis used to specu-
late the average Ni crystal size and Ni dispersion 
of catalyst was operated on the DX-1000 equip-
ment with Cu Kα radiation source at 40 kV and 
25 mA in the diffraction range of 2θ = 5–80°. The 
sweep rate was 0.08°/min. The microstructure of 
the sample was observed using JSM-6340F Scan-
ning Electron Microscopy (SEM) developed by 
JEOL company at 0.5–30 keV with an amplifica-
tion of 50–200000 X. Fourier transform IR (FT-
IR) spectra of samples were obtained by Thermo 
Scientific™ Nicolet™ iS™50 FT-IR spectrometer 
to confirm the interlayer exchangeable anions. The 
scan region was 400–4000 cm−1.

3 RESULTS AND DISCUSSION

3.1 Evaluation results

The catalytic performance of Ni-Al-LDH and Ni-
Al-IMP catalyst is shown in Figure 1. It can be seen 
clearly that the Ni-Al-LDH catalyst has obviously 
better catalytic performance. It is worth noting 
that the Ni-Al-IMP showed higher H2 selectivity 
but lower CO selectivity, which may be caused by 
the side reaction of reverse water-gas-shift reaction 
(CO + H2O = H2 + CO2). The better performance 
of Ni-Al-LDH catalyst should be ascribed to the 
more active sites produced by the atom level dis-
persion of Ni atoms in the LDH precursor.

3.2 Characterization of catalyst

Figure 2 shows the XRD patterns of different sam-
ples, where there are visible peaks at 2θ  =  10.4°, 
20.63°, 33.77°, and 61.44° on the Ni-Al-LDH pre-
cursor, which are the typical characters correspond-
ing to the diffraction of LDHs at crystal faces of 
003, 006, 009, and 110, respectively (Manukyan 
et al. 2015, Khan et al. 2016, Mikulová et al. 2007). 
It can be deduced that the LDHs have been suc-
cessfully synthesized on the γ-Al2O3 support.

These peaks disappeared once the precursor was 
calcined and reduced. Comparing the XRD pat-
tern of Ni-Al-LDH to that of Ni-Al-IMP, it can be 
discovered that there is a relatively sharp Ni crystal 
peak at 2θ = 76.1° on the pattern of Ni-Al-IMP cat-
alyst, indicating that the Ni crystal agglomerated to 
some extent. There is no obvious peak on the pat-
tern of Ni-Al-LDH catalyst, which means a better 
dispersion and a smaller crystal size were obtained.

The images of the microstructure of γ-Al2O3 sup-
port and Ni-Al-LDH precursor obtained by SEM 
are shown in Figure 3. Apparently, the surface of 
γ-Al2O3 support is tough and irregular, and there 
are a number of small pores, creating favorable 
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Figure  1. Catalytic performance of catalyst: (a) CH4 conversion; (b) CO2 conversion; (c) H2 selectivity; (d) CO 
selectivity.

Figure 2. XRD patterns of different samples.
Figure 3. Images of different samples: (a) γ-Al2O3 sup-
port; (b) Ni-Al-LDH precursor.
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properties for serving as the catalyst support. The 
Ni-Al-LDH precursor exhibited the expected layer 
structure shown in Figure 3(b), which also proved 
the formation of LDHs on the γ-Al2O3 support.

As there are two types of anions (NO3
− and 

CO3
2−) in the LDH preparation system, the FT-IR 

spectrums of Ni-Al-LDH and Ni-Al-IMP pre-
cursors were obtained to certain the interlayer 
anion. As shown in Figure 4, the peaks at 1430 and 
1640 cm−1 belong to the vibration of the carbon-
ate species and the bending vibration of interlayer 
water (Qi et al. 2008, Zhang et al. 2011), respec-
tively. Therefore, it can be concluded that the 
LDHs synthesized on the γ-Al2O3 support with 
CO3

2− serving as the interlayer anion, the crystal 
water exists in the synthetic LDHs.

4 CONCLUSIONS

LDHs with the interlayer anion of CO3
2− were syn-

thesized on the γ-Al2O3 support, and the resulting 
Ni-Al-LDH catalyst was evaluated by CH4–CO2 
reforming. Compared with the Ni-Al-IMP cata-
lyst, the Ni-Al-LDH showed an enhanced cata-
lytic activity, which is ascribed to the unique layer 
structure of LDHs. Ni existed as a divalent cation 
in LDHs and was of the atomic level dispersion, 
resulting in smaller Ni crystal size, better Ni dis-
persion, and more active sites, leading to a better 
catalytic activity.
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ABSTRACT: This work presents a comparative study of the textural, superficial and catalytic proper-
ties of NiMo/Al2O3-SiO2 sulfide catalysts during the Hydrodesulfurization (HDS) of complex organic 
sulfur compounds, such as DBT and Cn-DBT. The Al-Si mixed oxide support was synthesized by the sol-
gel method, the catalysts were synthesized by the co-impregnation method using an atomic ratio of Ni/
[Ni/(Ni+Mo)] = 0.42. The materials were characterized by N2 physisorption, XRD, SEM and HRTEM. 
The hydrogenation activity was investigated on a 100 ml high-pressure hydrogenation unit, using high-
nitrogen catalytic cracking diesel oil as feedstock. This catalyst exhibited the best pore size and high spe-
cific surface area, coupled with the presence of Ni and Mo species in octahedral coordination, as well as 
good morphological properties.

formation of active octahedral type sites of the Mo 
and W oxide species. Due to the fact that this type 
of sites exhibits higher HDS activity, it is expected 
to obtain better catalysts.

The objective of this work is to contribute to 
elucidate their catalytic activity differences through 
a comparative study of the textural and superficial 
properties of NiMo sulfide catalysts supported on 
an Al-Si mixed oxide during the Hydrodesulfuriza-
tion (HDS) of complex organic sulfur compounds, 
such as DBT and Cn-DBT.

2 EXPERIMENTAL

2.1 Support preparation

The Al-Si mixed oxide was synthesized by the sol-
gel method, using 5 wt% of SiO2. The required 
amounts of alkoxide precursors Al(OC4H9)3 and 
Si(OC2H5)4 were added to 150 ml of isopropanol 
at 60°C and kept stirred constantly for an hour, 
later, the system was cooled down to low tempera-
ture (3°C). Separately, a hydrolysis solution was 
prepared (water, ethanol, isopropanol and nitric 
acid using 13:8:5:0.5  ml, respectively). This solu-
tion was added drop-wise to alkoxides in solution 
to form a gel. The obtained gel was aged and then 
dried at room temperature. Finally, the materials 
was extruded, dried at 120oC for 12 h and calcined 

1 INTRODUCTION

As a consequence of the increasing concern about 
environmental pollution, more stringent legisla-
tion to limit the sulfur content in transportation 
fuels has been introduced throughout the world (C. 
Song, 2003 & P. Raybaud, 2007). One of the most 
cost-effective ways is to improve the HDS activity 
of catalysts. Conventional NiMo catalysts are usu-
ally prepared by depositing molybdenum and nickel 
oxides on the surface of alumina. The activity of 
conventional supported catalyst is limited by the 
support, so it is difficult to have a more substan-
tial increase. It is now known that one of the main 
factors that affect catalyst activity is the interaction 
between the active components and the support, 
since metal-support interactions influence not only 
the dispersion of the active species, but also their 
reducibility and sulfidability. The strong interaction 
between Mo oxide and the support leads to the dif-
ficult and incomplete reduction-sulfidation of Mo6+ 
to Mo4+. Extensive research studies have been dedi-
cated to develop improved catalysts for the process 
in order to meet with legislations. In this sense, dif-
ferent materials have been studied as catalyst sup-
ports, specially the mixed oxide supports, such as 
the Al2O3-SiO2(-TiO2), since the presence of SiO2 
in alumina could facilitate redox processes for the 
active phases of Mo (J.R. Grzechowiak, 2001 & 
S.K. Maity, 2006) and W and therefore facilitate the 
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at 550°C (10°C/min) for 3 h under air flow. The 
γ-Al2O3 (SBET = 292 m2⋅g–1) support was prepared, 
used as the reference support.

2.2 Catalysts preparation

NiMo sulfide catalysts were synthesized using the 
co-impregnation method with atomic ratio Ni/[Ni/
(Ni+Mo)]  =  0.42. As precursors we used: Ammo-
nium Thiomolybdate (TMA), which were syn-
thesized in the laboratory by previously reported 
methods and Ni(NO3)2⋅6H2O. These thiosalts and 
nickel nitrate were separately dissolved in MEA/
water and then mixed to obtain a solution. After 
that the support was impregnated, dried at 120 °C 
for 2 h, then calcined at 400 °C for 3 h under N2 flow. 
Finally, the catalysts were cooled down to room tem-
perature under nitrogen gas flow. The catalysts were 
labeled as NiMoS/Al2O3-SiO2. The NiMoS/γ-Al2O3 
catalyst was prepared, used as the reference catalyst.

2.3 Materials characterization

2.3.1 N2 physisorption
The textural properties for the oxide support and 
sulfide catalysts were determined from the adsorp-
tion-desorption isotherms of nitrogen at –196°C, 
recorded with a Quantachrome Autosorb 1. The 
specific surface areas were calculated by means of 
the Brunauer, Emmett and Teller (BET) model. 
Previous to their measurements, the samples were 
treated at 250°C for 3 h under vacuum.

2.3.2 Scanning Electron Microscopy (SEM)
The sulfide catalysts were studied by Scan-
ning Electron Microscopy using a Phillips XL30 
(ESEM) microscope with an energy dispersive 
X-ray spectroscopy (EDX) attachment. Samples 
were suspended in isopropanol by sonication and 
then deposited on carbon coated copper grids.

2.3.3 XRD and HRTEM
The X-Ray powder Diffraction (XRD) determi-
nations were carried out in a Panalytical X’ Pert 
Pro MPD diffractometer, equipped with a curved 
graphite monochromator, using Cu-Kα radiation 
(λ = 1.5406 Å) operating at 45 kV and 40 mA at a 
scanning rate of 5 min−1. HRTEM was performed 
with a JEM-2100 analytical microscope operated 
at 200 kV.

2.3.4 Catalytic activity measurement
The activity evaluation was carried out in a fixed 
bed system, using FCC diesel as feedstock. The 
operating conditions were set as follows: reac-
tion temperature  =  320, 340, 360°C, reaction 
pressure  =  6.5  MPa, LHSV  =  1.5 h–1 and H2/Oil 
rate = 500:1. Prior to the activity test, the catalysts 

were presulfided in situ. The sulfur concentration 
was measured in a Multi EA3100 trace S/N ana-
lyzer of German Jena Company.

3 RESULTS AND DISCUSSION

3.1 N2 physisorption

Figure  1 and Figure  2  show the N2 adsorption-
desorption isotherms for the supports and the 
catalysts. The supports and catalysts exhibit a type 
IV isotherms (IUPAC classification), which indi-
cates that they are mesoporous materials (R. R. 
Xu, 2004). However, it possible to observe differ-
ent type of hysteresis, since the Al2O3-SiO2 oxide 
support and the corresponding catalyst show a H1 
type of hysteresis, indicating that these materials 
have regular mesoporous channels. On the other 
hand, the γ-Al2O3 and the NiMo catalyst exhibit 
a clear H2 type of hysteresis loop, characteristic 
of materials with irregular mesoporous chan-

Figure  1. N2 adsorption-desorption isotherms for the 
Al2O3-SiO2 oxide support and γ-Al2O3.

Figure  2. N2 adsorption-desorption isotherms for the 
NiMoS/Al2O3-SiO2 and NiMoS/γ-Al2O3 catalysts.
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nels, which suggest that pores occlusion probably 
takes place. By comparison (Table 1), the NiMoS/
Al2O3-SiO2 catalyst presents higher surface area 
(192  m2/g) and pore volume (0.40  mL/g), which 
is obviously larger than that of NiMoS/γ-Al2O3 
(165 m2/g and 0.36 mL/g, respectively). The higher 
specific surface area and pore volume mean more 
active sites, so that high catalytic activity is to be 
expected.

3.2 XRD Analysis

In Fig. 3, the XRD patterns of the NiMoS/Al2O3-
SiO2 and NiMoS/γ-Al2O3 catalysts are displayed. 
Four weak reflections at 14.4, 33, 40, and 58º are 
observed which are the characteristic reflections 
(002), (101), (103) and (110) of a poorly crystalline 
2H-MoS2 structure. No reflection of nickel sulfide 
phases is detected for all the catalysts, suggesting 
that Ni atoms replace the Mo atoms on the edge 
or corner sites and form so-called Ni-Mo-S phase.

3.3 SEM Analysis

The surface morphology of the support materi-
als prepared via different methods are shown in 
Fig. 4 A and 4B. The main particles of Al2O3-SiO2 
oxide materials are comprised of sphere-like nano-

particles, and the distribution of the particles seems 
to be practically uniform, with the average size of 
about 500 nm. The three-dimensional porous struc-
ture can supply with more channels for participat-
ing molecules to contact the active sites. The images 
of γ-Al2O3 materials presents that the materials are 
composed of massive particles with irregular shape 
and severely agglomerated. It is obvious that the 
utilization of active components is lower. Dur-
ing the co-precipitation process, the introduce of 
Si influenced the form of the primary grains and 
the particle growth is controlled, which result in 
higher surface area and pore volume. It is possible 
to improve the textural properties for the catalyst.

3.4 HRTEM Analysis

The HRTEM images of the NiMoS/Al2O3-SiO2 
and NiMoS/γ-Al2O3 catalysts are shown in Fig. 5a 
and 5b. HRTEM is a powerful technique for study-
ing the changes in the morphology of active phases 

Table 1. BET surface area and pore volume of Al2O3- 
SiO2 and γ-Al2O3 support.

Sample
BET surface 
area (m2⋅g–1)

Pore volume 
(cm3⋅g–1)

Al2O3- SiO2 335 0.71
γ-Al2O3 292 0.65
NiMoS/Al2O3-SiO2 192 0.40
NiMoS/γ-Al2O3 165 0.36

Figure 3. XRD patterns of the NiMoS/Al2O3-SiO2 and 
NiMoS/γ-Al2O3 catalysts.

Figure 4. SEM images of Al2O3- SiO2 and γ-Al2O3 sup-
port, S1(A) and S2(B).
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and has been applied in many studies of sulfide 
catalysts. The black thread-like fringes correspond 
to the MoS2 or Ni-Mo-S crystallites. It is clear that 
the MoS2 slabs are homogeneously dispersed on 
the support and no exceptionally large aggregates 
of MoS2 are observed. In all catalysts, only few are 
single slabs and most of the MoS2 slabs contain 
two or three layers.

3.5 Catalytic activity

The hydrotreatment of FCC diesel was studied 
under conditions of 6.0  MPa and 1.5 h–1, which 
are close to those used in industrial applications. 
Table 2 summarizes the activity results of FCC die-
sel on the NiMoS/Al2O3-SiO2 and NiMoS/γ-Al2O3 
under steady-state conditions after 5 h of reac-

tion. As can be seen from the table, the NiMoS/
Al2O3-SiO2 shows an improvement of activity. This 
enhancement of higher activity observed in the 
NiMoS/Al2O3-SiO2 catalyst is more closely related 
to the textural and superficial properties, since this 
catalyst exhibited the largest pore size, as well as 
the best HDS precursor species, such as Mo and Ni 
species in octahedral symmetry (S. Eijsbouts, 2007).

4 CONCLUSIONS

We shown that the Ni-Mo catalyst, using the Al-Si 
mixed oxide as support increases the HDS activity 
compared to NiMoS/γ-Al2O3 confirming the ben-
eficial effect of using the mixed oxide as support 
for the preparation of highly active catalysts. This 
change in metal dispersion and the decreased inter-
action of the molybdate with the support probably 
leads to a slight improvement in the sulfidation of 
the Ni and particularly of the Mo phase.
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Figure  5. SEM images of NiMoS/Al2O3-SiO2 and 
NiMoS/γ-Al2O3 catalysts, C1(a) and C2(b).

Table 2. The activity evaluation results of FCC diesel 
on NiMoS/Al2O3-SiO2 and NiMoS/γ-Al2O3 catalysts.

Catalyst Sample
S content, 
μg/g

N content, 
μg/g

Density, 
g/ml

FCC diesel 2483 1040 0.9263
C1 330°C 122.5 50.3 0.8960

350°C 42.8 13.1 0.9111
360°C 15.2 9.3 0.8902

C2 330°C 138.4 69.1 0.8966
350°C 51.3 23.2 0.9114
360°C 22.5 13.6 0.8906
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ABSTRACT: Response Surface Methodology (RSM) was utilized to optimize the admixtures and 
ascertain the quantitative equation. For Ningbo soil with the natural water content of 89.5% and organic 
matter content of 17.1%, the optimum ratio of four additives was obtained as 12: 8.87: 3.96: 1.28, which is 
named ZJU-15. Through another set of response surface tests, a quantitative equation was gained, which 
relates the 28-day unconfined compressive strength of soil about three parameters of organic matter con-
tent, water content and ZJU-15 content. The influence of the three factors on the strength of solidified 
soil was determined by the single factor and mutual-influence analysis.

of organic matter, water and ZJU15 in order to ver-
ify their influence on the strength of solidified soil.

2 MATERIALS AND METHODOLOGY

2.1 Soil samples

The soil samples used in this investigation were 
obtained from Ningbo, China. Basic index prop-
erties (see Table. 1) were determined according to 
the American Society for Testing and Materials 
(ASTM) standards.

2.2 Stabilized materials

The cement used in this study was ordinary Port-
land cement produced by Qianjiang Cement Com-
pany, China. Gypsum was produced by Hangzhou 
Gypsum Company, China.

The slag, fly ash and triethanolamine were pro-
duced by Shanghai Jiangfu Company, China.

1 INTRODUCTION

Ningbo soil is the typical case of soil of coastal areas 
and inland cities in China, which has the character-
istic of high contents of water and organic matter. 
Before constructions were launched, the soil stabi-
lization must be carried out first on those grounds 
(Wang, 2012; Huang, 2012; Feng, 2007).

This study employs Response Surface Meth-
odology (RSM) to study on the solidification of 
Ningbo soil (Ragonese, 2002). RSM is a combina-
tion of statistical and mathematical techniques, and 
we have some experience on its application on soil 
stabilization. Furthermore, we choose the 28-day 
unconfined compressive strength as the response 
values, taking into account the 28-day strength as 
an important indicator of the actual project.

So far, some scholars have done a lot of study 
related to either the water content or the organic 
matter content (Tang, 2000; Chen, 2005). How-
ever, there is hardly any research considering both 
of them. On the other hand, many scholars have 
devoted themselves to the optimization of admix-
tures to enhance the solidification effect of cement 
(Chang, 2014; Paulo, 2013; Jacob, 2012).

This study is divided into two stages. Firstly, the 
undisturbed mucky soil was taken as object, and its 
physical parameters can be tested by geotechnical 
test. RSM was utilized to optimize the admixtures 
and ascertain the quantitative equation. Secondly, 
based on the quantitative equation which was 
ascertained at the first stage, we varied the contents 

Table 1. Physical and mechanical properties of soil.

soil
w
%

r
kN⋅m-3 ds e

Wp
%

WL
%

W0
%

clay 89.5% 16 2.73 1.67 54.2 26.1 7.1

Note: w is content of water, r is the unit weight, ds is spe-
cific gravity of soil, e is porosity ratio of soil, Wp is plastic 
limit of soil, and WL is liquid limit of soil. W0 is content 
of organic matter.
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2.3 Unconfined Compressive Strength tests (UCS)

In this study, the UCS values of  28-day was 
selected to establish response values. UCS tests 
were conducted after the following process 
according to the ASTM standards. At first stage, 
the undisturbed mucky soil, cement, slag, fly 
ash and triethanolamine were added into a con-
tainer with certain mix proportions, and then the 
mixture was stirred until it acquired a uniform 
consistency. The mixture was poured into cube 
samples of  70.7 mm × 70.7 mm × 70.7 mm, which 
were to be cured in a temperature-controlled 
room at 20 ± 2°C. After a fixed period (28D), the 
cube samples were taken out and UCS test was 
carried out.

2.4 Single doped experiment

Based on the research (LI, 2012), when the 
cement content is 15%, there is a turning point 
on the curve of  cement soil strength for the soil 
with 6% humic acid content. When the humic 
acid content is increased, its adverse impact on 
the strength of  cement-stabilized soil will tend 
to be stable. In addition, the strength of  cement-
soil will increase with the initial water content 
increasing. At the point of  peak strength, the 
corresponding water content approaches the soil 
liquid limit.

We chose slag, fly ash and triethanolamine as 
additives for the following reasons: slag and fly ash 
have preferable chemical activity, which can pro-
mote the hydration reaction; triethanolaminecan 
could regulate the overall curing effect.

According to the test results, the range of additives 
for the next phase could be decided as: 15% cement, 
5 ∼ 7% slag, 5 ∼ 7% fly ash, and 1.4 ∼ 1.6% trietha-
nolamine (additive percentages are that of the soil).

2.5 Response surface method

Based on the result from the single doped experi-
ment, we adopted the Central Composite Rotat-
able Design (CCRD) response surface method.

RSM was applied to the experimental data by 
using a statistical software. Regression coefficients 
were obtained by fitting the experimental data into 
a second order polynomial model. The generalized 
second-order polynomial model proposed for the 
response surface analysis is as follows:

Y = β0 + Σβi  Xi + Σβii  Xi2 + ΣΣ βij Xi Xj  (1)

where β0, βi, βii, βij, are regression coefficients for 
constant, linear, quadratic and interaction terms, 
respectively. Xi and Xj are the coded values of the 
independent variables.

3 RESEARCH ON THE COMPOSITE 
ADDITIVE EQUATION

This stage of the study comprised of cement con-
tent of Wc (%), slag content of Ws (%), flyash con-
tent of Wf (%), and triethanolamine content of Wt 
(%), corresponding to the three code levels and the 
actual content as presented in Table 2. The results 

Table  2. Independent variables and their levels for 
CCRD.

Variables Coded

Coded levels

−2 −1 0 1 2

Wc(%) X1  0 12 15 18 21
Ws(%) X2  0  3  6  9 12
Wf(%) X3  0  3  6  9 12
Wt(%) X4  0 0.8 1.6 2.4  3

Note: X1 = (Wc-15)/3, X2 = (Ws-6)/3, X3 = (Wf-6)/3, 
X4 = (Wt-1.6)/0.8.

Table  3. CCRD experimental design matrix with 28d 
experimental results of UCS.

No. X1 X2 X3 X4 Y28/kPa

 1 −1 −1 −1 −1  182.51
 2  1 −1 −1 −1 1428.31
 3 −1  1 −1 −1  771.92
 4  1  1 −1 −1 2292.09
 5 −1 −1  1 −1  201.29
 6  1 −1  1 −1 1339.36
 7 −1  1  1 −1  521.14
 8  1  1  1 −1 2120.55
 9 −1 −1 −1  1  118.10
10  1 −1 −1  1 1194.42
11 −1  1 −1  1  613.59
12  1  1 −1  1 2254.59
13 −1 −1  1  1  289.86
14  1 −1  1  1 1685.05
15 −1  1  1  1  748.81
16  1  1  1  1 2292.50 
17 −2  0  0  0    0.00
18  2  0  0  0 2257.39
19  0 −2  0  0  238.87
20  0  2  0  0 1395.48
21  0  0 −2  0 1422.45
22  0  0  2  0 1494.91
23  0  0  0 −2 1559.45
24  0  0  0  2 1363.32
25  0  0  0  0 1380.83
26  0  0  0  0 1382.13
27  0  0  0  0 1383.36
28  0  0  0  0 1382.09
29  0  0  0  0 1382.10
30  0  0  0  0 1382.15
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obtained from the four-factor (X1, X2, X3, X4) and 
five-level (−2, −1, 0, 1, 2) Central Composite Rotat-
able Design (CCRD) are summarized in Table 3. 
Depending on the Design Expert software, it is 
convenient to obtain the response surface regres-
sion analysis of the results in Table 3. The regres-
sion model coefficient and variance analysis results 
are shown in Table 4.

This research adopts the F distribution to study 
the regression analysis results for a more rigorous 
analysis. In the analysis process, firstly, we need to 
determine the significance level α. In Table 4, if  the 
P value is lower than 0.05, it indicates that the vari-
able is statistically significant. Otherwise, it must 
be removed in the optimization analysis just for its 
not being significant. In this study, the significance 
level (α) is 0.05.

Accordingly, excluding the non-significant 
items X3, X4, X1X3, X1X4, X2X3, X2X4  in the 28d 
regression model, we obtained the regression equa-
tion after adjusting as: 

Y28 = 1049.21 + 503.75X1 + 240.42X2 + 
85.13X1X2 + 62.13X3X4 − 69.36X1

2
  − 102.73X2

2 (2)

This calculation showed that the coefficient 
of determination R2 of the adjusted regression 
equation is 0.9856, which indicates that Equation 
(2) fits well with the actual situation. The further 
optimization analysis by Design Expert software 
revealed that the 28d strength of the stabilized soil 
reaches its maximum value when the contents of 
cement, slag, fly ash and triethanolamine are 12%, 
8.87%, 3.96% and 1.28%, respectively. Thus, the 
composite additive ratio is Wc: Ws: Wf: Wt  =  12: 
8.87: 3.96:1.28. And the predicted value of Y28 is 
2.403MPa against the actual value of 2.388MPa. 
This optimum ratio is named ZJU-15 in this paper.

Table 4. ANOVA for 7d regression model 28d experimental results of UCS.

Variable Quadratic sum Mean square F value P value

X1 5.965E + 006 5.965E + 006 768.74 <0.0001
X2 1.362E + 006 1.362E + 006 175.51 <0.0001
X3 5781.20 5781.20 0.75  0.4016
X4 66.97 66.97 8.630E-003  0.9272
X1X2 76456.40 76456.40 9.85  0.0068
X1X3 1357.37 1357.37 0.17  0.6817
X1X4 849.87 849.87 0.11  0.7453
X2X3 25785.13 25785.13 3.32  0.0883
X2X4 167.51 167.51 0.022  0.8851
X3X4 64230.57 64230.57 8.28  0.0115
X1

2 97345.21 97345.21 12.54  0.0030
X2

2 3.886E + 005 3.886E + 005 50.08 <0.0001
X3

2 317.05 317.05 0.041  0.8425
X4

2 420.65 420.65 0.054  0.8190
Model R2 = 0.9856

Form the variance analysis, we get the linear 
effect of X1 and X2 on the strength of solidified 
soil. The linear effect and surface effect are both 
significant. At the same time, the interaction effect 
of X1X2, X3X4 are significant.

4 SOLIDIFICATION SCHEME

4.1 Soil samples

The soil samples used in this investigation were 
obtained from Ningbo, China. Basic index prop-
erties (see Table 1) were determined according to 
the American Society for Testing and Materials 
(ASTM) standards. The natural water content of 
these soils is higher than their liquid limit. The 
soil samples were conserved in the oven with the 
temperature ranging 105∼110°C for more than 
8  hours. After the soils have been smashed com-
pletely, they were put through a 2 mm sieve, and 
sealed to be spare.

The research (Aslan, 2008) has shown that, 
humus is the main component of the organic mat-
ter in soil, and humic acid is the main ingredient 
that affects the solidification effect of cement.

Humic acid was produced by Changsheng 
Industry Co., Ltd., China. Its purity is 90%. Con-
sidering the test requirements of soil samples 
with different contents of humic acid, we made 
trial mixes with different contents of humic acid 
beforehand.

4.2 Experimental design and results

As introduced above, this stage of the study com-
prised of organic matter content of Wo (%), water 
content of Ww (%), ZJU-15 content of WZ (%), 
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Table 7. ANOVA for 28d regression model.

Variable
Quadratic 
sum

Mean 
square

F 
value

P 
value

X5 1.07E+05 1.07E+05 534.7 <0.0001
X6 1.03E+05 1.03E+05 515.19 <0.0001
X7 74202.4 74202.4 370.78 <0.0001
X5X6 1.11 1.11 5.55E-03  0.9421
X5X7 13538.35 13538.35 67.65 <0.0001
X6X7 677.12 677.12 3.38  0.0957
X5

2 6147.11 6147.11 30.72  0.0002
X6

2 76096.72 76096.72 380.25 <0.0001
X7

2 1427.92 1427.92 7.14  0.0234
Model R2 = 0.9766

corresponding to the three code levels and the 
actual content as presented in Table 5. The results 
obtained from the three-factor (X5, X6, X7) and 
five-level (−1.682, –1, 0, 1, 1.682) Central Compos-
ite Rotatable Design (CCRD) are summarized in 
Table 6. Depending on the Design Expert software, 
it is convenient to obtain the response surface 
regression analysis of the results in Table  6. The 
regression model coefficient and variance analysis 
results are shown in Table 7.

As the research on the composite additive equa-
tion, we determine the significance level α as 0.05. 
After excluding the non-significant items X5X6, 
X6X7 in the 28d regression model, we obtained the 
regression equation after adjusting, as: 

Y’28 = 1186.77–88.52X5–86.89X6+73.71X7–
41.14X5X7–20.65X5

2–72.67X6
2+9.95X7

2 (3)
The calculation shows that the coefficient of 

determination R2 of the adjusted regression equa-
tion is 0.9766, which indicates that Equation (3) 
fits well with the actual situation.

The quantitative equation (3) shows the relation-
ship between strength (Y’28) and organic matter 
content (X5), water content (X6), ZJU-15 content 
(X7). X5 and X6 could be determined by geotech-
nical test. As long as the strength need is designed, 
the volume of ZJU-15 can be calculated accurately, 
instead of empirical estimation or lunching a new 
research. Therefore, the quantitative equation is 
very practical and has great application prospect.

4.2 Single factor and mutual-influence analysis

Form Equation (3) it is easy to find out that X5, X6 
and X7 have significant linear effect on the strength 
of solidified soil. The mutual-influence of X5 and 
X7 is also significant.

The first derivative of Y’28 with respect to X5:

d(Y’28) /d(X5) = (−88.52–41.14X7) −41.3X5 (4)

The value X5 =  −(88.52 + 41.14X7)/41.3 is an 
Extreme Point (EP). It means when WO is greater 
than extreme point, the negative effect increases 
with the increase of content on the strength. How-
ever, the value of ZJU-15 content (X7) determines 
EP(X5). The increase of X7 will reduce EP(X5). It 
means that the increase of ZJU-15 content will 
effectively eliminate the negative effect of organic 
matter on strength of solidified soil.

The first derivative of Y’28 with respect to X6:

d( Y’28) /d(X6) = −86.89–145.34X6 (5)

EP(X6) = –0.598, the corresponding true water 
content is 48.04%. It means when X6<–0.598, the 
increase of water will promote the strength of 
solidified soil. All the substances involved in the 
curing reaction depend on the water environment. 
When X6 > −0.598, if  there is too much water, it will 

Table  5. Independent variables and their levels for 
CCRD.

Variables Coded

Coded levels

−2 −1 0 1 2

WO(%) X5 0.795 2.5 5 7.5 9.205
WW(%) X6 26.36 40 60 80 93.64
WZ(%) X7 1.272 4 8 10 14.728

Note: X5 = (WO−5)/2.5, X6 = (WW−60)/20, X7 = (WZ−8)/2.

Table  6. CCRD experimental design matrix with 28d 
experimental results of USC.

No. X5 X6 X7 Y28
’/kPa

 1 −1 −1 −1 1150.42
 2  1 −1 −1 1087.45
 3 −1  1 −1  982.33
 4  1  1 −1  870.76
 5 −1 −1  1 1388.52
 6  1 −1  1 1113.89
 7 −1  1  1 1210.12
 8  1  1  1  981.11
 9 −1.682  0  0 1293.67
10  1.682  0  0  978.12
11  0 −1.682  0 1134.65
12  0  1.682  0  842.91
13  0  0 −1.682 1102.36
14  0  0  1.682 1342.57
15  0  0  0 1186.34
16  0  0  0 1186.34
17  0  0  0 1186.34
18  0  0  0 1186.34
19  0  0  0 1186.34
20  0  0  0 1186.34

ICCAE16_Vol 01.indb   384 3/27/2017   10:36:39 AM



385

lead to too low ion concentration. Furthermore, 
the curing reaction is weakened, and the formation 
of crystals and the coupling effect with the soil 
particles will be greatly reduced.

The first derivative of Y’28 with respect to X7:

d(Y’28) /d(X7) = (73.71–41.14X5) + 19.9X7 (6)

EP(X7) = (41.14X5−73.71)/19.9, the organic mat-
ter content (X5) determines EP(X7). When X7< 
EP(X7), ZJU-15 can not have a positive effect on 
the strength of solidified soil. When X7> EP(X7), 
the increase of ZJU-15 will promote the strength 
evidently.

5 CONCLUSION

For Ningbo soil with the natural water content of 
89.5% and organic matter content of 17.1%, the 
optimum ratio of cement, slag, fly ash and trietha-
nolamine is 12: 8.87: 3.96: 1.28.

The quantitative equation (3) shows the rela-
tionship between strength and organic matter con-
tent, water content and ZJU-15 content. It is very 
practical and has great application prospect.

According to the synthesis of single factor and 
mutual-influence analysis, ZJU-15 can effectively 

eliminate the negative effect of organic matter on 
strength of solidified soil, and more than 48.04% 
of water content will reduce the effect of ZJU-15.

REFERENCES

Aslan, N. [J]. Powder Technology, 2008, 185(1): 80–86.
Chang S., Xu R., Li X., Liao B., Wang X. [J]. Rock and 

Soil Mechanics, 2014, 01:105–110.
Chen H., Wang Q. [J]. Chinese Journal of Rock Mechan-

ics and Engineering, 2005, 24(s2): 5816–5821.
Feng Z., Zhu W., et  al. [J]. Chinese Journal of Rock 

Mechanics and Engineering, 2007, 26(s1): 3052–3057.
Huang Y., Zhu W, Zhou X. et  al. [J]. Rock and Soil 

Mechanics, 2012, 33(2): 2923–2928.
Jacob J. Sauer, et  al. T. [J]. Journal of Geotechnical 

and Geoenvironmental Engineering, 2012, 138(8): 
968–980.

Li X., Xu R., Rong X. Journal of Central South Univ—
ersity. 2012. 19: 2999–3005.

Paulo J. Venda O., et  al. [J]. Journal of Geotechnical 
and Geoenvironmental Engineering, 2013, 139(5): 
810–820.

Ragonese R, Macka M, et al. (2002) J. Pharm. Biomed. 
Anal. 27: 995–1007

Tang Y., Liu H. [J]. Chinese Journal of Geotechnical 
Engineering, 2000, 22(5): 549–554.

Wang D., Xu W. [J]. Rock and Soil Mechanics, 2012, 
33(12): 3659–3664.

ICCAE16_Vol 01.indb   385 3/27/2017   10:36:39 AM



ICCAE16_Vol 01.indb   ii 3/27/2017   10:29:31 AM

http://www.taylorandfrancis.com


387

Civil, Architecture and Environmental Engineering – Kao & Sung (Eds)
© 2017 Taylor & Francis Group, ISBN 978-1-138-02985-9

A study on the utilization of iron and steel industrial solid waste

Y.B. Zhang
School of Metallurgical and Ecological Engineering, University of Science and Technology Beijing, 
Beijing, China
Central Research Institute of Building and Construction Co. Ltd., MCC Group, Beijing, China

R. Zhu & Y. Wang
School of Metallurgical and Ecological Engineering, University of Science and Technology Beijing, 
Beijing, China

C.S. Yue & X.J. Piao
Central Research Institute of Building and Construction Co. Ltd., MCC Group, Beijing, China

ABSTRACT: As by-products of iron and steel industry, blast furnace slag has been widely used as sup-
plementary cementitious material in concrete. However, the utilization rate of steel slag is still relatively 
low and its open-air stacking occupies more space. Corrosion of reinforcement is regarded as one of the 
most important indexes of concrete durability. In this paper, we report the effect of slag admixture on the 
corrosion of reinforcement on the basis of the investigation of pore liquid pH, electric flux, and corro-
sion behavior of the reinforcement under dry–wet circulation conditions. Experimental results show that 
concrete with ground granulated blast furnace slag has better resistance of chloride-ion penetration but 
lower level of liquid-phase alkalinity. The pore liquid alkalinity of concrete with ground steel slag keeps at 
a high level, but the density of concrete is lower because of the slower growth of concrete strength in the 
early period. Compared with single-doped slag, ground iron and steel slag helps the concrete maintain a 
high pore liquid alkalinity as well as good resistance of chloride-ion penetration, which would provide a 
better protection to fixture within concrete.

of utilization as construction materials because of 
its feasibility and market space.

Steel slag is generated from the process of steel 
production, which has cementitious activity due 
to its composition of a certain amount of C3S, 
C2S, etc. Steel slag is often called as “Over-burnt 
Portland Cement Clinker”, different from the 
cement clinker, with calcination temperature of 
about 1450°C and formation temperature of about 
1650°C. Relatively, minerals crystallized from steel 
slag are more complete and compact, leading to its 
slow hydration.

Blast furnace slag comes from iron-making sec-
tions. As a result of water quenching treatment, 
the mineral structure remains vitreous in a ther-
modynamically unstable state, remaining potential 
hydraulic cementitious activity. Reactive SiO2 and 
Al2O3 are the main factors influencing slag activity 
under an alkaline stimulating agent, Ca(OH)2. In 
the progress of the reaction of minerals and water, 
strength is derived from hydrated calcium silicate, 
hydrated calcium aluminate, and so on.

In addition to saving energy and resources and 
reducing environmental impact, slag powders are 

1 INTRODUCTION

Production of crude steel has been increasing 
since 2000 worldwide. From 2013, China’s crude 
steel output has occupied nearly half  of the global 
production (see Figure 1), yielding large amounts 
of by-products as iron slag, steel slag, fly ash, and 
so on. In recent decades, several studies have been 
conducted all over the world, especially in the field 

Figure 1. Global crude steel production statistics.
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adopted in concrete to improve its working per-
formance (Zheng 2005). With the active mineral 
admixture, concrete would improve particle size 
distribution and pore structure, which leads to good 
performance in liquidity, secretion of water, setting 
time, resistance to chloride ion permeability (Kyong 
2005, Erhan 2008, Hüseyin 2007), and so on.

Durability is an essential factor in the life and 
safety of concrete structures (Ann 2009). Cor-
rosion of reinforcement that is usually caused by 
carbonation or chloride is considered the most 
important and direct reason of concrete durabil-
ity failing. During concrete hydration process, cal-
cium hydroxide [Ca(OH)2], calcium silicate hydrate 
[3CaO•SiO2•3H2O], unhydrated tricalcium silicate, 
and dicalcium silicate are the main carbonized 
materials reacted with carbon dioxide, which dif-
fuses into the concrete from atmosphere. CaCO3, 
Al(OH)3, and other products cause the formation 
of loose and non-cementitious state in concrete 
structures, which finally results in the destruction 
of concrete structures (Feng 2009). Another issue is 
that chloride ions would penetrate into the concrete 
reaching the steel surface to cause electrochemical 
action. Steel surface passivation film is destroyed in 
the first place. Therefore, the formation of pitting 
gradually spread throughout the steel surface (Ann 
2007). Corrosion products bring about an increase 
in volume leading to concrete cracking, delamina-
tion, and flaking. The destruction facilitates the 

passage of water and chloride intrusion, accelerat-
ing corrosion development even more.

2 MATERIALS AND METHODS

2.1 Raw materials

Ground granulated Blast Furnace slag (BF) and 
ground steel slag (SS) used in the experiment were 
both sourced from a large iron and steel corporation 
in Jiangxi province, China. As seen from Table  1, 
composition difference between the two kinds of 
slag mainly concentrates in siliceous and aluminum 
constituents. Slag were ground by a ball mill to the 
specific surface area of 400 ± 5 m2/kg, when density 
of blast furnace slag was 2900 kg/m3 and density of 
steel slag was 3350 kg/m3. Basic physical property of 
slag is shown in Tables 2∼3 (according to Chinese 
standard GB/T 18046–2008 and GB/T 20491–2006). 
Standard cement was ordinary Portland cement 
supplied by Jidong Cement Co., Ltd, China.

2.2 Experimental apparatus

As strong alkaline substances, concrete’s range of 
pH remains 12.5–13.0. Carbonation mainly affects 
the pH value of pore liquid within the concrete. 
The alkalinity of the concrete gradually lowered 
from surface to interior. The passivation film on 
the steel surface would become unstable and lose 

Table 1. Chemical composition of slag (%).

CaO SiO2 Al2O3 Fe2O3 FeO MgO P2O5 MnO

SS 41.35 12.07  1.88 11.67 14.32 9.12 2.41 1.26
BF 38.56 31.24 12.61 10.71 – 7.77 – –

Table 3. Flexural and compressive strengths of cement mortar with BF.

Ratio(%) Specific 
surface area
(m2/kg)

Fluidity
(mm)

Flexural 
strength (MPa)

Compressive 
strength (MPa)

Standard cement BF 7d 28d 7d 28d

100 / 327 223 5.7 8.0 29.4 47.0
 50 50 400 247 5.0 7.7 24.2 50.9

Table 2. Flexural and compressive strengths of cement mortar with SS.

Ratio(%)
Specific surface 
area (m2/kg)

Fluidity 
(mm)

Flexural strength 
(MPa)

Compressive 
strength (MPa)

Standard cement SS 7d 28d 7d 28d

100 / 308 254 8.5 11.2 45.0 58.1
 70 30 400 262 6.6  9.0 30.9 46.9
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the protective effect on reinforcement when the 
pore liquid pH around reinforcement is up to 
about 11.5. Besides, chloride ions reaching the sur-
face of steel may also cause electrochemical effect; 
thus, corrosion of reinforcement occurs.

Therefore, through the pore liquid pH tests, 
carbonation performance, and electric flux of 
the concrete with slag admixtures and corrosion 
behavior of the reinforcement within the concrete 
under dry–wet circulation conditions, the effect of 
slag admixture on the corrosion of reinforcement 
would be determined.

2.2.1 Pore liquid alkalinity test
Cement paste with 30% or 40% (mass ratio, same 
mentioned below) SS or BF and ordinary Portland 
cement under standard curing conditions (tem-
perature 20°C±2°C; relative humidity, 95%). Tests 
were carried out at specified curing periods (1, 3, 7, 
28, 60, 100, 140, 170, and 200 days).

2.2.2 Electric flux test
Chloride ion permeability of  concrete would be 
reflected by the electric flux values. The greater 
the electric flux values, the better the chloride 
ion permeability in the concrete. As test objects, 
ground iron and steel slag (IS) are composed of  SS 
and BF at certain ratio of  2:8, 3:7 or 4:6. Accord-
ing to Chinese standard GB/T 50082–2009, con-
crete was prepared with a mineral admixture 
(SS-30%, BF-30%, IS-30%, IS-40%, and IS-50%). 
Tests were conducted at a specified curing period 
(28 days).

2.2.3 Corrosion behavior test
In the corrosion of reinforced concrete, alternative 
wet and dry condition is the most adverse environ-
mental effect. The situation of steel corrosion can 
be reflected directly by measuring the mass loss 
of steel corrosion. According to Chinese standard 
GB/T 50082–2009, the samples were prepared with 
mineral admixture (SS-10%, SS-30%, SS-40%, 
BF-30%, BF-50%, BF-70%, IS-10%, IS-30%, and 
IS-40%). Tests were carried out at specified periods 
(15 and 20 cycles). Mass loss rate of steel corrosion 
was calculated by the following formula:

L
w w

wWLL =
−w +

×
0

01 1 0+ 2 2

0

2 100

( )w w−w01 1 ( )w w0w 2 2w

LW – mass loss rate of steel corrosion (%);
W0 – initial weight of steel (g);
W – mass of pickled corroded steel (g);
W01, W02 – initial mass of standard steel (g);
W1, W2 – mass of pickled standard steel (g).
Accuracy of mass loss results should be 0.01%.

3 RESULTS AND DISCUSSION

3.1 Pore liquid pH value

During the 200-day test period, pore liquid pH 
values of samples mixed with steel slag (SS-
30% and SS-40%) and pure cement sample (CE) 
develop with the same trend, where pH of early age 
(3 days) is low and then returns to normal along 
with gradual decrease over time. pH values reach 
the lowest point at 140 days. However, pH values 
of samples mixed with blast furnace slag (BF-30% 
and BF-40%) fluctuate, decreasing over the test 
period, as shown in Figure 2.

From the overall perspective, the pore liquid 
alkalinity of pure cement sample remains in the 
highest state, followed by SS and BF samples. 
Also, the impact shows a positive correlation with 
dosage of admixture content due to the alkalinity 
order from high to low in the cement, steel slag, 
and blast furnace slag.

As for CE and SS samples, the same trend shows 
that ground steel slag has no significant impact 
on the alkalinity characteristics of the cement 
paste. In another word, as alkaline substances, the 
cementitious property of steel slag depends on its 
minerals such as C2S and C3S, which is similar to 
that of Portland cement, and the hydration process 
was almost similar.

However, for BF samples, as low-alkalinity slag 
powder, the blast furnace slag has potential hydrau-
lic cementitious activity due to its reactive SiO2 and 
Al2O3 activated by the alkaline agent, Ca(OH)2. As 
a result, alkaline substances are produced and con-
sumed at the same time, forming a fluctuating trend. 
Because of the lower level of alkalinity caused by 
blast furnace slag, dosage of the blast furnace slag 
in concrete engineering should be emphasized and 
controlled strictly (Song 2006).

3.2 Electric flux

As is shown in Figure  3, electric flux test results 
reflect the resistance to chloride-ion penetration 

Figure 2. pH values of cement paste pore liquid.
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of concrete primarily related to compactness. Test 
results of pure cement sample (CE) and 30% steel 
slag sample (SS-30%) are beyond the scope of 
the instrument test, both of which were recorded 
as 4000 C. As a result of the slow pace of hydra-
tion of steel slag, SS-30% displays no significance. 
Studies have shown that the relative diffusion coef-
ficients of chloride ion of concrete mixed with 30% 
ground steel slag in curing ages of 28 and 90 days 
are 5.22 × 10−12 and 1.45 × 10−12 m2/s, respectively 
(Li 2003), indicating that as the curing period 
extends, the slag powder can sufficiently hydrate 
and improve the density of concrete.

Compared with sample CE, sample BF-30% 
shows an obvious advantage, as the ground blast 
furnace slag has a short term of activating and 
reacting. Furthermore, pore structures of concrete 
are filled with hydration products, making the 
structure denser and improving the impermeabil-
ity of concrete.

When it comes to the IS-series samples, it is 
found that incorporated slag powders demonstrate 
good performances. Influences show positive 
relation with slag content. Especially in the sam-
ples IS-50% (2:8 and 3:7), electric fluxes fall more 
than 50% margin compared with sample CE’s, 
which evidence that the admixture composed of 
both ground steel slag and ground blast furnace 
slag can show improvement in concrete compact-
ness, surpassing single-doped slag powder. As for 
the results of different ratio of IS, 2:8 and 3:7 are 
almost at the same level, but addition of ground 
blast furnace slag leads to weaken the effect, espe-
cially when the percentage of IS reaches 50%.

3.3 Steel corrosion behavior within concrete

Mass loss rate of steel corrosion within concrete 
gives a direct visual comparison between different 
samples, as shown in Figure 4, where light-colored 
bars refer to the test of 15  cycles and dark ones 
represent that of 20 cycles. It is found that all the 

concrete samples result in significant differences 
between 15 and 20 cycles.

For results of 15-cycle samples, the component 
of concrete has a little effect; however, data of 
20-cycle samples show difference to some degree. 
For the samples mixed with ground steel slag 
(SS series), because of the longer test period, the 
cementitious property of SS plays a role in ensur-
ing the alkalinity of the liquid within concrete, 
meanwhile improving its compactness, which 
effectively reduce steel corrosion. For the samples 
added by blast furnace slag (BF series), steel cor-
rosion reduced significantly, which mainly depend 
on the hydration products of BF, playing the role 
of concrete and improving the pore structure of 
the concrete. However, it is noted that the dosage 
of BF reached 70% and the steel corrosion rate 
recovered, which is consistent with the above find-
ings. It should be taken to control of the content 
when BF is used as admixture in concrete. For 
the incorporation of the slag powder sample (IS 
series), with the increase of the slag powder con-
tent, the effect tends to improve significantly, while 
the composition of the slag powder has little effect 
on the results.

4 CONCLUSION

As inevitable by-products of iron and steel industry, 
metallurgical slag needs to be utilized as a reasonable 
resource through technical means to avoid dumping, 
occupation of land, and environmental pollution. 
Mineral composition causes cementitious activity 
or potential activity in steel slag and blast furnace 
slag, which is an important issue in the application 
in the field of construction materials. Steel slag can 
help the concrete alkalinity keep a higher level, but 
concrete strength can hardly increase fully at early 
age because of the slow pace of steel slag hydra-
tion. Blast furnace slag can improve the density of 
concrete by quick reaction of products; however, 

Figure 3. Electric flux of concrete samples.
Figure 4. Mass loss rate of steel corrosion.
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because of the possible low alkalinity, the slag can-
not adequately protect steel, so its dose should be 
controlled strictly. When the two types of slag men-
tioned above were mixed at a certain ratio, it can 
ensure the strength and compactness of concrete 
as well as keep the pore liquid alkalinity at a higher 
level. In these regards, this research would shed light 
on improving the concrete durability, reducing steel 
corrosion rate, and effectively extending the service 
life of reinforced concrete.
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Experimental study of the drainage and consolidation characteristics 
of tailings discharge and accumulation by gradual height rising under 
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ABSTRACT: A tailing drainage-consolidated physical model with discharge and accumulation process by 
gradual height rising, in which geotechnical composite drainage material is used as vertical drainage channel, 
was established. At the same time, the drainage-consolidated process was simulated by a self-developed test 
device, which was designed on the basis of the physical model described. The results showed that: (1) the rate of 
drainage is in accordance with the autoregressive integrated moving average model: ARIMA(2,1,8) × (0,0,0) 
on the condition of drainage-consolidated process of tailings with gradual height rising. The results pre-
dicted by the model show that: the growth trend of maximal drainage rate becomes gradually higher, which 
is much less than the actual peak rate, and the drainage performance fitness has a large scope for its develop-
ment; (2) excreting dry upper water accumulation in time provides the essential conditions for consolidation 
of tailings under the effect of geotechnical composite drainage material, the average stress degree of consoli-
dation can reach 62.32–70.81%, and the average strain degree of consolidation can reach 61.27–68.91% after 
the experiment of 104 days, which clearly reveals the promotion of consolidation effect.

basis of the typical bauxite tailings heap environ-
ment, we put forward to produce a geotechnical 
drainage material with good drainage performance 
and effective filtration of fine-grained tailing as ver-
tical drainage channels. By equal proportion model 
test, the drainage mechanism and soil consolidation 
effects of tailings under the influence factors, such 
as side pressure, soil particle clogging effect, and the 
consolidation of the soil and water, have been stim-
ulated. Combined with the model test results, the 
drainage performance and the consolidation effect 
of tailings slurry in the step piling environment 
were analyzed. On the basis of summarizing and 
analyzing the change of water displacement and the 
characteristics of the drainage rate, the mathemati-
cal model of drainage rate has been established by 
using SPSS and combined with the pore water pres-
sure and sedimentation data to calculate the mud 
consolidation and makes the contrastively analysis.

2 TEST OF DRAINAGE-CONSOLIDATED 
MODEL OF TAILINGS BY GRADUAL 
WET STACK

2.1 Drainage-consolidated physical model 
for tailings

Tailings slurry is discharged to the tailings reser-
voir by hydraulic transportation after a special 

1 INTRODUCTION

The resource of bauxite is abundant in Guangxi, 
China, with reserves reaching about 5.15 hundred 
million tons. Tailings reservoir for washing tailings 
storage is an indispensable part of mineral min-
ing and processing. The hydraulic transmission 
and wet storage are used for the bauxite tailing of 
Guangxi. The tailing slurry, with low permeability, 
high void ratio, and high water content, has the 
maximum moisture content rate up to more than 
300% (OU Xiao-duo 2014). Because of the lack of 
effective drainage channel in the tailings accumula-
tion body, the accumulation of water in the reser-
voir is severe. With plenty of rainfall and extremely 
developed karst landform, overtopping and under-
ground karst leakage accident of Guangxi bauxite 
tailings dam occur frequently (LI jie-quan 2012).

Therefore, there are a lot of research about the 
characteristics of sedimentation–consolidation 
(Ofori 2011, Shamsai 2007, YIN Guang-zhi 2011), 
the drainage consolidation mechanical model 
(Hann 2013, ZHANG Nan 2013), and the drain-
age consolidation technology (Suits 2010, Wickland 
2010) of tailings slurry that are carried out by many 
scholars. However, because the Guangxi bauxite 
tailing has unique characteristics (DU Chang-xue 
2006), the achievements of these studies have not 
been effective for practical application yet. On the 
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grinding, choosing, and washing process. The 
resulting product is a type of completely disturbed 
suspended slurry with extremely high content of 
clay particles. The suspended state of mud even-
tually formed structural clays with certain inten-
sity after settlement and self-weight consolidation 
under the action of vertical drainage water. The 
sedimentation consolidation process of grading 
a heap of discharge slurry is not only the sedi-
mentation consolidation process of this pile row 
mud, but it is also affected by the completed pile 
row mud, which is also a process of interaction. 
By comprehensive consideration of consolidation 
characteristics of tailings and operation character-
istics of tailings, the drainage-consolidated physi-
cal model of model test was established:

1. The tailing slurry pile row, step-by-step continu-
ous drainage;

2. Sedimentation consolidation process was car-
ried out with the help of gravity, that is, it 
adopts the gravity sedimentation consolidation 
of the lower drainage method;

3. The top is the draining profile, the bottom in 
addition to the drain is the draining profile, and 
the rest is not the draining profile. The surround-
ing of the cylinder is not the draining profile.

The drainage-consolidated model of tailings by 
gradual wet stack is shown in Figure 1.

2.2 Model test design

2.2.1 Model design
In order to give full play to the drainage perfor-
mance of geotechnical composite drainage mate-
rial and fully understand the changing situation of 
tailings consolidated with geotechnical composite 
drainage material as the vertical drainage channels. 

The design and manufacture of test equipment is 
based on the equal-ratio physical model of drainage 
consolidation. The test device is mainly composed 
of a base, a test chamber, and a sensor mounting 
bracket (as shown in Figure 2). The test chamber 
is a thickening cylindrical stainless steel water tank 
with the bottom diameter, height, and thickness 
of 2.0 m, 1.8 m, and 7 mm, respectively. There are 
mounting brackets on both ends of the test cham-
ber, which were independent of the test chamber 
instrument, in case they do not deformation due 
to the test load. The test chamber adopted a con-
crete pouring special drain at the bottom accord-
ing to the requirement of drainage. The test used 
geotechnical composite drainage material as verti-
cal drainage material, which consists of two parts: 
thin fabric and plastic core material. The high-
strength support of core material ensures adequate 
drainage section, at the same time, outsourcing 
membrane, as the filter prevents the particles from 
moving into the blocking drainage channels and 
ensures that the drainage material can be unob-
structed along the horizontal direction. The drain-
age material bottom was fixed in a special drain of 
the test chamber. And because of the pre-pull of 
the fixed device at the top, the drainage material 
can be in a state of uniform elongation. After the 
geotechnical composite drainage material instal-
lation was complete, sand was chosen to be laid 
in the port as a filter layer based on the situation 
of fine clay grain size distribution, by which the 
chamber used to discharge filter membrane water.

2.2.2 Tailings slurry preparation and heap row
The selected tailings mud came from the branch of 
China aluminum industry in Guangxi 2# tailings. 
Through indoor test, its basic properties are shown 
in Table 1.

Figure  1. Experimental model of drainage 
consolidation. Figure 2. Test device.

ICCAE16_Vol 01.indb   394 3/27/2017   10:36:45 AM



395

Tailings soil samples became dispersed mud 
evenly after the process of “dry—preliminary 
crushing—fully soaked—stirring”, and then the 
mixed mud began to heap row after being diluted 
and stirred until the concentration reached 20% 
(row rate and per level pile row height is based on 
the branch of China aluminum industry in Gangxi 
2# tailings in nearly 2 years to simulate the actual 
situation). The test lasted 21 days, with a total pile 
of 21 times and row height of 0.070  m. Eventu-
ally, mud surface height is 1.475 m and the water 
surface height is 1.747 m (as shown in Figure 3).

2.2.3 Test index test
The test design consists of monitor displacement, 
velocity, pore water pressure, layered settlement, 
and other indicators (sensor layout as shown in 
Figures 4–5).

Collect displacement by 4–8  h one time, and 
after that record the displacement in 2  min. 
Because the test chamber volume is large enough, 
displacement of drainage material in 2 min basic 
remains the same. Therefore, it can be thought that 
short-term water collecting data reflect the instan-
taneous velocity.

Because of the frequent fluctuation of the 
water surface height in the heap row period of the 
text and the gradual change of the last stage of 
test drainage tailing parameter, the frequency to 
monitor the pore water pressure monitoring data 
is divided into two periods: before trial begins to 
upper water draining, test one time in every 8 h; 
and the upper water drained until the end of test, 
one time in every 2 days.

Taking into account the impact of the heap row 
mud on the sedimentation scale test is large, the 
test of subsidence starts when heap row is com-
plete; test frequency is once a week.

3 DRAINING PERFORMANCE ANALYSIS 
OF GEOTECHNICAL DRAINING 
MATERIAL

3.1 Analysis of the influence factors on 
displacement

To figure out the influence of the thickness of the 
mud and the overlying water on the displacement 
of geotechnical composite draining material, the 
17 valid piling up data were analyzed, whose dis-
placement is shown in Figure 6.

It can be seen from Figure  6 that the growth 
trend of daily average displacement is obvious, but 
changes in growth between the early piling up and 
the late piling up is large, which can be divided into 
two phases: linear growth and nonlinear growth 
phases. In the linear growth phase (which is one to 

Table 1. Formatting sections and subsections.

Proportion 
(g/cm3)

Plastic 
index 
(%)

Liquidity 
index 
(%)

Permeability 
coefficient 
(m/s)

Slurry 
concentration
(%)

2.83 23.5 5.97 2.44 × 10−6 11–25

Figure  3. The status in the middle/last stage of 
experiment.

Figure 4. Layout plan of sensors test.

Figure 5. Layout profile of sensors test.
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four times piling up), the growth of displacement 
is large and the increment is average, the average 
increment is around 50 kg every time; in the phase 
of linear growth (which is 5–17 times piling up), 
growth of displacement significantly slows, the 
average increment is only around 12 kg every time.

3.2 Analysis of the characteristics of the 
drainage rate

In the experiment, test of flow was conducted 
in different times of a day (e.g., before piling up, 
after piling up, and any two time between them), 
and instantaneous flow values were obtained in 
four different time points each day, as shown in 
Figure 7.

Figure  7 illustrates that drainage rate has the 
following characteristics:

1. Time correlation: because the test was con-
ducted by the manner of piling up gradually, 
there is a lot of relevance between the velocity 
distribution of later period and the early piling 
up, and the velocity shows the great characteris-
tics of the time series.

2. Long-term trend: along with the tailings, slurry 
pile up continuously, maximum velocity shows 
an obvious increasing trend, and its growth and 
changing law of flow is consistent. When it is 
one to four times piling up, the velocity shows 
almost a linear increase; and when it is 5–17 

times piling up, the growth slows significantly. 
The minimum flow rate has also increased, but 
the growth is small. The reason is that when 
the water level goes down to a certain degree, 
membrane filter and mud seriously hindered the 
drainage rate.

3. Cycle variability: because of the intermittent 
of piling up, the flow rate shows obvious cycle 
changes; in a pile and idle period for one cycle, 
the velocity level changes cycle.

3.3 Drainage rate model establishment 
and prediction

The velocity values above reflect the velocity 
variation characteristics under the environment 
of particular pile up, but it is difficult to obtain 
quantitative values of the drainage rate in the late 
piling up stage. For this purpose, this paper uses 
autoregressive integrated moving-average model 
by SPSS software to simulate the drainage rate of 
mathematical modeling. It does not consider the 
causal relationship between the variables, but con-
siders the laws of changes and developments of 
the variable in time. It can be used in the quantita-
tive forecast and analysis in the late velocity. The 
model mathematical expression from the software 
is as follows:

ΘΦ w ut t( ) ( )Bs ( )B ( )Bθ ( ,  (1)

formula:

Φ ΦBΦ B BΦsBΦ p
ps( )B −Φ1 1 2ΦB 2 ,

Θ Θ Θ ΘBΘ BΘsBΘ p
ps( ) −Θ1 1 2ΘB 2 ,

where wt S
D

z
d
t

= ∇ ∇ ,  ∇ is the difference operator, B 
the is backward-shift operator, Ψ(B) and θ(B) are 
established functions, and ut is the random residual 
term.

AR(p) is the order-p autoregressive process and 
MA(q) is the moving-average process. Fixing both 
of them, the autoregressive moving-average model 
ARMA(p,q) was established. By using d times 
differential transform to stabilize it, the model 
can also be referred to: ARIMA(p,d,q) ×  (P,D,Q); 
parameters p, d, q, P, D, and Q need to set up when 
simulating.

3.4 Establishment of the autoregressive 
moving-average model

For model building, the continuous date of time 
unit 1 is essential, but the in-practice the data 
could not be collected continuously, so it is neces-
sary to fill the missing values to form a complete 

Figure 6. Total water discharge of discharge and accu-
mulation process per day.

Figure 7. Flow velocity of discharge and accumulation 
process of tailings.
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time series of the observed data. The missing 
value is completed with a linear interpolation; 
then the thickness of the mud and water surface 
elevation, both corresponding to the velocity as 
the independent variable condition in model, are 
introduced; time variables are defined by using 
“day/24 hour”; finally, the time sequence is drawn 
in Figure  8. Because the time series models are 
based on smooth sequence, the mean condition 
has no change over time, variance does not change 
with time, and the relevant number only relates to 
the time interval and has nothing to do with time 
point. Therefore, the second-order difference and 
the seasonal difference were used to smooth the 
data, which is shown in Figure 9.

After the parameters are put into the model, the 
model parameters could be analyzed as ARIMA 
(2,1,8) × (0,0,0). Smooth coefficients (R2 and R2) of 
the model were 0.964 and 0.990, respectively, which 
shows that the model fits very well, and the trend 
and seasonal volatility had a good performance.

3.5 Model prediction

By using the above model, the drainage rate of 
17–23 times piling up has been forecast. Because 
the model is built on two independent variable 
conditions of clay surface height and water height, 
using piling up rate to calculate relevant and put-
ting the data into the model, the projections can be 
obtained as shown in Figure 10.

The prediction shows that the maximum veloc-
ity prediction is relatively reasonable, but the 
predictive value of the minimum velocity is signifi-
cantly large. The reason is that the model is just 
introduced in the mud surface height and height 
of  the water as a condition of the independ-
ent variables, but the velocity is also affected by 

Figure 8. Sequence chart of flow velocity, thickness of 
tailings, and thickness of overlying water.

Figure 9. Sequence chart of velocity of stabling.

Figure 10. Predicting outcomes of discharge and accumulation process for 17–23 times.
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cortical thickness, mud consolidation degree, and 
the overlying water turbidity factors. From its 
change trend, as tailings pile up, the thicknesses of 
both the mud and the overburden layer increase, 
the maximum displacement increases gradually, 
far from peak flow in capacity of  composite drain-
age material, and drainage performance has much 
space.

4 ANALYSIS OF THE CONSOLIDATION 
EFFECT OF TAILINGS SLURRY

4.1 Analysis of stress degree of consolidation

The trial has installed nine pore water pressure 
meters (1#–9#), and the pore water pressure moni-
toring last 125  days. Among them, the pile row 
period was 21  days and the stopping discharge 
period was 104 days. According to Terzaghi’s one-
dimensional consolidation theory, stress degree of 
consolidation in the arbitrary point of tailings is 
defined as effective stress and total super hydro-
static pressure value in that point. The degree of 
dissipation of the pore water pressure can be used 
to define the degree of consolidation when the 
consolidation degree was calculated according to 
the measured pore water pressure data:

U u
u

t
σ = −

⎛

⎝
⎜
⎛⎛

⎝⎝

⎞

⎠
⎟
⎞⎞

⎠⎠
×

∑
1 100Δ

Δ
%,  (2)

where Δut  is the t time pore water pressure incre-
ment value and Δu∑  is the cumulative pore water 
pressure increment.

According to the measured curve of pore water 
pressure, the stress degree of consolidation of 
1#–9# pore water pressure gauge measuring point 
in 21 days, calculated by formula (2), is shown in 
Figures 11–13.

By contrast, Figures 11–13 show that the change 
of stress degree of consolidation of the tailings has 
the following characteristics:

1. In terms of stress degree of consolidation at 
a different depth, the average degree of con-
solidation of the underlying (67.51%) is slightly 
higher than that of the middle layer (62.32). 
Because the upper layers are greatly influenced 
by factors such as surface evaporation and 
sunshine, the average degree of consolidation 
(70.81%) is significantly larger.

2. In terms of the stress degree of consolidation at 
the same height and at different distances from 
the center of the drainage, the stress degree of 
consolidation value increase gradually with the 
distance, but the growth rate decreases in the 
same period of time.

4.2 Analysis of strain consolidation degree

The trial has installed nine settlement marks 
(1#–9#), and the settlement deformation monitor-
ing last 117 days. Among them, the pile row period 
was 14 days, and the stopping discharge period was 
104 days. The degree of consolidation of tailings 
is quantitatively analyzed by the degree of strain 
consolidation through the change in the volume 
of tailings. As tailings continue in heap row, post-
stack tailings discharge mud can be regarded as the 
load of the upper part of the lower tailings, so the 
expression of its strain consolidation is:

U s s
s s

t ds

d

=
∞

,  (3)

Figure  11. Stress degree of consolidation curve for 
measured No. 1#–3# points of pore water pressure.

Figure  12. Stress degree of consolidation curve for 
measured No. 4#–6# measured points of pore water 
pressure.

Figure  13. Stress degree of consolidation curve for 
measured No. 7#–9# measured points of pore water 
pressure.
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where U  is the strain consolidation degree, st  
from the T-S curve takes any t time settlement,

sd  is the instantaneous settlement, and s∞  is the 
final settlement.

The settlement st  can obtain settlement–time 
curves of each moment when the degree of con-
solidation is calculated. Through formula (3), it is 
known that only the instantaneous settlement sd  
and the final settlement s∞  need to be calculated 
to calculate the strain consolidation degree of tail-
ings. In this paper, the method of exponential func-
tion was used to calculate the consolidation degree 
of tailings, and the expression of average consoli-
dation degree of the soil layer is:

U e t−1 αee βtt ,  (4)

where U  is the average degree of consolidation, 
α, β are the parameters of the theoretical solution 
under different drainage conditions, α is the theo-
retical value, and β is the undetermined parameters.

Choosing any three times, t1, t2, and t3, after the 
load stopped from the measured settlement–time 
(i.e., s–t) curve when calculating, and t3–t2 = t2–t1. 
According to formula (4), three equations can be 
written as follows:

s s s
∞ = −

3 2 1 2s 3 2

2 1 3 2

( )s s− s2s 1 ( )s s3 2s
( )s ss2 1s ( )s s3 2s

,  (5)

s s s
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t
t

= s∞
−

( )e t− −

,ee
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 (6)
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⎝⎜
⎛⎛
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⎞
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,

s s−
s s−

t t−

2 1s

3 2s

3 2t
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On the basis of the measured data of settle-
ment, settlement of 1#–9# standard strain curve of 
degree of consolidation of measuring points can 
be calculated from formulas (5)–(7), as shown in 
Figures 14–16.

By contrast, Figures 14–16 show that each set-
tlement test point has the following characteristics:

1. In terms of different depths of strain degree of 
consolidation, the lower degree of consolida-
tion, is higher than the upper value. At the test 
ending, the average strain consolidation degree 
of 1#–3# settlement measuring point (0.5 m stack 
depth) is 68.91%, the average strain consolida-
tion degree of 4#–6# settlement measuring point 
(1.0 m stack depth) is 63.87%, and the average 
strain consolidation degree of 7#–9# settlement 
measuring point (tailings surface) is 61.27%.

2. In terms of the strain degree of consolidation 
in the same height, strain consolidation degree 

decreases with the increase of the distance from 
drainage channels; however, damping decreases 
in the same period of time.

4.3 Comparative analysis between stress degree of 
consolidation and strain consolidation degree

The classical consolidation theory adopts small 
strain and linear hypothesis and regards stress and 
strain consolidation degree as equivalent. However, 
engineering practice and laboratory tests showed 
that the soil constitutive relationship is definitely 
not a simple linear relationship, especially due 
to the high compressibility of soft Uσ  and Uε ,  
there are obvious differences. On the basis of the 
characteristics of pore water pressure and settle-
ment mark arrangement, the average stress con-
solidation degree and average strain consolidation 

Figure  14. Strain degree of consolidation curve for 
measured No. 1#–3# measured points of settlement.

Figure  15. Strain degree of consolidation curve for 
measured No. 4#–6# measured points of settlement.

Figure  16. Strain degree of consolidation curve for 
measured No. 7#–9# measured points of settlement.
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degree of the 0.5 m height (corresponding to the 
pore water pressure meter number: 4#–6# and cor-
responding settlement standard serial number: 
1#–3#) and 1.0  m height of the cabinet (corre-
sponding to the pore water pressure meter num-
ber: 7#–9# and corresponding settlement standard 
serial number: 4#–6#) were compared. The results 
are shown in Figures 15 and 16. Considering that 
the sedimentation will depress with tailings, the 
pore water pressure gauge was respectively fixed at 
0.5 and 1.0  m, so the actual test position of the 
average strain consolidation degree is less than the 
average stress consolidation degree.

As Figures  17 and 18  show, the calculation 
results of two types of consolidation degree have 
minor variations, and these variations have the 
following characteristics:

1. Both the strain and stress average consolida-
tion degrees at the depth of 1.0  m of tailings 
were better than those at the depth of 0.5 m. To 
average strain consolidation degree, the growth 
of the largest interval is before 21 days (the pile 
row), which means the upper load has a great 
influence on the calculation of strain consolida-
tion degree; however, to average stress consoli-
dation degree, the growth of the largest interval 
is 20–40 days, which illustrates that the drainage 
has more influence on the calculation of stress 
consolidation degree.

2. By comparing the average strain consolidation 
degree and the stress consolidation degree of 
the tailings at 0.5 m depth, the former is larger 
than the latter. The study (WEI Ru-long 1993) 
shows that the time lines of strain consolidation 
degree and stress consolidation degree were 
connected from beginning to end. Although 
there is difference in the middle of the process, 
the strain consolidation degree was always 
larger than the consolidation stress degree. The 
results of the experiment are consistent with 
those in Figures 22 and 23.

The average strain consolidation degree and 
stress consolidation degree of tailings at 1.0  m 
depth are still larger than the stress consolidation 
degree in 35  days. Then, it is just the opposite. 
After 35 days, the overlying water drained. As the 
distance between the tailings surface to the pore 
water pressure gauge at 1.0 m depth is only 0.3 m, 
the stress consolidation degree calculation results 
are larger than those of the strain consolidation 
degree, due to external factors such as evaporation, 
sunshine, and others.

5 CONCLUSION

This paper begins with the study of the drain-
age consolidation of tailings reservoir as the tar-
get area, bauxite tailings reservoir in the west of 
Guangxi, China. It adopts geotechnical compos-
ite drainage material as vertical drainage channels 
and simulated the mud consolidation effect by 
indoor pile model test and then reaches following 
conclusions:

1. In the condition of tailings slurry step piling, 
the drainage rate of geotechnical composite 
drainage material has the characteristics of time 
correlation, long-term trend, and periodic cycle, 
which is consistent with the characteristics of 
the autoregressive moving-average model. The 
model was established by SPSS and the com-
putational fitted are ARIMA(2,1,8)  ×  (0,0,0). 
Smooth coefficient of the model of R2 and R2 
were 0.964 and 0.990. It shows that model fits 
very well. Model prediction analysis shows that 
the maximum water displacement has a ten-
dency of gradually increase, so the performance 
of the geotechnical composite drainage material 
still has a large space.

2. The varying curve of pore water pressure has the 
following characteristics: lower-layer pore water 
pressure was significantly higher than that of 
the upper layer; for each additional 0.5 m on the 
tailings thickness, the pore water pressure value 
average increases about 5 kPa. The pore water 
pressure value of same height layout increases 

Figure 17. Average value of strain degree of consolida-
tion and stress degree of consolidation for tailings depth 
of 0.5 m.

Figure 18. Average value of strain degree of consolida-
tion and stress degree of consolidation for tailings depth 
of 1.0 m.
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gradually with the increase in the distance from 
the drainage channel; however, the growth rate 
decreases gradually. During the heap period, 
pore water pressure and height of water layer 
show good synchronization with the gradual 
increase of water level fluctuation wave. Dur-
ing the stop-discharge period, the pore water 
pressure value generally showed a decreasing 
trend, but at about 35 days, an obvious inflec-
tion point appeared, and the speed of decline 
also decreased significantly.

3. For the same height layout sedimentation test 
points, sedimentation value decreases gradually 
with the increase of the distance from drainage 
channels, but the decrease slows down gradually. 
The sedimentation curve can be divided into two 
stages: during the heap period, the lower part of 
the tailings soil is under staging load of upper 
part and the sedimentation value increased con-
siderably; and in the stop-discharge period, the 
sedimentation value increased significantly and 
decreased.

4. After tailings mud stop heap 104 days, variation 
range of the average stress consolidation degree 
of each depth becomes 62.32–70.81%, and 
the average strain consolidation range of the 
variation is 61.27–68.91%. The time curves of 
strain consolidation degree and stress consoli-
dation degree were connected at the beginning 
and end, but they were different in the middle 
of the process. The strain consolidation degree 
was always larger than the stress consolidation 
degree in the process.
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ABSTRACT: Composite Tuned Mass Damper (CTMD) is a vibration control device, which consists of an 
active–passive tuned mass damper supported on the main vibrating structure. The performance of CTMD in 
suppressing wind-induced vibration of tall building is investigated. Optimum tuning frequency and damping 
ratio of a single Passive Tuned Mass Damper (PTMD) for minimizing the variance response of the damped 
main structure under random loads derived by Krenk are used for the optimum parameters for CTMD. 
Optimum parameters of CTMD with different mass ratios of an Active Tuned Mass Damper (ATMD) to 
PTMD are 0.01, 0.03, 0.05, 0.1, 0.3, and 0.5, which are chosen as the parameters of CTMD. The control 
force generated by the actuator of ATMD is estimated by a Linear Quadratic Regulator (LQR) controller. 
Fluctuating across-wind load, considered as a stationary random process, was simulated numerically using 
the across-wind load spectrum by Kareem. Comparing the controlled across-wind responses of a tall build-
ing with CTMD with those of an original tall building, the reduction rate of rms responses is 15–30%. There-
fore, CTMD system is effective in mitigating excessive wind-induced vibrations of a tall building.

1956). While Den Hartog considered harmonic 
loading only, Warburton and Ayroinde derived 
optimum parameters of PTMD for the undamped 
main system under harmonic and white noise ran-
dom excitations (Ayoringde 1980, Warburton 1981, 
1982). Krenk derived the optimum parameters of 
PTMD for the damped main structure under ran-
dom excitations with the condition that the mass 
ratio is small and the main structure’s damping 
ratio is less than that of PTMD (Krenk et al. 2008). 
And a number of PTMDs have been installed in 
tall buildings to suppress wind-induced vibrations 
of tall buildings (McNamara 1977, Housner et al. 
1997). The Center Point Tower in Sydney is one 
of the first PTMDs in a building, and a 400-ton 
PTMD has been installed for the Citicorp Center 
in New York. Another PTMD has been designed in 
the John Hancock Tower in Boston (Housner et al. 
1997). All of the PTMDs have been installed to mit-
igate wind-induced vibrations. At that time, it was 
accepted as a fact that the performance of PTMD 
could be improved by incorporating a feedback 
controller through the use of an actuator as an 
active control force in the design of PTMD, which 

1 INTRODUCTION

Modern tall building are more lighter and slender 
with a lower natural frequency and damping ratio, 
so these tall buildings are more sensitive to wind-
induced vibration. One way of mitigating such an 
excessive wind-induced vibration of tall buildings 
is by using vibration control devices. Passive Tuned 
Mass Damper (PTMD) is a classical vibration con-
trol device, which consists of a mass, a spring, and a 
damper supported on the main vibrating structure 
(Den Hartog 1956). The original idea of PTMD was 
proposed by Frahm in 1909, who invented a vibra-
tion control device called a vibration absorber using 
a spring-supported mass without damper (Frahm 
1909). It was effective when the absorber’s natural 
frequency was close to the excitation frequency. 
However, it was difficult tuning the absorber’s natu-
ral frequency to the excitation frequency. This con-
trol device was improved by introducing a damper 
in the spring-supported mass (Ormondroyd et  al. 
1928). Later, Den Hartog derived optimum tuning 
frequency and damping ratio for the undamped 
main structure under harmonic load (Den Hartog 
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was called Active Tuned Mass Damper (ATMD) 
(Housner et al.1997). In 1972, Yao introduced the 
modern control theory into vibration control of a 
civil engineering structure, and many auxiliary con-
trol devices combining with modern optimal con-
trol theory have been developed for mitigating the 
excessive wind-induced vibrations of tall buildings 
(Yao 1972). One way of ATMD design for reduc-
ing wind-induced vibration of tall building using 
assumed deterministic harmonic wind loading was 
presented by Chang and Soong in 1980 (Chang 
et al. 1980). That was the first active control study 
for mitigating wind-induced vibration of tall build-
ings with ATMD using a Linear Quadratic Regula-
tor (LQR) controller. Since then, many studies have 
been advanced for obtaining optimal control force 
for reducing wind-induced vibration of tall build-
ings on the basis of the modern optimal control 
technique (Ankireddi et al. 1996, 1997). However, 
the fact that ATMD is superior to PTMD reduc-
ing wind-induced vibration of tall buildings is still 
question (Ricciardelli et al. 2003). From the view-
point of the modern optimal control theory, fluc-
tuating across-wind load acting on a tall building 
can be treated as a stationary random process, and 
a constant power spectrum could be considered as 
a system noise. Then, many advanced studies for 
mitigating wind-induced vibration of tall buildings 
on the basis of the modern optimal control theory, 
including Linear Quadratic Gaussian (LQG), H2 
and H⊥ have been developed, and a number of tall 
buildings are currently implemented with active 
control device systems (Yang et  al 2002, 2003). 
Nishimura and Wang et al. pointed out that the dis-
advantage of a single PTMD is its error in tuning 
the natural frequency of PTMD to that of the main 
structure and fitting the optimum damping ratio 
of PTMD. The size restriction of PTMD limits 
the vibration control effect (Nishimura et al.1994, 
1998, Wang et al. 1999).

In overcoming such problem of PTMD, an 
active–passive composite tuned mass damper, that 
is, a Composite Tuned Mass Damper (CTMD), 
was proposed by Nishimura and Wang et  al. 
(Nishimura et  al. 1994, 1998, Wang et  al. 1999). 
CTMD system consists of ATMD, which is 
attached to the PTMD supported on the main 
vibrating structure, as shown in Figure 1.

In this study, the performance of CTMD for 
suppressing across-wind induced vibrations of tall 
building is investigated. The control force generated 
by the actuator of ATMD is estimated by a Linear 
Quadratic Regulator (LQR) controller. Fluctuat-
ing across-wind load was simulated numerically 
using the across-wind load spectrum proposed 
by Kareem (Kareem 1982). Dynamic across-
wind responses of tall buildings with CTMD are 
estimated and compared with the responses of a 

single PTMD and the original tall building without 
CTMD. The controlled rms responses with CTMD 
is reduced about 15–30% rms response of the orig-
inal tall building without CTMD, which is close to 
the controlled response with PTMD. Therefore, 
CTMD systems are effective in mitigating exces-
sive wind-induced vibrations of tall building.

2 EQUATIONS OF MOTION

Dynamic response analysis procedure can be sim-
plified if  the contribution of higher modes of the 
tall building is ignored, so the response is repre-
sented by the motion of the first mode (Kareem 
et al. 1995, Ankireddi et al. 1996). Therefore, tall 
building-CTMD system can be modeled as the 
first-mode generalized SDOF/CTMD system, as 
shown in Figure 1.

The linear dynamic equations of motion of the 
CTMD system can be written as:

M X C X K X C X K X f tS SM X S SC S SK X P PC X P PK X�� � �+ +C XSC X − −C X = )t  (1)

M X C X K X C X K X M X up p p p p p p AC X A AK X P S
�� � � ��+ +C X − −C X + =M XP SX ( )t  

 (2)

M X C X K X M X M X uA AM X A AC A AK X A S A PM X�� � �� ��+ +C XAC X + +M XA SM X = − ( )t  
 (3)

These equations of motion can be rewritten in 
the state space variable representation as:

�X AX Bu Ff= +AX +( )t ( )t  (4)
where

X X X X X X XS PX X A SX X P AX X⎡⎣⎡⎡ ⎤⎦⎤⎤� � �  (5)

Figure 1. Tall building CTMD model.
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foptff =
+
1

1 μ
 (9)

ξ
μ

optξ =
2

 (10)

where fopt is the optimum tuning frequency ratio, 
ξopt is the optimum damping ratio, and μ is the 
mass ratio.

4 OPTIMUM PARAMETERS OF CTMD

The optimum parameters of ATMD for minimizing 
rms responses of the main structure are similar to 
those of PTMD. It was known that tuning the fre-
quencies of PTMD to the fundamental natural fre-
quency in the main structure is more effective than 
tuning it to different natural frequencies (Kareem 
et al. 1995). Accordingly, the natural frequency and 
applied damping ratio of ATMD are tuned to the 
natural frequency and damping ratio of PTMD as 
in Eq. (9) and Eq. (10) with small mass ratios.

5 LINEAR QUADRATIC REGULATOR 
CONTROLLER

The LQR control method is a widely used mod-
ern optimal control technique in structural vibra-
tion control problems (Chang et al. 1980). In LQR 
control law, all continuous time state-space vari-
ables are available, and linear dynamic equations 
of motion of the system can be written in terms 
of the state-space formulation as in Eq. (4). The 
external force term in Eq. (4) can be treated as a 
system noise input and hence Eq. (4) can be writ-
ten as (Dorato et al. 1995):

�X AX Bu( )t ( )t ( )t= AX (t  (11)

The objective of LQR control law is to find 
out a state-feedback optimal control force, u(t), 
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where MSM ,  CSC ,  and KSK  are generalized mass, 
damping, and stiffness coefficients corresponding 
to the first mode of the tall building;

M pM ,  CpC ,  and K pK  are the mass, sdamping, and 
stiffness coefficients of the PTMD;

MAM ,  CAC ,  and KAK  are the mass, damping, and 
stiffness coefficients of the ATMD;

XSX  and �XSX  are the main structural displace-
ment and velocity;

XPX  and �XPX  are the relative displacement and 
velocity of the PTMD with respect to the main 
structure;

XAX  and �XAX  are the relative displacement and 
velocity of the ATMD with respect to the PTMD;

u(t) is active control force;
f(t) is the generalized fluctuating across-wind 

load associated with the first mode.

3 OPTIMUM PARAMETERS OF PTMD

While the basic concept of  PTMD for reducing 
vibrations of  the main structure has been well 
established, the optimum parameters of  PTMD 
could be different for different structures and 
external loading conditions (Ayoringde (1980), 
Warburton (1981, 1982)). Warburton derived 
the optimum parameters for tuning the natural 
frequency and damping ratio of  PTMD for the 
undamped main structure under stationary ran-
dom load (Warburton 1982). Krenk derived the 
optimum parameters of  PTMD for the damped 
main structure under the condition of  mass ratio 
is small and the primary structure’s damping 
ratio is less than that of  PTMD as (Krenk et al. 
2008):
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that minimizes the deterministic cost functional J, 
maintaining the state close to the zero state. The 
cost functional (J) is given by:

J t t t t dtT Tt ttt t
∞

∫∫ ( (X( (XX ) (QX)T QXQXQX ) (uu+ ) (RuT ))
0∫∫  (12)

where Q is a positive semi-definite state weighting 
matrix and R is a positive definite control weighting 
matrix. The term X(t)T QX(t) in Eq. (12) is a meas-
ure of control accuracy and the term u(t)TRu(t) 
is a measure of control effort (Dorato et al. 1995, 
Lewis et al. 2012). Minimizing J with keeping the 
system response and the control effort close to zero 
needs appropriate choice of the weighting matrices 
Q and R (Suhardjo et al. 1992). If it is desirable that 
the system response be small, then large values for 
the elements of Q should be chosen by selecting the 
matrix Q to be diagonal and to make the large value 
of the diagonal element for any respective state 
variable to be small (Suhardjo et al. 1992). If the 
control energy needs to be small, then large values 
of the elements of R should be chosen. The state-
feedback optimal control force, u(t), is derived as 
(Dorato et al. 1995, Lewis et al. 2012):

u(t) = −KX(t) (13)

where K = R−1BTP
In Eq. (13), K is called an optimal controller 

gain and P is the unique, symmetric, positive semi-
definite solution to the Algebraic Riccati Equation 
(ARE) given by Dorato et  al. (1995) and Lewis 
et al. (2012):

ATP+PA−PBR−1BTP+Q = 0 (14)

Then, the closed-loop system using the optimal 
control force, u(t), becomes:

X = (A−BK)X(t)= AcX(t) (15)

where Ac is the closed-loop system matrix
In LQR control law, the cost functional J keep 

minimizing, indicating that a larger value of state 
weighting matrix Q makes the state X(t) smaller, 
that is, the poles of the closed-loop system matrix 
Ac is further left in the s-plane so that the state 
X(t) decays faster to zero (Lewis et al. 2012).

6 NUMERICL SIMULATION OF A 
FLUCTUATING ACROSS-WIND LOAD

The dynamic along-wind response of tall build-
ings can be estimated reasonably by a gust factor 
approach (Solari 1993). However dynamic across-
wind response cannot be estimated by a gust factor 

approach. The complex nature of the across-wind 
loading, resulting from an interaction of incident 
turbulence, flow separation, vortex-shedding, and 
unsteady wake development, has prevented theo-
retical prediction from estimation (Kareem 1982). 
The fluctuating across-wind load can be treated as 
a stationary random process, which can be simu-
lated numerically in the time domain using the 
across-wind load power spectral density data. That 
is particularly useful for some response estima-
tions that are more or less narrow-banded random 
processes, such as the across-wind response of tall 
buildings (Shinozuka 1987). The numerical simula-
tion procedure presented in this work is taken from 
Shinozuka (Shinozuka 1987):

f t S tFS
k

N
k t)t cos( )= ( )=∑ ω) ω φtk ttt +

1  (16)

where SF(w1) is the value of the spectral density of 
across-wind load corresponding to the first modal 
resonant frequency.

Δω=(ωu−ω1)/N;

k lω ωω = +ω lω ( )k − ;ω)
ωu = upper frequency of S(ω);

ω1 = lower frequency of S(ω);

Φt =  uniformly distributed random numbers 
between 0 and 2π;

N = number of random numbers.

The across-wind load power spectral density 
used in Eq. (16) is that proposed by A. Kareem 

Figure  2. Normalized reduced spectra of across-wind 
load in a suburban (BL1) and urban (BL3).
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(Kareem 1982). Kareem used a 5 sq in. (127 mm2) 
square, 20-in. (508 mm2) tall prism model and eight 
pressure transducers, integrating eight simultane-
ously-monitored channels of pressure data on a 
building model’s surface and obtained the normal-
ized across-wind load spectra of the across-wind 
forcing function on a square cross section tall 
building that is exposed to urban and suburban 
atmospheric flow conditions as shown below:

7 NUMERICL EXAMPLE

This numerical example is taken from “Numeri-
cal Example” by A. Kareem (Kareem 1982). A tall 
building was chosen, whose height (H) is 180  m, 
width (B) is 30 m, depth (D) is 30 m, natural fre-
quency (f1) is 0.2 Hz, critical damping ratio is 0.01, 
air density is 0.973 kg/m3, hourly mean wind speed 
at the building height (Vh) is 24.4 m/s, the reduced 
velocity (Vh/fB), corresponding to the mean hourly 
wind speed, is 4.0, generalized mass of a first mode 
shape is 10,942,500 kg, and Sf(fn) is 3.149 × 108 kg2/
Hz. The optimum parameters of CTMD are con-
sidered to have the same values as for the PTMD. 
The optimum parameters of PTMD are: mass ratio 
(μ) = 0.01, tuning frequency (fopt) = 1.0, and damp-
ing ratio (ξopt)  =  0.05. The numerically simulated 
across-wind load and response without CTMD are 
shown in Figures  3 and 4. The rms displacement 
response without CTMD shown in Figure  4 is 
0.0047 m, which is a good approximation to that of 
Kareem’s closed-form response of 0.0040 m.

7.1 Across-wind responses with PTMD

The rms response with a single PTMD with opti-
mum parameters is shown in Figure  5, which 
shows that the controlled rms response is reduced 

with reduction ratio of 28% comparing with that 
of the original tall building without PTMD.

7.2 Across-wind responses with CTMD

For estimating LQR controller, the weighting 
matrices Q and R are selected as:

Q =
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The dynamic across-wind responses of tall build-
ing with CTMD, which have a different mass ratio 
(μAP) of ATMD to PTMD are 0.01, 0.03, 0.05, 0.1, 
0.3, and 0.5, which are presented in Figures 6–11.

As shown above, comparing the controlled rms 
responses with those of the original tall building, 
about 15–30% reduction effect was presented, 
which shows close to the reduction effect of 
using PTMD. And the effectiveness of CTMD is 
increased as the mass ratio of ATMD to PTMD 
is increased within an allowable limit. That is, as 

Figure 3. Simulated across-wind load in time domain.

Figure  4. Across-wind response without CTMD 
(rms = 0.0047 m).

Figure  5. Across-wind response with PTMD 
(rms = 0.0034 m).

Figure  6. Across-wind responses with CTMD 
(μAP = 0.01, rms = 0.0037 m).

Figure  7. Across-wind responses with CTMD (μAP 
= 0.03, rms = 0.0034 m).
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the mass ratio of ATMD to PTMD is increased 
10 times with the optimum tuning frequency ratio 
and damping ratio, a reduction effect of 10% is 
presented. However, an adverse effect of 8–15% 
increased response is obtained when the mass 
ratio is increased to 0.3 and 0.5. Therefore, CTMD 
system is effective for suppressing wind-induced 
vibrations of tall buildings.

8 CONCLUSIONS

The performance of Composite Tuned Mass 
Dampers (CTMDs) with LQR controller for miti-
gating across-wind responses of  tall buildings is 

investigated. Optimum values of  tuning frequency 
ratio, damping ratio, and mass ratio for PTMD 
were used for the optimum parameters for ATMD 
of CTMD. The fluctuating across-wind load was 
simulated numerically using the across-wind load 
spectrum by Kareem. Comparing the rms response 
with CTMD with that of  the original tall building 
without CTMD, the rms responses of  a CTMD 
is reduced about 15–30% than that of  the origi-
nal tall building, which is close to that of  PTMD. 
Therefore, CTMD system with an LQR control-
ler, which has optimum parameters, is effective in 
mitigating excessive wind-induced vibration of tall 
buildings.
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ABSTRACT: This study was aimed at examining the time-variable flexural capacity of Steel Fiber Rein-
forced Concrete (SFRC) sections subjected to long-term loading. Based on tests results of two series of 
steel fiber reinforced concrete beams subjected to sustained loading over a period of ten years, the time-
variable reliability indices for flexural strength were obtained considering the time-dependent resistance 
of SFRC beams under applied loads. Results show that under a specified sustained load, the reliability 
index is significantly higher in SFRC beams than in beams without steel fibers. With the same steel fiber 
content, the larger the applied load, the smaller is the reliability index. For a service life of 100 years, the 
reliability index of SFRC beams was found to first increase and then decrease; with the reliability index 
reaches the maximum value when t = 2a and steel bars begin to rust, and the reliability index significantly 
decreased when t = 37.8a

beams under sustained load over 17  months was 
determined by Emilia et al. (2013). The reliability 
index of in-service pre-stressed concrete bridge 
was calculated by Jin (2013) by using neural net-
work with sampling methods. The time-dependent 
reliability of prestressed sleeper has been analyzed 
by Monte Carlo Method (Saeed et al. 2011).

Previous studies dealt with concrete elements 
subjected to sustained loads sustained over a rela-
tively short period. Adding steel fibers makes the 
material more complex, it is difficult to ensure 
the stability in sustaining loads for a long period. 
Thus, for SFRC beams, the change in reliability 
index as a result of  long sustained load period 
being influenced by many factors has not been 
reported.

This paper is based on flexural test results from 
the SFRC beams subjected to sustained loads over 
a period of ten years. The time-variable load effect 
and resistance level of SFRC beams under long-
term load is considered for two groups of beams; 
Group I beams with the same sustained load level 
but with different steel fiber content, and Group 
II with the same fiber content but with different 
sustained load levels. The time-dependent flexural 
resistance of SFRC sections is established for the 
evaluation of time-dependent reliability.

1 INTRODUCTION

Steel Fiber-Reinforced Concrete (SFRC) has wide 
applications in the field of civil engineering as it 
can effectively improve the cracking and toughen-
ing characteristics, thus eliminating the inherent 
defects of concrete. On the long-term behavior 
of structural elements under service loads, Goist-
seone et al. (2009) had studied the time-dependent 
characteristics of the flexural capacity, curvature 
and neutral axis depth of reinforced concrete 
beams placed in sodium chloride solution with a 
concentration of 5%, and subjected to sustained 
loads for 70  days. Lee et  al. (2013) studied the 
middle span displacement, section stiffness, and 
stresses and strains in reinforced concrete beams 
subjected to repeated loads at frequencies of 0.2 
and 1 Hz for 80 days. Creep was found to influence 
the mechanical properties and structural response 
of long-span concrete-filled steel tube arch bridges 
(Ma et al. 2015). The effect of creep and shrink-
age on the deflection and structural response of 
steel-concrete composite bridges after 300 days of 
service under different ambient temperature and 
humidity has also been studied (Hui et al. 2015).

Based on flexural tests, the deformation and 
cracking characteristics of the steel-polyester fiber 
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2 STATISTICAL PARAMETERS

2.1 Tensile strength of concrete

The average and standard deviation of time—
dependent tensile strength for concrete grade 
C10~C110 are respectively (Faxing et al. 2004):

μ μfμ f tμ
t c

μf tf ff ut )t
/0 24 2 3μ /  (1)

σ σfσ f tσ
t cf tf ff u)tt )t

/0 24 2 3σ /  (2)

where fcu(t)  =  time-dependent axial compressive 
strength of concrete cube.

2.2 Effective cross-section area of reinforcement

Due to corrosion caused by carbonation, the 
reduced steel reinforcement area at time t is taken 
as (Zhenping et al. 2009):
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where As0 = initial area of rebar; λ = rebar corrosion 
rate; r0 = initial radius of rebar; t1 = initial corrosion 
time, calculated according to Yi et al. (2009).

2.3 Bond strength between rebar and concrete

With the extended service time, ϕ(t) is used to 
account for the loss in bond strength between steel 
and concrete; ϕ(t) = 0 when the steel bars are not 
corroded, and 0.95 while the steel began to rust.

2.4 Uncertainty coefficient of calculation model

The uncertainty coefficient of calculation model P 
can be expressed in general as:

P K
K

sK

jK
=  (4)

where Ks =  actual resistance of the structure and 
Kj =  resistance calculated by code using real geo-
metric parameters and mechanical properties of 
materials.

3 TIME-DEPENDENT RELIABILITY 
ANALYSIS OF FLEXURAL CAPACITY

The flexural capacity of SFRC can be calculated as:
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 (5)

where x is the depth of concrete compression zone, 
given by:

f bx f A f A f bxfcff y sff AA y sA ftuff tf A ′ ′A  (6)

in which Mfu = design value of the flexural capac-
ity; ffc = design value of axial compressive strength; 
fy, fy

’  =  design value of tensile and compressive 
strength of longitudinal reinforcement, respec-
tively; As, As

’ = total area of tensile and compressive 
bars, respectively; b  =  section width; h0  =  section 
effective height; a = distance from the centroid of 
longitudinal tension reinforcement to the tension 
edge of the section; as

’  =  distance from the cen-
troid of longitudinal reinforcement in compres-
sion zone to the edge of the section; xt  = height 
of equivalent stress in tensile zone; fftu   =  tensile 
strength of equivalent stress block of steel fiber 
reinforced concrete in tensile zone.

3.1 Height of tensile zone of concrete

The tensile stress distribution is simplified as an 
equivalent rectangle stress block, with height as 
(CECS38-2004):

x h x
t −h

β1ββ
 (7)

where x = height of equivalent rectangular stress 
pattern in compression zone

3.2 Tensile strength of tensile zone

Tensile strength of the equivalent rectangular ten-
sile stress block can be calculated as:

f fftuff t tff u fβ λtu ff  (8)

where βtu = effect of  steel fiber on tensile strength; 
λf   =  characteristic value of steel fiber content. 
Over time, considering the reduced strength of 
material and the reduced effective cross section of 
the concrete and reinforcing steel bars, along with 
Eqs. (1) - (8), the time-dependent flexural capac-
ity is:
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where x can be calculated as:
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in which ffc(t)  =  axial compressive strength of 
SFRC; As(t), As

’(t) = area of longitudinal tensile 
reinforcement and compression bars, respectively; 
fftu(t) =  tensile strength of equivalent rectangular 
stress block of SFRC in tensile zone; ft(t) = tensile 
strength of steel fiber reinforced concrete; at time t.

The time-dependent load effect is expressed by 
S(t), and the time-dependent limit state function 
of SFRC beams is
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4 EXAMPLE CALCULATION

4.1 Test specimen design
Ten RC beams were subjected to sustained flexural 
loading over a period of 10 years (Tan et al. 2005), 
using hanging weights to ensure the stability of long 
term load. The sustained load level was 0.5 times 
the ultimate load capacity, and the content of steel 
fiber was varied in Group I specimens (Table  1). 
Whereas, the content of steel fiber was 0.1% and 
the load level was varied in Group II specimens.

The beams measured 100 mm × 125 mm × 2000 
mm with an effective span of 1800 mm. Concrete 

consisted of ordinary portland cement, natural 
sand and granular granite stone with maximum size 
of 10 mm. The steel fiber has a length of 0.5 mm, 
width of 30 mm and hook ends. Longitudinal ten-
sile reinforcement consisted of two 10-mm diame-
ter bars; transverse reinforcement comprised 6-mm 
links at 75 mm spacing. Concrete grade was C40.

4.2 Test instrumentation

The beams were loaded at quarter points. Deflec-
tions at mid-span were measured at 10 mm from 
the front and back faces and averaged. Crack 
width was measured by hand-held microscope, 
with an accuracy of ±0.02 mm.The deflection and 
crack widths were measured at 1d, 50d, 138d, 230d, 
370d, 2284d (6.25 years) and 3678d (10 years).

4.3 Time-dependent reliability

The statistical parameters were determined using 
the deterioration model for each mechanical prop-
erty. Using the first-order second-moment method, 
the time-dependent reliability of flexural capacity 
of SFRC beams was obtained. The time-depend-
ent reliability indices for beams under 10-year 
sustained load are shown in Figure 1(a) and Fig-
ure 2(a). The time-dependent reliability indices of 
beams under 100-year sustained load were pre-
dicted as shown in Figure 1(b) and Figure 2(b).
1. As shown in Figure 1(a), when the external load 

was kept constant (0.50Pu) and the steel fiber 
content varied (0, 0.5%, 1.0%, 1.5%, 2.0%), 
the reliability index of SFRC beams is always 
higher than Beam A-50 without steel fiber at 
any time. The reliability index of Group I speci-
mens in descending order is:

β β β β βββ ββ ( )β ββ ( )ββββ βββ〉 〉 〉)〉)) 〉

Therefore, the incorporation of steel fiber can 
significantly improve the flexural capacity of the 
beam. The optimal steel fiber content was 0.5% 
(Beam B-50).
2. As shown in Figure  2(a), for Group II beams 

with the same steel fiber content but with dif-
ferent sustained loads (0.35Pu, 0.50Pu, 0.59Pu, 
0.65Pu, 0.80Pu), the reliability index in descend-
ing order is:

β β β βββ (Cβ 59) ββ (Cβ - 80)>β (Cβ - 59)

Indicating that the larger the sustained load, 
the smaller the reliability index. Also, β(C-59) and 
β(C-65) are close to each other, indicating that the 
closer the applied loads, the closer are the reliabil-
ity indexes, and that the results are consistent with 
the experimental results.

Table 1. Beam designation.

Group
Test
specimen

Steel fiber
content ρf  / %

Sustained
load level

I

A-50 0 0.50
B-50 0.5 0.50
C-50 1.0 0.50
D-50 1.5 0.50
E-50 2.0 0.50

II

C-35 1.0 0.35
C-50 1.0 0.50
C-59 1.0 0.59
C-65 1.0 0.65
C-80 1.0 0.80

*Sustained load level = applied load Ps divided by design 
ultimate load Pu; Pu = 23.3 kN (based on Beam A-50).
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3. As shown in Figures  1 and 2, the reliability 
index of SFRC beams first increased and then 
decreased during the service period. The reli-
ability index of the test specimens reaches the 
maximum value when t=2a; this phenomenon 
may be due to the increase in early strength 
of the beam. With increasing time of service, 
the performance of concrete and reinforcing 
steel bar is deteriorated, the bond strength is 
weakened, and the reliability index is gradually 
reduced. According to the reliability evalua-
tion criteria, when t = 50a, Group I: E-50 and 
Group II: C-59, C-65, C-80 do not meet the 
requirement of flexural capacity. When t = 100a, 
Group I: C-50, D-50, E-50 and Group II: C-50, 
C-59, C-65, C-80 do not meet the requirement 
of flexural capacity.

4. According to the Zheng et al. (2009), the steel 
bars begin to rust when t1 = 37.8a. As shown 
in Figures  1(b) and 2(b), the reliability index 
curves of all the specimens show a sharp drop 
at this point. This is because the carbonation 
depth has reached the surface of the steel bars. 
As a result, the steel bars begin to rust which 

leads to a significant decrease in the yield tensile 
strength, and consequently a significant reduc-
tion in the flexural capacity of the beams.

5 CONCLUSION

The reliability index of SFRC beams is signifi-
cantly higher than a beam without steel fibers. For 
Group I beams, with the same applied load but 
different steel fiber content, the reliability index in 
descending order is:

β β β β βββ ββ ( -β 50) ββ ( -β 50)βββ β- 50) βββββ βββββ

For the same steel fiber content, the larger the 
sustained load, the smaller is the reliability index. 
The reliability index of Group II beams in descend-
ing order is:

β β β β βββ ββ ββ (Cβ - 65) (Cβ - 80)β ββ βββ ββ >

For 100 years of service, the reliability index of 
SFRC beams first increases and then decreases, 

Figure 2. Time-dependent reliability of Group II beams.

Figure 1. Time-dependent reliability of Group I beams.
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with the reliability index reaching a maximum 
value while t = 2a. The steel bars begin to rust, 
resulting in a significant reduction in the reliability 
index when t = 37.8a.
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Research on the heat transfer characteristics of rock and soil under 
the effects of vertical double U-type buried-pipe heat exchanger
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Nanning, China
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ABSTRACT: This study based on a vertical double U-type buried-pipe heat exchanger of ground source 
heat pump engineering project in Nanning through an in situ test monitored the temperature changes in 
horizontal and vertical directions of the buried-pipe surrounding rock layer and explored the geotechni-
cal heat transfer characteristics. Our results showed that in the deepest measuring point of the monitored 
hole, the temperature progressively drops in the unit run-time, which accumulated a drop of 5.2°C in 3 
years. However, the temperature did not change during the running of the unit stop. This research also 
revealed that the change of temperature at other measuring points has a correlation with the operation 
of the unit. The measuring point temperature decreased during the unit run time, whereas the measuring 
point temperature increased but is still lower than the initial ground temperature when the unit was not 
operating. It is also found that the increasing degree of the temperature at each measuring point dimin-
ished with the increasing depth of each point. For example, the accumulation of temperature at 5 m deep, 
1# hole, amounted to 2.4°C in 2009, whereas at a depth of 15 m, it amounted to 0°C. The research further 
showed that the temperature of each measuring point dropped every year and that the variation degree 
of temperature decreased with the increase of the depth of the measuring point, which suggests that the 
ground source heat pump has a cumulative effect on the ground temperature.

produces many research results. Relevant literature 
(Michel A B 2001 & 2002, Yavuzturk C et al 2001 & 
2002, Michel P. A 2001) established the mathemati-
cal model of the buried-pipe heat exchanger and the 
numerical simulation, and North America choose 
IGSHPA model (Ball D A et  al. 1983) method as 
the standard method to determine the size of the 
underground buried-pipe heat exchanger. Stud-
ies (ZHANG Guozhu et al. 2012, Yingchun Tang 
et al. 2011, Yan Ren 2010, Chen Ying et al. 2009, Hu 
Yingning et al. 2009) have shown the characteristics 
of soil heat transfer under the influence of ground 
source heat pump. However, in terms of different 
hydrogeology and engineering geology, soil heat 
transfer has different characteristics. As the ground 
source heat pump is finding wider and wider appli-
cation in Guangxi, in view of the Guangxi Nanning 
basin characteristics in geotechnical layer, buried 
pipe heat exchanger under the action of soil heat 
transfer experiment research is necessary.

2 SUMMARY OF OBSERVATION STATION

The surface of the field is flat and belongs to the 
north shore of Yong Jiang River of the Nanning 

1 INTRODUCTION

The sustainable development of society requires the 
development and utilization of energy to coordinate 
with the development of environment protection 
and ecological balance, minimize the damage to 
our environment in the process of utilizing energy, 
exploit renewable and clean energy, and to increase 
the efficiency of energy utilization (Yu Zhongyi 
2008). Geothermal energy, one kind of renewable 
resources, has drawn researchers’ attention because 
of its sustainability and wide applicability across 
regions. In order to make better use of geothermal 
energy, many scholars have studied the character-
istics of geotechnical heat transfer and obtained 
some achievements. Wang Wei (2010) performed 
a large number of tests for determining the prop-
erties of permafrost heat transfer. Wang Tie-hang 
(2010) summarized previous studies on water heat 
coupling in the field of loess, frozen soil, expansive 
soil, soil science, and so on. He further pointed out 
the limitations of research on the water heat cou-
pling function. Sutton et al. (2005) worked out the 
drilling soil thermal resistance analytic expression 
when groundwater flows around. As a widely used 
ground source, the ground source heat pump also 
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basin II level terrace. The field has two layers of 
groundwater within the drilling depth. The first 
layer is surface water and perched water, assigned 
product in fish ponds, depression, and tillage soil, 
mainly from atmospheric precipitation and surface 
water, and the volume of water in this layer is rela-
tively minor. The second layer is pore water, whose 
static level was buried deeply, 5.80–8.50 m, in the 
exploration period. Figure  1  shows the geologi-
cal histogram of the field based on the geological 
survey report. The result of the thermal physical 
property test and the physical and mechanical 
properties test of the geotechnical layer sampling 
of the field are shown in Table 1.

3 TEST DESIGN OF OBSERVATION 
STATION

This research was based on the ground source 
heat pump engineering of student apartments of 
Guangxi University Xingjian College of Science 
and Liberal Arts. The heat pump is a ground-source 
heat pump, using 60 double U vertical buried-pipe 
heat exchangers at an embedment depth of 25 m 
and spacing of 5  m. We selected an engineering 
well at the edge for monitoring. The temperature 
sensors were arranged around the monitoring well. 
In the horizontal direction, the distance between 
the monitoring holes and the heat exchange tube 
were 0.5, 1, and 2  m. In the vertical direction, 
temperature sensors were embedded at different 
depths in each monitoring hole. The temperature 
sensors were buried underground at depths of 5, 
7.5, 10, 15, 18, and 24  m in the 1# monitoring 
hole. The temperature sensors were also buried 
at the same depth (except 15  m deep outside) in 
the 2# monitoring hole. The temperature sensors 
were buried at depths of 5, 10, and 15 m in the 3# 
monitoring hole. In sum, there were 3 holes and 14 
temperature sensors to monitor the temperature of 
the surrounding rock layer of the engineering well. 
The specific arrangement of sensors is shown in 
Figures 1 and 2 (temperature sensor number: X–Y 
means the temperature sensor is embedded in X# 
monitoring hole and depth Y)

4 IN SITU TEST PROCESS

After all the heat pump engineering wells have 
been completed, we selected a well at the edge as 
the research object. The monitoring holes were 
drilled surrounding the well according to the test 
design, and temperature sensors were buried in 
each monitoring hole in order to monitor geotech-
nical temperature changes of the well. First, we 
tied the temperature sensor to the PPR pipe on the 
corresponding position according to the experi-
mental design depth and then put the pipe and 
temperature sensor into the monitoring hole and 
refilled the hole with sand. After all the sensors 
were embedded, we monitored the change of rock 
layer temperature surrounding the buried pipe.

1. Before the running of heat pump units, we 
detected the temperature of various rock layers 

Table 1. Parameters of different soil layers.

Number
Depth
(m)

Rock and 
soil layers

Moisture 
content
(%)

Specific 
weight
(kN/m3)

Void 
ratio Saturability

Thermal 
conductivity
w/(m.K)

Specific heat
kJ/(m3.K)K)]

Thermal 
diffusivity
(mm2/s)

1  5.0 Clay Silty 24.2 19.9 0.68  98.1 1.575 2.716 0.573
2  7.0 Clay Silt 22.5 20.3 0.61 100.0 1.874 2.959 0.672
3 12.0 23.5 20.4 0.68  97.4 2.367 3.171 0.771
4 30.0 Mudstone 16.7 20.1 0.56  81.3 1.981 3.625 0.565

Figure 1. Profile of sensor layout.

Figure 2. Arrangement plan of sensor.
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using the temperature checking instrument twice 
a day for a week, taking its mean value as the 
initial temperature of a rock layer.

2. In the early operation of heat pump units, our 
monitoring frequency is twice a day. After 
the temperature change of rock layer became 
relatively stable, our monitoring frequency 
reduced to once a day. Finally, according to 
the monitoring results of  temperature change 
of geotechnical layer during early stages, our 
monitoring frequency gradually became once 
every 2 weeks.

5 TEST RESULTS AND ANALYSIS

5.1 Soil Initi0061l temperature test

Before the running of heat pump units, we detected 
the temperature of various rock layers twice a day 
for a week, taking its mean value of 14 times as the 
rock layer’s initial temperature. The test results are 
shown in Table 2 and Figure 3.

As Figure 3 shows, the lowest geotechnical layer 
temperature is at the depth of 10 m, and the aver-
age temperature is 23.1°C. The soil temperature 
within the depth range of 0–10 m reduced as the 
depth increases; however, the soil temperature 
below the depth of 10  m increased as the depth 
increases.

Cause analysis: during the whole test period, 
the outside temperature is higher than the soil 
temperature. The soil temperature nearing the 
ground surface was affected by the external tem-
perature to a great extent. The ground surface 
and 5.80–8.50  m deep soil layer contain ground-
water, which can transfer heat as it flows and thus 
result in a decrease of soil temperature within that 
depth. Therefore, soil temperature decreased as 
depth increased from 0 to 10 m. On the contrary, 
there is no groundwater in soil layers of 10–24 m 
depth range. Its temperature is less affected by 
the external temperature, and the heat diffusion 
to the ground is less possible, which resulted in an 
increase of rock layer temperature with an increase 
of its depth.

5.2 Soil temperature change in the monitoring 
hole at different depths

Our analyses of soil temperature change were 
based on the monitoring data during the 3-year 
time span from 18 October 2008 (beginning of the 
research) to 18 October 2011. The unit’s running 
condition during this period is shown in Table 3. 
The unit’s stop running period represents the con-
valescence of surrounding rock-layer temperature.

Figure  4 lists the average temperatures of 
Nanning. As can been seen from the graph, the 

Figure 3. Original temperature profile.

Table 3. Running state of ground source heat pump.

Number Date Days Unit operation condition

1 2008–10–18 215 Run
2 2009–5–21 157 Stop
3 2009–10–25 218 Run
4 2010–5–31 147 Stop
5 201010–25 204 Run
6 2011–5–17 154 Stop

2011–10–18

Figure  4. Nanning produced historical average tem-
perature profile.

Table 2. Initial soil temperature of observatory.

Depth/m

5.0 7.5 10 15.0 18.0 24.0
Temperature/°C 
Number

1# hole average 24 23.3 23.1 23.2 23.5 23.6
2# hole average 24 23.4 23.1 — 23.5 23.7
3# hole average 23.9 — 23.1 23.2 — —
Each hole average 

temperature
24.0 23.4 23.1 23.2 23.5 23.6
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stopped running. The temperature of  each point 
reached the maximum in October (before unit 
running). In 2009, the highest degree of  tem-
perature increase was monitored in point 1–5, 
increasing gradually from 18.9 to 21.3°C with 
a total increase of  2.4°C. The lowest degree of 
temperature increase was in point 1–15, increas-
ing gradually from 20.6 to 20.4°C and then up to 
20.6°C, with an accumulated increase of  0°C. In 
2010, the highest degree of  temperature increase 
was monitored in point 1–5, increasing from 17 
to 18.7°C with a total increase of  1.7°C. The low-
est degree of  temperature increase was in point 
1–10, increasing from 17.6 to 17.5°C and then up 
to 17.6°C with a total increase of  0°C. In 2011, 
the highest degree of  temperature increase was 
monitored in point 1–5, increasing from 15.1 to 
18°C with a total increase of  2.9°C. The lowest 
degree of  temperature increase was in point 1–10, 
increasing from 15.5 down to 14.9°C and then 
up to 15.2°C with a total increase of  −0.3°C. The 
temperature of  all monitoring points decreased 
every year, and failed to return to the initial 
temperature. The temperature of  some points 
dropped first and then rose while the unit stopped 
running, but both the decrease and increase of 
temperature was relatively small within no more 
than 1°C. The temperature change of  each point 
has a similar tendency that the degree of  tempera-
ture change decreased as the depth of  monitoring 
point increased. As Figure 4 (b) and (c) show, the 
temperature change of  each monitoring points of 
2# hole and 3# hole was similar to that of  the 
corresponding points of  1# hole. However, as 
there were fewer points in 3# hole and because of 
the data loss in 2011, this tendency of  tempera-
ture change is not that obvious.

As Figure 6 (a) shows, the difference between the 
highest and initial temperature of each monitoring 
points in 1# hole during the unit’s stop running 
period is as follows: In 2009, the maximum detect-
able temperature change was 3.1°C with points 
1–7.5 and 1–10; In 2010, the maximum detectable 
temperature change was 5.6°C with point 1–7.5. In 
2011, the maximum detectable temperature change 
was 8.2°C with point 1–15. The figure also shows 
that the difference between the highest and initial 
temperatures of each monitoring point in 1# hole 
during the unit’s stop running period was increas-
ing every year. The difference between the highest 
and initial temperatures of each monitoring points 
in 2# hole and 3# is shown in Table 4. As Figure 5 
(b) and (c) show, the highest difference between the 
highest and initial temperatures of each monitor-
ing points in 2# hole and 3# hole during the unit’s 
stop running period was also increasing every year. 
Figure 6 (c) shows that the temperature change of 
both points 3–5 and 3–15  in 3# hole was higher 

Figure 5. Temperature variation with time in different 
strata at each hole.

average air temperature is higher during the period 
of the unit’s nonrunning period from May to 
October, which was above 20°C. The average tem-
perature is lower during the period of the unit’s 
running period from November to April, which 
was between 10 and −20°C.

In order to understand the geotechnical vertical 
heat transfer condition, we compared temperature 
changes of different soil layers of each monitoring 
hole as time changes and listed the temperature 
decrease degree of every year, as shown in Figures 4 
and 5. Points 1–24, 2–5, 2–24, 3–5, 3–10, and 3–15 
were destroyed in 2011so part of the data is missing.

As shown in Figure 5 (a), the temperature of 
point 1–24 (1# hole buried depth 24 m, the same 
below) continued to decline during the unit’s 
running period, which accumulated at 5.2°C 
in 3 years. However, the temperature remained 
unchanged when the unit stopped running. 
Except for point 1–24, the temperature changes 
of  all the other monitoring points has linked with 
the unit running condition. The temperature kept 
declining when the unit was running, whereas 
the temperature started to increase when the unit 
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Figure  6. Variation of maximum temperature and 
initial.

Table 4. Shows that 2# and 3# holes have the highest 
difference between the temperature in the unit’s stop run-
ning period and the initial temperature.

2009 2010 2011

2# hole the most difference 
point and change value

1–10, 
3.1°C

1–10, 
5.6°C

1–10, 
8°C

3# hole the most difference 
point and change value

1–15, 
2.5°C

1–5, 
6.2°C

than that in point 3–10  in 2010. Nevertheless, 
because of inadequate monitoring points in 3# 
hole, the finding is not conclusive and requires a 
further investigation.

5.3 Soil temperature change at monitoring points 
of same depth in different holes

In order to understand the geotechnical lateral 
heat transfer, we compared the soil temperature 

Figure 7. (Continued)

change of  monitoring points at the same depth 
as time changes. The results are shown in 
Figure 7.

ICCAE16_Vol 01.indb   421 3/27/2017   10:37:15 AM



422

continued to drop until the minimum temperature 
appeared in July. The time span for temperature 
dropping to the minimum was longer.

Cause analysis: Figure 1  shows that the soil is 
clay at 5 m deep, silty clay at 7.5 m deep, silt at 10 m 
deep, sand at 15 m deep, round stone at 18 m deep, 
and mudstone at 24 m deep. As Table 1 shows, the 
specific heat capacity of the soil increases with 
depth, for example, the specific heat capacity of 
clay is 2.716 kJ/(m3. K) at 5 m deep and 3.625 kJ/
(m3. K) of mudstone at 24 m deep. This shows that 
the temperature change needs to absorb or release 
more heat with the increase of soil depth, thus the 
temperature change of soil fluctuated less with 
the increase of soil depth. On the contrary, with 
the continuous effect of the higher temperature of 
outside air, the shallow soil will exchange energy 
with the outside air and lead to an increase of soil 
temperature, which may explain the larger tem-
perature fluctuation of shallow soil when the unit 
stopped running.

6 CONCLUSION

Through the establishment of in situ observation 
station, we have obtained long-term observation 
data. By analyzing the soil temperature variation 
surrounding the engineering well, we concluded that:

1. Soil layer initial temperature distribution: the 
temperature of soil layer at the depth range of 
5–10  m decreased with the increase of depth; 
however, at the range of 10–24 m the tempera-
ture increased with the increase of depth. The 
average temperature of the minimum tempera-
ture point (10 m deep) was 23.1°C.

2. The temperature of the deepest monitoring 
point decreased to some extent when the unit 
was running, but it did not recover when the 
unit stopped running. The temperature changes 
of other monitoring points have correlation 
with the operation of the unit. The tempera-
ture of monitoring points was dropping when 
the unit is in operation, whereas it began to 
increase when the unit is off  operation but did 
not recover to the initial temperature. The 3# 
hole, 2 m horizontal distance from the engineer-
ing well, was the furthest one from the well, but 
showed temperature variation when the unit 
was on and off  operation. This result suggested 
that the engineering well’s thermal radius of 
influence is more than 2 m.

3. The variation in temperature of each monitor-
ing point in the same monitoring hole was simi-
lar, so was the variation of temperature of each 
monitoring hole at the same depth. The degree 
of temperature change decreased with the 

Figure 7. Temperature variation with time in the same 
depth of different hole.

As Figure 7 (a) shows, the temperature of moni-
toring point at a depth of 24 m in each hole dropped 
when the unit was running, but the temperature 
did not recover when the unit stopped running. As 
Figure  6 (a)–(f) show, the temperature change of 
monitoring points at the same depth in each hole 
showed a similar tendency and change values. The 
temperature change of monitoring points has cor-
relation with the unit’s operation condition. The 
temperature of each monitoring point was drop-
ping when the unit was running in winter, whereas 
the temperature was rising when the unit stopped 
running in summer. Additionally, the temperature 
change of each monitoring point was decreasing 
in degree with the increase of depth. During the 
unit’s running period for each year, the closer it is 
to the heat pump, the earlier the minimum tem-
perature will emerge. The minimum temperature 
first appeared in 1# hole, and then in 2# hole and 
finally in 3# hole. The deeper the monitoring point, 
the later the minimum temperature will emerge. 
For example, the minimum temperature at 5  m 
deep point generally appeared in May, but the tem-
perature at 10 m deep point and 15 m deep point 
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increase of the depth of monitoring points. The 
main reason for this tendency is that the shal-
low soil layer was influenced by the temperature 
of the outside world and that the heat capacity 
of the soil increased with the increase of depth. 
The difference between the highest and initial 
soil temperatures when the unit stopped run-
ning increased every year, which suggests the 
cumulative effect of soil temperature.
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ABSTRACT: PVA (Polyvinyl Alcohol) was used to encapsulate ANAMMOX (ammonia oxidation 
bacteria) in order to decrease microbial loss in ANAMMOX and its related process for wastewater treat-
ment. Different types of granules with ANAMMOX sludge immobilized in PVA gel of different mass 
concentrations 6%, 10%, 15%, and 20%, were prepared by cross-linking in calcium chloride solution 
and deep-freezing method with 10% PVA solution. The results of nitrogen removal experiments showed 
that 10% was the best concentration for ANAMMOX sludge to be immobilized in PVA gel when bet-
ter nitrogen removal performance and longer life could be achieved; the granules prepared by chemical 
cross-linking method had better performance than those prepared by freezing cross-linking method. The 
granules prepared using the former method removed nitrite in a shorter time period (after 24 h), whereas 
those prepared using the latter method reacted in 7 days.

(PVA) for the entrapment of microorganisms was 
reported as advantageous in the field of wastewa-
ter treatment. There were two techniques reported 
to immobilize microorganisms using PVA; the 
first step in both cases was to combine ANAM-
MOX sludge with a PVA solution, and then the 
mixture was polymerized. In order to solidify the 
mixed-solution PVA and ANAMMOX sludge, 
some chemical solution was used in one technique 
and freezing method was used in the other. In the 
chemical cross-linking method, the mixed gel solu-
tion was shaped into spherical gel beads first and 
then dropped into a saline solution by G.L. Zhu 
(2009). Physical cross-linking through the freez-
ing method was the other preparation technique 
reported by T.H. Hsia (2008), who immobilized 
ANAMMOX in polymer gel by the physical cross-
linking method. The lowest temperature reported 
in freezing cross-linking was −20°C from A. Magrí 
(2012), who successfully immobilized swine waste-
water nitrifying sludge in PVA by freezing at −8°C.

This study was carried out in order to find out the 
best PVA concentration for better nitrogen removal 
and mechanical strength through the chemical 
cross-linking method and then contact the effective-
ness of entrapping and activity recovering period 
for ANAMMOX cross-linking through chemical 
method and freezing method in this concentration. 
Our experiments included preparation of PVA gel 
granules by cross-linking in calcium chloride solu-
tion and nitrogen removal process; preparation of 

1 INTRODUCTION

PVA is a type of macromolecule organic used widely 
in pharmaceuticals industry and biological field for 
its nontoxic and excellent biocompatibility organic 
compounds. S. Okabe (2011) indicated that ANAM-
MOX processes were promising for nitrogen removal 
and recognized them as cost-effective with low 
energy and no extra organic carbon. Although there 
are several running wastewater treatment plants via 
ANAMMOX and its related process in Europe, the 
practical engineering applications of the ANAM-
MOX process are limited and still in laboratory pro-
cess because of the low growth rate of ANAMMOX 
bacteria in many other countries. Because of this lim-
itation, one of the main challenges in implementing 
the ANAMMOX process is to ensure bacterial cells’ 
retention inside the reactors. In practical engineer-
ing applications of ANAMMOX process, microbial 
loss is always a problem due to aeration and stirring. 
For this reason, immobilization of microbial cells 
has received increasing interest in wastewater treat-
ment to minimize the risk of biomass washout from 
the reactors and provide stabilized treatment reports. 
Most immobilization methods were carried out by 
attachment on the surface of carriers forming bio-
film or forming granular biomass directly. Entrap-
ment of the microbial biomass into gel pellets has 
been reported in recent years.

The use of synthetic polymers such as urethane, 
Polyethylene Glycol (PEG), and Polyvinyl Alcohol 
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PVA gel granules through the aforementioned two 
methods and nitrogen removal process.

2 MATERIAL AND METHOD

2.1 Immobilization procedure 

2.1.1 Seed sludge and pretreatment
ANAMMOX seed sludge was derived from a 
running ANAMMOX biofilm reactor, which 
was stably operated for more than 400 days with 
Nitrogen Loading Rate (NLR) of 2.0 kg-N⋅m−3⋅d−1 
and Nitrogen Removal Rate (NRR) of more than 
1.7  kg-N⋅m−3⋅d−1. The ANAMMOX seed sludge 
solution kept static for 30 min to cause the sludge 
deposit in the first; then, the liquid supernatant 
was removed and the remaining sludge was washed 
thrice with PBS (pH 7.2); the sludge was put into 
the centrifugal machine and centrifuged for 10 min 
at 1000  rpm, and the supernatant liquid was 
removed.

2.1.2 Preparation of PVA solution
The PVA polymer used in this study was in pow-
der form (average molecular weight was about 
10000 and purity 94%). The PVA powder was 
sprinkled on warm water and mixed by hands 
to form a polymer suspension. The suspension 
was then heat preserved to 55°C and stirred on a 
magnetic stirrer for 2 h to obtain a complete PVA 
dissolution. After cooling to room temperature, 
the PVA solution is ready. The mass concentra-
tion of  PVA solution was set to 6%, 10%, 15%, 
and 20% to investigate the concentration effect 
on the nitrogen removal capability of  the gel 
granules.

2.1.3 Preparation of gel granules
 Cross-linking in calcium chloride solution

PVA solutions (30 mL) prepared in Section 2.1.2 at 
different concentrations were mixed with the same 
volume of sludge. The solution was pumped by a 
peristaltic pump with a soft pipe of inner diameter 
4.8  mm installed and dropped into the calcium 
chloride solution with a mass concentration of 4% 
and was kept at 4°C before immobilization. The 
ANAMMOX–PVA solution drops solidified to 
form granules with diameter between 4 and 6 mm. 
Then, the floating granules and calcium chloride 
solution were kept at 4°C together. After 24 h, the 
granules in calcium chloride solution were put out.

 Cross-linking in freezing
The same volume and scale solution with  
were mixed and packed into a sheet; then, the 
ANAMMOX–PVA solution was kept under low-
temperature condition (−10°C). After 2  h, the 
whole gel pieces were put out and cut to squares 
with sides 4 cm.

2.2 Composition of synthetic wastewater 
and analytical procedure

The concentrations of  NH4
+–N and NO2

−–N in 
the influent and effluent were analyzed to deter-
mine the NRR of  the total inorganic nitrogen. 
The nitrogen removal rate was calculated by the 
difference of  the total nitrogen concentrations 
between the influent and effluent. The concen-
trations of  NH4

+–N and NO2
−–N were meas-

ured by ordinary method. The dissolved oxygen 
in the reactor was measured using a DO meter 
(JB-2, Iinesa, China), and the pH of  the efflu-
ent was measured using a pH meter (METTLER 
TOLEDO FE20, USA).

2.3 Nitrite removal performance

The gel granules were put into conical flasks with 
an effective volume of  250 mL after washing thrice 
with PBS. Synthetic wastewater (250  mL) with 
components in Table 1 was then fed and the neck 
was sealed. The flasks were placed into the orbital 
shaker incubator and cultivated under the condi-
tions of  10 rpm and 28°C. The cultivation period 
was 25 days, and the concentrations of  NH4

+–N 
and NO2

−–N were detected once every 2 days.

3 RESULTS AND DISCUSSION

3.1 PVA concentration effect

The biological sludge immobilization would affect 
the growth of bacteria, so the nitrogen removal per-
formance must be tested. In addition, the mechanical 
property of the gel granules was another impor-
tant influence factor for the wastewater treatment 
because the purpose of biological sludge immobiliza-
tion was to decrease the loss of biomass in the reac-
tion process. The period of wastewater treatment was 
always several months or years, so the life span of 
the gel granules would play an important role on the 
test performance. The concentration of PVA solu-
tion was the key influence factor to the degradation 
period and mechanical property of the gel granules.

The nitrogen removal experiments were carried 
out for almost 20 days, and NH4

+–N and NO2
−–N 

were detected once every 2  days. The results are 
shown in Figs. 1 and 2.

Obvious nitrogen removal could be achieved in all 
the samples, and the nitrogen removal efficiency was 

Table 1. Components of the influent.

Composition (NH4)2SO4 NaNO2 KHCO3 KH2PO4

Concentration/
mg ⋅ L−1

100–300 187.5 162
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almost in inverse proportion with the PVA concentra-
tion. The highest Ammonia Removal Rate (ARR) 
and Nitrite Removal Rate (NIRR) about 97% was 
achieved in the PVA–ANAMMOX sample at 6% 
concentration on the 12th and 20th days, whereas the 
ARR and NIRR of all the other samples were lower. 
It was also indicated that the lowest ARR and NIRR 
about 50% appeared in the sample of 15% PVA con-
centration but not in the sample with 20% concen-
tration. That was because the PVA–ANAMMOX 
solution with 20% PVA was so sticky that it was dif-
ficult to prepare the granules, and many sheets, sticks, 
and other out-of-shape granules were formed. The 
abnormal granules had worse mechanical property 
and shorter degradation period, so there were no 
obvious granules existing after 7 days and the floccu-
lent remainder increased ARR and NIRR up to 80%.

Sample with 15% PVA had the lowest nitrogen 
removal efficiency (only 50% after 48 h) for the gel 
with a higher PVA concentration, which blocked 
the mass transfer although the granules had the 
better shape even on the 20th day.

3.2 Contrast nitrogen removal experiments by two 
different preparation methods

The PVA–ANAMMOX gel granules were prepared 
by the two methods described in Section 2.1.3 with 
a PVA concentration of 10%. The gel granules 
were put into conical flasks after cross-linking and 
then the flasks were placed into the orbital shaker 

incubator and cultivated under the conditions of 
10 rpm and 28°C. The concentration of ammonia 
and nitrite in the influent was 100 mg/L. The cul-
tivation period was 72  h, and the concentrations 
of NH4

+–N and NO2
−–N were detected once every 

12 h. The experimental results are shown in Fig. 3. 
The profiles indicated that there was obvious nitro-
gen removal performance in the flask containing 
sample prepared through method  after 24  h, 
and most of the gel granules in sample  came up 
to the water surface and there are also plenty of 
white lucid bubbles on the water surface instead of 
sinking at the bottom at the time of the reaction 
beginning. The concentrations of ammonia and 
nitrite were below 40 mg/L after 48 h, and almost 
all of the gel granules came up to the water surface. 
The gel granules came up because there was some 

Figure 1. Ammonia and nitrite concentration changing profile.

Figure  3. Nitrite removal performance in 72  h.
 Chemical cross-linking  Freezing cross-linking.

Figure 2. ARR and NIRR changing profile.
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nitrogen inside the gel granules, and the average 
density of the granules was reduced. The nitrogen 
removal rate increased continually after then on.

The sample prepared using method  had dis-
tinct performance from sample . No obvious 
nitrogen removal could be achieved in 72  h, and 
the gel pieces still sank at the bottom of the flask. 
ARR and NIRR increased slowly from the 4th day 
and reached to 70% after 7 days.

It was indicated from the contrastive analysis 
that the gel granules by method  were kept at 4°C 
for only 24 h, so the activity of ANAMMOX was 
restrained in a short time and they could be recovered 
in 24 h. The gel pieces by method  were kept under 
a low-temperature condition at −10°C for 2 h so the 
ANAMMOX bacteria came into a short dormancy 
and the recovery period would be much longer than 
that of method . The preparation method: cross-
linking in calcium chloride solution was superior, and 
cross-linking in freezing of most wastewater treat-
ment process for quick setup operation was necessary.

3.3 SEM images

SEM imaging was used to observe the structure 
and characterize the morphology of the gel gran-
ules after pretreatment of the samples on the 10% 
PVA concentration by method . The gel samples 
were frozen for 1  h initially after washing thrice 
with distilled water and then vacuum-dried (the 
pressure less than 30 Pa) for 3 h in a freeze-dryer. 
Then, they were put under SEM to observe after 
being sliced up and metal-sprayed. Figure 4 shows 
the SEM images. The cellular structure is shown in 
Fig. 4 a), acquired at × 5000 magnification, and all 
the holes inside of the granule formed a channel 
through which nutrition could be shipped. ANAM-
MOX cenobium was immobilized on the thick wall 
of gel from Fig. 4 b) acquired at × 5000 magnifi-
cation, and the structure was proved to be useful 
for ANAMMOX growth. Images of Fig. 4 c) were 
acquired at  ×  10000  magnification, which clearly 
showed that there were plenty of spherical bacteria.

4 CONCLUSION

There was obvious nitrogen removal in all the 
immobilized gel samples prepared by PVA and 
hence the immobilization method was successful 
and could be used to decrease the biomass loss in 
wastewater treatment. The preparation method 
of gel granules had a great impact on nitrogen 
removal: the ANAMMOX–PVA gel granules pre-
pared by chemical cross-linking recovered in 24 h 
and NRR reached 60% in 48 h, whereas those pro-
duced by physical cross-linking could not remove 
any nitrogen in 72 h, so the method of cross-linking 
in calcium chloride solution was suitable for reac-
tor setup phase. The nitrogen removal capability of 
ANAMMOX–PVA gel granules was under influ-
ence and inversely proportional to PVA concentra-
tion (10%), which was higher than the other three.
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ABSTRACT: The relative displacement between floors is utilized by a Shear Metallic Damper (abbr. 
SMD) to dissipate energy during earthquake and has been used widely in buildings to protect the main 
structure from damage under strong seismic motions. SMD can be driven by the relative displacements 
between girder and towers or piers to dissipate energy for long-span cable-stayed bridge with floating or 
half-floating structural style. Hazardous internal force may be induced by implementing an SMD between 
girder and tower or piers directly, as the normal displacement requirements for temperature or vehicles 
are needed for long-span cable-stayed bridge with floating or half-floating structural style, and it may 
damage the superstructure of the substructure of bridges. In this paper, a strategy is presented to elimi-
nate the above hazardous internal force by implementing a limit groove above SMD with initial gaps in 
moving direction, named as Slip-shear Metal Damper (abbr. SSMD). The initial gaps can satisfy the daily 
displacement requirement, and the SMD can dissipate energy once the displacement between girder and 
tower or pier exceeds the initial gaps. In this study, the implementation of a hysteric model for SSMD is 
presented and the seismic reduction of SSMD for long-span cable-stayed bridge is investigated.

plified by bilinear model (Lanning, 2016). Hazard 
internal force may be caused by installing SMDs or 
BRBs between girder and piers or tower directly for 
bridge, in which expansion movements are required 
by bridges usually. The dynamic characteristic of 
the bridge may change dramatically by installing 
SMDs or BRBs directly, which may influence the 
seismic response of bridge. BRB were used in long-
span bridges for seismic mitigation by Lanning 
(2016), and Vincent Thomas Bridge was taken as 
a case study. Several BRBs were installed between 
girder and towers directly, which causes the first 
three mode frequency to increase about 22%, 30%, 
and 4%, respectively. The effects of bilinear spring 
on the seismic response of multispan cable-stayed 
bridges were determined by Okamoto (2011), and 
bilinear springs were very effective in reducing the 
dynamic displacements and bending moments of 
the towers. However, the effects of the bi-linear 
springs on the expansion caused by temperature 
were not considered. The effect of E-shape metal 
damper on seismic reduction of longitudinal dis-
placement of Bosporus bridge was carried out by 
Apayd1n (2010), and it was pointed out that the 
application of damper affects the distribution of 
internal loads because the E-shape damper con-
nected deck and tower directly.

1 INTRODUCTION

Shear Metallic Damper (abbr. SMD) has been 
widely used in building structures to reduce the 
seismic response due to the excellent performance 
of dissipating energy during earthquake. The yield 
displacement of SMD is very small as the allowed 
displacements between adjacent floors of build-
ings are small, and the stiffness of SMD is relative 
large in the deformed plane. The initial stiffness 
can be strengthened by extending the steel plate of 
the damper in its own plane, the energy dissipating 
ability can be increased by changing the geometry 
of the steel plate of the damper, which was pro-
posed by Li (2006), and quasi-static tests of five 
types of SMD were carried out. A novel steel shear 
panel damper called a buckling restrained shear 
panel damper (abbr. BRSPD) was proposed by 
Deng (2014, 2015), in which two restraining plates 
were used to limit the out-plane displacement of 
energy dissipation plate, quasi-static tests of five 
specimens were carried out to investigate the per-
formance of the BRSPDs, and the dampers were 
used to reduce the seismic response of the bridge. 
However, the expansion caused by temperature was 
not considered. The hysteric model for SMD and 
Buckling-Restrained Brace (abbr. BRB) can be sim-
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SMD can be driven by relative displacements 
between girder and towers or piers for long-span 
cable-stayed bridge with floating or half-floating 
supporting systems. There is a significant differ-
ence between the building structures and bridges, 
and expansion movements are required by bridges 
between girder and towers or piers, which may be 
caused by temperature or moving vehicles. For 
example, temperatures may cause a significant 
internal force in the girder. A simply supported steel 
bridge is taken as an example to demonstrate the 
effect of temperature on the expansion, and the dia-
gram is shown in Fig. 1. The length of the bridge 
(L) is 500 m, the section area (A) is 0.9 m2, and the 
temperature change (ΔT) is 20°C; the gravity of 
the bridge is ignored. The elastic module (E) and 
temperature coefficient (α) of steel are 2.06 ×  108 
kPa and 1.2 × 10−5 respectively. SMD was installed 
directly between girder and supports, with the lat-
eral stiffness of SMD khorizontal of 2e5 kN/m and the 
free expansion of each end of 0.06  m (calculated 
by αΔTL/2), and the axial force is 7795.4 kN (cal-
culated by F  =  0.5αΔT/[1/EA+1/(Lkhorizontal)]). It is 
obvious that the internal force caused by tempera-
ture is very high.

Improvements are proposed to ordinary SMD 
by adding a U-shaped groove on the top of SMD, 
with an initial gap yslip, named as SSMD, and the 
hazard internal force (such as temperature internal 
force) can be avoided by the initial gaps. SSMD 
dissipates energy when the displacements between 
tower and girder or pier and girder exceed yslip. In 
this paper, slip model for SSMD is present in the 
finite-element model, and the influence of SSMD 
on the seismic response of long-span cable-stayed 
double-deck bridge is investigated.

2 HYSTERIC MODEL OF SSMD

The main parameters of the bilinear model 
(Fig.  2(a)) of SMD are initial stiffness (k1), yield 
displacement (yd), and enhanced stiffness (k2). The 
U-shaped groove above SMD can be modeled as a 
nonlinear elastic spring (Fig. 2(b)) with slip gap yslip 
and big stiffness k∞. The hysteric model of SSMD 
can be simulated by a combination of bilinear 
spring and the nonlinear elastic spring (Fig. 2 (c)), 
and it will be demonstrated by a single degree of 
freedom with SSMD. The configuration of Sdof 
is shown in Fig. 3(a), and the ground motion (ug) 

Figure 1. Schematic of the simplified girder model.

Figure 2. Hysteric model for dampers (a. bilinear model, 
b. limit groove, and c. bilinear model with slip gap).

Figure 3. Configuration of Sdof (a) and the applied dis-
placement history (b).

Figure 4. Hysteric curves for SSMD (a) and the sliding-
stop slot (b).

Table 1. Parameters of Sodf.

Parameter Value

k1/kN/m 3 × 104

yd/m 0.1
k2/kN/m 600
yslip/m 0.1
k∞/kN/m 3 × 108

m/t 100
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is depicted in Fig. 3(b). The parameters of SSMD 
are listed in Table 1. Automatic dynamic increment 
time step is adopted because the stiffness suddenly 
changes at the maximum slip displacement (yslip), 
and the minimum step allowed in the analysis is set 
to 1 × 10−5 s.

Hysteretic curves for SSMD and the groove 
are depicted in Fig.  4, and the developments of 
SSMD are the same as the one shown in Fig. 1(c). 
From the sudden changes happened to the non-
linear elastic spring at the maximum displacement 
of  yslip, it is clear that the combination of  bilinear 
and nonlinear elastic spring can be used to simu-
late the behavior of  SSMD properly.

3 FE MODEL

The FE model for Shanghai Minpu Bridge was 
established with beam and shell elements (Fig. 5 
Jiao 2013). The bridge has a span of  1212 m and 
the arrangement is 4 × 63 m + 708 m + 4 × 63 m. 
There are eight lanes on the top deck and six 
on the bottom deck. The girder of  mid-span is 
a combination of  orthotropic steel truss and 
bridge decks. The side-span is a combination of 
concrete decks and steel truss web members. The 
web members include oblique, side-oblique, and 
vertical ones. The H-shaped reinforced concrete 
tower has two transverse beams, and the height 
of  the tower is 210 m. Cables are simulated with 
a single truss element with no compression. Ini-
tial stresses were set in cables before analysis. The 
frequencies of  the first lateral, vertical, and tor-
sional vibration modes are 0.08275, 0.2575, and 
0.28547 Hz, respectively.

Four SSMDs are arranged between towers and 
girder, and the parameters for SSMDs are shown 

Table 2. Parameters of SSMD.

Parameter Value

k1/kN/m 9 × 105

yd/m 0.02
k2/kN/m 0.02 k1

yslip/m 0.05 and 0.08

Figure  6. Effect of temperature on axial force of 
girder.

Table 3. Effects of temperature on the relative displace-
ment between girder and tower and pier.

Negative (−30°C) Positive (+30°C)

PW4 PE4 PW4 PE4

W/o SMD 195.7 −195.6 −195.6 195.7
With SMD 177.4 −177.4 −175.7 175.8
Difference/mm −18.3 18.3 19.9 −19.9
Difference/% −9.4 −9.3 −10.2 −10.2

Figure 5. FE model of minpu bridge.

in Table 2. Two groups of slip gap are considered 
during the nonlinear dynamic time history analy-
sis. The ground motion or Tianjin is applied at the 
bottom of the tower and piers, and the magnitude 
of ground motion is adjusted to 0.3 g.

Temperature effects on the static displace-
ments between girder and pier (PW4 and PE4) 
at the end of  the girder are shown in Table  3, 
in which negative (−30°C) and positive (+30°C) 
values indicate that the temperature of  structure 
rises and falls 30°C from zero. Fig. 6 illustrates 
the effect on the axial force of  girder (identi-
fied as SF1), when SMDs are installed directly 
between towers and girder. It is can be found that 
the variety of  axial force of  girder are dramati-
cally up to 25%, which may induce a harmful 
influence on the bridge and can be avoided by 
SSMD with initial gaps.

4 SEISMIC RESPONSES ANALYSIS

Seismic responses of the bridge with SSMDs are 
shown in Figs.  7 and 8. The hysteric curves of 
SSMDs are divided into two parts by the distance 
of 2yslip (Fig. 7(a)). It is indicated that the SSMD 
may dissipate less energy than SMD during the 
ground motion because SMDs dissipate energy 
all the time while slip motions happen to SSMDs 
without dissipating energy. The time history of 
longitudinal displacements between girder and 
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tower is totally different from that without slip gaps 
(Fig.  7(b)), and the connection strength between 
towers and girder by SSMDs is weaker than that by 
SMDs. The time history of contact forces between 
groove and SMDs is demonstrated in Fig. 7(c). The 
contact forces exist all the time when SMDs are 
installed directly between girder and towers dur-
ing the ground motion and change with the relative 
displacement between girder and towers. However, 
zero contact force appears for SSMD, when SMDs 
are separated from the above grooves.

Envelop of shear forces (identified as SF2) and 
bending moments (identified as SM1) of tower 
column are shown in Fig. 8(a). Shear and moment 
below the transverse beam of tower are reduced 
about 20% by SSMDs compared to that of SMDs. 
It is due to the fact that as some of inertia force of 
girder is not translated to the transverse beam of 
tower by SSMDs, it has little influence on the shear 
and moment for column above transverse beam. 
Envelopes for axial forces of oblique (identified as 
XYXFG) and vertical (identified as XYSFG) web 
members are depicted in Fig.  8(b), and SSMDs 
can also reduce the maximum axial forces for some 

web members especially near piers, which may be 
up to 20%.

5 CONCLUSIONS

The disadvantage of installing SMDs between 
gird and piers or towers directly may arise due to 
internal restrain, and a strategy is presented in this 
paper to eliminate the above hazardous internal 
force by implementing a limit groove with initial 
gaps between SMD and the groove, namely SSMD. 
The initial gaps can satisfy the daily displacement 
requirement, and the SMD can dissipate energy 
once the displacements between girder and tower 

Figure 8. Seismic response of tower (a) and the enve-
lopes of axils forces of web members (b).

Figure 7. Hysteric curves of SSMD (a), history of rela-
tive displacement between girder and tower (b), and con-
tact force between groove and SMD (c).
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or pier exceed the initial gaps. The implementation 
of hysteric model for SSMD is present, and a case 
study is performed in detail. The results show that:

1. The strategy is feasible and the implementation 
of the hysteric model is reasonable.

2. SSMD can overcome hazardous internal forces 
caused by increase in the decrease of tempera-
ture or motions of vehicles.

3. Compared with ordinary SMDs, SSMDs can 
reduce the connection stiffness between girder 
and piers or towers, and the displacement 
response may increase slightly and internal 
forces reduce significantly when proper param-
eters of SSMDs are chosen.

4. It is recommended that the ordinary SMD 
should not be installed directly on bridge to 
dissipate energy, and an SSMD with proper 
parameters may be a good alternative option.
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Research on the interfacial bond behavior between CFRP sheet 
and steel plate under the static load
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ABSTRACT: The interfacial bond behavior between CFRP and steel plate plays an important role in 
the strengthening effects of steel structure reinforced by CFRP. In this paper, experimental studies based 
on double-shear specimen were conducted under static load, which considered the influence of different 
bond width and layer number. This paper presented the failure modes, bond strength, strains of CFRP, 
and bond–slip relationship. Test results showed that the bond strength of the specimen could be signifi-
cantly improved by the way of bonding layers of CFRP sheets or increasing the bond width although the 
ductility was reduced because of layers of CFRP. The bond–slip curve between the interface of CFRP 
sheet and steel plate had an approximately bilinear shape.

by NJMKT Corp. According to the manufac-
ture’s catalog, the mechanical properties of the 
CFRP sheets (MKT-CFC300 with a thickness 
of 0.167  mm) were Young’s modulus (210 GPa) 
and tensile strength (3750  MPa). The mechani-
cal properties of the adhesive were shear strength 
(16.2 MPa) and Young’s modulus (2041 MPa). The 
steel plates with a thickness of 5 mm were made 
of Q235 steel. Young’s modulus and yield strength 
were 201GPa and 263 MPa, respectively.

2.2 Specimen preparation
Six double-shear specimens were designed as 
shown in Fig. 1. The figure shows that two steel 
plates with a gap of 2  mm were connected by 
pasting CFRP sheets onto both sides. In order to 
observe the whole process of debonding failure, 
the specimen was designed to consist of two parts: 
one with a bond length of 200 mm called the test-
ing part and the other one with a bond length of 
230  mm called strengthening part, which could 
make sure that the debonding failure occurred at 
the testing part first. Before pasting CFRP sheets, 
the surface of the steel plates should be cleaned 
first by using an abrasive disk for removing the 
dust and then scrubbed with absolute ethanol. The 
specimens were put into a temperature and humid-

1 INTRODUCTION

Fiber-Reinforced Polymer (FRP), especially Car-
bon Fiber-Reinforced Polymer (CFRP) has gained 
more and more attention in strengthening engineer-
ing structures for its high strength-to-weight ratio, 
stiffness-to-weight ratios, and corrosion resist-
ance. The study of steel structure strengthening by 
CFRP started relatively late and was less compared 
to that on the strengthening of concrete structure 
by CFRP. Recent studies have found that external 
bonding with CFRP can effectively improve the 
flexural (Deng et al. 2004, Linghoff & Al-Emrani 
2010), tensile (compressive) (Shaat & Fam 2004, 
Sawulet et  al. 2012), and antifatigue (Bocciarelli 
et al. 2009, Wu et al. 2012) performance of the steel 
structure.

As the most critical part, the interfacial bond 
behavior directly determines the strengthening 
effect of steel structure reinforced by CFRP. At pre-
sent, the research on the interface bond mechanism 
and the peeling properties of steel structure rein-
forced by CFRP is relatively less (Yu et al. 2012). 
In this paper, experimental studies considering 
different bond width and layer number were con-
ducted under static load on the basis of six double-
shear specimens. The failure modes, bond strength, 
strains of CFRP, and bond–slip relationship were 
analyzed, which would provide a basis for the 
design of the steel structure reinforced by CFRP.

2 EXPERIMENTAL WORKS

2.1 Material property
The ordinary CFRP sheets (MKT-CFC300) 
and matched epoxy resin adhesive were supplied Figure 1. Schematic of specimen.
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ity chamber for curing for 7  days when CFRP 
sheets were pasted onto the surface of steel plates. 
The test control parameters are shown in Table 1.

2.3 Arrangement of measuring points and 
testing process

For each specimen, some strain gauges were 
installed on the surface of testing part in order to 
measure the strain distribution on the surface of 
CFRP sheets. One strain gauge was installed at a 
distance of 5 mm from the middle span while the 
rest of them were installed with a gap of 15 mm 
from each other along the longitudinal axis. Par-
ticularly, strain gauges were installed in a double 
row on S120–55–1 for discussing the regularities of 
transverse strain distribution as shown in Fig. 2. 
The static strain recorder (DH3816) was used to 
collect the static strain values.

All specimens were tested by a universal testing 
machine (CMT5105) with a maximum capacity 
of 100 kN, as shown in Fig. 3. The displacement 
control mode was adopted with a loading rate 
of 0.2 mm/min in this test. The test was stopped 

when the CFRP sheets stripped from the steel plate 
completely.

3 TEST RESULTS AND DISCUSSIONS

3.1 Fatigue test phenomenon

In the initial stage, there was no obvious change 
in the appearance of the specimens, which were in 
elastic phase. After a certain period of loading, a 
slight fabric tearing sound could be heard, indicat-
ing CFRP strips started peeling from the middle 
span. Peeling of CFRP sheets propagated stead-
ily with the increment of load, while the peeling 
developed rapidly with scratching noise after load 
reached 80% of the ultimate load. CFRP sheets 
stripped from the steel plate completely with a 
loud noise while the specimen reached the ultimate 
load, and then the test stopped.

3.2 Failure mode

Recent studies (Zhao & Zhang 2007) have shown 
that the common failure modes in a CFRP bonded 
steel system subjected to a tensile force include: (a) 
steel and adhesive interface failure; (b) cohesive 
failure; and (c) mixed failure including the first two 
modes. In this paper, only mode (a) and mode (c) 
appeared in the tests, which are shown in Fig. 4.

Table 1. Specimen number and control parameters.

Specimen no.
Bond 
length/mm

Bond 
width/mm

Number 
of layers

S200-40-1 200 40 1
S200-40-2 200 40 2
S200-40-3 200 40 3
S200-30-1 200 30 1
S200-55-1 200 55 1
S120-55-1 120 55 1

Figure 2. Demonstration of mounted strain gauges on 
S120-55-1.

Figure 3. Test setup.

Figure 4. Two failure modes.

Table 2. Test results.

Specimen no. Bond strength/kN Major failure mode

S200-40-1 14.72 Mode c
S200-40-2 22.81 Mode a
S200-40-3 23.08 Mode a
S200-30-1 11.01 Mode a
S200-55-1 28.22 Mode c
S120-55-1 28.01 Mode c
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As shown in Table 2, the bond width and layer 
number have a directly influence on the failure 
mode of specimens. Mixed failure occurred in 
S200-40-1, whereas S200-40-2 and S200-40-3 are 
subjected to steel and adhesive interface failure. 
Meanwhile, the former shows a better ductility than 
the latter through analysis, as failure of the latter 
are controlled by the performance of steel-adhesive 
interface, which is a weaker region. Also, the fail-
ure modes of the specimens turn from mode (a) to 
mode (c) with the increase of bond width. This is 
because the bond area is enlarged with the increase 
of bond width, which can reduce bond stress and 
improve stress performance of the interface.

3.3 Bond strength

In Table 2, the bond strength of S200-40-2 increased 
as much as 55% compared with S200-40-1, whereas 
the bond strength of S200-40-3 has no significant 
improvement as S200-40-2. The results indicate 
that the bond strength is largely influenced by 
the layers of CFRP sheets within certain limits. 
And also, the bond strength of specimens rapidly 
increased with the increment of bond width, but 
the relationship was not linear. A conclusion that 
the bond length that exceeds the effective bond 
length (about 45 mm) has hardly caused any infec-
tion to the bond strength can be reached through 
the result of S120-55-1 compared with others.

3.4 Strain distribution of CFRP

The strains of S120-55-1 that have almost identi-
cal value along the transverse section are shown in 
Table 3, which indicates that the CFRP sheets are 
stressed uniformly along transverse section when 
the specimens are subject to axial tension.

Typical strain distribution of CFRP along the 
bond length under the static loading is shown in 
Fig. 5. It can be seen that the changing processes of 
strains include two phases: the strain distribution 
locate mainly in the small area of 25 mm nearby 
the middle span before the peeling and gradually 
decrease to zero with an increment of distance 
from the middle span. The strains increase with 

the increment of load, and the shear stress transfer 
of the interface is only completed by the friction 
after peeling. At the moment, from Fig. 5, there is 
a long straight segment, which coincidently equals 
the peeling length for almost all curves. The area of 
delamination enlarges with the increment of load, 
and develops gradually to the load-end until final 
failure occurs.

3.5 Bond–slip relationship

The bond–slip curve reflects the constitutive rela-
tion of the local interfacial bond performance. The 
average shear stress between the two strain gauges 
mounted on the longitudinal axis of the CFRP sheet 
were calculated using the following relationship:

τ iτ = ( )ε εiεε × i)ε × i

i

t E×i i

liΔ
 (1)

where Δlil  is the distance between strain gauges i 
and i+1; ε iε  is the strain in the CFRP sheet at strain 
gauges i; and Ei and ti are the elastic modulus and 
thickness of the CFRP sheet, respectively. The 
local slip can be derived from equation (2):

s dxi = ∫ ( )xε  (2)

The relationship between local slip of CFRP-
steel and shear stress of CFRP at each measuring 

Table 3. Strain of S120-55-1.

Load

Strain along longitudinal axis Strain of the row sideways Ratio

A1 A3 A6 A9 A11 A13 A9/A1 A11/A3 A13/A6

5.05 kN 292 70 71 309 73 72 1.06 1.04 1.01
6.99 kN 439 104 104 470 105 104 1.07 1.01 1.00
11.29 kN 887 182 180 963 181 175 1.09 0.99 0.97
14.83 kN 1462 267 256 1573 262 247 1.07 0.98 0.96
17.18 kN 1877 322 299 1988 314 290 1.06 0.98 0.97
20.79 kN 2753 434 392 2910 419 373 1.06 0.97 0.95

Figure 5. Strain distribution of S200-40-2.
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point can be calculated by Eqns. (1) and (2). Fig. 6 
shows the typical bond–slip relationship curve, in 
which the horizontal and vertical axes represent 
the calculated slip and local bond stress, respec-
tively, and the curve generally shows a bilinear 
shape. Also, previous study by Xia & Teng (2005) 
indicated that a bilinear model, which is similar to 
that for concrete, could be adopted for the CFRP-
bonded steel system. Combining with the results 
of experiment and existing studies, the curve in 
Fig. 7 can approximately represent the interfacial 
bond–slip relationship of CFRP-steel.

It can be seen that the curve consists of an 
ascending elastic stage and a descending softening 
stage. In the elastic stage, the shear stress increases 
linearly with the increment of slip, while the speci-
men will enter the softening stage after the shear 
stress reaches maximum shear stress (τ0). Then, the 
shear stress decreases with the increment of slip 
until τr, which is caused by the interfacial friction 
and test error. It should be noted that τr equals zero 
in an ideal conditions.

4 CONCLUSIONS

In this paper, experimental studies consider-
ing different bond width and layer number were 

conducted under static load based on six double-
shear specimens. The following conclusions can be 
drawn:

1. Although the bond strength can be significantly 
improved by increasing the layers of CFRP 
sheets, the failure mode changes from mixed 
failure to steel and adhesive interface failure, 
which is a relatively brittle failure mode. How-
ever, the bond strength of the specimen rapidly 
increase with the increment of bond width, and 
the stress performance of the interface can be 
well improved. The bond length, which exceeds 
the effective bond length, can hardly cause any 
infection to the bond strength.

2. The CFRP sheets are stressed uniformly along 
the transverse section when the specimens are 
subject to axial tension. The strains and the 
area of delamination, which develops gradually 
to the load-end, increase with the increment of 
load until final failure occurs.

3. The bond–slip relationship of CFRP-steel 
generally emerges as a bilinear shape, which is 
similar to that for concrete and consists of an 
ascending elastic stage and a descending soften-
ing stage.
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ABSTRACT: Field experiments were carried out to determine the influence of thick and loose sedi-
ments on the vacuum load transfer in vacuum preloading. The results indicate that it is greatly affected by 
the loose sediment when vacuum load is transferred to Prefabricated Vertical Drain (PVD) through sand 
layer and not influenced when the transfer is through a pipe system because of its good airtightness. Thus, 
pipe system is more suitable as the horizontal transfer medium of vacuum load than sand layer in the case 
of overlying loose and thick soil layer. Besides, vacuum pressure in the PVD (VPPVD) decays rapidly in 
the loose sediment layer, especially in the unsaturated zone, and the decay rate increases with the increase 
of VPPVD in this layer. The settlement analysis validates the transfer rule of vacuum load indirectly. Soil 
compression occurs mainly in the loose sediment layer because most of vacuum energy is consumed in 
this layer.

2 FIELD EXPERIMENT

2.1 Experimental site

The field experiments were adopted here because 
it was difficult to simulate the thick and loose 
sediments in the laboratory. The experimental site 
was selected in the Chongwan zone of the west 
dyke of Grand Canal (pile No. 49+580-50+335) 
(Fig. 1) after extensive investigation. According to 
the engineering investigation data, the soil profile 
here mainly includes three layers. The upper layer 
is a loose sediment in quaternary with thickness 
of  about 5 m. The second layer below is clayey 
sludge with the almost same thickness. And the 
lower layer is silty sandy loam. The geological 
conditions of the site meet the requirements of  the 
experiment well.

1 INTRODUCTION

Vacuum consolidation was proposed in the early 
1950 by Kjellmann (1952). The studies and pro-
motions of vacuum-induced consolidation have 
been continuing to date (Holtz, 1975; Choa, 1989; 
Cognon et al., 1994; Bergado et al., 1998; Tang & 
Shang, 2000; Chai & Miura, 2000; Mohamedel-
hassan & Shang, 2002; Indraratna et al., 2004, 
2005; Chai et al., 2005, 2006, 2007, 2008; Yan & 
Chu, 2005; Walker & Indraratna, 2006, 2009; Ruji-
kiatkamjorn & Indraratna, 2007; Rujikiatkamjorn 
et al., 2007, 2008; Saowapakpiboon et al., 2008a, b, 
2009, 2010). Vacuum preloading technique is a soft 
ground improvement method that has been suc-
cessfully applied to accelerate the rate of consolida-
tion and to eliminate the instability problem. The 
engineering practice has proved that the vacuum 
preloading developed based on the soil consolida-
tion theory is a relatively economic, convenient, 
and reliable method for soil improvement.

Generally speaking, vacuum preloading tech-
nique is most suitable to reinforce the reclaimed 
soft foundation and not applicable to the founda-
tion with an overlying thick (not less than 3 m) 
and loose soil layer. It greatly limits the application 
of the vacuum preloading in engineering because 
thick and loose sediments in quaternary are wide-
spread around the world (Guorui, 1991).

The transfer of vacuum load has a significant 
influence on the reinforcement effect of vacuum 
preloading technique. Thus it is necessary to deter-
mine the influence of thick and loose sediments on 
the vacuum load transfer in the vacuum preload-
ing for the further improvement of the method. Figure 1. Position of the experimental site.
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The plasticity chart of soil samples is shown in 
Figure 2. In accordance with the Unified Soil Clas-
sification System (USCS), loose sediment is low 
plasticity clay (CL), clayey sludge is high plasticity 
clay (CH), and silty sandy loam is low plasticity 
silt (ML).

2.2 Experimental scheme

A sand layer is generally used as the horizontal 
transfer medium of vacuum load in the vacuum 
preloading method (Fig.  3). Vacuum load gener-
ated by vacuum pump is transferred into Prefab-
ricated Vertical Drains (PVDs) through the sand 
layer. Then, vacuum load is transferred into sur-
rounding soil layers through PVDs. Both of the 
transfer chains above may be affected by the over-
lying loose sediment, which has direct interfaces 
with the sand layer and PVDs.

In order to determine the influence of the over-
lying thick and loose sediments on each transfer 
chain of vacuum load in vacuum preloading, 
a newly developed type of horizontal transfer 
medium of vacuum load was introduced here 
(Saowapakpiboon et al., 2008; Saowapakpiboon 
et al., 2011; Liang et al., 2013; Long et al., 2015). 
In this method, airtight pipe system is adopted to 
replace the sand layer (Fig. 4). PVDs are connected 
to the vacuum pump through an airtight pipe sys-
tem to form a whole by a prefabricated fitting cap 
for each individual PVD. Thus, vacuum load gen-
erated by vacuum pump can be transferred into 
the surrounding soil layers through PVDs directly, 
and the overlying thick and loose sediments can 
only affect the vacuum load transfer in the PVDs. 
For convenience, the vacuum preloading methods 
with sand layer and pipe system are, respectively, 
referred to simply as SVP and PVP below. Sche-
matic diagrams of SVP and PVP are shown in 
 Figures 3–4, respectively.

2.3 Implementation process

A plain layout of the trial site is presented in 
 Figure 5. PVP was applied in zone I, and SVP was 
applied in zone II. Major implementation pro-
cesses (Fig. 7) are summarized as follows.

− Leveling the trial site and removing the sharp 
objects.

− Installing PVDs on a square grid with a spacing 
1.0 m into an average depth of 15.0 m (Fig. 8)

• SVP: Layering the sand layer with medium-
coarse sand, with mud content not more than 
5%. A sand layer of 20 cm thickness was laid 
firstly. Then, perforated pipes were placed on the 
top of the sand layer to collect the water, and Figure 2. Plasticity chart of soil samples.

Figure 3. Schematic diagram of vacuum load transfer 
of SVP.

Figure 4. Schematic diagram of vacuum load transfer 
of PVP.

ICCAE16_Vol 01.indb   440 3/27/2017   10:37:30 AM



441

− Laying down a layer of nonwoven geotextile 
with 350 g/m2 to protect the High-Density Poly-
ethylene (HDPE) membranes against punching 
from sharp materials (Fig. 11).

− Laying down three layers of the airtight HDPE 
membranes with 1.5 mm thickness on the top of 
protection geotextile (Fig. 12). Then, the edges 

Figure 5. Plain layout of the trial site and monitoring 
instruments.

Figure 6. Profile diagram of monitoring instruments.

Figure 7. Implementation processes.

exposed parts of PVDs were put on the surface 
of the perforated pipes. Finally, laying of the 
sand layer was continued to 50 cm (Fig. 9).

• PVP: Assembling PVDs with fitting caps and 
reinforced pipes of 25 mm diameter. Then, con-
necting the branch pipes with the PVC main 
tubes to form a whole by fitting joints (Fig. 10).

− Installing monitoring instruments including 
vacuum gauges, surface settlement plates, and 
layered settlement apparatuses according to the 
plain layout and profile diagram of monitoring 
instruments (Figs. 5–6).

Figure 8. Installation of PVDs.

Figure 9. Construction of the sand layer.
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Figure 10. Assembly of pipeline system.

Figure 11. Laying of protection geotextile.

Figure 12. Laying of airtight HDPE membrane.

Figure 13. Excavated trench.

Figure 14. Testing and checking of airtightness.

of membranes were embedded in the excavated 
trench with about 1.5 m depth and backfilling 
with in situ clay and bentonite slurry (Fig. 13).

− Starting vacuum pumping for testing and check-
ing of airtightness (Fig. 14). Then, covering the 
membrane with water to prevent aging of the 
membrane.

3 RESULTS AND DISCUSSION

3.1 Vacuum pressure at vacuum pump

Each zone was controlled independently by one 
vacuum pump with a vacuum gauge. Vacuum 
pressure at Vacuum Pump (VPVP), which is shown 
in the vacuum gauge, can reflect the working per-
formance of the vacuum pump and airtightness of 
the trial zones. The magnitude and change rate of 
VPVP are plotted against time in Figures 15 and 16, 
respectively.

It can be seen that change law for VPVP of  the 
two vacuum pumps is almost the same. VPVP 
rises to 80 kPa rapidly in the first 10 days, then 
increases slowly between 10 and 25 days, and 
finally stabilizes at about 85 kPa. This is because 
air under the airtight membrane is pumped out 
rapidly at an early stage of  vacuum pumping and 
then the change rate of  VPVP decreases with the 
decreasing of  air density (Fig.  16). It indicates 
that the trial zones are well sealed and the initial 
conditions of  the two trial zones are basically the 
same.

3.2 Vacuum pressure in the horizontal 
transfer medium

Vacuum gauges were installed at different loca-
tions of the horizontal transfer medium to moni-
tor the distribution of the vacuum pressure in the 
horizontal transfer medium (VPHTM). VPHTM of dif-
ferent locations are shown in Figure 17. VPHTM of 
different locations is almost the same whether in 
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the sand layer or pipe system. VPHTM in the pipe 
system is about 85 kPa, which is almost the same 
as VPVP. VPHTM in the sand layer is only about 
50 kPa, which is 35 kPa lower than that in the pipe 
system.

However, the engineering practice proved that 
VPHTM in the sand layer could also achieve 80–90 
kPa (Shang, 1998) under good sealing condition. 
Therefore, it is most likely due to the influence 
of  the loose sediment. It belongs to the point-
to-point contact that pipe system directly con-
nects with the PVDs. It is not influenced by the 
loose sediment when vacuum load is transferred 
to the PVDs through the pipe system because of 
its good airtightness (Fig. 4). To the sand layer, it 
belongs to the surface-to-surface contact that the 
sand layer directly overlays on the loose sediment. 
It may be greatly affected by the loose sediment 
when vacuum load is transferred to the PVDs 
through the sand layer because both of  them are 
loose and porous. According to the engineering 
geologic investigation, buried depth of  under-
ground water level is about 1.0 m. Thus, the loose 
sediment layer can be divided into unsaturated 
loose sediment (about 0.0–1.0 m) and saturated 
loose sediment (about 1.0–5.0 m) further. Large 
numbers of  plant roots and fissures in the unsat-
urated loose sediment (Fig.  18) can also be the 
vacuum transfer channels besides PVDs. There-
fore, large amounts of  vacuum energy can be 
consumed on the interface between the sand layer 
and the unsaturated loose sediment or in the soil 
cracks (Fig. 3).

Therefore, it can be inferred that the pipe system 
is more suitable as the horizontal transfer medium 
of vacuum load than the sand layer in the case of 
overlying loose and thick soil layer.

3.3 Vacuum pressure in the PVD

Vacuum pressure along the PVD is a key param-
eter of vacuum preloading technique. Thus, vac-

Figure 15. Vacuum pressure at vacuum pump.

Figure 16. Change rate of vacuum pressure at vacuum 
pump.

Figure 17. Distribution of the vacuum pressure in the 
horizontal transfer medium.

Figure 18. Status of the overlying loose sediment.
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uum pressure was measured at the different depths 
of PVD to identify the effect of loose sediment 
on the vacuum load transfer in the PVD. Vacuum 
pressure at the top of the PVD (VPTOP) is approxi-
mately equal to the average of VPHTM. Vacuum 
pressure in the PVD (VPPVD) after the stabiliza-
tion of VPVP is plotted against depth in Figure 19. 
It can be seen that VPPVD has a clear loss along the 
depth direction of the PVD. And VPPVD values of 
PVP at different depths are significantly greater 
than those of SVP at the corresponding depths. 
VPPVD of PVP can be transferred up to 13.0 m in 
PVP, whereas that of SVP cannot be detected at 
the depth of 13.0 m all the time. This indicates that 
the transfer depth of vacuum load is less than 13.0 
m in the SVP zone.

Besides, it can also be observed that the decay of 
VPPVD is obviously influenced by the properties of 
the surrounding soil layers. VPPVD decays rapidly in 
the loose sediment layer, especially in the unsatu-
rated zone. It decays almost linearly and more slowly 
in the soil layers beneath the loose sediment. The 
VPPVD curve of “Translational SVP” in Figure  19 
is obtained by translating the curve of “SVP” until 
the two VPPVD points at the depth of 5.0 m coincide. 
Comparing with two curves, the decay rate of VPPVD 
increases with the increase of VPPVD in the loose 
sediment layer. However, in the soil layers beneath 
the loose sediment, the decay rate of VPPVD of SVP 
and PVP is almost the same with a constant being 
about 3–4 kPa/m. It indicates that the decay rate of 
VPPVD is irrelevant to the magnitude of VPPVD in the 
soil layers beneath the loose sediment.

3.4 Surface and layered settlement

Surface settlement plates and layered settlement 
apparatuses were installed to monitor the settle-

ment of ground surface settlement and different 
soil layer interfaces, respectively. The settlement 
data can be used to validate the transfer rule of 
vacuum load indirectly because the compression 
of soil layers is caused by the vacuum load. The 
surface and layered settlement of SVP and PVP is 
plotted against time in Figures 20 and 21, respec-
tively. In the SVP zone, the compression of the 
loose sediment layer is about 27.9 cm, which is 
almost equal to the surface settlement. The settle-
ment of the 5 and 10 m interface is not detected. In 
the PVP zone, the compression of the loose sedi-
ment layer is about 26.5 cm, which accounts for 
about 78% of the surface settlement (34.0 cm). The 
compression of the clayey sludge layer is about 
7.5 cm and that of the silty sandy loam is almost 
zero. Accordingly, soil compression caused by 
vacuum load occurs mainly in the loose sediment 
layer. It is in accordance with the analysis results 

Figure 19. Vacuum pressure in the PVD.

Figure 20. Surface and layered settlement of the SVP 
zone.

Figure 21. Surface and layered settlement of the PVP 
zone.
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above that most of vacuum energy is consumed in 
the loose sediment layer.

Besides, it can also be seen that the compres-
sion of the loose sediment layer of the SVP zone 
is greater than that of the PVP zone although 
the surface settlement of the SVP zone is less. 
This also confirms the front analysis results that 
more vacuum energy is consumed on the interface 
between the sand layer and the unsaturated loose 
sediment or in the soil cracks because of more 
vacuum transfer channels including plant roots, 
fissures, and PVDs (Figs. 3, 18).

4 CONCLUSION

Field experiments have been carried out to deter-
mine the influence of thick and loose sediments on 
the vacuum load transfer. On the basis of the anal-
ysis results, the following conclusions can be made:

1. It is greatly affected by the loose sediment when 
vacuum load is transferred to the PVDs through 
the sand layer because both of them are loose 
and porous. And it is not influenced by the 
loose sediment when vacuum load is transferred 
to the PVDs through the pipe system because of 
its good airtightness.

2. Pipe system is more suitable as the horizontal 
transfer medium of vacuum load than sand layer 
in the case of overlying loose and thick soil layers.

3. Vacuum pressure in the PVD decays rapidly in 
the loose sediment layer, especially in the unsat-
urated zone, and the decay rate increases with 
the increase of vacuum pressure in the PVD in 
this layer. While it decays almost linearly and 
more slowly in the soil layers beneath the loose 
sediment, the decay rate is irrelevant to the mag-
nitude of vacuum pressure in the PVD.

4. The settlement analysis validates the trans-
fer rule of vacuum load indirectly in the case 
of overlying loose and thick soil layers. Soil 
compression caused by vacuum load occurs 
mainly in the loose sediment layer because most 
of vacuum energy is consumed in this layer.

5. The compression of the loose sediment layer of 
the SVP zone is greater than that of the PVP 
zone although the surface settlement of the SVP 
zone is less. It is mainly due to more vacuum 
transfer channels, including plant roots, fis-
sures, and PVDs.
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ABSTRACT: This work is dealing with the fireproof performance of CaSO4 composite painting for 
fire passive protection in building construction. An efficient microwave-assisted method is adopted to 
fabricate high-crystalline CaSO4 whiskers from wastewater. The as-prepared CaSO4 whiskers display one-
dimensional structure with a high aspect ratio of 40. The thermal resistive behavior of CaSO4-containing 
paints are investigated by using thermo-gravimetric analyzer, differential scanning calorimetry, and direct 
flaming test. The addition of CaSO4 whiskers not only improves the anti-flammability but also reduces 
the ignition temperature of construction painting. Accordingly, the CaSO4 whiskers can be considered as 
an effective fire retardant additive for improving the fireproof ability of construction coatings.

The CaSO4 whiskers, single crystals of calcium 
sulfate with a high aspect ratio, display excellent 
performance in mechanical strength, thermal sta-
bility, chemical resistance, and compatibility (Mao 
X.L, 2014). Thus, the CaSO4 whiskers exhibit great 
potential as reinforcing agents in plastics, ceram-
ics, paper, and so on. Within the above scope, the 
target of the present study is to examine an opti-
mal ratio of CaSO4 whiskers on the improved 
fireproof performance of construction painting. 
Both thermal stability and flammability of CaSO4-
containing paintings are systematically investi-
gated. This study proves that the usage of CaSO4 
whiskers is very beneficial for fire retardant in 
terms of enhanced fire-barrier performance, low 
cost and waste utilization.

2 EXPERIMENTAL SECTION

Both Thermo-Gravimetric Analyzer (TGA, Per-
kin Elmer TA7) and differential scanning calo-
rimetry (DSC, TA Instrument Q20) were adopted 
to inspect the thermal stability and calorimetric 
change of CaSO4 whiskers. The TGA analysis was 
conducted under an oxygen atmosphere with a 
heating rate of 30°C/min, ramping between 50°C 
and 900°C.

To examine the fireproof performance, one water-
soluble painting mixed with different amounts of 
CaSO4 whiskers were prepared to coat over calcium 
silicate plate. Herein the calcium silicate (CaSiO3) 

1 INTRODUCTION

With the crisis of resources and environmen-
tal issues becoming serious, the development of 
eco-materials is still taken into account as a glo-
bal challenge. One strategy to counter this is to 
use the materials from sustainable sources, which 
would be renewable and economically competitive, 
capable of providing sustainable percentage of the 
resources for human utilization (Jiang J.X, 2015). 
Recently, there is an increasing demand to rational-
ize industrial wastewater treatment methodologies, 
including chemical precipitation, ion exchange, 
liquid-phase adsorption, reverse osmosis, and elec-
trochemical methods (Deng L.C, 2013). The goal 
of the methods is to accommodate any reductions 
in discharge limits or step towards zero-discharge 
industries (Baltpurvins K.A, 1996). It is generally 
known that many industrial wastewaters contain 
high concentrations of sulfate, mainly originated 
from mining and mineral process. The sulfate con-
centration usually ranges from 250 to 2000 mg/L, 
which surpasses the secondary drinking water 
standard of 250 mg/L. To reduce the amount of 
wastewater, herein this present work proposes an 
efficient microwave method to recycle the sulfate 
species from acidic wastewater, opening a “green” 
gate for making calcium sulfate (CaSO4) whiskers 
as fireproofing construction materials.

Recently, CaSO4 whiskers have gradually earned 
much attention in scientific and technological 
applications owing to their superior properties. 
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plates were carefully cut into an area of 5 × 5 cm2, 
and its thickness was around 0.8 cm. Four recipes 
were set at 0, 5, 10, and 15 wt% in the weight ratios 
of CaSO4 whiskers to water-soluble painting. For 
good uniformity, the CaSO4-containing paintings 
were blended with a three-dimensional mixer using 
zirconia balls for 10 min. The as-prepared paintings 
were then pasted on the substrates with a doctor 
blade and then dried at 80°C in an oven overnight. 
The flame retardancy of as-prepared paintings on 
calcium silicate plates was tested by using a high-
performance flamethrower. The distances between 
the paintings and the top of flame were set at 1, 5, 
and 10 cm, where the surface temperatures on the 
calcium silicate plates were 1100, 570, and 150°C, 
respectively. In the fireproof test system, three ther-
mocouples (K type) were adopted to detect surface 
temperatures of the plates.

3 RESULTS AND DISCUSSION

TGA has been considered as a common technique 
that offers quantitative decomposition information 
on a composite material and can be used to inves-
tigate degradation kinetics and char formation. 
Herein the paintings mixed with different ratios 
of CaSO4 whiskers were subjected to a controlled 
temperature regime of 50‒900°C at a heating rate 
of 30°C/min. The weight loss for each sample was 
monitored throughout the chemical decomposi-
tion in air, as shown in Fig. 1.

Without the addition of CaSO4 whiskers, the 
TGA curve of original painting consists of three 
weight-loss stages: (i) 100‒200°C (dehydration), (ii) 
200‒350°C (ignition and decomposition), and (iii) 
650‒800°C (pyrolysis and degradation). The main 
weight loss takes place during the stage (ii) for all 
samples, liberating gases and volatiles from the 

paintings. The effectiveness of flame retardant can 
be evaluated on the basis of volatiles with increas-
ing temperature, depended on the amount of resi-
due produced. It can be found that the weight loss 
is a decreasing function of the amount of CaSO4 
whiskers.

In comparison, the residual weight of original 
painting is approximately 68.6 wt.% after thermal 
oxidation at 900°C, whereas the maximal residue 
can reach as high as 77.6 wt.% for the painting 
mixed with 15 wt.% CaSO4 whiskers. Accordingly, 
the introduction of CaSO4 whiskers displays a posi-
tive effect on the anti-flammability of construction 
painting. This improved retardancy is attributed 
to the fact the CaSO4 crystals offer a high melt-
ing temperature (i.e., 1460°C), allowing its use for 
high-temperature operation.

To support this argument, DSC was adopted 
to examine the heat flux as a function of tempera-
ture under air flow starting from 25°C to 300°C, as 
depicted in Fig. 2.

For comparison, the DSC curve of pure CaSO4 
whiskers is also provided. As observed from 
Fig.  2(a), two endothermic peaks at 90°C and 
180°C can be found. The former can be attributed 
to the departure of 1.5 mol H2O from dihydrated 
calcium sulfate, whereas the later originates from 
the departure of 0.5 mol H2O from hemihydrated 
calcium sulfate obtained after the incomplete dehy-
dration of dihydrated calcium sulfate and from the 

Figure 1. Typical TGA curves of the painting with dif-
ferent amounts of CaSO4 whiskers.

Figure 2. Typical DSC curves of (a) as-prepared CaSO4 
whiskers and (b) the painting without and with 5 wt.% 
CaSO4 whiskers.
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β-hemihydrate of plaster (i.e., a phase transforma-
tion) (Abidi S, 2015). This result reveals that the 
heat transfer through the CaSO4-containing paint-
ing can be impeded until the endothermic steps are 
totally completed (Kolaitis D.I, 2014). Therefore, 
the thermal decomposition of CaSO4-containing 
paint delivers a trailing effect, resulting in the delay 
of ignition temperature. On the basis of experi-
mental results, the CaSO4 whiskers can serve as an 
effective fire retardant additive for tailing away the 
decomposition reactions.

4 CONCLUSIONS

This work presented an efficient microwave-
assisted method to fabricate high-crystalline 
CaSO4 whiskers from wastewater. The introduc-
tion of CaSO4 whiskers displayed a positive effect 
on the anti-flammability and the reduced igni-
tion temperature of construction painting, dem-
onstrated by TGA and DSC analyses. This result 
could be attributed to the fact that the heat transfer 
through the CaSO4-containing painting is seriously 
impeded until the endothermic reaction steps (i.e., 
dehydration of gypsum (CaSO4⋅2H2O) and crys-
talline phase change of β-hemihydrated plaster) 
were totally completed. On the basis of experimen-
tal results, the CaSO4 whiskers could serve as an 
effective fire retardant additive for improving the 
fire protection and thermal resistive coatings. The 
present study shed some lights on an eco-environ-
mental pathway to prepare “green” materials (i.e., 

CaSO4 whiskers) for high-performance retardant 
additive in construction applications.
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ABSTRACT: In recent years, a new ultrasonic nondestructive testing method that utilizes nonlinear 
ultrasonic behavior generated in cracks or at a bi-material interface has emerged. However, the mecha-
nism of generating subharmonics and higher harmonics is theoretically still not well understood. In this 
research, to simulate higher harmonics, dynamic contact problems of a crack face with contact bound-
ary conditions in anisotropic materials are investigated by the Convolution Quadrature Time-Domain 
Boundary Element Method (CQBEM). Numerical results show that the cracks with contact boundary 
conditions in anisotropic materials excite higher harmonics as well as those in isotropic ones.

for small time step sizes, which are not allowed in 
the classical time-domain BEM. Therefore, the 
CQBEM is particularly helpful for the simulation 
of nonlinear ultrasonics, which requires a time step 
as small as possible for high precision solutions. In 
this paper, simulation of nonlinear ultrasonic waves 
in anisotropic materials is carried out using the 
CQBEM. In the following sections, the CQBEM for 
2-D anisotropic elastodynamics is presented. Next, 
contact boundary conditions on the crack face are 
discussed. Finally, nonlinear ultrasonic waves gen-
erated by a crack with the contact boundary Condi-
tions are demonstrated.

2 ANISOTROPIC ELASTODYNAMIC 
PROBLEMS

2.1 BEM formulation

We consider the scattering of an incident wave 
i
in ( )t,  by a crack with surface S in an aniso-

tropic solid D, as shown in Figure  1. The small 
indices used throughout this paper, such as ( ),i  
range from 1 to 2 unless otherwise stated. Addi-
tionally, summation over repeated subscripts is 
implied throughout this paper. The equation of 
motion at point x and time t is given as follows:

C u fijkCC l ku ,lk j iffll ififfiffiff( )tx tttt ( )tx,x ( )t,ρ��
 (1)

1 INTRODUCTION

Nonlinear ultrasonic testing has shown promise 
as a nondestructive method for testing materials 
used in nuclear power plants and in other impor-
tant industries. In general, nonlinear ultrasonic 
testing uses subharmonics or higher harmonics, 
which include the frequency components corre-
sponding to half harmonics or the harmonic series 
of an incident wave. Nonlinear ultrasonic testing 
has, however, not been applied in practical applica-
tions because the mechanism of generating these 
harmonics is theoretically still not well understood. 
Several researches on nonlinear ultrasonic test-
ing have been done (Solodov, 2011) to investigate 
the mechanism of generating subharmonics and 
higher harmonics. Numerical analyses of nonlinear 
ultrasonic waves have been implemented by Saitoh 
et al. (2010), Hirose et al. (2014) and Maruyama 
et al. (2014), using the Convolution Quadra-
ture time-domain Boundary Element Method 
(CQBEM). The CQBEM has been researched by 
Schanz (2001), Saitoh et al. (2009) and Maruy-
ama et al. (2016) for transient wave analysis. In the 
CQBEM formulation, the convolution integrals 
of the time-domain boundary integral equation 
are numerically approximated by the Convolution 
Quadrature Method (CQM). Application of the 
CQM to time-domain BEM improves the numeri-
cal stability of the classical time-domain BEM, even 
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where ui ijiiji ,( )tttt ( )tx,tσ  and fiff ( )t  represent the 
displacement, stress, and body force component, 
respectively. The dot notation (.) and the symbol 
( ),i  denote the partial derivative with respect to 
time t and space xi, respectively. ρ is the density of 
the anisotropic elastic material V. In addition, the 
constitutive equation is given by

σij ijkl k,lkC uijklCi uk lkijkl k lkCiijkl kCi k lk( )tx t,tt ( )t,  (2)

where Cijkl is the elastic constant. The boundary 
conditions on traction free cracks are given by

t SiSi
±S± ( )( ) ( )t =SSSt)ttt = i ( 0 onii ∂  (3)

where ti ( )t,  is the traction correspond-
ing to the displacement ui ( )t, ,  and φiφφ ( )tx,  
is the crack opening displacement defined by 
φiφφ u uuu( )tx t,t ( )tx( ) ( )tx,−u+ ( )txi iu( )tx,x .  Moreover, ∂S  denotes 
the edge of the crack, and S+  and S−  show the 
positive and negative sides of the crack face, 
respectively. The regularlized hypersingular inte-
gral equation is written as follows:

t

C n U n dS

e

pt

pcklC c
S

ik i l ydS

d

in

i* i

( )t,
= ( )x ( )⎡

⎣
⎢
⎡⎡

⎣⎣
( )ty,y ( )y

+

∫U φUikUUU *( )ty t, yρ∫∫UU ��

b lbbdddd jl
S

ijna nk a i b d ye Cljl i Unk a n dSy∫C ( )t ( )t ( ) ⎤

⎦
⎥
⎤⎤

⎦⎦
, ,a i( )* i b ( dn)t (φi

 (4)

where * is the convolution integral with respect to 
time t and UmjU ( )ty,y  is the fundamental solution 
for 2-D anisotropic elastodynamics, and nk ( )nkn  
represents the outward unit normal vector compo-
nent. The zero initial condition is assumed in the 
boundary integral equation. In addition, tpt in ( )t,  
is the traction component of an incident wave 
up

in ( )t,  and est is the permutation symbol. Nor-

mally, the time-domain boundary integral equa-
tion (4) is discretized by the timestepping scheme. 
However, the well known timestepping scheme 
sometimes produces numerical errors if  we use 
small time step size Δt. To overcome the difficulty, 
the CQM is utilized for the time discretization of 
the boundary integral equation (4).

2.2 Time discretization by the CQM

Discretizing the regularized hypersingular integral 
equation (4) using a piecewise constant approxima-
tion of the unknown crack opening displacement 
φiφ ( )ty,  and using the CQM for the convolutions 
of equation (4) yield the discretized boundary inte-
gral equation as follows:

t A B

n t

p pt i
n k

piB k

i

in ,B
11

,

ApA i
n k ,

y

( )n tn tn tΔ ( )( )x + ( )x⎡⎣ ⎤⎦⎤⎤

Δ(

k

==
∑∑ α αBn k ,Bn k( )( )x ++ Bn( ) +

α
αφi

k

nM

))  (5)

where M is the number of discretized boundary 
elements. In addition, ApiAm,α ( )x  and BpiBm,α ( )x  are 
the influence functions, which are defined by

( ) ( ),

1 2 i

0
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m
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L mlm
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l
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e
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−− −
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where ( ),ˆ
ikU s( ,ik y,,  and d(∂Sy) are the Laplacedo-

main fundamental solution for 2-D anisotropic 
elastodynamics and sides of each boundary ele-
ment Sα, respectively. Sl denotes the Laplace 
parameter. Moreover,  and L are the CQM 
parameters (Lubich, 1998). Equation (5) can be 
solved with initial and boundary conditions from 
the first time step to the last time step.

3 CONTACT BOUNDARY CONDITIONS

In a usual analysis of elastic wave scattering by a 
crack, it is assumed that the boundary condition 
on the crack face is traction free in all time steps. 
In this paper, however, we consider the contact 
boundary conditions on the crack face proposed by 
Hirose (Hirose, 1994). The summary of the contact 
boundary conditions are described in this section.

3.1 Separation state

The separation state shows the usual boundary 
condition imposed on the crack faces for dynamic 

Figure 1. Scattering of an incident wave by a crack.
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crack problems. The crack faces S+ and S− are sepa-
rated from each other as shown in Figure 1. There-
fore, the traction free boundary condition ti = 0 is 
considered at this state.

3.2 Stick contact state

In the stick contact state, the relative velocity of 
the horizontal crack opening displacement �φ1φφ ( )x,t  
and the vertical crack opening displacement
φ2φφ ( ),x t  must be zero as shown in the lower left of 
Figure 2.

3.3 Slip contact state

In the slip contact state, we can assume the bound-
ary condition given by

φ2 1φφ 2μ0 ( )φ1φ( )φ tμμ)φ1φφ dμμ  (8)

where μd and sgn( ) are the crack face frictional 
coefficient and signum function, respectively. The 
difference between stick and slip contact states is 
whether the crack opening velocity �φ1φφ ( ),x t  can 
be allowed or not. In each time step, the stick, 
slip, or separation contact boundary condition is 
determined by the crack opening displacement and 
stress states. The transition from one state to the 
others is summarized in Figure 2.

4 NUMERICAL RESULTS

Some numerical results are shown in this section. 
We assume the material V with a crack as CFRP 
with the following material constants:

pqC =

⎡45 91 1 84 41 87 0 0 0
3 98 1 84 0 0 0

45 91 0 0 0
1 0 0 0

2 02 0
1 0

. .91 1 .
. .98 1

.
.

. .2
.
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⎢
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⎢
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⎢⎢
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⎢⎢

⎤

⎦

⎥
⎤⎤
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⎥⎥
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⎥
⎥⎥

⎥
⎥⎥

⎥⎦⎦
⎥⎥

 (9)

Note that the material constants are normalized 
by the C66.

4.1 Elastic wave scattering by non-contacting 
crack in anisotropic solid

First, in order to check the validity of the CQBEM, 
we consider the scattering of elastic waves by a 
noncontacting crack as shown in Figure 3(a). The 
incident plane qP wave is given by

u u d

H H h
f

iddi uin 1
2

1 cos

1

( )tt = u d 1 ( )fh2⎡⎣⎡⎡ ⎤⎦⎤⎤

( )h −h−H
⎛
⎝⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

⎧
⎨
⎧⎧
⎨⎨
⎧⎧⎧⎧

⎩
⎨⎨
⎩⎩
⎨⎨⎨⎨

⎫
⎬
⎫⎫
⎬⎬
⎫⎫⎫⎫

⎭
⎬⎬
⎭⎭
⎬⎬⎬⎬

ff

 (10)

where u0 is the amplitude, di is the polarization vec-
tor component, H is the Heaviside step function, 

Figure 2. Contact boundary conditions.

Figure  3. Numerical results for the analysis of elastic 
wave scattering by non-contacting crack. (a) analysis 
model (b) group velocities of the CFRP, (c)-(d) absolute 
value of the total wave fields around the crack.

ICCAE16_Vol 01.indb   453 3/27/2017   10:37:49 AM



454

and f is the frequency of the incident wave, respec-
tively. In addition, cin is the wave velocity for the 
incident wave propagation direction. The function 
h is defined by

h t x a
c

x
c

−t +1 2a x
in in

sinθ θ2x c− 2 os  (11)

In this analysis, we set the parameters as d = 
(0,1), θ = 0, c tinΔ / .a ,1. and N L =L 128.  The 
incident wave length λ in  is given by λ in / . .0.  
The group velocity curves of the CFRP with the 
material constants given in equation (9) are shown 
in Figure  3(b). The group velocity of qP wave 
propagating in the x1 direction is faster than that 
in the x2 direction. Figures 3(c)-(f) show the abso-
lute value of the total wave field around the crack 
at c tin and 4.89./ .a , . , . ,4. 1 8. 9 3, 39  The scattered 
qP and qS1 waves are generated by the interaction 
between the incident wave and the crack. The wave 
fronts of these scattered waves concord with the 
group velocity curves. Therefore, it is confirmed 
that the obtained numerical results are valid from 
the physical point of view.

4.2 Simulation of nonlinear ultrasonic waves

Next, the scattering of  an incident plane qP 
wave by a crack with the contact boundary con-
ditions analized by the CQBEM. In this analysis, 
the following incident qP wave is considered:

u d H H
f

hi i
in su diddu in 10( )ttt ( )fh2 ( )h −

⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

ff  (12)

where

h t x a
c

x
c

−t +1 2a x
in in

sinθ θ2x c− 2 os .  (13)

In this analysis, we set the parameters as d = 
(0,1), c tinΔ / .a ,1.  N = L = 128. The incident 
wave length λ in  is given by λ in / .π ..  Figure 4(a) 
shows the time histories of the total displacements 
u u2 0u/  at the point .( )x x1 2x2x = ( )a0 0 4 0.0 , .4−0 0  The total 
displacement obtained by considering the contact 
boundary conditions is distorted compared with 
the non-contacting result shown by dashed line in 
Figure 4(a). Figure 4(b) depicts the Fourier spec-
trum of the total displacements u u2 0u/  of Fig. 4(a). 
As shown in Figure 4(b), the scattered wave by the 
non-contacting crack has only one spectral com-
ponent at k ai = 2 0. ,0  which is corresponding to the 
fundamental frequency of the incident wave. How-
ever, the scattered wave by the crack with contact 
boundary conditions has not only the fundamen-

tal frequency but also the higher frequency com-
ponent at k ai = 4 0.  and k ai = 6 0. ,0  which are the 
two and three times of the fundamental frequen-
cies and called the second and third order harmon-
ics, respectively. The use of Fourier spectrums of 
the scattered waves may have a potential to detect a 
closed crack in anisotropic materials which cannot 
be detected by the linear ultrasonic testing based 
on the acoustic impedance mismatch.

5 CONCLUSIONS

In this paper, the simulation of nonlinear ultra-
sonic waves is implemented by the CQM. In the 
future, we will extend this 2-D simulation to 3-D 
one.
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ABSTRACT: With a rapid development of Bus Rapid Transit (BRT) system in China, many studies 
on planning and design of BRT have been conducted; however, there is only little research on the feeder 
system of the BRT system, especially for the layout of the newly added feeder lines. In this paper, we first 
put forward that the reasonable influence area of BRT and the layout of feeder lines should be determined 
on the basis of questionnaire surveys of passengers close to the BRT stations. Second, the selection prin-
ciple of newly added feeder lines and the feeder stops were proposed. Then, a mathematical model with 
the connection benefits (including travel time cost and operation cost) as a minimum objective function 
has been conducted for the first time, an improved genetic algorithm was designed to calculate the model, 
and the layout scheme of newly added feeder lines was solved. Finally, the methodology was applied to 
the case of Beijing BRT line 1. With the goal of 80% passengers’ interest, the reasonable influence radius 
of Beijing BRT line 1 is 3.89 km. After the calculating the model, eight newly added feeder bus lines were 
designed linking to the Beijing BRT line 1. The results reveal that the layout method of newly added feeder 
bus lines coordinating with BRT can be well used to support the feeder system design of Beijing BRT.

2 LITERATURE REVIEW

In recent years, with the rapid development of rail 
and BRT, many studies have begun to focus more 
on feeder bus lines. The methodologies on feeder 
lines layout are of two types: benefit analysis and 
network optimization. The objective function of 
benefit analysis is to find the optimal interest and 
analyze the interests of feeder bus system on the 
basis of public transit demand spatial and tempo-
ral distribution function.

Among the international studies on the layout 
of feeder bus lines, Vuchic (2005) provided inter-
nationally recognized methodologies to determine 
the structure of feeder bus network according to 
the maximum passenger transport demand. Mar-
tins and Pato (1998) established the optimal num-
ber of feeder bus lines for urban rail transit systems 
and the methods or algorithms for laying them. 
Kuan et al. (2006) introduced the heuristic genetic 
algorithm to solve the complex N-P problem con-
cerning feeder bus network optimization. Verma 
and Dhingra (2005) formulated an optimization 
model of line layout to account for the integration 
of rail transit and feeder line operations. Wiasinghe 

1 INTRODUCTION

Bus Rapid Transit (BRT) can be defined as that 
with a large capacity and high speed, similar to 
those of rail transit. It is also as flexible and cheap 
as regular bus transit, so it is widely used through-
out the world (2013). Between 2004 and 2014, 
23  major cities in China established and imple-
mented 40 BRT corridors, reaching a total length 
of 2761 km (2014).

However, the development of BRT is still in an 
early stage. It has not formed network operation 
and is still insufficient in service scope, so it is nec-
essary for regular bus lines to collect and distribute 
passengers and provide feeder service, thus improv-
ing the operational efficiency of bus rapid transit 
and cultivating passenger flow for newly added 
bus rapid transit lines. Therefore, it is particularly 
important to carry out the research on the method 
of laying newly added feeder buses to BRT lines.

A utility model is developed and a quantitative 
study on reasonable influence area of BRT and 
feeder lines is conducted in this paper. The study also 
designed a genetic algorithm to calculate the model 
and give the layout scheme on new-added feeder lines.
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(1977, 1980), Kuah et  al. (1988), Schonfeld et  al. 
(1998), and MD. Shoaid Chowdhury (2001) estab-
lished the profit analysis model from different per-
spectives and carried out studies on the possible 
maximum benefit of feeder bus system. Shrivas-
tava (2006, 2001) and S.N. Kuan (2005) studied the 
application of different heuristic algorithms in bus 
network optimization model.

However, because the construction and opera-
tion of BRT systems is relatively later in China, 
there is little research regarding the layout of BRT 
feeder lines. Among the existing research, it is 
important to highlight the work of Dong (2011) 
to research methodologies to add new feeder bus 
lines on the basis of land use characteristics, for 
example, of universities, hospitals, and other 
densely populated areas. Fang (2013) also explored 
feeder line layout on the basis of the shortest path 
method and the optimal searching algorithm to lay 
feeder bus lines one by one. In 2009, Zhu (2009) 
put forward a method on the time-value model 
and network coordination of regular bus network 
adjustment on the basis of coordination theory 
of BRT and regular network. In 2011, Bi (2011) 
did malicious attack experiment on BRT network 
coordinated with regular bus network, testing 
the robustness of BRT network and verifying the 
importance of BRT linked to regular bus.

Because most of the above-mentioned studies 
investigated the layout of feeder bus lines for rapid 
rail transit, this paper aims to propose a method-
ology specific to BRT, using genetic algorithms, 
which will consider improving access to public 
transport while minimizing passenger and opera-
tion costs. Section 2 will depict the methodology 
to determine the influence area of BRT lines, sec-
tion  3 will discuss the methodology proposed to 
determine the layout of feeder lines, including a 
genetic algorithm. Section  4 presents an applica-
tion for the case of Line 1 in Beijing, China, and 
Section 5 includes the paper conclusions.

3 METHODOLOGY

3.1 Definition of reasonable influence area of BRT

The first step in the methodology is to determine the 
reasonable influence area of BRT lines. We define 
influence area as the area around BRT lines where 
passengers will have access to the BRT system. This 
influence area should take into account passengers 
who might walk as well as those transferring from 
other modes such as cycling or feeder buses.

The influence area of a station can be divided 
into reasonable influence area and potential influ-
ence area (2013). The definition of the reasonable 
influence area is based on the reasonable distance 

that most passengers are willing to travel to access 
the BRT line, including passengers who walk, cycle, 
or drive and use park and ride facilities (2011). The 
concept that corresponds to a reasonable influence 
area is the potential attraction, which refers to the 
distribution of some areas that still attract passen-
ger flow in addition to the stations that reasonably 
attract passenger flow.

The reasonable influence area of a BRT station 
includes the influence area of bicycles and the influ-
ence area of regular bus transit; the emphasis of 
this paper is the reasonable influence area of bus 
rapid transit lines to conventional public transport 
passenger flow, which is used to determine the lay-
out scope of feeder bus lines. According to the con-
cept of reasonable influence area, it is a quantity 
value aiming for meeting most passengers’ benefits 
and not wasting transport resources; therefore, on 
the basis of GIS network information and station 
questionnaires and with the goal of considering the 
benefits of a certain proportion of passengers, a 
buffer analysis can be carried out, to determine the 
reasonable influence area of bus rapid transit lines 
to the passenger flow of regular bus transit.

3.2 Selection of feeder stations

3.2.1 Selection of BRT stations
Not all BRT stations need a feeder bus, and their 
need should be judged according to the size of the 
feeder or the existing station passenger volume. 
If  the feeder passenger volume is too small, the 
feeder bus line will probably be not cost-effective 
to increase new feeder bus lines; if  a rapid transit 
station already has a heavy passenger flow volume, 
and newly added feeder passenger flow will lead 
to exceeding the platform’s capacity, then it is not 
suitable to add new feeder bus lines to this station.

3.2.2 Selection of regular bus stops
If it is determined that adding feeder lines is suit-
able, the station selection of regular bus should be 
conducted within the identified reasonable influence 
area of the BRT line. Stations should be divided 
into two categories: one category is the stations for 
passengers to get on regular buses. These can be 
obtained by looking at passenger transfers from 
regular bus stops to BRT stations in the Origin-
Destination (OD) survey. The other category is the 
regular bus transit stops that do not allow passen-
gers to transfer to BRT. When selecting the above 
two types of regular bus stops, the size of the feeder 
passenger flow volume should also be considered, 
and if the resulting feeder passenger flow volume 
is too small, it is not economical to add new feeder 
bus lines. Moreover, feeder stations can be added 
according to specific needs; for example, new feeder 
stations can be considered at special locations, such 
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as scenic spots, stations, residential areas, and public 
central areas with potential passenger demand.

4 MODEL ESTABLISHMENT

4.1 Analysis of influencing factors

There are many factors that affect the layout 
of feeder bus lines; therefore, it is necessary to 
make simplifications and assumptions. The basic 
assumptions of this model are as follows:

1. The feeder passenger flow volume at each regu-
lar bus stop that needs the layout of feeder bus 
lines is known, and the distance between these 
stops and the BRT station are known.

2. The bus capacity (passenger/bus) and operat-
ing speed of each vehicle running on feeder bus 
lines are known.

3. The feeder buses stop at every feeder lines’ stops, 
the dwell time at stops is constant.

4. There is only one feeder bus line passing through 
every feeder regular bus stop.

5. All feeder lines must start or end at a BRT sta-
tion, and they can only be connected to one 
BRT station.

6. Depending on passenger volume, two or more 
feeder bus lines can be laid for a bus rapid tran-
sit station.

4.2 Analysis of influencing factors

On the basis of the above requirements, a layout 
model for newly added feeder bus lines can be 
established. In this model, the basic parameters are 
defined as shown in Table 1:

The layout model can be established as follows, 
and the objective function is:

Table 1. Parameter description.

Name Meaning Name Meaning

N Total Quantity of regular bus 
transit stations that need the 
layout of feeder bus lines

v0 Operating speed of the vehicles 
on feeder bus lines

TI Total in-vehicle travel time of 
all the passengers

t0 Stopping time of vehicles at each 
station on feeder bus lines

kn Ridership at the nth feeder 
regular bus transit station

c1 Unit in-vehicle travel time cost of 
passengers

dn Length of feeder bus line from 
the nth feeder regular bus 
transit station to the bus 
rapid transit station

Sn Quantity of stations through which the 
line between the nth feeder regular bus 
transit station and the bus rapid transit 
station has passed

TW Total waiting time of all 
the passengers

c2 Unit waiting time cost of passengers

hl Departure interval of the nth 
feeder regular bus transit 
station on the lth feeder bus line

Fl Fleet scale of the lth feeder bus line

Nl The quantity of regular bus 
transit stations through which 
the lth feeder bus line has passed

dl Length of the lth feeder bus line

L Total quantity of feeder bus lines 
required to be laid

c Operating cost per vehicle per unit 
time on a feeder bus line

dmax Upper limit value of the length 
of a feeder bus line

dmin Lower limit value of the length 
of a feeder bus line

hmax Upper limit value of the departure 
interval of a feeder bus line

hmin Lower limit value of the departure 
interval of a feeder bus line

P Rated passenger capacity of a 
feeder bus

Colmax Maximum operating cost of the lth 
feeder bus line that can be 
provided by enterprises

qmax Maximum section passenger 
volume of a feeder bus line

R Maximum feeder passenger flow 
volume that can be accepted by 
the bus rapid transit stations

Dl Spatial straight-line distance 
between the origin and end 
stops of the lth feeder bus line

ρ Constant, nonlinear coefficient
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where the first part refers to the total in-vehicle 
travel time cost of all the passengers transported 
by feeder buses, the second part refers to the total 
waiting time cost of all the passengers who are 
waiting for feeder buses at regular bus stops, and 
the third part refers to the feeder operation cost 
based on Xiong et al. (2013).

The following constraints should be considered:

1. Line length constraint: Long feeder bus lines 
can lead to complicated line functions, and 
short lines can lead to insufficient passen-
ger flow; thus, the line cannot be operated 
normally.

dmid n ldii ≤dld madd x  (2)

2. Departure headway constraint: The departure 
headway of feeder bus lines is determined by 
comprehensively considering feeder lines’ pas-
senger demand per unit of time and operation 
costs:
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3. BRT station capacity constraint: If  a BRT 
station has a large passenger volume, and 
newly added feeder passengers will cause 
the platform to exceed its capacity, then it is 
not suitable to set up a feeder bus line at the 
station:
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4. Nonlinear coefficient constraint:
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In conclusion, the above layout model can be 
written as:
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5 DESIGN OF GENETIC ALGORITHM

In this paper, we propose the following process 
to create feeder lines: First, calculate the distance 
between each regular bus stop within the influence 
area and the BRT station, then choose two BRT 
stations with the shortest distance as the potential 
stations to connect with the feeder line. Boolean 
variables 0–1 can be defined as control variables 
for the final selection of the two stations: “0” indi-
cates the nearest BRT station to the regular bus 
stop regular bus, and “1” indicates the next-near-
est BRT station regular bus. Then, select value 0 
or 1 in the control variables for all the regular bus 
stops according to a probability of 50%.

Finally, on the basis of the selection results of 
the control variables for all the feeder regular bus 
station and aiming at each BRT station, connect 
the potential feeder regular bus stations to the BRT 
station with feeder lines, starting with the closest in 
distance regular bus, thus generating a scheme of 
feeder bus lines as an individual. It is important to 
note that a BRT station may not be connected to 
any feeder line.

To improve the process of creating feeder lines, 
an improved genetic algorithm to solve the model 
can be designed as follows.

5.1 Chromosome coding

The chromosome coding should be conducted by 
using binary encoding, that is, using 0–1 to indi-
cate the connection between each feeder regular 
bus station and a BRT station.

For example, there are n regular bus stops num-
bered from 1 to n and four BRT stations (A, B, C, 
and D). If we assume that the nearest and next-
nearest BRT stations of regular bus stop 1 are A 
and B, respectively, the two-numbered feeder regu-
lar bus station’s nearest and next-nearest bus rapid 
transit stations are B and C, respectively, and the 
three-numbered feeder regular bus station’s nearest 
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and next-nearest bus rapid transit stations are C and 
D, respectively, then the individuals (1 0 1...) indicate 
that among the eventually-generated set of feeder bus 
lines, the one—and two-numbered feeder regular bus 
stations are connected to the bus rapid transit station 
B and the three-numbered feeder regular bus station 
is connected to the bus rapid transit station D.

5.2 Population initialization

The population should be initialized through the 
chromosome coding of all feeder regular bus sta-
tions by selecting control variable 0 or 1 at the 
probability of 50%.

5.3 Fitness function

In order to avoid superindividual (having a fitness 
value that is considerably greater than the average 
fitness value of the population and leads to the 
problem of early convergence in genetic algorithm) 
in the population, this paper transforms the fitness 
function as follows:

F
f f

f f
( )x =

( )b ( )x

( )b ( )a

⎡
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2
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where f(a) and f(b) indicate the minimum and max-
imum values among the objective function values, 
respectively; f(x) indicates the objective function 
value; and F(x) indicates the fitness value.

5.4 Selection strategy

Selection strategy adopts a method that combines 
the optimal individual conservation, the fitness 
proportionate selection, and the roulette wheel 
selection. Specific steps are as follows: first, sort 
the individuals in the population according to 
the fitness values, retain 2% of total individuals 
in the population number that have higher fitness 
values, and directly copy them to the next genera-
tion. Then, calculate the fitness proportion, that is, 
the probability of  each individual to be selected. 
Finally, calculate the cumulative probability of 
each individual in accordance with their selection 
probability and generate a random number, then 
the corresponding individual should be selected 
for the crossover if  the random number fell into a 
region of the cumulative probability, and in order 
to select the individual for the crossover, it is neces-
sary to carry out several rounds of selection.

5.5 Crossover strategy

As for the crossover operation, two-point crosso-
ver should be adopted, that is, after randomly 

setting up two crossover points in two matching 
individual coding strings, exchange part of the 
chromosome between two crossover points set up 
by two individuals, and the crossover probability 
is p_cross = 0.4.

5.6 Mutation strategy

As for the mutation operation, the site mutation 
should be adopted, and the mutation probability 
is p_muta  =  0.2. In terms of  a binary-encoded 
individual, if  the original site is 0, then it will 
become 1 through the mutation operation and 
vice versa.

6 CASE STUDY

6.1 Survey design and data collection

The layout of  newly added feeder buses to the Bei-
jing BRT line 1 is analyzed as an example. A ques-
tionnaire survey was carried out at 17  stations 
along the lines at morning peak 7:00–9:00 during 
two working days, thus obtaining the departure 
points of  the passengers that are transferring 
from regular buses to BRT. A total of  3,076 valid 
samples are obtained and 83 regular bus lines 
and 225  stops are involved; according to a sta-
tistics based on regular bus stations, the quantity 
of  the passengers that need feeder buses to bus 
rapid transit lines at each regular bus station can 
be obtained. In order to meet the research needs, 
it is necessary to map BRT lines and their station 
information as well as the information about 225 
regular bus stops in ArcGIS, which stores regular 
bus stop names, the quantity of  passengers with 
feeder needs, and latitude and longitude coordi-
nates among other attributes.

6.2 Influence area definition

When selecting the layout scope, it is necessary to 
fully consider the needs of passengers to transfer 
from regular bus transit to bus rapid transit and 
the efficient use of newly added feeder bus lines, 
thus considering most passengers’ travel demands 
and making no waste of transport resources. On 
the basis of the above analysis, this paper selects 
the reasonable influence area of bus rapid transit 
lines to the passenger flow of regular bus transit as 
the layout scope of feeder bus lines. By using the 
method in Section 2 and by considering 75%, 80%, 
and 85% of the passengers’ interests respectively 
as the goals, the reasonable influence area of the 
Beijing BRT line 1 can be determined, as shown 
in Figure 1. This paper uses the value of 80% to 
layout feeder lines.
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With the goal of 75%, 80%, and 85% passen-
gers’ interest, respectively, reasonable influence 
area of Beijing BRT line 1 (as shown in Figure 1) 
and the influence radius under different goals (as 
shown in Table 2) are identified.

6.3 Selection of feeder stops

The selection of feeder stops includes the selection 
of BRT stations and the selection of regular bus 
stops. The regular bus stations should be selected 
according to the quantity of the passengers at 
each station, estimated from the survey, who need 
feeder buses to connect to BRT lines. This paper 
chose 29 stations with relatively large demand for 
feeder (passenger volume is more than 20 people), 
and new feeder bus lines are added to these stations 
to meet the constraint of large passenger demand 
for feeder. The selection of BRT stations is based 
on the size of feeder passenger volume at stations. 
The 29 regular bus stops are numbered 1–29, five 
bus rapid transit stations are numbered A–E, and 
the station information is initialized, as shown in 
Table 3. The distances between stations are calcu-
lated through latitude and longitude coordinates in 
the ArcGIS.

6.4 Feeder lines layout

1. Parameter value
The model’s parameter values are shown in Table 4:

2. Calculation
By using the Matlab2013b (as shown in Fig-
ure  2), the layout scheme consisting of a total 
of eight feeder bus lines were generated, includ-
ing: Route1:1–3-4–7-A; Route2:2–6-5-A; 
Route3:10–11–8-9-B; Route4:12–14–13–15–16-D; 
Route5:17–18-A; Route6:20–22–23–21–19-A; 
Route7:25–24-B; and Route8:29–28–27–26-D. The 
layout of each line is shown in Figure 3.

Figure 1. Reasonable influence area of bus rapid transit 
lines under different goals.

Table 3. Passenger quantity at each feeder regular bus 
station (Unit: person).

No.
Passenger 
quantity No.

Passenger 
quantity No.

Passenger 
quantity

 1 32 11 27 21 34
 2 23 12 26 22 25
 3 53 13 47 23 23
 4 31 14 42 24 47
 5 27 15 36 25 32
 6 34 16 33 26 41
 7 30 17 41 27 30
 8 35 18 34 28 28
 9 52 19 39 29 35
10 38 20 36 – –

Table 4. Model’s parameter values.

Parameter name Unit Value Parameter name Unit Value

Stopping time of feeder buses at each station sec 20 Operating speed of 
feeder buses

km/h 15

The operating cost per feeder bus per 
unit time

Yuan 1,500 Unit in-vehicle travel 
time cost of passengers

Yuan/min 0.2
Yuan/min

The maximum operating cost of each feeder 
bus line that can be provided by operators

Yuan 4,500 Unit waiting time 
cost of passengers

Yuan/min 0.4
Yuan/min

Rated passenger capacity of a feeder bus Person 80 The upper limit value of the 
length of a feeder bus line

km 8

The upper limit value of the departure 
headway of a feeder bus line

min 8 The lower limit value of the 
length of a feeder bus line

km 2

The lower limit value of the departure 
headway of a feeder bus line

min 5 – – –

Table 2. Influence radius of BRT with different goals.
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Figure 2. Iterative process during the running time of 
algorithm.

Figure  3. Layout scheme of newly added feeder bus 
lines.

7 CONCLUSIONS

The layout of newly added feeder buses to BRT 
lines is an important issue that relates to increase 
the efficiency of the whole city’s public transporta-
tion system. In this paper, we discussed the method 
to determine the reasonable influence area of BRT 
and the method to lay feeder bus lines within the 
influence area, proposed a mathematical model for 
feeder bus line layout, put forward an improved 
genetic algorithm to solve it, and conducted a case 
study for adding feeder buses to the Beijing BRT 
line 1. The following conclusions can be summa-
rized from this study.

First, through the survey and GIS analysis on 
Beijing BRT line 1, in reasonable passenger attract 
area aspects, because of sparse stops at the subur-
ban district, the trip distance of passengers is much 
longer with a high average speed for regular bus, 
so it is more attractive for regular bus passengers. 
Conversely, the influence area is smaller in the 
central district. With the goal of 80% passengers’ 
interest, the reasonable influence radius should be 
3.89 km.

Second, this paper proposed the selection prin-
ciple of newly added feeder lines and the feeder 
stops. A mathematical model with the connection 
benefits (including travel time cost and operation 
cost) as a minimum objective function has been 
conducted for the first time. Using genetic algo-
rithm to calculate the model, the layout scheme 
of newly added feeder lines was planned. Apply-
ing to the Beijing case, eight feeder bus lines were 
designed linking to the Beijing BRT line 1, and the 
results prove the validity of the model.

It is important to note that although in this 
study the model involved the BRT capacity con-
straint issues, the coordination of departure fre-
quency of BRT and feeder lines was not taken into 
account. The newly added feeder lines should be 
designed considering the operating coordination 
as well as the reasonable influence area, which will 
improve the efficiency of the feeder system and will 
be the directions for our future work.
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Design of a campus view of a virtual roaming system based on VR

Ling Yu
Art and Design School, Dalian Polytechnic University, Dalian, China

ABSTRACT: Virtual reality is a new and advanced technology that produces a three-dimensional space 
by computer simulation to provide users with visual, auditory, tactile, and other sensory simulations. In 
this paper, by comprehensively using Vega Prime and Visual Studio software, we construct a virtual cam-
pus roaming system. The main research work of this paper is as follows: 1. On the basis of early use of 
three-dimensional modeling of MultiGen Creator on the campus of Nanchang University, we use Vega 
Prime and Visual Studio software to build a virtual campus roaming system. 2. We design the virtual 
campus roaming system database, which covers the data of various functional departments of the school, 
in order to facilitate the user’s inquiry and understanding of the school. 3. We study the key technolo-
gies of virtual simulation technology: roaming technology and collision detection technology. The design 
improves the flexibility, immersion, and interaction of the system.

virtual campus model, using Prime Vega to quickly 
customize the virtual campus roaming system 
ACF files and using Studio2005 Visual to write 
a virtual campus roaming system on the basis of 
MFC (Biocca F, 2013).

2.1 System environment configuration

Real-time rendering three-dimensional virtual 
scene and large-scale spatial data have high require-
ments on the system hardware. In the following, it 
describes the hardware configuration and software 
used in the system.

The hardware configuration of the system is as 
follows:

CPU: Intel (R) Core2 Q9500 2.83 GHz
Memory: 2GB
Hard disk: 500GB
Graphics: 1GB independent memory
Operating system: Windows XP
 Three-dimensional modeling software: Multi-
 Gen Creator 3.2
 Virtual campus roaming configuration soft-
 ware: Vega Prime 2.2.1
 Virtual campus roaming system development 
 platform: Visual Studio 2005
Database: Microsoft Access 2003

In the early implementation of the project, the 
computer configuration is low, resulting in when 
using Gen Creator Multi 3.2  software modeling, 
it cannot normally display the texture image and 
thus unable to continue to carry on this project. 
We suggest using 1GB or more independent video 
card so that the system can smoothly carry out 
interactive roaming, query, and so on.

1 INTRODUCTION

Before the 21st Century, because of the less devel-
opment of computer hardware and computer tech-
nology, people’s understanding and description of 
the real world were still in the form of binary. The 
binary description of the real world is quite differ-
ent from the actual real world, which cannot reflect 
various types of images of the three-dimensional 
world. Therefore, under many circumstances, 
it will affect people’s understanding of the real 
world. With the rapid development of computer 
technology, virtual reality technology (referred to 
as VR, also translated as the spirit and reality) is 
increasingly widely used. This is an integrated tech-
nology, relating to the field of computer graphics, 
simulation technology, multimedia technology, 
human–computer interaction technology, sensor 
technology, artificial intelligence, and so on. Its 
core idea is to simulate a real world as realistic as 
possible in a computer model. People are roaming, 
driving, and training in this virtual model so as to 
achieve the equal effect as it is in the real world. As 
a result, it is widely used in commercial, military 
training, and fields with emergency and uncertain-
ties (such as reproduction of the scene of the traf-
fic accident, fire rescue simulation, aerospace, and 
micro simulation). VR has three main features: 
immersion, interaction, and imagination.

2 THE OVERALL DESIGN OF THE 
VIRTUAL CAMPUS ROAMING SYSTEM

The design of the virtual campus roaming system 
is divided into three parts: the establishment of a 
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2.2 Overall design of virtual campus roaming 
system based on MFC

2.2.1 ACF file of virtual campus roaming system
The development of visual simulation application 
program is usually divided into the establishment 
of virtual 3D model and the design of virtual 
roaming engine. In the design of virtual roaming 
engine, if  we do not use ACF file, then it can only 
use the program code to replace the ACF file, cre-
ate an instance of all objects, and proceed relation-
ship configuration of these objects of a class. If  the 
virtual scene is more complex, not using the ACF 
file will cause lots of problems and inconveniency 
for configuration and modification of the scene. 
As a consequence, in this paper, we use the ACF 
file in the design of virtual roaming engine. If  there 
are changes in the virtual scene, it can be modified 
in the ACF file. In the framework of virtual cam-
pus roaming system, the function of Vega Prime is 
written in C++ language, and the developing envi-
ronment of roaming engine is Vega Prime 2.2.1, so 
we use Visual Studio 2005 as the development plat-
form of the system; choose application program 
based on MFC (Microsoft Foundation Classes), 
so it can be liberated from the implementation 
details of the cumbersome framework program 
in the study, and put the main focus on the study 
of simulation function and interactive function of 
the system. To sum up, the construction of virtual 
campus roaming system is divided into three steps, 
shown as follows.

1. On the basis of collecting the campus data in 
the previous period, we make use of Gen Crea-
tor Multi to build the virtual campus three-
dimensional model.
The campus map file *.dwg is stored in the 

South CASS7.0  mapping software as CAD R12/
LT2 DXF *.dfx Auto format. File *.dfx is input 
into the Gen Creator Multi, namely the upcoming 
map is input into the Gen Creator Multi modeling 
software. On the basis of the two-dimensional 
map in Gen Creator Multi, respectively, we model 
buildings, roads, trees, streetlights, lakes, grass-
lands, gates, and so on.

We use Photoshop software to process the pho-
tos taken in the early stage and produce texture 
image. Virtual campus 3D model will be used for 
Prime Vega visual simulation, and the size of the 
texture must be 2n*2n, so the size of the texture 
is set to 1024*1024 pixels. Make the texture on the 
surface of the three-dimensional model, and then 
the establishment of three-dimensional virtual 
campus modeling is completed.
2. Load the modeling file *.flt in step (1) into 

Prime Vega, the virtual campus, and pro-
ceed the preliminary design of engine of vir-
tual campus roaming system, such as pipeline 

configuration, window configuration, render-
ing of virtual environment, motion mode, and 
navigation path configuration, so as to get the 
*.acf file.

3. Load *.acf file obtained in step (2) into the 
MFC framework built to complete various 
functions of the system, such as walking and 
driving mode, fixed-path roaming mode, envi-
ronment control, improvement of query, and 
modification of attribute.

2.2.2 Development of virtual campus roaming 
system based on MFC framework

MFC is a fairly mature library. Developing appli-
cation program having a good graphical user inter-
face under Windows platform based on MFC 
library is the most convenient way. Therefore, a 
good graphical user interface based on MFC is the 
most convenient way to develop visual simulation 
program.

The development of virtual campus roaming 
system based on the MFC framework needs to 
solve two problems. One is how to render the three-
dimensional scene of virtual campus to MFC view 
window. The other is how to proceed frame cycle 
of the virtual scene. First, vp Window provided by 
Vega Prime comes from vs Window, which is gen-
erated from vr Window that provides a set Parent 
(Window win) function. It is seen that it only needs 
to transfer the kind of MFC view window to the vp 
Window, namely vp Window *vp Win = *vp Win-
dow: begin (); vp Win->setParent (m_h Wnd); only 
by doing like this can the virtual campus 3D scene 
be rendered to view window (Earnshaw R. A, 2014). 
Second, the system frame cycle can be achieved in 
two types of methods. The first one is to set a timer, 
namely after application program completing, run 
the initialization, definition, and configuration, set-
ting a timer, and then proceed frame cycle in the 
message processing function. The second method is 
to create an additional Windows thread and com-
plete Vega Prime application in the thread.

3 DETAILED DESIGN OF SYSTEM 
FUNCTION

3.1 Specific design of system function

Consistency of style is very important. Note the 
spacing, punctuation, and caps in all the examples 
below.

3.1.1 Walking mode
In Vega Prime, use vp Motion to define abstract 
motion model, while the specific motion patterns 
are as follows: Motion Drive, Motion Fly, Motion 
Walk, Motion UFO, and so on, all of which inherit 
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the class of vp Motion. vp Motion can specify 
input device as the method of controlling motion 
mode, such as keyboard and mouse. If  no input 
device is specified, the motion model will enable 
default of their devices as the input of the system. 
The control of default in the motion mode is pack-
aged in the various classes of motion mode. For 
example, in the driving mode, Source Boolean con-
trols the acceleration and deceleration of the vehi-
cle model, and Source Float controls the left turn 
and right turn of the vehicle model.

In the navigation interface of the system in Vis-
ual Studio, add a Radio type button and a Slider 
type controlling button, respectively, to set up 
whether choose walking mode or not and the speed 
of walking mode, and the control node of walking 
control code mode is as follows:

Vp Transform *Transform_walk  =  vp Trans-
form: find (“Transform_walk”).

3.1.2 Automatic roaming mode
In the realization of the automatic roaming mode 
function, the tool to be used is Path in the LynX 
Prime. Path Tool is a tool used to create path con-
trol points and navigation files in the automatic 
roaming of a system. Fixed path in Vega Prime has 
two meanings: the first is a series of control points 
of the navigation path set by the users, which 
are stored in the .way file. The file stores the 3D 
coordinates of each control point and the attitude 
of each point; which is followed by a navigation 
device. Navigation file provides a data structure for 
each control point. Information stored in the data 
structure contains the connection method from 
current control point to the next control point, 
moving speed from the current control point to the 
next control point and so on. These messages are 
stored in the .nav file, and the navigator, through 
the interpretation of the data in the .nav file, con-
trols the motion of object or the observer’s state.

In the automatic roaming mode, five automatic 
roaming paths are set up, which basically cover 
the whole campus scene. Five school bus models 
are added in the virtual scene of the campus, each 
of which uses an automatic roaming route. In the 
navigation system interface, add a Radio button 
to control the automatic roaming mode selection, 
and a dropdown list box to determine which path 
the user should choose. The realization code of the 
two controllers is shown as follows.

Realization process of Radio button is:
 If  Radio button is pressed, the automatic path is 
 set up as the first path.
Int nCount = m_Combo Auto.Get Count();
if  (n Count > 0)
{
m_Combo Auto.Set Cur Sel(0);
On Selchange Combo Auto ();

}
 vp Transform *tran  =  vp Transform: 
find(“Transform_car0”);
 Drop-down list box control implementation 
 process is:
int n Sel = m_Combo Auto.Get Cur Sel ();
if  (n Sel ! = –1)
{
// obtain the selected path and set up it
 vp Transform *Trans  =  (vp Transform*) m_
Combo Auto.Get Item Data (n Sel);
 if  (Trans)
(*vp Observer::begin())->set Look from(Trans);
}

In order to prevent the emergence of the car 
model in the mountain drill, it is necessary to add 
tripod Isector detector whose target is the ter-
rain. Tripod Isector detector is composed of line 
segment that is, respectively, perpendicular to the 
Isector (X-Width/2, Y-Length/2), (X+Width/2, 
Y-Length/2), and (X, Y, +Length/2); these three 
coordinates, coordinate, and X and Y represent 
the current position of Isector. The method is 
that three line segments and the points intersect 
with the terrain form a triangle, output the tri-
angle center value of Z and pitch value and roll 
value corresponding to the center Z and the cur-
rent direction of the intersect vector, so the car 
and terrain model can be tightly attached together, 
but not to drill into the mountain, and the effect is 
shown in Figure 1.

3.2 Application of system database

3.2.1 Establishment of tree structure 
and modification of nodes

In order to enhance the interactivity and immer-
sion of the whole system, users can browse the 
virtual campus scene better and have a better 
understanding of the whole virtual 3D scene, add a 

Figure 1. Tripod detection effect diagram.
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set of tree structure and attribute display bar at the 
interface of the system, and all objects in the three-
dimensional scene has a corresponding node in 
the tree structure. As shown in Figure 2, the three-
dimensional scene is the Information Engineering 
Institute of the campus. In the tree structure, there 
is a corresponding node called “Information Engi-
neering Institute”.

The structure of the tree building method is as 
follows: first, to create a global database object 
and connect to the database each time the system 
boots; second, when the database connection is 
successful, to create the tree structure by using a 
recursive function according to the relationship of 
nodes in the Observer Position table.

When we use the right mouse button to click 
the node in the tree structure, the management 
menu will pop up. When the root node is clicked, 
the deleting item node and the modified position 
item will become gray, which is unable to be used. 
When the other node is right-clicked, all options 
are available. When the user clicks the adding 
node option, it will pop up a dialog box, and then 
the user can choose the type of  node and add a 
subnode. For example, when the school builds a 
few teaching buildings, the school has introduced 
a number of  new teachers, and in the new term 
school has recruited some freshman, able to add 
subnodes through the user’s choice. Therefore, 
the realization of  this function has a significant 
impact on the school management, planning, and 
user’s perception of  the school. The method to 
add a subnode is first adding a subnode for the 
current node in the tree structure, then setting 
up the value of  new nodes in Observer Position 
table, and finally inserting the attribute data in 
the attribute table for the new nodes. The method 
to delete a node is as follows: first, to find the 
brother node or parent node of  this node, to 
ensure that after deleted, it still exists the selected 
node, and then delete the node and all subnodes. 
Finally, delete the information in response to the 
database.

3.2.2 Realization of modifying location 
and querying function

When the user opens the tree and right-clicks on a 
node, it will pop up a menu, in which there exists an 
option called “modify the location”, whose function 
is to record the current position of the view and store 
it in a database. The implementation of this function 
is convenient for users to modify the scene position 
in the database and the major node to achieve the 
function as shown below (Gan, Q, 2015):

observer->get Position (&x, &y,&z);
 observer->get Rotate (&heading, &patch, &roll);
// obtain the current selected point
HTREEITEM itm = this->Get Selected Item ();
 Observer Position * obp = (Observer Position*) 
 this->Get Item Data(itm);
// store the data in the database
 sz SQL.Format(“UPDATE observerposition 
  SET x = %lf, y = %lf, z = %lf, heading
     =  %lf, patch  =  %lf, roll  =  %lf  WHERE 

id = %d”,
x, y, z, heading, patch, roll, obp->id);
p SYSDB->Execute SQL (so SQL);
Update the data in the system
obp->x = x;
obp->y = y;
obp->z = z;
obp->heading = heading;
obp->patch = patch;
obp->roll = roll;

The function of query is that when the user 
does not know the position of a node in the vir-
tual scene, it can double-click the node in the tree 
structure and render the 3D virtual scene on the 
left-hand side of the screen, and the view will be 
cut from the view of the current node to the view 
of the node that the user double-clicks. That is to 
say, “fly” to the destination from the current posi-
tion, and complete the inquiry work. As a result, 
this function improves the user understanding of 
3D virtual scene and greatly enhances the interac-
tivity and immersion of virtual campus roaming 
system. The design idea of the function: when the 
user double-clicks a node, it will first calculate the 
six parameters, X, Y, Z, H, P, and R, of the cur-
rent view and the difference value of the view of 
the destination node, and then the difference value 
is averagely divided into several parts, to get the 
increment of each flight, and finally open a timer 
(Jiao, N, 2014). In each period of time, complete a 
viewpoint change of flight increment. Destruct the 
timer and complete query function until six free-
dom parameters of the current viewpoint is equal 
to the six freedom parameters of the viewpoint 
that the user double-clicks The main code of this 
function is as follows:

 // Calculate the difference value between the two 
 view pointsFigure 2. Tree structure.
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double x Len = m_pos End.x - m_pos Begin.x;
double y Len = m_pos End.y - m_pos Begin.y;
double z Len = m_pos End.z - m_pos Begin.z;
do uble h Len  =  m_pos End.heading - m_pos 

Begin.heading;
do uble p Len  =  m_pos End.patch - m_pos 

Begin.patch;
 double r Len = m_pos End.roll - m_pos Begin.
 roll;
Calculate the increasing amount in each flying
m_pos Delt.x = x Len/n Times;
m_pos Delt.y = y Len/n Times;
m_pos Delt.z = z Len/n Times;
m_pos Delt.heading = h Len/n Times;
m_pos Delt.patch = p Len/n Times;
m_pos Delt.roll = r Len/n Times;
// Set the position of view point
 vp Observer *observer = *vp Observer::begin ();
 observer->set Position(m_pos Begin.x,m_pos 
 Begin.y,m_pos Begin.z);
 observer->setRotate(m_pos Begin. heading, m_
 pos Begin. patch, m_pos Begin.roll).

3.2.3 Voice information broadcasting function
Music added in the virtual scene usually has three 
modes: the first one is to simulate a real sound in life, 
which usually considers the factors that the sound 
reduces due to the propagation in the medium and 
Doppler effect, so it is true. For example, the roar of 
aircraft in flight and driving sound will be weakened 
as the car and the airplane objects get away from 
the observer; the second kind is background music, 
whose sound does not change with the location of 
the observer; the third is speech information, namely 
voice introduction. The sound will not change with 
the change of the location of the observer.

Essential node objects in the tree structure of 
the object system are added with the voice infor-
mation. The voice information, through special 
recording, has been added to the sound value of 
each node objects in the database, and users can 
also use the menu item to manually add voice 
information for the node object. When the node 
object in the tree structure is double-clicked, the 
speech information will automatically play so that 
the user can increase understanding of 3D virtual 
campus.

4 CONCLUSION

People’s understanding and accepting ability of 
visual, acoustic, tactile, and other sensory infor-
mation is far greater than that of numbers in such 
kind of abstract information. Along with the rapid 
development of computer technology, visual simu-
lation is more and more widely used in military 
training, emergency, simulation of driving, city 
planning, and many other areas.

This paper completes the development of the 
virtual campus roaming system based on MFC 
framework, in which the research is on environment 
rendering technology, so users can browse through 
the mouse to control to roam in virtual campus. The 
research work is summarized as follows. First, use 
GPS and total station to measure the whole area of 
the campus, then get a two-dimensional map of the 
campus, and finally use Multigen Creator to make 
a three-dimensional model of the scene of the cam-
pus (Jun, T, 2015). In addition, by in-depth study 
using Vega Prime software technology, import the 
virtual campus 3D model into Prime Vega software 
and configure the relevant parameters to get the 
ACF file, namely the initial and simple visual simu-
lation of the virtual campus.

The Access is chosen as the virtual campus roam-
ing system of external database to realize data 
query, modify, and carry out other functions. The 
model in the scene is corresponding to the attribute 
information model, to complete the query function 
of the virtual campus scene model, and be conveni-
ent for users’ understanding and cognition of the 
3D virtual campus; add data model and node of the 
tree structure for the system to modify the attrib-
utes of the nodes to enhance the system scalability 
and performance management; add voice informa-
tion broadcasting function for each data node in the 
system to improve the immersion and interactivity 
of the system, so as to increase users’ awareness of 
the system. Three-dimensional virtual campus tech-
nology plays a very important role in the external 
propaganda, enrollment, and the appearance of 
the campus, and it is an important part of campus 
information construction. Therefore, the develop-
ment of the virtual campus roaming system is of 
great significance to the development of visual sim-
ulation system in the future.
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ABSTRACT: This paper aims to design a feasible financial framework and fare adjustment strategy to 
intensify the financial sustainability of China’s urban public transit service, therefore to support the policy 
of transit priority and the development of transit metropolises in China. The fiscal problems in China’s 
public transit, the skyrocketing operating costs of public transit companies, unsustainable urban public 
financial subsidies, decreasing attraction of low fares to the passenger flow, are analyzed by the data on 
the operating costs, fares, subsidies and other information collected from Beijing, Shenzhen, Zhengzhou 
and other China’s typical urban public transit companies. The relationship among transit service quality, 
costs, fares and government subsidies is analyzed systematically based on the demands of three major 
interest subjects in city public transit, namely passengers, businesses and governments. Based on the prin-
ciple of “acceptable for the public, sustainable for businesses, and affordable for government finance”, the 
paper proposes a feasible service quality-oriented and sustainable financial framework of urban public 
transit operation for China which clarifies the responsibilities of all the stakeholders in the framework. 
Finally, the paper offers specific fare adjustment strategy, in which the public transit fare adjustment coef-
ficient is playing the role in the trigger mechanism.

portation development, (MoT, 2011–2013), by 
the end of 2013, the annual passenger capacity 
and daily capacity of China’s urban public tran-
sit have amounted to 128.335 billion person times 
and 351  million person times respectively. There 
are 41,783 operating routes for buses and trol-
leybuses nationwide, totaling 749,000  km. Metro 
construction is moving forward steadily. 15 cit-
ies in China have 81 rail transit lines with a total 
length of 24,079  km. An urban rail transit net-
work covering major cities like Beijing, Shanghai, 
Guangzhou and Shenzhen have taken shape. 22 
cities have operated the BRT (Bus Rapid Transit) 
system with the operating routes amounting to 
about 2,752 km. Cities like Jinan, Changzhou and 
Zhengzhou have built a preliminary online operat-
ing system for BRT which is gradually playing a 
major role in urban transport systems.

To implement the transit priority policies, 
governments in many cities have issued a series 
of relevant policies and measures. One impor-
tant measure is to combine low fares with large 
financial subsidies. In other words, governments 
purchase public services from businesses through 
financial subsidies. The measure has promoted the 
utilization and share of public transit by reduc-
ing the traveling costs of the public. Due to defi-
cient support in relevant policies, however, urban 
public transit faces problems on the sustainability 

1 INTRODUCTION

With China’s urbanization and mechanization 
pressing ahead, cities continue to expand, and 
urban population and traffic volume increase rap-
idly. As a result, traffic congestion, security issues, 
environmental pollution and energy depletion are 
increasingly prominent, becoming the bottleneck of 
urban sustainable development and imposing great 
pressure to the construction of a resource-conserv-
ing and environment-friendly society. Urban public 
transit possesses advantages such as high holding 
volume and efficiency, and low energy consump-
tion and pollution. Learning from Europe, Japan, 
Singapore and South America, China is striving to 
prioritize public transit to reduce environmental 
pollution and energy consumption, and to achieve 
low carbon and sustainable development.

Chinese government has attached great impor-
tance to the development of urban public transit, 
and issued many important documents, including 
Guiding Opinions of the State Council on Giv-
ing Priority to Public Transportation in Urban 
Development, to further specify national prioriti-
zation of public transit development. Pushed by 
the accelerating urbanization and guided by the 
national transit priority policies, China’s urban 
public transit has come a long way. As shown in 
the annual report of China urban passenger trans-
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of finance, such as the ever-increasing operating 
costs, the difficulties of public transit businesses 
in operation, the overwhelmed financial subsidies 
and so on. Those problems have affected, to some 
extent, the healthy and sustainable development of 
China’s urban public transit.

2 REVIEW OF LITERATURES AND 
INTERNATIONAL EXPERIENCES

Methods of fare and subsidy adjustment is a com-
mon issue in many cities worldwide and there are 
many valuable experience in their practices.

In 1998, Singapore adopted the price-cap model 
for the regulation of public transit fares. The 
fare adjustment cap formula of this model was 
“CPI+X”, among which CPI represented change in 
the Consumer Price Index over the preceding year, 
and “X” was set to compensate the operators for 
net cost (after considering wages and productivity) 
increases beyond inflation. When economy growth 
slowed down or passengers’ capacity to pay fares 
declined markedly, the Public Transport Council 
would launch this model to adjust fares. This for-
mula was optimized in 2005, further balancing the 
interest of public transport operators and passen-
gers. Some macroeconomic indexes such as CPI and 
WI were involved. The optimized formula was: fare 
adjustment cap = price index = 0.5CPI + 0.5 WI-X. 
Between 2005 and 2012, X was set at 1.5%.

In South Korea, the Seoul Metropolitan Gov-
ernment (SMG) is authorized by the Seoul Metro-
politan Council (SMC) to adjust the basic fare of 
public transit every two years. The requirement for 
adjustment is usually proposed by public transport 
businesses and associations to relevant authorities 
who will, after examination and approval, report 
to the President. The decision is approved for exe-
cution by the mayor of Seoul. Besides, SMG will 
also solicit opinions from SMC.

In Hong Kong, bus companies have been allowed 
to promote fares with the increase of inflation. The 
government has a Fare Adjustment Arrangement 
for Franchised Buses (FAA): operators can decide 
by themselves when to submit a fare adjustment 
application, and the government also has the right to 
lower fares. In every season, the Hong Kong Trans-
port Department (HKTD) will calculate the sup-
portable fare adjustment rate based on a formula: 
supportable fare adjustment rate = 0.5 x Change in 
Wage Index for the Transportation Section + 0.5 x 
Change in CCPI – 0.5 x Productivity Gain.

Chinese scholars have conducted broad studies 
on the financial sustainability of public transport 
in recent years.

He and Ye (2012) pointed out the problems in 
existing subsidies, including ambiguous targets 
(cannot guarantee that the limited subsidies are 

used by the most needy ones), a lack of diverse 
forms (mainly direct financial subsidies for state-
owned public transit companies) and limited capi-
tal resources (all come from local finance). They 
proposed that a clear line should be drawn between 
policy-related losses and operational losses, routes 
making profits and ones suffering losses; subsidies 
for producers and those for consumers, infrastruc-
ture construction and public transit operation, and 
between two purposes, namely providing universal 
services and guiding the way to travel.

Mao and Sun (2011) pointed out that to address 
problems facing the operation of public transit 
companies, the government should, first, innovate 
its subsidy mechanism for public transit and build 
a long-term mechanism, and second, create a rea-
sonable linkage pricing mechanism and properly 
introduce market regulation,

Li, Song and Ren (2009) provided many sug-
gestions. First, completing subsidy procedures to 
ensure that subsidies are provided and utilized in 
a scientific and efficient way. Second, building an 
information disclosure mechanism to provide insti-
tutional guarantee for the efficient use of subsidies. 
Third, strengthening social evaluation and super-
vision of public transit subsidies to ensure timely 
feedback, and making service quality an important 
evaluation indicator of financial subsidies. Forth, 
supporting IT application in public transit and 
introducing a competition mechanism.

Yang (2011) pointed out three problems exist-
ing in China’s low fare policy. First, as people with 
their own cars are not sensitive to public trans-
port fares, it is difficult to promote the utilization 
of public transport. Second, as low fares have 
attracted many cyclists and pedestrians, public 
transport means have become increasingly crowd, 
forcing some passengers to travel by their own cars. 
Third, targeted measures are lacked in subsidizing 
the traveling of vulnerable groups. Yang suggested 
that more subsidies should be used to aspects that 
can promote public service quality, such as short-
ening traveling distance and passengers’ waiting 
time, reducing transfer times, and shortening pas-
sengers’ distance to bus stations.

3 ANALYSIS ON FINANCIAL 
SUSTAINABILITY OF CHINA’S 
PUBLIC TRANSIT

The policy of combining low fares with large 
financial subsidies in urban public transit service 
has promoted the utilization and share of public 
transit markedly in China. Simultaneously, the 
urban public transit is facing problems on the sus-
tainability of finance, which has affected, to some 
extent, the healthy and sustainable development of 
China’s urban public transit.
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The first problem is the ever-increasing oper-
ating costs. The operating costs of public transit 
companies can be divided into the following cat-
egories: labor cost, fuel cost, depreciation cost 
of fixed assets, maintenance cost, management 
cost, financial expense, sales tax and additional 
expenses. According to a survey on the operat-
ing costs of urban public transit businesses in 
18 municipalities directly under Henan Provincial 
Government (Figure  1), labor cost and fuel cost 
together, totaling almost 65% of the overall costs, 
form the largest part in the cost structure of public 
transit businesses.

As global economy has a fast growing demand 
for energy, global oil prices have increased steadily 
in the past decade, so have the gasoline and diesel 
prices in China. In 2014, global oil prices declined 
markedly, but decline in China’s domestic gasoline 
prices has been much shallower than that in the 
international market. Figure 2  shows the growth 
of China’s gasoline prices between 2003 and 2013.

With rapid economic growth, national income 
and per capita wage have increased at a rather high 
speed, driving up the labor costs in almost every 
industry. As shown in Figure 3, according to the 
Statistics data (National Bureau of Statistics of 
China, 1990–2012), the annual salaries of urban 
employees in China between 1990 and 2013.

According to above analysis, the major reason 
for the rising operating costs for urban public 
transit companies lies in the fast growth of price 
index, energy cost, labor cost and other costs (see 
Figure 4).

The second problem China’s urban public tran-
sit facing is the low fares and no fare adjustment 

mechanism. Guided by transit priority policies, 
many provinces and cities have regarded public 
transit as a commonweal cause and kept the low 
fare policy for a long time. A survey conducted 
in six cities, namely Beijing, Shanghai, Shenzhen, 
Guangzhou, Zhengzhou and Jinan (see Table  1) 
shows that these cities haven’t changed public 
transit fares for years and do not have a stable and 
complete fare adjustment mechanism.

In these cities, the implementing fares (fares 
that passengers actually pay) are lower than cost 
prices, and the part of price higher than cost prices 
is compensated by the fuel subsidies of the Cen-
tral Government and public financial subsidies 
from local governments. A survey shows that the 
ratio of implementing fares to cost prices are less 
than 50% in Beijing, Shanghai and Shenzhen, and 
that in Beijing is even lower than 20%. This means 
Beijing Municipal Government provides a finan-
cial subsidy that is four times of the implementing 
fares for public transit companies to support the 
daily operation of the public service system.

The third problem is the difficulties of public 
transit businesses in operation in China. According 
to the above data and analysis, the fast increasing 
price index, labor cost and fuel prices have driven 
up the operating costs of China’s public transit busi-
nesses. Fares have dropped away from costs for a 
long time, leading to severe losses of public transit 
companies. Most of them are counting on public 
financial subsidies for operation. Meanwhile, under 
the strategy of prioritizing public transit develop-
ment, governments have asked these companies to 

Figure  1. Operating cost structure of urban public 
transit businesses in Henan Province.

Figure  2. Chart of domestic gasoline prices 
(2003–2013).

Figure 3. Annual salaries of urban employees in China 
between 1990 and 2013.

Figure  4. Operating costs of Zhengzhou Municipal 
Public Transport Corporation between 2008 and 2010.
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add new routes and increase frequencies. Some of 
the newly added routes have little passenger flow and 
thus little fare revenue, imposing more pressure on 
the policy-related losses of these companies. Besides, 
these companies indicate that financial subsidies 
have fallen short of their policy-related losses. Gov-
ernments have had no auditing methods to check the 
authenticity of the financial information submitted 
by companies, and while authorizing subsidies, they 
would simply lower the subsidies applied by com-
panies, leading to greater losses of the companies. 
Long-term losses have led to high working intensity 
of drivers, low salaries, and bad vehicle conditions, 
lowering the service quality and attraction of urban 
public transit and affecting the healthy operation of 
public transit companies. Citizens are quite dissatis-
factory towards the vicious cycle in public services.

Overwhelmed financial subsidies is the fourth 
problem in current China’s urban public transit. 
Under the background of China’s transit priority 
policies, many cities such as Beijing and Shenzhen 
have started to subsidize low fares of public transit 
to make up for the policy-related losses of public 
transit businesses.

Beijing started to adopt low fares and financial 
subsidies in 2007. Bus routes adopted a single fare 
of 1 RMB. Passengers with an ordinary card could 
get a discount of 60% off, and those with student 
cards, 40% off. Only a small amount of routes 
adopted distance-graduated fares. A flat fare of 2 
RMB was needed for all metros except the airport 
line. Since the implementation of low fare policies, 
the subsidies provided by Beijing Municipal Gov-
ernment skyrocketed from 1.81  billion RMB in 
2005 to 20 billion RMB in 2013, an average growth 
rate of 38% in 8 years. The proportion of public 

transit subsidies in urban budget revenue increased 
from 2.24% to 5.89% (Figure 5).

Shenzhen also started to adopt low fares and 
financial subsidies in 2007. Since the implemen-
tation of low fare policies, the subsidies provided 
by Shenzhen Municipal Government skyrocketed 
from 1.033  billion RMB in 2008 to 6.3  billion 
RMB in 2013, an average growth rate of 44% in 6 
years (Figure 6).

According to the above data, all cities carrying 
out low fare policies and public transit subsidies 
see a remarkable increase in their subsidies and the 
proportion of subsidies in local budget revenue 
and expenditure, and suffer from extreme pressure 
on public finance.

The fifth problem is the decreasing attraction 
of low fares. Low fares have greatly saved people’s 
traveling costs, and promoted the utilization and 
share of public transit at the initial stage. In recent 
years, however, companies suffering from skyrock-
eting operating costs and low fares have made it 
harder to guarantee or improve service quality. As 
the public has become less interested in low fares 
and asked for higher service quality, and families 
have been buying more cars, the single preferential 
policy of low fares can no longer attract more peo-
ple to use public transit, thus leading to the declin-
ing utilization rate of public transit. Figure 7 shows 
changes in the proportions of various transporta-
tion modes in Beijing’s urban traffic from 1986 to 
2011. Although the overall proportion of public 
transit including rail transit had been increasing 
due to the fast growth of passenger flow in urban 
rail transit, the contribution rate of public buses 
and trolleybuses declined from 28.9% in 2009, two 
years after ticket price reform, to 28.2% in 2011.

Table 1. Public transit fares in 6 Chinese typical cities (2013).

City Base fare (RMB) Years without adjust Price discount Fare comparing to cost

Beijing Base fare: 1 6 years Have Lower than cost
Shanghai Aver. 1.8 /ride 14 years Have Lower than cost
Shenzhen Aver. 2.02 /rid 7 years Have Lower than cost
Guangzhou Base fare: 1 or 2 14 years Have Lower than cost
Zhengzhou Flat price: 1 10 years Have Lower than cost
Jinan Base fare: 1 or 2 14 years---- Have Lower than cost

Table 2. The ratio of implementing fares to cost prices in 3 Chinese typical cities (2011).

City cost price (RMB)

Amount and ratio of cost for each ride

Implementing fare Subsidy from central government Subsidy from municipal government

Shenzhen 49% 16% 35%
Beijing 0.40 0.29 2.46

13% 9% 78%
Shanghai 1.80 0.42 1.38

50% 12% 38%
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4 SPECIFIC STRATEGY OF FARE 
ADJUSTMENT MECHANISM

Only when costs change will the proposed frame-
work launch a fare adjustment, and the adjustment 
range should take into consideration changes in 
costs and profits (involving subsidies) and citizens’ 
acceptance and affordability. Improving service 
quality is the precondition for promoting fares.

4.1 An analysis of key factors influencing 
operating costs of urban public transit 
companies with cost composition of a few 
public transportation companies as examples

The operating costs of urban public transporta-
tion, which include labor cost, fuel cost, mainte-
nance, depreciation cost of fixed assets, financial 
expense and other cost items directly related with 
operation, are core factors influencing fares of 
urban public transportation. Different cost items 
have a varying degree of influence over the total 
operating cost, among which labor cost and fuel 
cost take about 70% or even higher of the total 
operating cost and thus have biggest impact on the 
total operating cost.

Within a certain period of time, there are many 
factors influencing cost levels. Among them, labor 
cost is affected by the overall economic level in a city 

and the supply and demand dynamics of human 
resources in the industry, fuel cost and maintenance 
cost are affected by price indexes and depreciation 
and financial expense are mainly affected by the 
scale and speed of asset expansion of public trans-
portation companies. On the basis of the analysis 
of key operating cost items of public transporta-
tion companies and the factors influencing each 
cost item, a fare adjustment model of urban public 
transportation is put forward. Meanwhile, along 
with social and economic progress, while experienc-
ing rising operating costs, public transit companies 
also benefit from an increase in productivity. There-
fore, in the fare adjustment model, we shall take 
into account some modifying factors by learning 
the experiences of Singapore and Hong Kong so 
that the public can share the benefits of economic 
and social progress while the public transit compa-
nies interests can be protected too.

Singaporean government developed the first fare 
adjustment formula for urban public transportation 
in 1998 and has since optimized and adjusted its for-
mula along with social and economic development. 
The formula developed in 1998 was as follows: The 
ceiling of fare adjustment = CPI + X. CPI here refers 
to the change of CPI of the previous year and X 
refers to sharing of productivity rise. In 2004, Singa-
porean government optimized this formula to better 
balance the interests of public transport providers 
and commuters. The new formula was as follows: the 
ceiling of fare adjustment = Price index – X = 0.5 x 
CPI + 0.5 x WI - X. In this formula, X was 1.5% dur-
ing 2005 to 2012.This formula incorporated macro-
economic indicators such as CPI and Wage Index 
(WI) which is an index for national monthly average 
wage change. In 2014, the formula was fine-tuned as: 
the ceiling of fare adjustment = price index – X = 0.4 
x CPI + 0.4 x WI + 0.2 x EI - 0.5%. The key change 
here is the incorporation of energy index into the for-
mula. Obviously, along with the change in economic 
level, industrial scale and energy mix, the key factors 
influencing the operating costs of public transit com-
panies have evolved. Besides CPI which is a key eco-
nomic indicator, wage level and energy price index 
have a growing impact on the operating costs.

Hong Kong has also established a fare adjust-
ment mechanism for public transit. The adjust-
ment can be upward or downward. Bus companies 
have the discretion to decide when to submit a fare 
increase application while the government has the 
authority to launch the downward adjustment 
mechanism. Transport Department derives a range 
of fare change every quarter on the basis of the 
following formula: the range of fare change = 0.5 
x wage index change in the transport sector + 0.5 x 
CPI change − 0.5 x productivity increase.

Wage level, CPI, energy price index are still 
the key factors influencing the operating costs of 
urban public transit companies. However, with the 

Figure  5. Proportion of Beijing transit subsidies in 
budget revenue between 2005 and 2013 (%).

Figure  6. Shenzhen public transit subsidies between 
2008 and 2013.

Figure 7. Proportions of transportation modes in Bei-
jing from 1986 to 2011.

ICCAE16_Vol 01.indb   475 3/27/2017   10:38:06 AM



476

implementation of low fare policy and a growing 
demand for public transport, under the condition 
that the fiscal and taxation support system for pub-
lic transit is still underdeveloped by all levels of gov-
ernment, urban public transit companies are faced 
with capital shortfall in general and borrowing to 
make ends meet is quite common, therefore, finan-
cial cost becomes a key factor. With capital shortfall, 
overheads can not be neglected in the cost structure.

In a nutshell, a fare adjustment formula is put 
forward that is well suited to the features of the 
urban public transit industry in China. We did a 
trial run on the formula using Qingdao Bus Group 
as an example. Through analyzing the operating 
cost data of Qingdao Bus Group in 2012–2014, we 
estimated the weighting coefficient and key indica-
tors of each factor in the formula.

4.2 Trigger mechanism of fare adjustment

4.2.1 Considerations
• Computing results of the fare adjustment 

formula.
• Changes in operating costs and profits since last 

adjustment.
• Prediction of future costs, earnings and returns.
• Reasonable rates of return of public transit 

companies.
• Acceptance and affordability of citizens,
• Service level of public transit.

4.2.2 Conditions
Public transit fare adjustment coefficient K:
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If K exceeds the threshold (such as 5%), opera-
tors and government departments can launch an 
application for adjustment.

4.2.3 Notes for K
• n: the year of fare adjustment;
• 0: base/reference year (the time of the last 

adjustment);
• C1: weight coefficient of salaries in the overall 

costs;
• C2: weight coefficient of fuel cost in the overall 

costs;
• C3: weight coefficient of other operating costs 

that are closely related to the overall price index 
(such as cost in tires and repair cost) in the over-
all costs;

• C4: weight coefficient of other major changes in 
operating costs (such as tax change) in the over-
all costs;

• C5: weight coefficient of other operating costs 
that are slightly related to the overall price index 
(such as depreciation cost in fixed assets) in the 
overall costs;

• X: Absorptivity of businesses through their 
own efforts, the proportion of cost increase 
when companies promote productivity through 
technological innovation and management 
optimization.

4.2.4 C C C C C1 2C CC 3 4C CC 5CC 1+C2CC +C4C =

4.2.5 Basis for factors in the formula of K
• L represents the average salary in the city;
• E represents the average fuel price in the city;
• CPI is the Consumer Price Index of the city 

released authoritative institutions;
• F represents the weighted average of three-five 

years lending rate published by the people’s 
bank of China (the people’s bank of China’s 
Announcement);

• Absorptivity is settled by the government in 
advance.

4.2.6 Design idea of the formula
As mentioned in section 2, labor cost and fuel cost 
account for a major part (about 70%) in the operat-
ing costs of China’s urban public transit, and thus 
C1 and C2 should be calculated separately. To sim-
plify the calculation, expenses closely related to CPI 
can be calculated together as C3, and changes that 
are less related to CPI but will greatly affect operat-
ing costs (such as tax change) should be calculated 
as C5. Any normal companies should reduce costs 
through technological innovation and management 
optimization, and thus absorptivity is involved to 
encourage the self-improvement of the companies.

4.3 The decision mechanism of fare adjustment

The computing result of K should serve as the basis 
for fare adjustment, but it shall not determine the 
adjustment range. The final range shall be recal-
culated based on the computing result of the fare 
adjustment formula, changes in operating costs 
and profits since last adjustment, prediction of 
future costs, earnings and returns, reasonable rates 
of return of public transit companies, and accept-
ance and affordability of citizens. It is suggested 
that the recalculation be conducted by an independ-
ent third-party, such as a professional consulting 
agency, entrusted by the city financial departments.

Acceptance and affordability of citizens is a 
crucial consideration. Price policies in public tran-
sit directly affect the interests of the public espe-
cially the low income group. While investigating 
the affordability of the public, China can refer 
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to the achievements of cities like Singapore, and 
set an affordability indicator, such as an upper 
limit in the proportion of public transit spend-
ing in monthly family income for typical families. 
As an important standard measuring whether 
ticket price is reasonable, the affordability indica-
tor should follow closely the following indexes: 1) 
the proportion of monthly average public transit 
spending in total family income; 2) the propor-
tion of monthly average public transit spending in 
total family spending. Under the precondition of a 
stable ratio between fares and citizens disposable 
income and stable passenger flow, the fare can be 
adjusted based on the increase of family income, 
and a diverse fare system can be built based on the 
principle of high quality and competitive price to 
provide differentiated public transit services and 
meet the various demands of different groups.

Fare adjustment does not only mean the increase 
or decline in fares, but also refers to the adjustment 
in the fare system which serves as an expression and 
adjustment method of fare level and price relations. 
At present, fare systems can be divided, based on 
factors such as travel time, distance and areas, into 
flat fare, metered fare, time sharing fare and parti-
tion fare. One form of fare adjustment is that cities 
can design its fare system by comprehensively taking 
into consideration its passenger transport structure, 
features of passenger flow and systemic conditions, 
and build a multi-level, differentiated price system 
to strengthen the attraction of public transit.

In the proposed framework, improving service 
quality is the precondition for promoting fares. 
While applying for promoting fares, public transit 
companies should promise to enhance their services. 
Assessment on service level should follow standard 
procedures to ensure its fairness and accuracy.

As shown in Figure  8, detailed procedures for 
fare adjustment are:

1. Public transit companies submit a fare adjust-
ment application and an introduction report to 
city de- partments of transport and finance.

2. City departments of transport and finance 
work together to decide, based on the launching 
formula of fare adjustment, whether to accept 
the application or not.

3. After the application is accepted, the reasonable 
adjustment range would be recalculated. This is 
suggested to be done by an entrusted independ-
ent third party such as professional consulting 
institutions.

4. The city public transit consulting agency consis-
ing of relevant government departments, com-
panies, experts and citizen representatives would 
study the adjustment plan after the recalculation.

5. The city public transit consulting agency con-
sising of relevant government departments, 

companies, experts and citizen representatives 
would assess the exiting service level of pub-
lic transit, and make the assessment result the 
precondition for promoting fares. Public transit 
companies shall promise to provide better ser-
vices after the adjustment.

6. Relevant departments disclose the reasons and 
range of fare adjustment to the public based 
on relevant laws and regulations, and organize 
hearings.

7. Relevant departments make the decision of fare 
adjustment.

When companies do not apply for adjustment, rel-
evant government departments shall recalculate fares 
on a regular basis, for example, every three years. 
Based on the recalculation, and considering the eco-
nomic and social development, the government shall 
decide whether to conduct fare adjustment or not.

5 THE FARE ADJUSTMENT CAST 
STUDY-QINGDAO

Average adult base cash fare level of Qingdao Bus 
transportation is CNY1.00 with no adjustment 
from 2000 to now. By analyzing the operating cost 
data of Qingdao Public Transportation Group 
in 2012–2014 and statistics of Qingdao govern-
ment, the factors of fare adjustment formula are 
as followings:

According to the fare adjustment formula, Kqing-

dao2014 = 1.113, the Qingdao government should trig-
ger the fare adjustment mechanism and the upper 
limit of new adjusted average adult base cash fare 
level should be 1.113(Kqingdao2014*P2012 =  1.113*1). 
Even Qingdao government adjust the fare level up 
to CNY1.113, the new fare level would be much 
lower than the real cost fare.

Figure 8. Flow chart of fare adjustment.
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6 CONCLUSIONS

Sustainable finance is essential for the stable devel-
opment of public transit companies, efficient 
utilization of government subsidies, and better 
service quality in public transit. Focusing on the 
three major stakeholders of public transit, namely 
the government, businesses and the public, this 
paper deeply analyzed issues related to the finan-
cial sustainability of China’s urban public transit. 
Based on the principle of “acceptable for the pub-
lic, sustainable for businesses, and affordable for 
government finance”, the paper proposed a service 
quality-oriented framework featuring the interac-
tion among operating costs, financial subsidies 
and fare adjustment and offered specific strategy 
in fare adjustment, providing a reference for cities 
in China and other countries to build a scientific 
fare and subsidy adjustment system and to foster 
the healthy development of public transit.
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ABSTRACT: Accessible improved sanitation is critical to child health, and inequities in improved sani-
tation can be interpreted as health inequities across socio-economic groups. This study assesses the equity 
of sanitation improvement in China and finds out the bottleneck problems on equity across provinces. 
Based on United Nations Children’s bottleneck analysis framework and practical situation, we established 
a scale questionnaire, which included four dimensions—policy environment, supply, demand and quality. 
A new equity-score model was generated to review sanitation improvement. We regarded questions with 
the three lowest scores as the bottleneck of sanitation improvement within province. The bottleneck prob-
lem of policy environment, demand, quality across provinces were Question 11, Question 23, Question 29 
and 30. Questions on supply dimension were much better. As for the equity score, Question 6,9,25,27,28 
were the lowest scores and indicated the inequity on sanitation improvement. The bottleneck problems of 
equity derive from relevant propaganda campaign, training and following interventions. Economic condi-
tion was the primary factor influencing sanitation improvement. The key work should be more effectively 
promoting the sanitation improvement on demand dimension. Health Departments should highlight the 
announcement of health-related knowledge.

to sanitation improvement for over the last decade 
and has incorporated the improvement of sanita-
tion in rural areas into its national 5-year plan since 
the 1990 s. In 2009, to promote public health service 
levels and equity, the Chinese government launched 
a 3-year health reform program and set sanitation 
improvement as one of the major public health ser-
vices. Opinions of the Communist Party of China 
(CPC) Central Committee and the State Council on 
expanding medical and health system reforms indi-
cated that government input on health services would 
be gradually increased (Zhang et al. 2013). In recent 
3 years, the Chinese government invested a total of 
4.448 billion yuan (0.74 billion US dollar) for rural 
sanitation improvement (Ministry of Finance 2012). 
In addition, the coverage rate of improved sanitation 
in rural China rose from 50.9% in 2003 to 71.7% in 
2012 (Ministry of Health P.R. China 2013).

In terms of the disparity in sanitation coverage 
rates among different regions, by the end of 2011, 
the highest was 98% in Shanghai and the lowest was 
40.9% in Guizhou Province (Laiyun 2012). Clearly the 
sanitation coverage rate varies greatly among different 
regions due to substantial gaps in economic develop-
ment levels, efficiency of government execution, and 

1 INTRODUCTION

Globally, approximately 2.4 million deaths (4.2% of 
all deaths) could be prevented each year if everyone 
practiced appropriate hygiene and had good, reliable 
sanitation and safe drinking water (Prüss-Üstün et al. 
2008). Most of these deaths are children in develop-
ing countries and result primarily from diarrhea and 
subsequent malnutrition, as well as other diseases 
that are attributable to malnutrition. It has been 
acknowledged worldwide that good sanitation plays 
an important role in reducing domestic 0-5-year-old 
child mortality (Hutton 2013). The World Health 
Organization estimates that there are 74,000 children 
under 5 years old die each year in China due to diar-
rhea (Boschi-Pinto et al. 2008). The keys to diarrhea 
disease control are access to safe water, improved 
sanitation and regular hygienic practices.

Sanitation improvement in rural China is wor-
thy of close attention because China is one of the 
largest developing countries, and has a rural popu-
lation of 971 million people. The rural population 
accounts for approximately 72% of the total popula-
tion (National Bureau of Statistics of China 2012). 
The Chinese government has attached importance 

ICCAE16_Vol 01.indb   479 3/27/2017   10:38:09 AM



480

other factors. However, macro-data on the national 
level often concentrates on economy, education and 
temperature etc. which are essential but not easy to 
change in a short term. Therefore, some influential 
factors encountered in the process of public health 
service program may be more visible and practical. 
It will be considerably beneficial to improve sanita-
tion and health equity. Based on the current situa-
tion and equity, the objective of this study was to 
better understand the sanitation conditions in rural 
China and identify the factors that influence sani-
tation improvement and its equity. In addition, the 
implications of the findings can be provided as refer-
ences for policy-makers.

2 DATA AND METHODOLOGY

2.1 Questionnaire design and data collection

In accordance with United Nations Children’s 
bottleneck analysis framework and practical situ-
ation, we established a scale questionnaire, which 
included four dimensions-policy environment, sup-
ply, demand and quality. The questionnaire had 
31 questions. Specifically, Question 1–3 were basic 
information. Question 3–14, 15–18, 19–26, 27–31 
were questions on environment, supply, demand 
and quality respectively. Each question’s score 
range was from 1 to 5. We chose Patriotic Health 
Campaign Committee Offices with more than 3 
staff to fill out the questionnaire in each province 
and used average values to represent the score.

109 questionnaires were handed out in Anhui, 
Beijing, Chongqing, Fujian etc. 29 provinces and 
all were taken back. The number of questionnaires 
every province were not less than 3, and 14 ques-
tionnaires was taken back in Gansu province.

2.2 Methodology

We summarized the methods of previous schol-
ars to quantify influential factors and generated 
a new equity-score model to review sanitation 
improvement:

SC ASP AS SPiCC
j

N

iASPPSSj jiPP= −( ) ASPS⋅(( )
=
∑

1

1 μ iPP

ASP SSS PSSijPP ijPP j⋅SPS μ

ASPSS
ASPSS

NiPP j

N
ijPP

= =∑ 1

where SCiCC  is theequity score of Question i for 
national sanitation improvement. μ j  is the sanita-
tion coverage rate in province j, using the data in 
2012. ASPSS ijPP  is the absolute score of Question i in 

province j. SPijPP  is the original score of Question i 
in province j in the questionnaire. ASPSS iPP  is the aver-
age absolute score of question i.

This model was constructed as follows:
The score in the questionnaire just reflected the 

situation within province. If  we want to standard-
ize the results, we should adjust for the score con-
sistent with overall situation in each province. Here 
we used the SPijPP  to multiply μ jμ ,  then we could get 
the standardized score across province;

Not the overall level of questions but differences 
among provinces should be focused on if  we aimed 
to find out the equity and relevant bottleneck. For 
example, every province had a low score of Ques-
tion A and provinces with higher sanitation cover-
age owned higher scores of Question B while those 
with lower sanitation coverage had lower score of 
Question B, then we should regard Question B not 
A as the bottleneck question of equity;

We used 
q

ASP ASS SPijPP iPP  to eliminate national 
common information and just keep difference 
information. However, as for the information 
ASP ASS SPijPP iPP, we should add weight value for fur-
ther adjustment. For example, two provinces with 
different sanitation coverage had the same value 
of ASP ASS SPijPP iPP . But the province with lower sani-
tation coverage would bring about worse health 
results, so we used 1−( )⋅( )μ j i) (μ j iiASP A−ijiS SPi  to 
obtain the adjusted score.

Total score of Question i was calculated by sum-
marizing all scores of every province. The score 
of SC explained the equity of sanitation improve-
ment and low scores indicated which were bottle-
neck problems.

3 RESULTS

3.1 Score distribution and bottleneck problems

We regarded questions with the three lowest scores 
as the bottleneck of sanitation improvement 
within province. The bottleneck problem of policy 
environment across provinces was mainly Ques-
tion 11- “Sanitation Management department is 
independent on Health department”. Questions 
on supply dimension were much better. As for the 
dimension of demand, Question 23- “Local living 
standard has reached the level of being fairly well 
off” was the bottleneck problem. The bottleneck 
problems of quality dimension were Question 29 
(most local government equips sanitation-improve-
ment workers with excrement-processed vehicles) 
and Question 30 (excrement exposure is monitored 
and recorded regularly and sustainably).

Finding out the dimensions where bottleneck 
problems existed was essential to policy-making 
and direction improvement. So we calculated the 
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average score of each dimensions, as was shown in 
Table 1. We can see that the dimension of demand 
had the lowest score in most provinces (21 out of 
29). 6 provinces out of 29 had the lowest score in 
the quality dimension. It was very evident that the 
bottleneck problems in dimension of demand were 
worst. Therefore, demand dimension should be 

specially concentrated on in future work to further 
improve the sanitation coverage.

The equity score in each question are shown 
in Table 2. Questions with the lowest scores were 
Question 6 (The sanitation institute’s level is high 
within province, −307.29), Question 19 (Areas with-
out sanitation improvement yet can be fully aware 

Table 1. Score of each dimension in each province.

Province Environment Supply Demand Quality

Anhui 3.63 3.90 2.78 3.08
Hebei 3.58 4.25 3.25 3.27
Heilongjiang 3.36 3.08 3.00 3.07
Henan 3.08 3.83 3.42 2.87
Hubei 4.58 4.33 3.25 3.60
Hunan 4.08 4.92 3.71 3.53
Jiangsu 4.33 4.92 4.75 4.27
Jiangxi 3.89 4.08 3.79 3.27
Jilin 4.47 4.42 3.58 3.67
Liaoning 4.42 4.50 4.42 4.00
Neimenggu 4.03 4.00 3.04 3.40
Beijing 4.29 4.69 4.50 4.60
Ningxia 3.43 3.54 2.95 3.06
Qinghai 4.17 4.42 3.25 4.00
Shandong 4.25 4.25 3.71 4.00
Shanxi 3.81 4.58 3.75 3.40
Shanxi (Xi’an) 3.81 4.17 3.08 4.13
Sichuan 3.75 4.00 3.38 3.80
Tianjin 3.31 3.08 2.79 3.07
Xinjiang 4.50 5.00 4.42 5.00
Chongqing 3.64 3.83 2.96 3.13
Yunnan 3.21 3.81 2.81 3.05
Zhejiang 3.77 3.69 3.44 3.75
Fujian 3.94 3.92 2.96 3.73
Gansu 3.43 3.54 2.91 3.36
Guangdong 3.39 3.33 3.75 3.47
Guangxi 4.22 4.25 4.04 4.07
Guizhou 3.89 4.58 3.21 3.60
Hainan 3.94 3.42 2.50 3.00
Average Score 3.87 4.08 3.43 3.59

Table 2. Equity score in each question.

Dimension Questions and equity scores

Environment 3 4 5 6 7 8 9 10
−246.41 −223.33 −274.52 −307.29 −296.01 −286.42 −244.53 −262.99
11 12 13 14
−127.45 −260.41 −287.27 −271.08

Supply 15 16 17 18
−269.05 −198.14 −231.57 −238.55

Demand 19 20 21 22 23 24 25 26
−335.16 −249.67 −269.56 −240.73 −239.05 −294.04 −311.19 −270.36

Quality 27 28 29 30 31
−300.82 −298.41 −218.41 −224.27 −270.82
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of the expense, −335.16), Question 25 (Residents’ 
knowledge, attitudes and behaviour were improved 
in recent year and understand the harmful con-
sequence of no sanitation, −311.19), Question 27 
(All family who have had sanitation improvement 
can use toilet consistently, without going back to 
the situation of excrement exposure, −300.82) and 
Question 28 (Training on sanitation knowledge 
and improvement is fully and consistent, −298.41). 
Question 11 (Sanitation Management department 
is independent on Health department, −127.45) 
had the highest equity score among all questions.

4 DISCUSSION

The analysis is divided into two steps: the first 
step is to establish the questionnaire and get the 
absolute score, which in fact quantify the poten-
tial problems in public health service work and 
directly reflect weak aspects within province and 
on the national level; the second step is to find the 
disparities between provinces through equity score 
model and therefore bottleneck problems of equity 
can be found.

According to the research results, Economic 
condition was the primary factor influencing sani-
tation improvement. The key work in the foresee-
able future should be more effectively promoting 
the sanitation improvement on demand dimension. 
Specifically, government should advance levels of 
people’s daily life. Besides, Health Departments 
should highlight the announcement of health-
related knowledge.

The bottleneck problems of equity derive from 
relevant propaganda campaign, training and fol-
lowing interventions, which also prove the right 
measures of human resources, financial and mate-
rial investment on sanitation improvement in pre-
vious healthcare reform. However, the quality of 
service and training should not be ignored and it 
will generate enormous improvement effect on the 
sanitation equity in China.

Equity in sanitation improvement is difficult to 
measure, so we put forward a method to calculate 
the equity score. It is also the first time a study has 
systematically evaluated sanitation improvement 
during these years in China. Sanitation improve-
ment is in fact influenced by many other factors, 
including climate and nationality (Whittington 
et al. 1993; Chen J et al. 2013, Hossain 1996). How 
these factors influence the equity of sanitation 
improvement and any bottlenecks in further equity 
improvement must be included in further study. 
It is also important to consider variables such as 

Knowledge, Attitude and Practice (KAP) which 
cannot be arrived at directly. We believe there is a 
marked effect of disparity in KAP on sanitation 
improvement in China and can strongly influence 
the ratio of improved sanitation. In addition, our 
study is based on provincial panel data for China, 
which means that the imparities we discussed are 
among provinces, not within each province. To 
determine provincial imparities, more detailed 
data are needed, such as data at the municipal level 
or county level.

The ultimate goal of evaluating equity in sani-
tation improvement is to eliminate inequity, which 
requires determining what caused the inequity so 
the bottleneck and any constraints on sanitation 
improvement can be removed. This is the com-
mon perspective of many researchers and related 
departments and an important research goal.
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Ultimate capacity of uniaxially compressed perforated steel plates 
strengthened by using CFRPs
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ABSTRACT: The aim of the present study is to investigate the ultimate capacity of perforated plates 
strengthened by using CFRPs under uniaxial compression along its longitudinal direction. A new test rig 
combined with an existing universal hydraulic testing machine has been designed to achieve simply sup-
ported along all edges. Some 36 plates were tested. Test results showed that if  a CFRP is pasted on the 
convex surface of initial deflection, it will improve the capacity of uniaxially compressed perforated steel 
plates very well; otherwise, it will almost be of no effect. It also shows that the use of CFRP-strengthened 
perforated plates exhibit better results in a big slenderness plate with a small hole and a medium slender-
ness plate with a big hole. And with the use of CFRP-strengthened perforated plates with a certain plate 
slenderness ratio (b/t), such as b/t = 66, no matter how the size of the hole’ diameter changes, the CFRP-
strengthening effect remains stable. Also, it can be seen that the pasting of a CFRP cannot increase the 
stiffness before buckling, but it can improve the mechanical property afterwards.

uniaxially compressed perforated steel plates 
strengthened by CFRP.

In this study, the ultimate capacity of uniaxially 
compressed perforated steel plates strengthened by 
CFRP has been studied.

2 PROBLEM DEFINITION

Ultimate capital of perforated steel plates strength-
ened by CFRP subjected to uniaxial compression 
along its longitudinal direction is considered in the 
study. About 36 plates were designed, and all of them 
possessed the following properties: (i) square shape; 
(ii) four edges simply supported; (iii) circular hole as 
if it has an opening; (iv) one layer of transverse CFRP 
inside and one layer of longitudinal CFRP outside in 
signal or both sides of the plate if it was strengthened. 
A perforated steel plate strengthened by CFRP is 
shown in Figure 1. The length and width of the plates 

1 INTRODUCTION

Fiber-Reinforced Polymers (FRPs) have a high 
strength to weight ratios and excellent resistance to 
corrosion and environmental degradation. It is also 
very flexible and forms all kinds of shapes, and it is 
easy to handle during construction (Alsayed et  al., 
2000, Moy, 2001, Teng et al., 2002); and so, it has been 
widely used in the strengthening of steel structures 
recently (Zhao and Zhang, 2007, Teng et al., 2012).

Steel plate elements are the main structural com-
ponents of the desk and platforms on ships and ship-
shaped offshore structures, box girder bridges and 
architecture structures. Openings are usually intro-
duced in such plates for various reasons (Cheng and 
Zhao, 2010). The openings can significantly reduce 
the ultimate load of the plates. The ultimate strength 
of plates with openings has then been studied in the 
literature, e.g. Narayanan and Rockey, 1981, Naray-
anan and Chow, 1984, Paik, 2007. Cheng and Zhao, 
2010 study the opening and strengthening of perfo-
rated steel plates that are subjected to uniaxial com-
pressive loads and four types of stiffeners are mainly 
discussed; FEM has been employed to analyze the 
elastic and elasto-plastic buckling behaviors of 
strengthened and un-strengthened perforated plates.

It is clear from the above description that FRP 
is good at strengthening steel structures, many per-
forated plates need to be strengthened, and several 
ways to strengthen the perforated plates have been 
provided, but no one had tried to strengthen the per-
forated steel plates by pasting CFRP, and no research 
has been carried out on the ultimate capacity of Figure 1. Geometrical conditions of specimens.
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and a test rig was fabricated in the laboratory (see 
Figure 2); the test rig was used in combination with 
an existing universal hydraulic testing machine. 
The applied loads were measured by using the dial 
of  the universal hydraulic testing machine and 
static strain testing systems, which were composed 
by using a force sensor, DH3816, and computer. 
The displacement and deformation of  the plates 
are achieved by using a displacement meter. The 

Table 1. Details of the plate specimen.

Group t (mm) b/t
D 
(mm) d/b

Specimen no.

Without 
CFRP d0/b

With single-side 
CFRP d0/b

With double-side 
CFRP d0/b

1 2.61 92  0 0 CP92-1 0.933 SFSCP92-1 −0.895 FSCP92-1 0.483
 24 0.1 CP92-2 0.424 SFSCP92-2 −0.794 FSCP92-2 0.465
 72 0.3 CP92-3 0.949 SFSCP92-3  1.181 FSCP92-3 0.641
120 0.5 CP92-4 0.678 SFSCP92-4 −0.682 FSCP92-4 1.050

2 3.64 66  0 0 CP66-1 0.200 SFSCP66-1 −0.266 FSCP66-1 0.263
 24 0.1 CP66-2 0.236 SFSCP66-2 −0.511 FSCP66-2 0.220
 72 0.3 CP66-3 0.150 SFSCP66-3  0.132 FSCP66-3 0.311
120 0.5 CP66-4 0.454 SFSCP66-4  0.310 FSCP66-4 0.288

3 5.58 43  0 0 CP43-1 0.086 SFSCP43-1  0.058 FSCP43-1 0.105
 24 0.1 CP43-2 0.062 SFSCP43-2  0.133 FSCP43-2 0.184
 72 0.3 CP43-3 0.110 SFSCP43-3  0.139 FSCP43-3 0.051
120 0.5 CP43-4 0.169 SFSCP43-4 −0.152 FSCP43-4 0.043

Table 2. List of material properties.

Steel plate t (mm) Young’s modulus (MPa) Yield stress (MPa) Tensile strength (MPa)

2.61 206 228.7 327.8
3.64 206 253.2 369.3
5.58 206 287.9 434.1

CFRP tf (mm) Young’s modulus (MPa) Fiber mass per unit area (g/m2) Tensile strength (MPa)

0.167 260 300 3492.5

Epoxy resin – Tensile shear strength (MPa) Compressive strength (MPa) Tensile strength (MPa)

– 19.6 87.9 48.4

Figure 2. Overall picture of the test rig.

are represented by a and b. The thickness of the steel 
plate and CFRP are given as t and tf, respectively.

In this paper, some variations have been consid-
ered as follows:

1. The situation of the CFRP pasting: one-third 
was plates without CFRP pasting, the other 
one-third was single-side CFRP pasting and the 
rest was plate with double-side CFRP pasting.

2. Plate slenderness ratio b/t, which is an important 
parameter that governs the plate strength: in this 
study, the plate slenderness ratio b/t was 92, 66 
and 43, respectively, corresponding to the steel 
plate’s width t of 2.61 mm, 3.64 mm and 5.58 mm.

3. The hole diameter ratio d/b is unlikely to be 
larger than half  the width of the plate in prac-
tice, and so it is confined to half  the width of the 
plate in this paper. In this study, the hole diame-
ter ratio d/b was 0, 0.1, 0.3 and 0.5, respectively.

3 METHOD OF ANALYSIS

The ultimate capacity of  uniaxially compressed 
perforated steel plates strengthened by using a 
CFRP was studied with experimental methods, 
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details of  the plate specimen are shown in Table 1, 
d0 is the initial deflection of  the steel plate, and if  
δ0/b is positive, it means that the CFRP was pasted 
on the convex surface of  initial deflection, if  δ0/b 
is negative, it means that the CFRP was pasted on 
the concave surface of  the initial deflection. The 
material properties are listed in Table 2.

4 RESULTS AND DISCUSSION

4.1 Failure patterns

Figure 3 shows the typical failure pattern of these 
plates. The reason why it is not so obvious to see the 
final out-of-plane deflection is that the experiments 
were ended soon after the bearing capacity declines. 
From Figure 3, we can see that the failure mecha-
nism consists of four yield lines which start from the 
four corners and end near the hole edges, and also 
the steel plates and CFRP have a good coordinated 
working performance throughout the experiment.

4.2 Ultimate load

In Table 3, the ultimate load of each specimen is pre-
sented. It can be easily seen that the ultimate load of 
specimens with two sides CFRP pasting (FSCP) is 
bigger than specimens with no CFRP pasting (CP); 
however, the ultimate load of specimens with one-

side CFRP pasting (SFSCP) was not stable. Con-
sidering the initial deflection in Table  1, it seems 
that if the CFRP is pasted on the convex surface of 
initial deflection, it will improve the capacity of uni-
axially compressed perforated steel plates very well; 
otherwise, it will almost be of no effect. This result 
can be explained as the CFRP has a good tensile 
behavior, but its compressive behavior is very poor.

Figure 4 shows the influences of the plate slen-
derness ratio (b/t) on the ultimate load. Py is the 
yield load of the steel plate. A comparison of Fig-
ure  4a and b shows that the trends of perforated 
plates strengthened by using the CFRP are very 
similar to those curves of perforated plates without 
CFRP strengthening, that is, Pu/Py degrades as b/t is 
gradually enlarged. Figure 4c shows that when the 
holes are small, such as d/b = 0 and d/b = 0.1, the 
CFRP strengthening effect increases as the plate 
slenderness ratio (b/t) is gradually enlarged. When 
the holes are large, such as d/b = 0.3 and b/t = 0.5, 
the CFRP strengthening effect first increases and 
then degrades as the plate slenderness ratio (b/t) is 
gradually enlarged. It means that the use of CFRP-
strengthened perforated plates yield better results 
in a big slenderness plate with a small hole and a 
medium slenderness plate with a big hole.

Figure  5  shows the influences of  the hole 
diameter ratio d/b on the ultimate load. 

Figure 3. Pictures of typical failure patterns of specimens.

Table 3. List of experimental ultimate loads.

Group d/b Specimen no. Pu kN Specimen no. Psfu kN Specimen no. Pfu kN

1 0 CP92-1  94.02 SFSCP92-1 101.86 FSCP92-1 126.67
0.1 CP92-2  90.11 SFSCP92-2  96.64 FSCP92-2 113.90
0.3 CP92-3  79.66 SFSCP92-3  92.72 FSCP92-3  94.02
0.5 CP92-4  74.44 SFSCP92-4  78.35 FSCP92-4  87.50

2 0 CP66-1 154.10 SFSCP66-1 135.81 FSCP66-1 215.49
0.1 CP66-2 148.00 SFSCP66-2 154.10 FSCP66-2 195.89
0.3 CP66-3 130.59 SFSCP66-3 168.46 FSCP66-3 178.91
0.5 CP66-4 114.92 SFSCP66-4 144.95 FSCP66-4 160.89

3 0 CP43-1 283.38 SFSCP43-1 304.27 FSCP43-1 282.07
0.1 CP43-2 267.40 SFSCP43-2 309.50 FSCP43-2 306.89
0.3 CP43-3 229.84 SFSCP43-3 258.57 FSCP43-3 275.54
0.5 CP43-4 168.73 SFSCP43-4 197.19 FSCP43-4 247.79

ICCAE16_Vol 01.indb   485 3/27/2017   10:38:14 AM



486

Figure 4. Graphs showing the influences of plate slen-
derness ratio.

Figure  5. Graphs showing the influences of the hole 
diameter ratio.

The  results of  perforated plates strengthened 
by CFRP are also very similar to those curves 
of  perforated plates without CFRP strength-
ening, that is, Pu/Py first remains unchanged 
and then degrades as d/b is gradually enlarged. 
Figure  5c shows that when plate slenderness 
ratio (b/t) is small, such as b/t  =  43, the CFRP 
strengthening effect increases as d/b is gradually 
enlarged. When the plate slenderness ratio (b/t) 
is medium, such as b/t = 66, the CFRP strength-
ening effect remains unchanged as d/b changes. 
When the plate slenderness ratio (b/t) is high, 
such as b/t = 92, the CFRP strengthening effect 
first increases and then degrades as d/b is grad-
ually enlarged. It means that, with the use of 
CFRP-strengthened perforated plates with a cer-
tain plate slenderness ratio (b/t), such as b/t = 66, 
no matter how the size of  the hole’ diameter 

changes, the CFRP strengthening effect remains 
stable.

4.3 Load–deflection curves

Some typical relationships between compressive 
load and in-plane displacement of the plates have 
been plotted in Figure 6. Some conclusions can be 
obtained as follows:

1. By comparing Figure 6a and b, we can see that 
the pasting of CFRP cannot increase the stiff-
ness before buckling, but it can improve the 
mechanical property afterwards.

2. From Figure 6c, d and e, it can easily be seen 
that the stiffness of the specimens decreases 
along with an increase in the hole’s diameter.

3. From Figure  6c, d and e, we also know that 
the greater the slenderness ratio b/t, the more 
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instable the compressive load and in-plane dis-
placement curve.

5 CONCLUSIONS

In this study, the perforated steel plates strength-
ened by using the CFRP that are subjected to 
uniaxial compression are studied. Some general 
conclusions can be summarized as follows:
1. The failure mechanism of perforated plates 

strengthened by using the CFRP consists of 
four yield lines which start from the four cor-
ners and end near the hole’s edges.

2. If the CFRP is pasted on the convex surface of 
initial deflection, it will improve the capacity of 
uniaxially compressed perforated steel plates very 
well; otherwise, it will be almost of no effect.

3. The use of CFRP-strengthened perforated 
plates yields better results in a big slenderness 
plate with a small hole and a medium slender-
ness plate with a big hole.

4. With the use of CFRP-strengthened perforated 
plates with a certain plate slenderness ratio 
(b/t), such as b/t = 66, no matter how the size of 
the hole’ diameter changes, the CFRP strength-
ening effect remains stable.

5. The pasting of the CFRP cannot increase the 
stiffness before buckling, but it can improve the 
mechanical property afterwards.
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Research on the measurement of the permeability coefficient of porous 
asphalt pavement
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ABSTRACT: The drainage capacity of the porous asphalt pavement is related with the permeability of 
the porous asphalt concrete. On the basis of drainage mechanism of the asphalt pavement, the horizontal 
permeability coefficient and vertical permeability coefficient of the drainage pavement can be measured by 
the experimental test. The relationship between the water permeability coefficient and permeability coefficient 
tested by the pavement seepage meter was established in this research. Finally, the measurement method of 
the permeability coefficient of the drainage asphalt pavement was proposed. It is proved that the permeability 
coefficient of the porous asphalt pavement can be measured in a rapid way by the pavement seepage meter.

graded asphalt. Kanitpong Kunnawee et al. consid-
ered that the permeability of asphalt concrete is not 
only significantly influenced by the void content, 
but also by the thickness of the specimen, aggregate 
shape and grading and other factors (Kanitpong 
K. et  al. 2001). Therefore, in order to assess the 
drainage of pavement permeability, it is necessary 
to measure the permeability coefficient of road sur-
face drainage. The permeability coefficient of the 
drainage asphalt pavement can be rapidly deter-
mined by the pavement seepage meter.

2 ANALYSIS ON THE DRAINAGE 
MECHANISM OF THE POROUS 
ASPHALT PAVEMENT

The rainwater falls on the surface of the road and 
then it is permeated to the inside of the pavement 
through the air voids. Firstly, the initial moisture void 
is filled with water. Then, the water is accumulated in 
the structure layer. Finally, the seepage is happened. 
After absorption and accumulation of the pavement 
to the moisture, it begins producing seepage. But due 
to the rainfall intensity and rainfall duration and 
other condition, the rainfall could completely later-
ally infiltrate to discharge to the pavement through 
the drainage surface. Part of the water may infiltrate 
into the drainage layer and the surface runoff could 
form, which leads to the adverse effect on the perfor-
mance of the pavement.

The difference between the runoff producing 
situations of the drainable pavement is that the 

1 INTRODUCTION

The permeable asphalt mixture is used for the 
porous asphalt pavement as the surface layer. The 
porous asphalt pavement can take the rainfall into 
the drainage function layer, and laterally discharge 
the rainwater through the inside layer. It signifi-
cantly improves the driving safety and comfort of 
the rainy days. Discharging the rainwater fallen 
on the road surface is the primary function of the 
porous asphalt pavement, and its drainage capacity 
is related with the permeability of porous asphalt 
concrete (Pisciotta M. 2010). The permeability coef-
ficient is the parameter of the penetrating quality 
of the representation material. The permeability 
coefficient is mainly influenced by the composed 
particle size, gradation, and void content. Carman, 
Kozeny and Carman, established the aggregate per-
meability coefficient equation through the theory of 
capillary and the hydraulic radius (Kozeny J. 1927 & 
Carman P C. 1956). Walsh, J B and Brace, W F 
introduced the void shape distribution parameters, 
and revised Kozeny-Carman equation (Walsh J B. 
et al. 1984). Masad et al. proposed the simple equa-
tion to approximately calculate the asphalt concrete 
permeability coefficient through the theory of 
capillary and the hydraulic radius (Masad E. et al. 
2004). Cooley, L et al. designed the asphalt concrete 
mixture ratio in accordance with the method of 
Superpave, and made the asphalt concrete penetra-
tion test (Cooley L A. et al. 2002). It was considered 
that the permeability of drainage asphalt road was 
closely related to the concrete density of the coarse 
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drainage surface void content of the drainable 
pavement is large while the thickness is thinner. 
The bottom of the draining-layer is a water-proof 
(sealing) layer, but the moisture is only accumulated 
and infiltrated in the drainage layer. Moreover, with 
the different moisture content, the capacity of the 
transmitting water of the draining-layer material 
has been changed. Therefore, there are large differ-
ences in runoff producing between the drainable 
pavement and the soil.

The rainwater is vertically downward infiltrated 
into the drainage asphalt surface which is the two-
phase process. The first stage is the external con-
trol stage. If  the external eater supply rate does not 
exceed infiltration capacity, then the infiltration 
rate is equal to the Inflow rate. The second phase is 
the drainage layer control phase. With the drainage 
surface saturation degree increasing, the capacity 
of the surface water conduction is reduced. When 
it is less than external water supply rate, the rain-
water begins forming the runoff to discharge it 
to the surface of the pavement through the com-
prehensive slope of the pavement surface. At this 
time, the infiltration rate is equal to the infiltration 
capacity of the surface layer. At last, the infiltra-
tion capacity reduces to the saturated hydraulic 
conductivity of the draining-layer.

The air void content of the drainage asphalt 
pavement is 20% or above, which is much larger 
than the soil. It is not easy to form a super runoff. 
Due to the limited thickness of the porous struc-
ture and its impermeable bottom, the rain that falls 
to the road surface mostly discharges through lat-
eral seepage.

The reasons for road surface runoff formation 
saturation is not only related to the rainfall inten-
sity or the rainfall duration, but also related to the 
drainage condition, drainage in the surface layer, 
the ditch drainage condition and the side ditch 
drainage conditions. Especially, the road surface 
runoff is affected by the drainage of permeation 
performance of the pavement material (Zhu Y. 
et al. 2004). Therefore, the foremost precondition 
of research on the drainage performance of the 
drainage pavement is to study the permeation per-
formance of the drainage pavement surface.

3 THE TEST OF THE PERMEABILITY 
COEFFICIENT OF THE DRAINAGE 
SURFACE LAYER

3.1 Test device of the permeability coefficient

The permeability coefficient is significantly 
affected by the gradation of the material and the 
air void content. For a specific material, the air 
void content is more important. The void content 

of the asphalt concrete material is relatively easier 
to determine and in the drainage asphalt pave-
ment construction, the drainage performance of 
the pavement is also ensured by the void content. 
And the relationship between the void content and 
the permeation performance of the porous asphalt 
concrete can be determined by the penetration test 
of drainage asphalt mixture (Ma X. et al. 2004).

According to the principle of penetration test 
of soil mechanics, two sets of tester for vertical 
permeability and horizontal permeability of the 
asphalt concrete were designed as shown in Fig-
ure 1 and Figure 2. In the vertical penetration test, 
the big Marshall specimen without remolding was 
directly installed in the penetrant test device. The 
rutting plate specimen without the two side baf-
fles was used for the horizontal permeability test. 
In order to ensure the precision of test results, the 
constant water head was used for the permeability 
test, which makes the penetrant test conforming to 
the range of application of Darcy law.

Figure  1. Test device of vertical permeability 
coefficient.

Figure  2. Test device of lateral permeability 
coefficient.
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3.2 Test method of the PAC permeability 
coefficient

At present, the commonly used drainage asphalt 
mixture structure layer in China is PAC-10, PAC-13 
and PAC-16 mixture. The penetrant test is mainly 
used to test the permeability performance of these 
several materials. First of all, according to the gra-
dation composition of the asphalt mixture and the 
former engineering experience, the pass rate of the 
different void content situation of these several 
kinds of asphalt concrete can be determined. The 
dosage of each grade material and the theoretical 
density should be calculated. For the vertical pen-
etration test, the specimen height of the big Marshal 
specimen under different void content should be cal-
culated according to the theoretical density. The big 
Marshal Marshall specimen with the different void 
contents should be the same static pressure molding. 
For the horizontal seepage, the quality of specimen 
in the different void content shall be calculated, to 
form the rutting plate of the different void contents.

According to the material composition charac-
teristics of the drainage asphalt concrete and the 
related construction experience, the material com-
positions of the several kinds of asphalt concrete 
were determined. The mix proportions of the three 
kinds of drainage asphalt mixture are shown in 
Table 1. The test results of the vertical permeability 
coefficient and the lateral permeability coefficient 
of rolling rutting plate by using static pressure 
molding specimens were described in Table 2.

Table  2  shows that with the increase of void 
content, the vertical permeability coefficients and 
lateral permeability coefficients of the three kinds 
of drainage asphalt mixture are increased, and the 
lateral permeability coefficient and vertical per-
meability coefficient of the same void content are 
almost the same. This is consistent to the research 
conclusions of Zhang Fan and other scholars on 
the relationship between the vertical permeability 

coefficient and lateral permeability coefficient of 
the drainage asphalt mixture (Zhang F. et al. 2009).

4 THE SIMPLIFIED DETERMINATION 
TECHNOLOGY OF THE 
PERMEABILITY COEFFICIENT OF 
DRAINAGE ASPHALT MIXTURE

4.1 The method of indoor testing permeability 
coefficient of the pavement seepage meter

The pavement seepage meter can be used for the 
lateral water penetration ability of the drainage 
asphalt mixture specimen and the test shall be 
made according to the site water permeability test 
method in the Japan drainage pavement guideline 
(scheme), and to calculate and determine the seep-
age coefficient. But due to the varying-head is used 

Table  2. The vertical permeability coefficient and lat-
eral permeability coefficient of the three kinds of the 
drainage asphalt mixtures.

Type (%)
Void 
content

Vertical 
perme-
ability
coefficient
(cm/s)

Void 
content
 (%)

Lateral 
permeability 
coefficient
 (cm/s)

PAC-10 A 16.1 0.06 16.3 0.07
B 20.8 0.26 20.9 0.28
C 24.5 0.43 24.7 0.46
D 26.6 0.51 26.7 0.59

PAC-13 E 15.4 0.04 15.6 0.05
F 19.2 0.20 18.9 0.20
G 23.1 0.36 23.9 0.44
H 26.4 0.51 25.9 0.54

PAC-16 I 16.1 0.05 16.5 0.09
J 19.8 0.23 20.6 0.27
K 25.1 0.44 25.2 0.51
L 27.1 0.57 26.7 0.58

Table 1. The mix designs of the three kinds of drainage asphalt mixtures.

Sieve size (mm) 19 16 13.2 9.5 4.75 2.36 1.18 0.6 0.3 0.15 0.075 Oil stone ratio (%)

PAC-10 A 100 100 100 99.4 30.8 21 14.9 11.5 10.2 9.2 7.5 5.2
B 100 100 100 99.4 25.9 16.3 10.8 7.7 6.6 5.8 4.6 5.1
C 100 100 100 99.3 20.0 11.5 7.4 5 4.2 3.6 2.9 5.0
D 100 100 100 99.3 15.1 7.7 4.9 3.4 2.9 2.5 2.0 4.8

PAC-13 E 100 100 88.3 59.9 24.1 21.1 18.5 12.6 9.3 7.6 6.0 4.6
F 100 100 88.6 60.1 18.1 15.8 13.9 9.6 7.2 6.0 4.7 4.6
G 100 100 87.2 55.5 11.7 10.2 9.3 7.1 5.9 5.2 4.3 4.6
H 100 100 89.4 61.2 7.8 6.6 6.4 5.0 4.2 3.8 3.2 4.6

PAC-16 I 100 99.1 89.6 53.7 23.5 19.7 14.0 9.1 7.5 6.9 6.5 4.5
J 100 99.0 86.8 46.0 17.7 15.0 10.8 7.3 6.1 5.7 5.4 4.5
K 100 98.9 83.6 36.6 9.0 7.5 5.2 3.3 2.7 2.5 2.3 4.5
L 100 98.8 81.1 31.0 7.1 6.2 4.9 3.8 3.5 3.3 3.3 4.5
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for the test method of pavement seepage meter, 
which the height of the water head is from 100 ml 
to 100  ml. So, the flowing of water flow within 
the specimen is non-laminar, and the permeability 
coefficient is not able to be calculated by the Darcy 
law. Therefore, the pavement seepage meter is used 
to make the Permeable coefficient of determina-
tion of taking off  side mode. The rutting plate is 
shown as Figure 3. In the test process, through the 
method of external water pipe, the height of water 
head is kept at 100 ml scale line.

The surface height of control pavement seepage 
meter constantly determines the water discharge. 
Then, according to the related theory and through 
the seepage meter, and based on the formula (1), 
to calculate the lateral permeability coefficient K:

K Q
tAi

QL
tAw w

= = ( )h hρ ρtAiwtAi h hh h
 (1)

In the formula, Q is the quality of water which 
the Infiltration is passing test specimen in the t 
time period, g; ρw is the density of water; g/cm3; L is 
the effective flow length in the test specimen cm. A 
is the effluent cross sectional area of the specimen, 
cm2; h1, h2 are respectively water head height and 
the seepage water head height under the constant 
water head, cm.

The PAC-13 rutting plates with different void 
contents of 18%, 20%, 22% and 24% are used to 
test the constant water head of pavement seepage 
meter. The test results are as shown in Figure 4.

Figure  4  shows that with the increase of void 
content, the permeability coefficient of rutting 
plate also gradually increasing. And, permeability 
coefficient numerical value and lateral permeabil-
ity coefficient of the rutting plate which is using 
dismantling the two side baffles along the roll-
ing direction are basically the same. By using the 
pavement seepage meter with a suitable hydraulic 
gradient, the permeability coefficients of porous 
asphalt mixtures of the same gap are basically the 
same, which lays the foundation for rapidly testing 
the water seepage coefficient.

4.2 The rapid test of the pavement seepage meter 
in the construction site

The water surface in the seepage meter was declined 
from 500 ml to 400 ml scale. With the water yield of 
15 s, the permeable coefficient of road surface can 
be calculated. The method is simple in operation 
and distinguish the conditions of water seepage of 
road surface well, but is unable to accurately deter-
mine the void content and permeability coefficient 
of road surface. If through a lot of test to determine 
the relationship between the void content and the 
seepage time first, and according to the relationship 
between the void content and permeability coef-
ficient, then we can through the time tested by the 
seepage meter to determine the relationship between 
void ratio and permeability coefficient of the road 
surface more accurately. The pavement seepage 
meter was used to test the water seepage time of the 
rutting plate with the above different void contents. 
The relationship between void content and the water 
seepage time is as shown in Figure 5. Based on the 
void content as the medium, to determine the rela-
tionship between rutting plate seepage time tested 
by the pavement seepage meter and the lateral per-
meability coefficient is shown in Figure 6.

Figure  5  shows that there is good curvilinear 
relationship between the void content and the water 
seepage time of the drainage pavement. R2 is 0.991. 
Therefore, in the drainage asphalt pavement con-
struction acceptance, according to the Figure 5,we 
can quickly determine whether the void content of 
this section pavement can meet the requirements 
or not, so we can speed up the construction pro-
gress. The relation curves of the seepage time of 
the rutting plate and the horizontal permeability 
coefficient has been established in Figure  6. In 
the construction, the permeability coefficient of 
this pavement can be calculated according to the 
seepage time, so we can evaluate the water seepage 
performance of the drainage asphalt road surface.

Figure 3. The lateral permeability coefficient of the rut-
ting plate measured by the pavement seepage meter of 
constant water head.

Figure 4. The relationship between the void content of 
the rutting plate and permeability coefficient tested by 
the pavement seepage meter.
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5 CONCLUSION

In order to evaluate the permeability performance 
of drainage asphalt mixture, a large number of 
indoor experiments were conducted to test the per-
meability coefficient of drainage asphalt mixture. 
It comes to the following conclusions:

1. Based on the simple operation of the device of 
the vertical permeability and horizontal perme-
ability of the seepage drainage asphalt mixture, 
which has the seepage principle. The test result 
showed good representative and stability, which 
can be used to accurately test the permeability 
coefficient of drainage asphalt mixture.

2. The vertical permeability coefficient measured 
by the big Marshall specimen of not mold 
releasing and the lateral permeability coefficient 
measured by the lateral permeability apparatus 
are almost the same, which shows that drainage 
asphalt mixture has good isotropic properties, 
and it can be considered that in engineering 
applications. The big Marshall compaction 
specimen is relatively convenient, and can be 
used to determine the vertical permeability.

3. The seepage meter can be used to make simple 
experiment to test the permeability coefficient 

of drainage asphalt mixture, through the rut-
ting plate specimen of the remolding overhead 
frame. The lateral seepage meter shows there 
are good linear correlations between the seep-
age time of the different void content and the 
permeability coefficient measured. Through 
this relationship, the seepage time tested in the 
field can be used to calculate the permeability 
coefficient of drainage asphalt mixture. It is 
helpful to establish drainage asphalt pavement 
construction quality control and maintenance 
countermeasures.
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ABSTRACT: In road engineering, Emulsion Wax Curing Agents (EWCAs) are mainly used for cement 
concrete construction curing or as the bond breaker between the cement concrete pavement surface layer 
and the lean concrete base layer. Inspired by the lotus leaf effect, in this research work, a series of the 
laboratory tests were performed to evaluate the mechanical performances of the icing atop the cement 
concrete surface coated with an EWCA. The test results indicate that friction and bonding between the 
icing and the concrete surface coated with an EWCA have been reduced, and the icing is easier to be bro-
ken and removed. Thus, spraying EWCA atop the cement concrete surfaces might improve the efficiency 
of the mechanical deicing process on the cement concrete surface.

ment could effectively reduce the bonding between 
the asphalt pavement and the icing atop. However, 
the coating approach is rarely reported to be used 
for deicing in cement concrete pavement projects. 
Therefore, the authors of this paper wanted to 
explore the mechanical performances of the icing 
atop the surface of cement concrete coated with 
an Emulsion Wax Curing Agent (EWCA) through 
a series of laboratory tests. The test results were 
expected to be used as a reference for improving 
the efficiency of the mechanical deicing process 
with the help of EWCAs.

2 METHODOLOGIES

2.1 Emulsion Wax Curing Agents (EWCAs)

In cement concrete pavement projects, the cement 
concrete pavement is likely to be bonded to stabi-
lized or lean concrete subbases. Thus, it is a com-
mon practice to place a bond-breaking medium 
atop the subbase surface. The common practice in 
the United States is to place two coats of a wax-
based curing compound on the subbase surface as 
the bond breaker layer (Okamoto 1994).

The major components of the EWCA used 
in this research work are paraffin emulsion and 
compound emulsifiers that are mixed in a given 

1 INTRODUCTION

Icing atop pavements tends to disrupt the entire 
transport network, thereby leading to traffic paral-
ysis and huge economic losses. Therefore, deicing 
and skid resistance of pavement surfaces have been 
a crucial part of pavement curing and maintenance 
work in winter, as well as a menace for the road 
management departments in winter.

At present, various approaches including chem-
ical, mechanical, thermal and coating are used to 
deice pavements in winter. The mechanical deicing 
approach is performed by using the mechanical 
devices to remove snow and ice atop pavements. In 
spite of the low efficiency of deicing, the mechani-
cal approach is environment-friendly, thereby doing 
less harm to the vegetation and the environment 
around. Consequently, the mechanical approach is 
widely used. However, under low temperature con-
ditions, with an increase in the bonding between 
the ice and the pavements, the efficiency of the 
mechanical deicing approach alone usually reduces 
to an unacceptable level. What is worse is that the 
pavements may be damaged by the violent deicing.

The coating approach has been used in some 
asphalt pavement projects. Ma et al. (2014) reported 
that the silicone hydrophobic material which is 
used as the surface coating of the asphalt pave-
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proportion which is determined by the projects’ 
conditions, including weather, structure types, 
and the depth of the EWCA layer to be formed. 
EWCAs have been applied extensively in various 
areas, including textile, paper, leather, fiberboard, 
polishing, fruit preservation, architecture, garden-
ing, ceramics and otherwise. In road engineering, 
EWCAs have been used with success worldwide 
to cure several thousand kilometers of cement 
concrete pavements, and cement-treated or lean 
concrete subbases. The corresponding technical 
specifications for EWCAs have been established by 
the American Society of Testing Materials C309 
(ASTM 2007) and American Association of State 
Highway Officials M148 (AASHTO 2005). Note 
that the material requirements for EWCAs in both 
AASHTO M 148 and ASTM C309 are identical.

The choice of the EWCA used in this research 
was primarily determined by its curing function 
and bond-breaking function, with inspiration from 
the lotus leaf effect. In this research, the solid con-
tent of the EWCA was no less than 25%, with the 
mass ratio of polymer materials to paraffin being 
1:2 and a qualified film-forming or solidifying per-
formance. A special device was used to spray the 
EWCA so as to ensure uniformity of spraying and 
to control the spraying volume.

2.2 Tests for shear failure stress and integrated 
coefficient of friction

In order to better evaluate the mechanical perfor-
mances of the icing atop the pavements, the shear 
failure stress and friction between the icing and the 
concrete pavement with or without EWCA coat-
ing were tested. In this research work, a shear test 
apparatus was self-developed. And the specimens 
for the direct shear test were casted in PVC pipe 
molds, as shown in Figure 1.

The molded specimens were cylinders that 
measured 110 mm in diameter, 100 mm in height, 
and 2.3  kg in weight. After the specimens were 
cured under the standard curing conditions and 
reached 30–35  MPa compressive strength, the 
specimens were divided into two groups. EWCAs 
were sprayed on the top-ends of one group with 
the spraying volume set at 0.2 L/m2 while the con-
trol group of specimens was not sprayed with the 
EWCA. After the sprayed EWCA solidified, cold 
water was poured into the molds of the two groups 
of specimens to form a 5-cm-thick icing atop the 
specimens by placing the molds with specimens in 
a freezer at −18°C for 12  hours. After the molds 
were removed, the specimens with icing atop were 
prepared, as shown in Figure 2.

When the specimens were fully prepared for 
tests, the centers of the jack, the measuring force 
ring, and the specimen were arranged in a horizon-
tal line. The load pushed the jack slowly until the 
bond between the icing and the cement specimens 
was completely broken, and the value of the meas-
uring force ring at that time was recorded. This 
value was regarded as the maximum horizontal 
thrust.

After the maximum horizontal thrusts were 
measured, the maximum shear failure stresses 
and the integrated coefficients of friction could be 
calculated.

2.3 Pull-out tests

The pull-out tests were carried out to measure 
the pull-out forces to pull out the icing from the 
cement concrete surface, so as to determine the 
pull-out normal failure stress of the icing.

To perform the pull-out test, first, the cement 
concrete specimens were casted in cylindrical steel 
molds that measured 110  mm in diameter (the 
bottom molds). After the specimens were cured 
under the standard curing conditions and reached 
30–35  MPa compressive strength, the specimens 
were divided into two groups. An EWCA were 

Figure 1. Picture showing specimens for shear tests.
Figure  2. Picture showing cement concrete specimens 
with icing atop.
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sprayed on the top-ends of one group with the 
spraying volume set at 0.2  L/m2 and was solidi-
fied while the control group of specimens were 
not sprayed with an EWCA. Next, another set of 
steel molds of the same diameter (the top molds) 
were attached to the bottom molds, and the joints 
were sealed. The connected top molds and bottom 
molds with specimens were placed in a freezer at 
−18°C for 1 hour, and then cold water was poured 
into the top molds and the whole set was placed 
back into the freezer to form the 50-mm-thick 
icing atop all specimens.

When the specimens were fully prepared for 
tests, pull-out devices were used to draw the top 
molds and the bottom molds to the opposite direc-
tions. At the time when the icing and the concrete 
were broken apart, the pull-out force P was the 
maximum and was recorded.

2.4 Tests for impact on icing

The tests for impact on the icing were performed 
by following the drop-weight method with a set of 
self-made test apparatuses.

Cement concrete specimens were prepared by 
means of machine vibrations, with dimensions of 
300 mm by 300 mm and thickness of 50 mm, cured 
under the standard curing conditions and reached 
30–35  MPa compressive strength. The ready 
specimens were divided into two groups with one 
sprayed with EWCA of 0.2 L/M2 on the top-ends 
and the other without EWCA as the control group. 
Next, the top surfaces of two groups of specimens 
were covered with ice and the icing was 10  mm 
thick. Afterwards, a ball weighing 200 grams was 
allowed to fall down through the hole in the fixed 
bracket from a height of 100 cm. The center of the 
hole in the fixed bracket and that of the specimens 
were in a vertical line. The impacts were repeated 
to observe the cracking of the icing atop the speci-
mens and the related data were recorded, includ-
ing two sets: the cycles of impact (N1) for the 
initial cracking (when the first crack on the icing 
appeared, the cycles of impact taken by the icing); 
the cycles of impact (N2) for the final fracture of 
the icing.

3 RESULTS

3.1 Results of shear failure stress and integrated 
coefficient of friction

In order to obtain the shear failure stresses and the 
integrated coefficients of friction between the icing 
and the cement concrete surface of two groups 
of specimens, the maximum horizontal thrusts 
to break the icing from the concrete surface were 
measured. The measured maximum horizontal 

thrusts of two groups of specimens are listed in 
Table 1.

The maximum shear failure stress can be deter-
mined by the ratio of the maximum horizontal 
thrust Tmax to the shear area A (1/4π × 1102 mm2):

=T AmaTT x /  (1)

According to equation (1), when the specimens 
are coated with an EWCA, the shear failure stress 
is 0.14 MPa in average, while the ice shear stress 
for the control group of specimens is 0.37  MPa 
in average. It can be seen that the shear failure 
stress of the specimens with an EWCA coating is 
decreased by 62%, which indicates that the EWCA 
tends to reduce the bonding of the icing to the con-
crete surface, which makes it easier for the icing to 
be broken apart from the concrete surface under 
the horizontal thrusts.

With respect to the integrated coefficient of fric-
tion fh, it is the ratio of the maximum horizontal 
thrust of specimen Tmax to the dead weight of the 
specimen m:

f T mhff maTT x /  (2)

According to equation (2), when the specimens 
are coated with EWCA, the integrated coefficient of 
friction is 57 in average, while the integrated coeffi-
cient of friction for the control group of specimens 
is 155 in average. It can be seen that the integrated 
coefficient of friction of the specimens with EWCA 
coating is reduced by 63%. Such a reduction indi-
cates that the EWCA coating has great effects on 
the interface condition between the icing and the 
cement concrete surface, with the interface shifting 
from bonding to semi-bonding. This shift makes it 
easier for the icing to be removed away from the 
concrete surface under the horizontal thrusts.

3.2 Results of pull-out tests

The results of the pull-out forces to pull out the 
icing from the concrete surface are shown in 
Table 2.

Table  1. Results of maximum horizontal thrusts to 
break the icing from a concrete surface.

Specimens 
with EWCA 
coating

Specimens 
without EWCA 
coating

Maximum 
horizontal 
thrust P/KN

1.6 3.2
1.0 3.4
1.3 3.6

Average value 
P/KN

1.3 3.5
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The pull-out normal failure stress σ can be 
defined as the ratio of the maximum pull-out force 
Pmax to the cross-sectional area A (1/4π × 1102 mm2)
of the specimen for the pull-out tests:

σ = P AmaPP x /  (3)

According to equation (3), when the specimens 
are coated with EWCA, the pull-out normal fail-
ure stress is 0.15 MPa in average, while the pull-out 
normal failure stress for the control group of speci-
mens is 0.24 MPa in average. It can be seen that the 
pull-out normal failure stress of the specimens with 
EWCA coating is reduced by 38%, which indicates 
that the EWCA tends to lessen the bonding of the 
icing to the concrete surface, which makes it easier 
for the icing to be pulled out from the concrete sur-
face under the pull-out forces.

3.3 Results of tests for impact on icing

Through the tests for impact on icing, the cycles 
of  impact for the initial cracking of  the icing 
(N1) and the cycles of  impact for the final frac-
ture of  the icing (N2) were recorded, as shown 
in Table 3.

Table 3 shows that the value of N1 for the speci-
mens coated with EWCA is 60% less than N1 for 
the control specimens without EWCA coating; 
while the value of N2 for the concrete surface 
coated with EWCA is 52% less than N2 for the 
control specimens without EWCA coating. And 
the difference between N1 and N2 for the speci-
mens with EWCA coating is 6, while the differ-
ence between N1 and N2 for the control specimens 
without EWCA coating is 12, which indicates that 
the icing atop EWCA coating is more prone to 
breaking after the initial cracking. The underlying 
reason might be that the EWCA coating has great 
effects on the interface condition between the icing 
and the cement concrete surface, with the interface 
shifting from the bonding to the semi-bonding 
state. This shift makes it easier for the icing to be 
broken under the impacts.

4 CONCLUSIONS

This research explored the feasibility to improve the 
efficiency of the mechanical deicing process on the 
cement pavement surfaces by spraying the EWCA 
atop the cement concrete surfaces, through a series 
of laboratory tests (including the tests for shear 
failure stresses and integrated coefficients of fric-
tion, the pull-out tests, and the tests for impact on 
the icing) to test the mechanical performances of 
the icing atop the cement concrete surface with or 
without the EWCA coating. By comparing the test 
results of the specimens coated with EWCA with 
those of the control specimens without EWCA 
coating, the following conclusions can be drawn:

1. By spraying the EWCA coating atop the cement 
concrete surface, the latter is changed from a 
hydrophilic surface into a hydrophobic one, 
which is conducive for the good drainage of 
rainwater, and thus helps to prevent the con-
crete surface from icing.

2. If rainwater or snow on the cement concrete 
surfaces turns to be the icing layer, by spraying 
the EWCA coating atop the concrete surface, 
the bonding between the icing and the concrete 
surface can be reduced greatly, and the same is 
true for the cycles of impact to break the icing. 
The underlying reasons might be that the EWCA 
coating has great effects on the interface condi-
tion between the icing and the cement concrete 
surface, with the interface shifting from the bond-
ing to the semi-bonding state. This shift makes 
it easier for the icing to be de-bonded from the 
concrete surface, and to be cracked and broken.

Thus, the results of the laboratory tests men-
tioned in this research indicate that spraying the 
EWCA atop the cement concrete surface might 
improve the efficiency of deicing through the 
mechanical approach greatly. Further studies will 
be performed to confirm the above conclusions 
through a series of field tests.

Table 3. Results of cycles of impact on icing.

Specimens 
with EWCA 
coating

Specimens 
without EWCA 
coating

Cycles of impact 
for the initial 
cracking (N1)

2  5
2  6
2  5

Average value of N1 2  5
Cycles of impact 

for the final 
fracture (N2)

7 15
8 18
7 17

Average value of N2 8 17

Table 2. Results of pull-out forces.

Specimens 
with EWCA 
coating

Specimens 
without EWCA 
coating

Pull-out 
forces 
P/KN

1.5 2.2
1.4 2
1.4 2.5

Average 
value 
P/KN

1.4 2.3
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ABSTRACT: Through the analysis of serious aging problems in China, this paper aimed to explore the 
value of Open Building Theory for guiding residential area’s adaptability design for the aged in China. 
The main concepts involved in open building theory, including overall concept, hierarchy control, showing 
respect to individual interests and dynamic adjustment to need, were highly associated with residential 
area’s adaptability design for the aged by the combination of theoretical research and case study. Based 
on that, this paper proposed two aspects of adaptability design techniques, including the design of resi-
dential planning and dwelling units, providing references for future rational design of residential areas for 
the aged in China.

control, showing respect to individual interests 
and dynamic adjustment to needs (Habraken & 
Teicher 2000). The proposal’s original intention 
was to deal with contradictions between urgent 
needs for mass housing and diversity of  social 
housing after World War II’s rapid urban devel-
opment (Jiang & Jia 2014). However, with the 
continuous evolution of open building theory in 
the following few decades, it has been more than 
a design theory. In a broad way, “Open Building” 
in this theory stands for “open-type building”, 
implying a way to achieve dynamic, adjustable 
and adaptive design methods for architecture, 
which would help realize the sustainable and better 
urban living environment. It has already got rid of 
the initial limitations of housing design and con-
struction technology. From urban environment 

1 INTRODUCTION

1.1 Open building theory

1.1.1 The development of open building theory
In 1961, N. John Habraken published Support: An 
Alternative to Mass Housing, in which he proposed 
to separate housing design and construction into 
two parts- “Supports” and “Detachable Units”. 
This reflects his thinking between housing’s stabil-
ity and change in deal with the built environment 
(Kendall 2009). The research aims to advocate resi-
dents to participate in the design and construction 
process and then realize the diversity and individ-
uality in mass housing construction (Jiang & Jia 
2014). As the Director of SAR (Stichting Architect 
Research), he led the research institute to search in 
this field and formed the prototype of open build-
ing theory (Miao et al. 2016).

In 1980s, open building was proposed by Ste-
phen Kendall (Fig.  1), who studied with John 
Habraken in MIT. After that, this theory went 
through a long-term complement investigation 
and gained the great influence via OHI (Open 
House International) and Open Building Founda-
tion’s promotion. In the last tens of years, housing 
construction in many countries got boost based on 
open building theory.

1.1.2 The main concepts involved in open 
building theory

Open building theory emphasizes several main 
concepts, including overall concept, hierarchy 

Figure  1. Environmental levels in Open Building 
(Kendall 2009).
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and collectivity to living unit and individual, 
open building theory covers the extensive ranges, 
becoming a significant component of  sustainable 
urban built environment.

1.2 Problems of residential area’s adaptability 
for the aged in China

1.2.1 Aging population in China
Since 1999, China has entered an aging soci-
ety with increasingly aging degree. By the end 
of  2015, the elderly (>60 years old) population 
would have increased to 221 million, reach-
ing 16% of  the total population according to 
the statistics of  China State Council (2011). By 
2030, the amount of  older adults would double 
to 400 million and China would be faced with 
the world’s highest degree of  aging population 
(2011). Challenges brought out by aging popula-
tion are everywhere.

1.2.2 Problems of aging at home
With the development of undertakings for the aged 
in China, pension mode gradually improves. The 
national implementation of “9073” Policy provides 
various pension choices for the elderly. Nearly 90% 
residents would adopt the manner of “aging at 
home”. Compared with the other two types, aging 
at home is “tangible and relevant” (Senior Homes 
2016). It is in accordance with residents’ conven-
tional ideas and long-term living habits, which is 
accepted by more families (Liu et al. 2015). How-
ever, this brings about enormous pressure of aging 
at home. In addition, more problems still remain, 
including demographic changes, relatively back-
ward residential service facilities, etc.

1.2.3 Problems of residential areas
As the space carriers of aging at home, residen-
tial areas become the key to implementation of 
the national pension policy. Figure  2 shows the 
continuous and vigorous development of newly 
started housing area in China (NBSC 2015). While 
the quality of the living environment could hardly 
meet the dynamic needs of residents.

In the face of aging crisis, the so-called “settle-
ments for the aged” is far from enough. What we 
need is the residential area where we could gener-
ally live for long until old age according to Elderly 
Housing Construction in Japan (2011). This 
reflects the residential adaptability for the aged.

In conclusion, the design and construction of 
residential areas equipped with adaptability is 
imperative. Thus, open building theory was intro-
duced into this study to explore the rational design 
concept. Then two aspects of design techniques 
(planning and dwelling units) were proposed, pro-
viding approaches to better achieve dynamic, long-
term and sustainable living environments.

2 OPEN BUILDING THEORY’S 
REFERENTIAL VALUE

2.1 The practical application of open building 
theory in housing

Based on open building theory and its expansion, 
many countries have set up their own construction 
system and standards according to their national 
conditions. Japan experienced the development 
of  KEP (Kodan Experimental Housing Project), 
NPS (New Planning System), CHS (Century 
Housing System), etc. Since 21th century, KSI 
(Kikou Skeleton Infill) system obtained a com-
prehensive implementation. KSI emphasizes the 
separation of  skeleton and infill, indicating the 
structure’s durability and living pattern’s flexibil-
ity for long (Qin et al. 2014). In 1980s, universal 
design concept was proposed in the US in order to 
create safe, convenient, healthy and comfortable 
environment for all. According to this concept, 
the particular needs of  various people were taken 
into consideration, including the elderly, the disa-
bled, etc. Then based on that, Universal Design 
in House presented the housing’s separation into 
structural section and non-structural section, 
achieving a high degree of  residential adaptabil-
ity. The Building and Construction Authority in 
Singapore enacted Universal Design Guide, giving 
consideration to different group’s pension and 
housing needs. Through the references of  Japan’s 
KSI and western countries housing experience, 
China achieved the establishment of  CSI (China 
Skeleton Infill) in 2010, giving response to better 
residential adaptability, quality improvement and 
extension of  life-cycle (Li 2010).

2.2 Open building theory’s introduction into 
residential area’s adaptability design

Faced with serious aging problems and stress 
on aging at home, residential area’s adaptability 
for the aged, which aims to provide inclusive, 

Figure 2. Development of housing area newly started 
by real estate enterprises.
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flexible and sustainable living environment, is 
imperative.

As a complex living system, residential areas 
contain a series of components including resi-
dential buildings, residential exterior space, pub-
lic service facilities, etc. And the main concepts 
involved in open building theory provide rational 
approaches to realize the long-term sustainability. 
At this time, from the perspective of open build-
ing theory, a residential area is regarded as a whole 
system. Overall concept emphasizes the system’s 
long-term integrity. Hierarchy helps to achieve rel-
atively independent and stable subsystems. Show-
ing respect to individual interests and division of 
decision-making are conducive to instant feed-
backs. Dynamic adjustment provides guarantee 
of flexibility and adaptability in the long term. All 
these four aspects guide and constraint to ensure 
the sustainable development of residential areas. 
In this case, residential adaptability design for the 
aged may be suitable for everyone.

3 DESIGN TECHNIQUES

Based on open building theory, buildings and its 
surroundings are never static. They should always 
make adjustment according to the development of 
society and technology. Thus interaction between 
people, time, building and environment should be 
established to realize the high-quality and sustain-
able living environment (Lan & Wei 2015). In gen-
eral, there are mainly two aspects (Table 1). First, 
in residential planning level, the function and scale 
of subsystems (e.g. exterior space, service facilities) 
should be adjusted and optimized according to the 
population, behaviors and needs of elderly people. 
Second, in unit level, the interior space ought to 
be alterable and flexible to meet the living habits 
of the elderly.

3.1 Residential planning

Specifically, the guiding value of open building 
theory mainly reflects in the following aspects.

3.1.1 Flexible configuration of public service 
facilities

Based on the planning and construction standards, 
the configuration (e.g. type, scale, inner function) 
of facilities should be adjusted according to resi-
dential population structure, regions and urban 
location (Wu et al. 2012). In addition, either resi-
dential objective conditions (e.g. construction time, 
resource allocation) or residents’ subjective prefer-
ences would make a difference on the demands of 
service facilities. Thus relatively elastic and flexible 
configuration are appropriate for the implementa-
tion of sustainable living environment (Fig. 3).

3.1.2 Reservation land for future extension and 
replacement

Reserving part of land for future extension and 
replacement is encouraged in response to residen-
tial dynamic requirements. The reservation area 
could first be utilized as residential external public 
space. Along with the growing aging population, 
the shortage of required facilities gradually wors-
ens. Then the reservation land could be converted 
into supplementary service facilities to fulfill the 
greater demands of the elderly.

3.1.3 Utilization and renovation of the remaining
More attention ought to be paid to focus on the 
present living status and residents’ behavior hab-
its. With aggravating trend of aging problems and 
demographic change, the existing standards of 
planning is no more applicable. Some buildings 
may stand empty as the present needs for some 
facilities such as kindergartens and primary schools 
are not that much. In addition, other idle facilities 
(e.g. factory buildings) could also be renovated to 
serve for the elderly (Zhan & Wu 2014). We should 
make full use of idle and inefficient status of facili-
ties and balance the function utilization. Either 
function replacement or ratio adjustment would 
be beneficial to ease the supply imbalances of resi-
dential service for the aged.

3.2 Dwelling units

The main problem involved in residential adapt-
ability design for the aged is that changes in family Table 1. Adaptability design for the aged.

Concepts of open building theory Design techniques

 Overall concept Planning: adjustment 
in function and 
scale

 Hierarchy
 Showing respect to individual 

interests
Unit: flexibility of 

space separation 
and utilization

 Dynamic adjustment Figure  3. Flexibility of configuration in residential 
planning.
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structure and members’ physical conditions would 
lead to variation of functional layout and space 
details (Pan & Ding 2014). Conventional hous-
ing’s integrated construction methods lead to 
the lack of flexibility and adaptability. While the 
separation design and construction of “Supports” 
and “Infills”, which is one of the most significant 
design principles of open building theory, provides 
a guarantee for unit’s orderly optimization and 
dynamic adaptability (Wang & Mei 2014). First, 
“Supports” (e.g. structural system) are regarded 
as the basic skeletons for residential interior space 
segregation. The durability of “Supports” also 
extends the utilization life of residential dwellings. 
Then, the flexible segregation of “Infills” (e.g. light 
partition walls) enables the instant adaptability, 
satisfying the diverse needs of occupants at dif-
ferent ages. It realizes the richness and practica-
bility of space utilization. This is the expression 
of “maintaining the status quo” under hierarchy 
control, reflecting the typical characteristics of 
residential adaptability for the aged, namely spa-
tial versatility and variability. The combination 
of “Supports” and “Infills” ensures the long-term 
utilization during life cycle as well as improv-
ing living comfort (Qin et al. 2014). For instance, 
Figure  4 shows Tila housing block whose apart-
ments have no space segregation except for 2 baths. 

The occupants could divide the inner space regard-
ing their daily behaviors, preferences and willing-
ness (Fig. 5). And adjustments would also be made 
to adapt to changing ages. 

4 CONCLUSIONS

With the intensification of aging situation in 
China, residential area’s adaptability design for 
the aged is required. The introduction of open 
building theory would help guide and promote the 
residential area’s construction and renovation. In 
this way, the disadvantages of conventional design 
methods could be avoided. The theory emphasizes 
building is not one-time but long-term (Jia 2009). 
The hierarchy control enables the overall system 
as well as independent subsystems to be stable 
and durable. And the more open decision-making 
provides positive ideas for diversity, stability and 
sustainability of residential area’s construction 
in China. Meanwhile, we could see that the some 
attempts have been made to pursue residential 
area’s adaptability design for the aged, such as 
Summit’s Guanghe Yuanzhu project in Beijing 
based on SI system (Qin et al. 2015). These projects 
help confirm the referential value of open building 
theory and provide practical experience for future 
construction of livable, healthy and sustainable 
residential areas in China.

ACKNOWLEDGEMENTS

We would like to express our gratitude to National 
Natural Foundation of China (NSFC), Project 
Number 51578174, for funding this study.

REFERENCES

China State Council. (2011). “The Twelfth Five-Year Plan” 
Development of Aging Undertakings in China. [Online] 
Available from: http://www.gov.cn/zwgk/2011-09/23/
content_ 1954 782.html [Accessed 17th September 
2011].

CIB W104. (2015). Report on the Tila Open Building 
Project in Helsinki. [Online] Available from: http://
www.open-building. org/ob/cases.html [Accessed 28th 
May 2015].

Elderly housing Consortium. (2011). A Handbook of 
Elderly Residence Design. M. Beijing: China Building 
Industry Press.

Habraken, N. J. & Teicher, J. (2000). The structure of 
the ordinary: form and control in the built environ-
ment. J. Architectural Review, 2000, 205 (1225): 
88–89.

Jia, B. (2009). Defining the Interface of the Private and 
the Shared—The Cultivation of Citizenship in the 
Economical Housing. J. New Architecture, 03, 4–15.

Figure  4. The apartment with no space segregation 
except for 2 baths (CIB W104 2015).

Figure 5. Occupants’ various preferences for space divi-
sion (CIB W104 2015).

ICCAE16_Vol 01.indb   504 3/27/2017   10:38:26 AM

http://www.gov.cn/zwgk/2011-09/23/content_1954
http://www.gov.cn/zwgk/2011-09/23/content_1954
http://www.open-building.org/ob/cases.html
http://www.open-building.org/ob/cases.html


505

Jiang, Y. & Jia, B. (2014). Industrialization and Customi-
zation in the Housing Industry of Japan. J. Architec-
tural Journal, s1, 120–125.

Kendall, S. (2009). Open Building Concepts. [Online] 
Available from: http://open-building.org/ob/concepts.
html [Accessed 19th May 2009].

Lan, X. & Wei, H. (2015). Discussion on the Approach of 
Housing Industrialization Base on the “Open Build-
ing” Theory. J. Architecture & Culture, 07, 192–193.

Li, A. (2010). CSI System Will Become the Foundation 
of Hundreds years housing—An Interview with Liu 
Meixia of Housing Industry Development Center. J. 
China Concrete, 12, 12–14.

Liu, D. et al. (2015). A Study on Universal Design of 
Housing with Home-Based Care for the Aged. J. 
Architectural Journal, 06, 001–008.

Miao, Q. et al. (2016). Architectural design and construc-
tion features of European residential buildings under 
the concept of open architecture. J. Housing Industry, 
04, 18–25.

National Bureau of Statistics of China (NBSC). (2015). 
Statistics of Real Estate Development. [Online] 
Available from: http://data.stats.gov.cn/easyquery.
htm?cn = C01 [Accessed 10th August 2016].

Pan, H. & Ding, W. (2014). The Edification of New 
Trends of Proper Aging Collective Housing Design 

in Japan on Housing Design for the Elderly and Liv-
ing Facilities for the Aged in China. J. Architecture & 
Culture, 12, 160–161.

Qin, S. et al. (2014). A Study of the Development of Jap-
anese Infill Components System from KEP to KSI. J. 
Architectural Journal, 07, 017–023.

Qin, S. et al. (2015). Practicing Public Housing of 
Adaptability to the Aged—on the Project of Sum-
mit’s Yuanzhu in Beijing. J. Architectural Journal, 06, 
28–31.

Senior Homes. (2016). Aging at Home: How to Prepare. 
[Online] Available from: http://www.seniorhomes.
com/p/ag-ing-at-home/ [Accessed 9th August 2016].

Wang, M. & Mei, H. (2014). Design Strategies of Rural 
Houses in Frigid Areas of Northeast China Based on 
The Open Building Theory. J. Urbanism and Archi-
tecture, 28, 110–112.

Wu, Q. et al. (2012). Research on the Development 
Dilemma and Optimization Strategy of Public Ser-
vice Facilities in Old Community—A Case Study of 
Lujiazui Area. J. Shanghai Urban Planning Review, 
01, 049–054.

Zhan, Y. & Wu, F. (2014). Planning Strategies for Aging 
Megacities: A Case Study of Shanghai. J. Urban Plan-
ning Forum, 06, 38–45.

ICCAE16_Vol 01.indb   505 3/27/2017   10:38:27 AM

http://open-building.org/ob/concepts.html
http://open-building.org/ob/concepts.html
http://data.stats.gov.cn/easyquery.htm?cn=C01
http://data.stats.gov.cn/easyquery.htm?cn=C01
http://www.seniorhomes.com/p/ag-ing-at-home/
http://www.seniorhomes.com/p/ag-ing-at-home/


ICCAE16_Vol 01.indb   ii 3/27/2017   10:29:31 AM

http://www.taylorandfrancis.com


507

Civil, Architecture and Environmental Engineering – Kao & Sung (Eds)
© 2017 Taylor & Francis Group, ISBN 978-1-138-02985-9

Safety management strategies for public infrastructure projects

C.W. Liao
China University of Technology, Taipei, Taiwan

T.L. Chiang
Occupational Safety and Health Administration under the Ministry of Labor of Taiwan, New Taipei City, 
Taiwan

ABSTRACT: Labor inspection services in many countries are not capable of carrying out their roles 
and functions. In Taiwan, the Lowest Bid Tendering method (LBT) has been adopted by most public 
entities. As a result, occupational safety management for public construction projects faces challenges 
such as diminishing budgets, a reduction in staff, and the continued growth of the workforce, and thus it 
is getting increasingly difficult. This article examines management strategies for occupational safety in the 
construction industry. Several strategies were conducted to improve the safety performance of a public 
construction project in Taiwan—the widening project of the Wugu-Yangmei section of National Freeway 
No.1. A questionnaire method is used to analyze different strategies in order to explore the understand-
ability and effectiveness of each strategy. The findings identified in this article provide a direction for more 
effective safety management strategies and injury prevention programs.

carried out by the supervisors and the spontaneous 
activity of the contractors. If  the supervisor does 
not carry out supervision and constrain the con-
tractor actively, or if  the contractor lacks a sound 
approach to construction management and safety, 
accidents are highly likely to occur.

In Taiwan, occupational safety is the respon-
sibility of the employer, while the occupational 
safety and health laws are enforced by the Occupa-
tional Safety and Health Administration under the 
Ministry of Labor. The inspectors are mandated to 
carry out site visits without prearranged appoint-
ments to inspect work situations, working hours, 
construction safety, or any aspect of accident 
risk (Yränheikki and Savolainen, 2000). Gener-
ally, inspectors seek to modify worker behavior by 
raising the penalties for non-compliance with the 
regulations but they may also take a more flexible 
approach. For example, they may aid in helping 
workers adapt work systems to conform to pro-
duction demands while at the same time correct 
compliance problems. Nevertheless, labor inspec-
tion services in many countries are not capable 
of carrying out their roles and functions (Eisen-
braun, 2013; International labour office, 2006; 
Weil, 2008). They are often understaffed, under-
equipped, undertrained, and underpaid. A labor 
inspectorate must develop its strategies and deploy 
its resources in the most effective way. Ranking 
management strategies from worst to best is per-
haps the most straightforward way for safety man-
agement on construction sites.

1 INTRODUCTION

The Government Procurement Law in Taiwan has 
two categories of contract award methods: the 
Lowest Bid Tendering method (LBT) and the most 
favorable Tendering method (MFT), a type of 
multicriteria bid evaluation method (Wang et al., 
2006). LBT features simple tendering procedures 
and non-controversial issues, making it one of the 
most popular contract-awarding methods (Tzeng 
et  al., 2006). In Taiwan, LBT has been adopted 
by most public entities (project owners) for a long 
time. As contractors compete solely on the bidding 
price, the LBT method may result in awarding con-
tracts to unreasonably low bidders (Tzeng et  al., 
2006). Such cases imply that the winner may cut 
corners during construction to maintain profits, 
especially in occupational safety and health issues 
(Wang et  al., 2006). Multi-level contracting and 
illegal sub-contracting in the construction indus-
try may worsen this situation. As a result, occupa-
tional safety management for public construction 
projects faces challenges such as diminishing budg-
ets, a reduction in staff, and the continued growth 
of the workforce, and thus it is getting increasingly 
difficult to manage.

In addition, the owner of a public project (gov-
ernment agencies) typically takes an overseeing 
rather than a proactive role in safety management 
for public construction projects. This situation 
implies that safety for public construction projects 
is entirely determined by the supervisory practices 
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In this article, a public infrastructure project was 
selected for a single case study. The Occupational 
Safety and Health Administration were taken as a 
leading role, and the owner, the supervisors, and 
the contractors were united to explore effective 
safety management strategies. This article exam-
ines management strategies for occupational safety 
in the construction industry. Several strategies 
were conducted to improve the safety performance 
of a public infrastructure project in Taiwan—the 
widening project of the Wugu-Yangmei section of 
National Freeway No. 1.

2 SAFETY MANAGEMENT STRATEGY

Several safety studies have investigated occupa-
tional accidents within the construction domain. 
Much has been discussed about the factors that 
drive safety performance. Organizational safety 
policy is essential to safety performance on con-
struction projects. It can ensure that proper safety 
management should not be seen as a burden or 
something rigid to be isolated from other aspects 
of management (Sawacha et al., 1999; Hinze and 
Wilson, 2000; Jaselskis et al., 1996). Since effective 
training of workers can greatly reduce unsafe acts, 
worker training is the most influential factor that 
improves safety performance (Hinze and Wilson, 
2000; Huang and Hinze, 2003). At a construction 
project, more formal and informal safety meet-
ings with supervisors or specialty contractors are 
important for achieving better safety performance 
(Jaselskis et  al., 1996). Construction accidents 
occasionally result because the safety equipment 
necessary to perform the job safely is not present 
on construction sites, or workers cannot effectively 
use the safety equipment that is provided for their 
use (Chi et  al., 2005; Toole, 2002). Safety inspec-
tions can be used to monitor safety compliance on 
sites. Increasing the number of site safety inspec-
tions has a positive impact on safety performance 
(Hinze and Wilson, 2000; Jaselskis et  al., 1996). 
The use of safety incentives and penalty schemes 
can effectively increase safety awareness to mitigate 

site casualties. Safety incentives and penalties 
should be applied to promoting safety practices 
(Jaselskis et al., 1996; Tam and Fung, 1998). Work-
ers’ safety attitude is an important factor contribut-
ing to occupational accidents. If  positive attitudes 
of workers towards safety can be reinforced and 
embedded within a group, successful safety man-
agement can then be achieved (Abdelhamid and 
Everett, 2000; Aksorn and Hadikusumo, 2008; 
Toole, 2002). As the high turnover rate makes it 
more difficult for workers to adjust to varying work 
conditions with different demands set by different 
employers, it is associated with higher injury rates 
(Harper and Koehn, 1998; Hinze and Gambatese, 
2003; El-Mashaleh, et al., 2010).

Based on the above, there are eight important 
influence factors: organizational safety policy, 
worker training, safety meetings, safety equipment, 
safety inspections, safety incentives and penalties, 
workers’ safety attitude, and labor turnover rates. 
For the factors, workers’ attitude towards safety 
and labor turnover rates, occupational safety and 
health administration has no direct influence. 
Checks on safety equipment and implementation 
of safety incentives and penalties are typically 
merged into safety inspections. Therefore, factors 
to reduce construction accidents that are available 
to the competent authorities can be divided into 
four main types: organizational safety policy, safety 
training, safety meetings, and safety inspections. 
Further, On the basis of the four main factors for 
occupational safety management, some applicable 
strategies and activities have to be identified.

Through in-depth interviews with the respon-
sible employees from the labor inspectorate, pro-
ject owner and supervisors, and regard for current 
labor safety management practices in Taiwan, we 
develop related strategies to prevent construction 
accidents. Then the corresponding safety activities 
were progressively presented for the entire project 
during 2009–2011, as shown in Table 1.

With regard to the seminars, as soon as construc-
tion accidents or near misses occur, using an internet 
platform to immediately disseminate this information 
as well as gathering relevant cases and developing 

Table 1. Safety management activities for this project.

Activity Time Code Description

Regular
Joint inspections between project owner and 

supervisors
Once a 

month
SI 2.3

Training of health and safety engineers from 
project owner and supervisors

Twice
a year

ST 3.1ii

General safety seminars for bridge construction Ten times
a year

ST 3.1

(Continued)
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Table 1. (Continued ).

Activity Time Code Description

Irregular
Form strategic partnerships between project 

owner, supervisors, and contractors
Oct 2009 SP 1.1

Establish inspection programs Dec 2010 SI 2.1
Generate safety advocacy action on bridge 

foundation excavation and pre-construction
Mar 2010 ST 3.1i

Generate safety advocacy action on precast 
segmental method

Mar 2010 ST 3.1i The two earliest projects used 
the precast segmental method

Organize demonstrations for deck working Jun 2010 ST 3.2 Since the area of construction is 
insufficient, a large amount of 
working platforms and construction 
roads have to be used

Establish a management system for health and 
safety supervision

Jun 2010 SM 4.3

Place safety illustrations in work entrances 
on freeway interchanges, ramps, and hard 
shoulders

Jul 2010 ST 3.3 In response to the location of a large 
number of work areas on freeway 
interchanges and ramps

Generate advocacy action on collapse prevention 
during bridge construction

Nov 2010 ST 3.1 Incident involving collapse of 
interchange scaffolding occurred 
in October 2010

Chinese New Year safety inspections Dec 2010 SI 2.1
Organize on-site safety diagnosis for precast 

segmental method
Dec 2010 SM 4.4

Personnel carry out control and inspection 
programs on-site

Feb 2011 SI 2.2

Establish an internet platform for exchange 
of information

Feb 2011 SM 4.2

Equipment inspections for bridge piers Mar 2011 SI 2.1 Incident involving collapse of steel 
staircase occurred in March 2011.

Organize safety seminars for bridge operation 
vehicle incidents

Mar 2011 SM 4.1 Incident involving part of an operation 
vehicle falling off  in January 2011

Organize safety seminars for work operations 
next to the freeway

Mar 2011 SM 4.1 1. Incident involving crane collapsing 
on freeway occurred in March 2011

2. Incident involving collapse of steel 
staircase onto freeway occurred in 
March 2011.

Establish strengthened inspection programs Apr 2011 SI 2.1 Increase the frequency of inspections 
and level of sanctions in response 
to frequent construction accidents

Produce construction safety illustrations and 
checklists for the ten major hazards

Apr 2011 ST 3.3

Assessment of major hazards and revisions to 
standard operating procedures

May 2011 SM 4.1

Organize demonstrations for collapse prevention 
of bridge pier rebar

May 2011 ST 3.2 Incident involving collapse of bridge 
pier rebar occurred in May 2011

Organize safety seminars for collapse prevention 
of bridge pier rebar

Jun 2011 SM 4.1 Incident involving collapse of bridge 
pier rebar occurred in May 2011

Organize safety seminars for incidents involving 
bridge operation vehicles and work operations 
next to the freeway

Aug 2011 SM 4.1 Incident involving steel rail pile hitting 
freeway fence occurred in July 2011

Organize on-site safety diagnosis for projects 
with the poorest safety records

Aug 2011 SM 4.4 Contractors who have had repeated 
incidents

Generate advocacy action on construction health 
and safety self-management

Sep 2011 ST 3.1

Training for crane operators Oct 2011 ST 3.1ii Incident involving crane collapse 
occurred in August 2011

Strengthen weekly joint inspections Nov 2011 SI 2.3
Organize accident prevention forum Dec 2011 SM 4.1
Organize demonstrations for pier table bracket damage Dec 2011 ST 3.2
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countermeasures, a seminar is also organized. This 
aims to ensure that related construction personnel 
are immediately aware of the risk of similar incidents 
and can jointly develop countermeasures.

3 PROJECT PROFILE

The widening Project of the Wugu-Yangmei section 
of National Freeway No.1, approximately 40  km 
in length, starts from the Xizhi-Wugu viaduct and 
ends north of the Yangmei toll station. A separate 
viaduct is adopted as the main construction type of 
the Widening Project. The section between Taishan 
and Zhongli intermediate transfer connections is 
designed as a 3-lane viaduct while the other section is 
a 2-lane bridge according to the traffic demand. Tais-
han intermediate transfer connection and Zhongli 
intermediate transfer connection serve as traffic 
exchanges between the ground section of National 
Freeway No.1 and the elevated bridge of the Wid-
ening Project. One interchange is also established to 
connect National Freeway No.2 to access Taoyuan 
International Airport. The total budget of the project 
is about USD 2.72 billion, making it Taiwan’s high-
est per-unit cost road to date (Taiwan Area National 
Expressway Engineering Bureau, 2014).

The project was taken over by the Taiwan Area 
National Expressway Engineering Bureau on Feb-
ruary 4, 2009, and opened to traffic in April 2013 
(Taiwan Area National Expressway Engineering 
Bureau, 2014). The entire route is divided into 12 
bids, and it is elevated, making construction work 
very dangerous. The elevated road was very high, 
with many of the columns more than 30 meters in 
height. In addition, construction took place very 
close to the existing Freeway No. 1 and neighbor-
ing houses. During the pre-construction phase, it 
was needed to demolish houses and acquire land, 
lay out a large number of construction roads, and 
build gantries and other construction facilities. It 
was necessary to make multiple crossings of free-
ways, expressways, and local roads during con-
struction. This article examines the influence of 
several management strategies for occupational 
safety on public construction projects in Taiwan 
using this project for a single case study.

4 CONCLUSIONS

In this article, we examine management strategies 
for occupational safety in the construction indus-
try. Several strategies were conducted to improve 
the safety performance of the widening project of 
the Wugu-Yangmei section of National Freeway 
No.1. Subsequently a questionnaire method will be 
used to analyze the advantages and disadvantages 
of different strategies in order to understand the 
effectiveness of each strategy. The final part of the 

study will use the results of questionnaire survey to 
provide a direction for more effective safety manage-
ment strategies.
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ABSTRACT: With the popularization and development of the highway network, many heavy duty 
vehicles run on every grade highways. The continuous braking, starting and steering of the vehicle in the 
position of the intersection of the highway bring about common problems such as the passage of  the 
asphalt pavement and the cracking of the vehicle (Wang Jun, 2010 & Roque R, 2000). In addition, 
the thawing environment such as high temperature in summer or winter freezing will reduce the shear 
resistance of the asphalt mixture, resulting in track, elapse, crowd etc. These early problems have seriously 
affected vehicle comfort and have hindered the normal operation of the road, and have caused huge losses 
to the national economy. Therefore, it is significant to master the influence law of the asphalt pavement 
structure under horizontal load conditions.

circular vertical loads for the structure design on 
the pavement thickness. This method only con-
siders the vertical force of the wheel load without 
considering the horizontal force and vertical force 
on the road. But the asphalt pavement is not only 
influenced by the vehicle, but also will be influ-
enced by a horizontal force, such as friction etc. 
Therefore, when the vehicle is on the road surface, 
the vertical force and the horizontal force of the 
vehicle should be considered together.

2.2 Establishing the finite element model structure

When the asphalt pavement is loaded by using a 
car, the rear wheel of the vehicle will generate 
force that includes the vertical force and the hori-
zontal tangential force. The horizontal tangential 
force of the asphalt pavement is mainly caused by 
the friction between the tire and the road surface. 
The pavement structure and parameters’ values are 
listed in Table 1.

1 INTRODUCTION

Because of the popularization and development of 
the highway network, more and more duty vehicles 
are on every grade highways. High temperatures in 
summer or winter freezing temperatures will reduce 
the shear resistance of the asphalt mixture. It also 
will result in track, elapse, crowd etc. So, it is impor-
tant to master the influence law of the asphalt pave-
ment structure under horizontal load conditions.

2 THE ESTABLISHMENT OF THE FINITE 
ELEMENT MODEL

2.1 The force characteristic analysis of the 
asphalt layer when the horizontal force is 
acting on the asphalt surface layer

The main design method of the asphalt pavement 
is to place the wheel load as equivalent with double 
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The main method is to use the ANSYS finite ele-
ment software to analyze the loading level of the 
pavement structure and the selection of the asphalt 
surface effect unit is SURF154 (Jiang Yi, 2009). 
Asphalt surface effect element SURF154 can simu-
late the vertical force and horizontal force together 
on the 3D cell surface. The SURF154  geometry 
of the surface effect unit is shown in Figure 1. At 
the same time, the vertical load and horizontal 
load are added to the SURF154 unit to simulate 
the vertical force and horizontal force generated 
by the vehicle load on the pavement structure. 

The schematic diagram of horizontal force loading 
along the driving direction is shown in Figure 2. In 
the finite element calculation, the loading diagram 
of the horizontal force along the driving direction 
is shown in Figure 3.

3 CONSIDERING THE EFFECT OF THE 
HORIZONTAL LOAD ON STRESS AND 
STRAIN OF THE ASPHALT LAYER

3.1 The effect of the bonding state between 
the asphalt layer and PMC layer on the 
stress and strain of the asphalt layer

The effects about the incorporation conditions on 
the maximum shear stress, shear strain, and tensile 
stress of the asphalt layer are listed in Tables 2–4.

As can be seen from the Tables 2–4, it indicates 
that the absolute smooth state of the stress and 
strain is greater than the completely continuous 
state. It can be explained that the asphalt layer and 
PMC layer between the continuous ratio of the 
pavement structure under the load is more favora-
ble. Taking into account the actual situation for 
the large gap between the PMC and asphalt lay-
ers, the surface is very rough, and so the two layer 
interface is nearly continuous and the calculation 
of the layer between the combined states are set to 
completely continuous states.

Table 1. Pavement structure and parameters.

Structure 
layer

Thickness 
(cm)

Modulus 
(MPa)

Poisson’s 
ratio

Asphalt layer   4  1200 0.25
PMC layer  28 21000 0.18
Subgrade 500    40 0.35

Figure 1. Schematic diagram of the surface effect 
element SURF154 geometry.

Figure 2. Schematic diagram of horizontal force load-
ing along the driving direction.

Figure 3. The loading pattern of the horizontal force in 
finite element calculation.

Table 2. The effects about the incorporation conditions 
on the maximum shear stress.

Incorporation 
conditions

Thickness 
(cm)

Maximum 
shear stress 
(MPa)

Absolutely 
smooth

0 0.437
2 0.461
4 0.452

Completely 
continuous

0 0.385
2 0.392
4 0.304

Table 3. The effects about the incorporation conditions 
on the shear strain.

Incorporation 
conditions

Thickness 
(cm)

Maximum 
shear strain

Absolutely 
smooth

0 0.450
2 0.480
4 0.471

Completely 
continuous

0 0.450
2 0.480
4 0.471
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3.2 Effect of transverse force on the stress 
and strain of the asphalt layer

When the vehicle is in an emergency braking, 
climbing or turning state on the asphalt pavement, 
the horizontal force coefficient is about 0.5, and its 
maximum value is approximately equal to the fric-
tion coefficient of the road surface. Therefore, it is 
important to analyze the impact of the transverse 
force on the stress and strain of the asphalt layer. 
The analysis of the transverse force coefficient is 
0.1, 0.3, 0.5, and 0.7 and the asphalt thickness is 
8 cm.

With an increase in the horizontal force coeffi-
cient, the maximum shear stress increases to 41.5% 
and 32.8% when the horizontal force coefficient 
increases from 0.1 to 0.7 on the road surface and 
the depth is 2  cm. It will be normal running of 
the vehicle when the horizontal force coefficient is 
about 0.2, and so the level of load generated by the 
normal running of the vehicle on the road affects 
the road surface to a little extent. When the car is 
in the uphill, emergency braking or turning will 
have a greater impact on the road.

When the horizontal force coefficient is less, the 
horizontal shear stress becomes smaller, but the 
value and the maximum shear stress become larger. 
When the horizontal force coefficient is large, the 
horizontal shear stress is large. Its value is very 
close to the maximum shear stress value. The larger 
the lateral force coefficient, the more prone it is to 
horizontal shear damage. Figure 4 shows the ten-
sile stress of the asphalt surface.

As can be seen from Figure  4, the maximum 
tensile stress of the asphalt surface appears in 
front of the wheel, which is due to the action of 
the backward horizontal force. With an increase 
in the transverse force coefficient, the tensile stress 
also exhibits an obvious increase. When the trans-
verse force coefficient increased from 0.1 to 0.7, the 
maximum tensile stress increased by more than two 
times. The horizontal displacement of the asphalt 
layer also increases with an increase in the lateral 
force coefficient, and it will have a significant 
impact on the horizontal displacement when the 

lateral force coefficient is larger. The production of 
horizontal displacement can induce the disease of 
the asphalt layer, and so it is more likely to occur in 
an area in which the lateral force coefficient of the 
vehicle load is large in the intersection.

3.3 Influence of the asphalt layer thickness 
on the stress and strain of the asphalt 
layer in summer and winter

An asphalt mixture is regarded as a special tem-
perature sensitive material, in which the mechani-
cal index and pavement performance of the asphalt 
mixture will also undergo a significant change with 
the change of temperature of the external environ-
ment (Chen Fengfeng, 2007 & Ma Xin, 2008). In a 
high temperature environment such as summer, the 
asphalt modulus becomes small and the mixture 
shows a softening flow in the high temperature. 
And so, it will reduce its own shear performance. 
If  the traffic in the asphalt pavement shear per-
formance is less, the asphalt pavement will form 
the possibility of permanent deformation failure 
which is quite big. In winter, the stress relaxation 
performance of asphalt is decreased, the modu-
lus and brittleness increase, and low temperature 
cracking is the main failure mode. Therefore, it is 
necessary to study the temperature distribution 
of the asphalt pavement in the pavement struc-
ture when the asphalt pavement is driving at high 
temperature. The modulus of asphalt in summer is 
450 MPa and the modulus of asphalt in winter is 
3400 MPa. The force coefficient can be assumed as 
0.3 when calculating the transverse.

The vertical shear stress of the asphalt layer will 
increase with an increase in the depth; but when the 
depth is more than 6 cm, the vertical shear stress 
(shear strain) will no longer increase, and slowly 
decrease. The increase of the asphalt layer thickness 
will increase the vertical shear stress (shear strain) 

Table 4. The effects about the incorporation conditions 
on the tensile stress.

Incorporation 
conditions

Thickness 
(cm)

Tensile stress 
(MPa)

Absolutely 
smooth

0 0.215
2 0.237
4 0.284

Completely 
continuous

0 0.080
2 0.091
4 0.104

Figure 4. Tensile stress of the asphalt surface.
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in the asphalt layer. With an increase in the depth 
of the road surface, the maximum tensile stress 
gradually decreases and the amplitude increases 
with an increase in the asphalt layer thickness, 
and the maximum tensile stress of the pavement 
increases with an increase in the thickness.

According to the chart, the maximum shear 
stress and the maximum tensile stress in sum-
mer and winter are not quite different. When the 
asphalt layer is less than 6 cm, the maximum shear 
stress is larger in summer than in winter, but when 
the asphalt layer thickness is greater than 6 cm, the 
stress value of summer and winter is basically the 
same. At the same time, the maximum tensile stress 
values of summer and winter are also different and 
the value of tensile stress in summer is slightly 
larger than that in winter.

It can be obtained through the contrast analysis 
in the winter and summer, in which low temperature 
and high temperature asphalt layers are under the 
action of the vertical force and the horizontal 
force is nearly the same. The shear capacity of the 
asphalt mixture is greatly lower under the high 
temperature than the low temperature conditions. 
It is very important to improve the high tempera-
ture performance of the asphalt concrete mixture 
on resistance of the asphalt pavement shear failure.

4 REASONABLE TYPE AND THICKNESS 
RANGE OF ASPHALT LAYERS

The effect of the horizontal force has a certain 
effect on the stress of the asphalt layer. By the 
analysis of the different layers of the state, it can 
be seen that the maximum shear stress of the PMC 
layer changes little when the asphalt layer is under 
the absolute smooth and completely continuous 
conditions, but the maximum tensile stress of the 
absolutely smooth state is two times larger than the 
completely continuous state.

The different asphalt layer thickness stress 
analysis results show that the maximum shear 
stress (shear strain) location is the asphalt surface 
layer. When the depth is more than 2 cm, the shear 
stress (shear strain) will decrease with an increase 
in the depth. It is important to improve the shear 
performance above the asphalt layer to prevent the 
shear failure. At the same time, the change of the 
asphalt layer thickness has little effect on the inter-
nal shear stress (shear strain). When the thickness 
of the asphalt layer is more than 6 cm, the maxi-
mum shear stress can be increased by an increase 
in thickness. All of these indicate that the location 
of the asphalt near the pavement is the most unfa-
vorable position of the asphalt layer in PMCCP. It 
is important to improve the high temperature per-
formance of the asphalt concrete mixture on the 
resistance of the asphalt pavement shear failure.

Under different vehicle driving conditions, the 
lateral force of the road surface is different, and 
the lateral force size is characterized by the lateral 
force coefficient (Ahmed Abdelazim Eltahan, 1996 
& Yang Xueliang, 2007). The asphalt layer stress 
changes in the different lateral force coefficients 
show that the horizontal force coefficient remained 
at a low level, the shear stress (strain), tensile index, 
and horizontal displacement will not produce sig-
nificant changes with horizontal force coefficient 
changes. When the value of the transverse force 
coefficient is larger, the magnitude of the reduction 
is more obvious, while the normal travel of the car or 
the prediction of the lateral force coefficient of the 
brake is generally no more than 0.3. But on the ramp 
or city road intersection, the horizontal force of the 
vehicle caused is large. And so, necessary measures 
should be taken to improve the performance of the 
asphalt layer to resist the lateral force caused by 
shear stress and tensile stress. From the above analy-
sis, it can be observed that the reasonable thickness 
of the asphalt layer that is based on the shear resist-
ance can be recommended as 4 to 8 cm.

5 CONCLUSIONS

1. Establish the finite element model of the pave-
ment structure and determine the parameters 
of the pavement structure layer, element type, 
and calculation parameters. The direction of 
the horizontal force is parallel to the driving 
direction, which is used to simulate the horizon-
tal force generated by the vehicle acceleration, 
braking, or uphill.

2. The influence of the horizontal stress on the 
stress and strain of the asphalt layer when the 
PMC and the asphalt surface are in different 
contact states (i.e., completely continuous and 
absolutely smooth). Different depths of the 
absolute smooth state shear stress tensile stress 
is greater than that of the completely continu-
ous state, which can be used to explain that 
between the asphalt layer and the PMC layer 
such that the continuous state is more favorable 
than the smooth state. The pavement structure 
will generate a stress response when the asphalt 
mixture is considered by using the horizontal 
force in the summer and winter.

3. The different thicknesses of the asphalt layer 
on the asphalt layer shear stress (shear strain) 
and tensile stress have little effect on the asphalt 
layer. It set up a thick layer of asphalt that may 
lead to internal shear stress (shear strain) that is 
increased by a certain extent. It can be obtained 
from the analysis of the influence of vehicle 
load on the asphalt pavement stress that the 
asphalt concrete pavement should not set the 
asphalt layer thickness.
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A study on the protection type of flow-guided porthole dies with twin 
cavities for semi-hollow Al-profiles

Rurong Deng & Peng Yun
Guangzhou Vocational College of Science and Technology, Guangzhou, China

ABSTRACT: Through an actual example, a new structure with twin cavities in a die for semi-hollow Al-
profiles was introduced. A structure named protection type of flow-guided porthole die to solve the can-
tilever strength is presented. And the selection and the optimization of structure parameters are described 
in detail. The design of the portholes, the determination of the bridge, and the selection of bearing belt 
are included. It is shown that the structure with twin cavities for semi-hollow profiles is effective, and the 
structure can greatly improve the production efficiency and reduce the cost. It is worth promoting. The 
purpose of this work is to provide reliable data and reference for further research and development of this 
technology on the extrusion die with multi-cavities in a die.

a die for the semi-hollow Al-profiles will be intro-
duced for peer reference. And to provide reference 
data for the development of more and more effec-
tive die structures for similar profiles.

2 DETERMINATION OF DIE STRUCTURE 
PARAMETERS

2.1 The formation of structures

The semi-hollow sections of the flow guide pro-
tection type die structures are formed, that is, for 
some of the profile sections with a length to width 
ratio of more than three of the narrow and long 
sections, according to the structural characteris-
tics of the profile. The porthole bridges are used 
to cover and protect the cantilever, and there is a 
certain stress space between the bridge and can-
tilever. In the extrusion process, even if  the port-
hole bridge bends downward flexibly under force, 
it would not touch the cantilever instead of bear-
ing the force, and the cantilever will not bear the 
extruded metal’s positive pressure. In the die, the 
cantilever can be considered as a cantilever beam, 
and the bridge is a simple supported beam under 
a uniform load and the strength of the simple sup-
ported beam is greatly improved under the same 
loading conditions. Obviously, the change or shift 
of the force conditions can improve the strength of 
the mold. And so, as long as the bridge has suffi-
cient strength, the strength of the cantilever will be 
ensured. At the same time, as the cantilever beam, 
this bending moment that the end of the beam 
exerts on the root is the biggest, and so in order 
to improve the stress state and metal supply of the 

1 INTRODUCTION

Semi-hollow Al-profiles are quite common in the 
production of aluminum profiles extrusion dies. 
The key to the production of a semi-hollow section 
is the die. The die design of semi-hollow profiles is 
more difficult and complicated, and the main prob-
lem to be solved is the strength of the die. In order 
to solve the problem, domestic and foreign scholars, 
experts and engineering and technical personnel 
have carried out a wide range of exploration and 
research. In addition to the study of mold materi-
als and heat treatment, more studies are required 
to explore the die structure, by changing the die 
structure and changing the stress condition of the 
cantilever to improve the die strength. This way is 
particularly effective. In recent years, with the rise 
of land, labor and energy costs, the overall cost of 
enterprises rose significantly. In such an economic 
environment, it is not realistic for enterprises to 
depend on increasing the number of equipment, 
the expansion of the plant or to human-intensive 
and other traditional investments to expand the 
production scale. The best way to improve produc-
tivity and reduce costs is to rely on technological 
innovation and the use of innovative ways to drive. 
The extrusion technology of multi-cavities in a die 
is one of the best ways and methods. The key fac-
tor in this extrusion technology is the die, especially 
for a wide variety of semi-hollow sections, because 
this type of material usually forms a relatively 
small section. Therefore, it is more practical to use 
a model of multi-cavities extrusion. Through an 
actual example, a new structure named protection 
type of flow-guided porthole with twin cavities in 
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cantilever end, the guide grooves must be set in the 
place of the corresponding bridge, and the end of 
the cantilever is completely under the protection of 
the bridge; through the bridge, the metal will per-
form welding and diversion actions into the sites, 
thereby reducing the extrusion force of the end, so 
as to improve the strength of the cantilever.

2.2 The arrangement of die holes

A typical section of the semi-hollow profile is 
shown in Figure 1.

The maximum tongue ratio of the section was 
6.3, and the ratio of the width to the length was 
3.1. In the layout of the die with twin cavities, the 
die strength and smooth extrusion must be consid-
ered, but more important is taking into account the 
full use of the potential of the extrusion machine, 
thereby making it conducive to the adjustment of 
the metal flow and saving costs. The layout of the 
die is shown in Figure 2.

The layout shown in Figure 2(a) is a symmetrical 
layout of the left and right, but its requirement of 
the size of the die is more larger, and the parts of the 
die hole that are close to the edge of the container 
and away from the extrusion center are not condu-
cive to shape, so that the layout cannot fully play 
the capacity of the container. The scheme shown 
in Figure 2(b) is just the opposite; the lack is that 
the die holes are arranged up and down, and the 

surface of the two profiles will come in contact in 
the extrusion. But according to the surface quality 
requirements and the final selection of the profile 
surface treatment and comprehensive considera-
tion, the scheme shown in Figure 2(b) will be more 
appropriate. By this way shown in Figure 2(b), if  
changing the site of the positioning pin in the die, 
the way of a symmetrical layout of the left and right 
can be realized similarly; the way shown in Fig-
ure 2(b) is similar to the symmetry of the left and 
right, and it is more conducive to solve the balanced 
distribution of the metal in the design.

2.3 The design of feeder holes and the bridge

2.3.1 The design of feeder holes
On the basis of the layout shown in Figure  2(b), 
the arrangement of portholes is carried out, which 
mainly includes the determination of the area and 
size of the portholes, the feeder ratio, and the area 
relationship between the portholes. According to 
the experience, the preliminary programs should 
be completed. With the help of CAD software, a 
mature arrangement of portholes by experience will 
be selected to establish a three-dimensional model 
under the environment of UG, and the models must 
be saved as a fixed pattern into the extrusion simula-
tion software. Simulation, calculation, and observa-
tion were carried out, and the results were compared 
and analyzed, and combined with the experience to 
make correction, in particular, the effect of the com-
munal porthole S1 on the metal flow and deforma-
tion, simulation and correction were repeated, until 
the final determination of the best program was 
completed. The latter program is shown in Figure 3.

Its main parameters are as follows:

1. The feeder ratio is 16.
2. The bridge size is of width 22 mm and thickness 

85 mm.
3. The area relationship between the porthole S1 

and S2 is shown in Equation 1.Figure  1. Schematic showing the signal of the semi-
hollow section.

Figure 2. Schematic of the signal of die holes arrangement.
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  S1 = 0.8S2 (1)

4. The result of the simulation shows that when 
the area relationship meets certain conditions 
as shown in Equation 2, it is easy to maintain 
consistency of the flow rate of the metal. The 
deformation degree of the cantilever can be 
almost neglected.

  S1 = (0.70 ∼ 0.85)S2 (2)

In addition, the common porthole is the form 
that one divides into two; its advantage is that it is 
easy to adjust the distribution of the metal; more 
important is that the metal flow of two portholes 
does not affect each other ahead of the alloca-
tion. If  the separation that one porthole divides 
into  two is not carried out, on one hand, it will 
form a rigid zone and dead zone of the metal flow 
in the central part of the common porthole, which 
will make the corresponding profile surface appear 
as coarse grains or a bright band, which will affect 
the surface quality and performance of the profile. 
On the other hand, the sensitivity to the manu-
facturing error will increase, which will affect the 
synchronization of the extrusion. But the length of 
the original flow of the metal into the first port-
hole named as first stage depth can be obtained 
by simulation, when the metal reaches the depth. 
It is divided into two strands of the metal into two 
port holes respectively, and from the simulation, it 
is found that when the depth of the first stage is 
greater than 25 mm, the depth will have almost no 
effect on the metal flow.

2.3.2 The structure of the bridge
It is mainly used to determine the appropriate dis-
tance from the bottom edge of the bridge to the 

die hole and the size of flow guiding groove of the 
corresponding end of the cantilever. The structure 
of the bridge is shown in Figure 4.

From the simulation, it is found that the distance 
of 3 mm–5 mm from the bottom edge of the bridge 
to the die hole is more suitable. If the distance is 
too small, the metal flow becomes complicated, the 
extrusion force will increase, and if the distance is too 
big, the deformation of the cantilever will increase.

2.3.3 The stress gap
In order to ensure that the bridge does not touch 
the cantilever in the extrusion process, the stress 
gap should be set up to prevent the bridge from 
touching the cantilever, the gap value of the experi-
ence can be taken from 0.15 mm to 0.25 mm.

2.3.4 The selection of bearing
In the die with twin cavities, the choice of the bear-
ing can be selected according to the ordinary single 
cavity. When one is selected, the other one is the 
same as it.

For the flow guide protection type die struc-
ture, because the central part of the cantilever end 
is completely under the protection of the bridge, 
through the bridge, the metal will make a welding 
and diversion into the site, and therefore it is dif-
ficult for the metal to reach the site. Corresponding 
to the site, the length of the bearing is the shortest, 
and the choice of the bearing must be based on 
the point. The selection of the bearing based on 
experience can be modified through the simulation 
operation. The latter bearing is shown in Figure 5.

2.4 The die structure composition

The die is composed of the male die and the female 
die, as shown in Figure 6.

Figure 3. Schematic of the signal of portholes arrangement.
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Taking the cost of the die, extrusion coefficient 
and die strength into account, we chose an 18MN 
extrusion machine, whose container has an inner 
diameter of 185 mm. After a calculation, the extru-
sion coefficient is determined as 63, the die size of 
the selection is that the diameter is 250 mm and its 
thickness is 160 mm.

3 CONCLUSIONS

When the design of porthole die, computer simula-
tion, revise of experience and test of extrusion and 
use tracking were prepared, the results show that the 
die is successful in one time. And with repeated use 

after being nitrided, the die extrusion production 
life reached 24.2  tons. Thus, it can be shown that 
the new structure named flow guided protection 
type with twin cavities in a die is effective, and it can 
improve production efficiency and reduce cost; at 
the same time, we can see that it is a structure worth 
promoting. This provides reliable practical data for 
the further exploration and research of multi-cavi-
ties extrusion die, in particular, for the semi-hollow 
section and accumulates valuable experience.
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ABSTRACT: A new structure named covering type for the semi-hollow Al-profiles is presented. Through 
a common actual case, the determination of structure parameters is introduced in detail. The arrange-
ment of portholes, the structure design of the chamber, and the selection of the bearing are included. The 
method of checking the die strength is introduced. According to the extrusion results, the structure of 
the traditional solid die and the covering type structure are compared. The characteristics of the latter 
structure are simple and easy to process. The practical application shows that the new die structure can 
enhance the die life, improve the production efficiency, and reduce the cost. High precision and the surface 
brightness of the profiles were obtained. The structure is worth promoting. The aim is to provide reliable 
data and reference for further research and development on the structure of semi-hollow Al-profiles.

bear the positive pressure of the metal during the 
extrusion process, and the cantilever is completely 
protected. And in the female die, the cantilever must 
protrude or raise upward, but it has no contact with 
the male die, and there is a gap named stress gap 
between the top of the bulge and male die; as a 
result of the gap, even if  the male die is bent down-
ward by force in the extrusion process, the male die 
cannot touch the cantilever, and the cantilever will 
be protected effectively, which improves the stress 
state of the cantilever and reduces the force area of 
the cantilever, so as to greatly improve the strength 
of the cantilever and the die. And the porthole die 
structure is used to make full use of the bridge as 
the protective shield of the cantilever, avoid the 
cantilever and its end in particular, thereby bearing 
directly the positive pressure of the metal extrusion, 
so as to improve the strength of the die.

3 DETERMINATION OF DIE STRUCTURE 
PARAMETERS

3.1 The design of portholes and the bridge

The design of the portholes includes the deter-
mination of the feeder ratio, the size of the port 
holes, and the structure of the bridge. This is the 
key. The section shown in Figure 1 is a common 
section of civil building doors and windows, which 
is a typical semi-hollow section.

The purpose of using the new structure is to 
protect the cantilever from the direct impact of the 
metal. Therefore, it is important to avoid the impact 
of the end part of the cantilever directly to with-
stand the impact of the metal, as far as possible by 

1 INTRODUCTION

With the development of modern manufactur-
ing technology as well as the understanding and 
research of aluminum alloys, aluminum alloy 
profiles have been widely used, and the market 
demand is huge. In the huge market demand, 
the proportion of the half  hollow section is quite 
common. And in the semi-hollow section of the 
production, the mold is the key element. This is 
because the mold design of the semi-hollow profile 
is of a higher grade, and the strength of the mold is 
the key. Therefore, vigorously developing a suitable 
semi-hollow profile extrusion die structure has a 
very important significance. In this paper, through 
the common actual examples, a covering type port-
hole die structure is introduced specially for semi-
hollow aluminum profiles to offer reference.

2 THE COVERING AND PROTECTION 
TYPE PORTHOLE DIE STRUCTURE

The covering and protection structure is a kind of 
structure which is used with a porthole structure 
with covering and protection instead of the tradi-
tional solid structure for semi-hollow profiles. At 
present, the porthole structure commonly used in 
the semi-hollow section is the cutting type porthole 
die, but the structure can easily produce raised wire 
and convex flanges on the surface of profiles. The 
covering and protection type porthole die structure 
is constructed in such a manner that the center part 
of the male die is used as a cover or shelter to pro-
tect the cantilever, so that the cantilever does not 
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the use of the bridge for shelter. According to the 
characteristics of the profile shown in Figure 1, it 
is more suitable to use two portholes and a bridge, 
as shown in Figure 2. And so, one can do what the 
cantilever is arranged for under the protection of the 
porthole bridge, and the use of the structure and the 
area of portholes can be taken larger to increase the 
feeder ratio, which can reduce extrusion pressure, 
lighten the cantilever force, and improve the canti-
lever strength.

Because the cantilever must protrude or raise 
upward, the structure of the bridge should be 
designed according to the protruding boundary 
dimension of the corresponding cantilever. The 
structure of the bridge is shown in Figure 3.

3.2  The welding chamber and the bearing

The shape of the welding chamber is determined 
in terms of the outer contour of the portholes. The 
key is to determine the size of the raised boundary 
of the cantilever, which is the key to the structure 
of the covering and protection type. The size rela-
tion between the raised part and the die hole of the 
cantilever is shown in Figure 4.

The principle is that the distance from the edge 
of the protruding part to the edge of the die hole 
of the cantilever can be determined to be in the 
range from 2 mm to 3 mm. At the same time, with a 
stress gap between the top of the raised part of the 
cantilever and the bottom of the bridge, for ease of 
processing, the gap is built by cutting the top of the 
cantilever, the experience value shows that the gap 
is a range from 0.5 mm to 1.2 mm, the bridge does 
not produce a force to a cantilever, and so the value 
of the gap is taken as 1.0 mm. The welding chamber 
structure and bearing are shown in Figure 5.

3.3 The die structure composition

The die is composed of the male die and the female 
die, as shown in Figure 6.

Taking the cost of the die, extrusion coefficient, 
and die strength into account, we chose a 10MN 
extrusion machine, with a container with an inner 
diameter of 135 mm. After a calculation, the extru-
sion coefficient is determined to be 61.2, the feeder 
ratio is 20.1, and the die size of the selection is 
that the diameter is 200  mm and its thickness is 
130 mm.

Figure  1. Schematic of the signal of a typical semi-
hollow section.

Figure  2. Schematic of the signal of the portholes 
arrangement.

Figure 3. Schematic of the signal of the structure of the bridge.

Figure 4. Schematic of the signal of the raised part of 
the cantilever.
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4 CHECK THE STRENGTH OF THE DIE

Although the cantilever of the semi-hollow profile 
extrusion die is equivalent to a cantilever beam, 
because of the protection of the bridge, the bridge 
bears positive pressure directly instead of the cantile-
ver during the extrusion process, and so checking the 
bridge strength instead of the cantilever is allowed. 
In the process of extrusion, the bridge is subjected 
to a cyclic stress, and so it is more effective to use an 
empirical formula to check the strength of the bridge 
in the actual process, as shown in Equation 1.

n
h b

s p
=

× ×b [ ]
×
2

 (1)

where

1. n is the safety factor (the porthole die is greater 
than three and the solid die is greater than two).

2. b is the thickness of the bridge, mm.
3. s is the total area of the pressure on the bridge, 

mm2.

4. p is the extrusion press, MPa.
5. [σ] is the bending stress of the die material in the 

working area, and the value is 1150 Mpa.

The strength was calculated according to Equa-
tion 1.

n = × × ×
× ×

=60 24 2 1150
14 80 690

4 3.

The results show that the mold has sufficient 
strength.

But in practice, the covering and protection type 
porthole die structure for the semi-hollow sec-
tion material must be supported by using a special 
die support; otherwise, the die life will be greatly 
reduced. The thickness of the special die support 
should not be less than 70 mm.

5 EXTRUSION RESULTS’ COMPARISON

According to the extrusion tracking for the pro-
file shown in Figure 1, the traditional solid and the 

Figure 6. Schematic of the signal of the die structure composition.

Figure 5. Schematic of the signal of the welding chamber and the bearing.
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covering and protection type of the porthole die 
structures were used, and the results of the com-
parison are given in Table 1. The results show that 
the new structure has the obvious advantage.

6 CONCLUSIONS

When the test of extrusion and use tracking were 
completed, the results show that the die is success-
ful in one time. And by the repeated use after being 
nitrided, the die extrusion production life reached 
26.2 tons. Thus, it can be shown that the new struc-
ture named covering and protection type is effec-
tive and the new structure can improve production 
efficiency and reduce cost. The new structure is 
worth promoting. At the same time, we can see 
that the design of portholes, the bridge structure, 
the die welding chamber structure, and the selec-
tion of the bearing are key and important to the 
new structure.
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Table 1. A comparison of the die structure and extrusion results.

Die structure
Die life 
(tons)

Wall thickness 
deviation

Extrusion marks 
and brightness

Dimension 
precision level

Change of 
opening size

Processing 
difficulty

Die 
material

Traditional solid Less than 
1.2

Obvious Deep and rough General Big Big 62 kg

Covering and 
protection type

26.7 Not obvious Low and shining High Medium Simple 35 kg
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A study on protection type porthole dies of semi-hollow Al-profiles 
with four cavities

Rurong Deng & Peng Yun
Guangzhou Vocational College of Science and Technology, Guangzhou, China

ABSTRACT: A new porthole die structure named protection type with four cavities in a die for semi-
hollow Al-profiles is presented in this article. Through a practical case, the determination of parameters 
for the new structure were described, mainly including the structure composition that it is made up of 
three parts in replacement of the traditional two piece structure; the design of portholes and the structure 
of chamber in the female die and the selection of the bearing were also included. The method of checking 
the die strength was introduced. And according to the extrusion results, the structure of the traditional 
porthole die in a common code, the cutting type of porthole die with single cavity and twin cavities 
and the protection type of four cavities were compared. It indicated that the characteristics of the latter 
structure with four cavities are simple and easy to process. The practical application shows that the new 
structure can greatly improve the efficiency of the extrusion machine and significantly prolong the die 
life. Furthermore, the high precision and the surface brightness of profiles are obtained. The structure is 
worth promoting. The purpose is to promote the technology, provide reliable reference data for further 
development of the porthole die with multi-cavities in a die for semi-hollow profiles.

The section of the profile is provided with a hol-
low part and a typical semi-hollow part, the area of 
the section is 291 mm2, and the maximum tongue 
ratio of the semi-hollow part is 6.5.

Compared with the determination principle of the 
semi-hollow section, the ratio of the tongue is more 
than the maximum value allowed in the opening, and 
so the part can be determined as a semi-hollow sec-
tion. In practice, if the die structure is still an ordi-
nary structure, then the strength of the cantilever in 
the extrusion process is very dangerous and prone to 
fracture, thereby resulting in premature failure of the 
die. Therefore, this section should be ruled as a semi-
hollow section with a hollow part. For single-cavity 
dies, in order to solve the strength of the cantilever 
in semi-hollow profile extrusions, more structures are 
usually used in a cutting type porthole die, and its 
cantilever is cut into two parts, and one part is sepa-
rated as the core of the male die. In the die with single 

1 INTRODUCTION

The porthole extrusion die with four cavities, in par-
ticular for the semi-hollow section, is a multi-cavity 
die extrusion technology. It is designed particularly 
for semi-hollow profiles, with four cavities in a die, 
where four identical profiles will be extruded syn-
chronously at a time. It is a good method to rely 
on technological innovation to cope with the con-
tinued rise of cost of human resources and energy 
costs and the lack of land supply. Especially in 
an extrusion machine equipped with a trend of 
large scale, it can solve the problem since a small 
machine has too many orders to complete, and a 
large machine has not enough orders to work on. 
In the extrusion of multi-cavities, the die is the key. 
Research on this technology exhibits an ascending 
trend in our country; especially in recent years, the 
majority of experts, scholars, and engineering and 
technical personnel carry out lot of research and 
exploration. Through an actual case, a new kind of 
four cavities protection type structure will be intro-
duced, which is specially designed for the semi-
hollow section, as a reference to designers.

2 THE SECTION ANALYSIS AND DIE 
STRUCTURE

Figure 1 shows a typical civil profile used in build-
ing doors and windows.

Figure 1. Schematic of the signal of the section of the 
profile.

ICCAE16_Vol 01.indb   525 3/27/2017   10:38:38 AM



526

cavity, the cores can be placed in the center region 
of the container, the core force is in a state of equi-
librium, and it will not be affected by an additional 
force with the pressure difference formed around the 
core. But in a die with multi-cavities, with an increase 
in cores, it cannot achieve this arrangement. Because 
of a pressure gradient that is formed across the sec-
tion of the container, the pressure gradient makes the 
core take an elastic offset in the extrusion process, 
the phenomenon of raised wire and convex flange 
is produced in the porthole die with single cavity by 
the cutting type porthole die, but the problem will be 
more serious in the porthole die with multi-cavities. 
At the same time, with an increase in the number of 
cores cut from the cantilevers, the manufacturing 
difficulty and error will increase and the difficulty 
to realize the synchronization of the extrusion will 
increase. In order to eliminate the phenomenon, in 
the die with multi-cavities, especially for the danger-
ous site of the cantilever, we can set a fake core in 
the male die to protect the cantilever with the help 
of the feeder bridge. In the extrusion, the fake core 
cannot touch the cantilever, and the cantilever will be 
protected effectively by the fake core and the bridge, 
which will improve the stress state of the cantilever 
and reduce the force area of the cantilever, so as to 
greatly improve the strength of the cantilever and the 
die. The die structure is shown in Figure 2.

An extrusion machine of  capability 35MN is 
selected and the die dimensions are as follows: 
the diameter is 400 mm and thickness is 230 mm. 
In order to facilitate the processing of  the die 
and the adjustment of  metal flow velocity, the 
traditional structure type of  the porthole die is 
changed, and a front feeder plate is added. For 
the determination of  the number of  cavities in 
portholes, on one hand, the equipment condi-
tion to realize the extrusion should be consid-
ered to improve the efficiency of  the equipment, 
the larger in capability the machine is, the higher 
the efficiency of  the equipment is, and the 
lower the cost will be. But it is more important 
to consider the difficulty of  the die design and 
manufacture to ensure the synchronization and 
operability of  the extrusion. On the other hand, 
it is necessary to select a reasonable extrusion 
coefficient, which is advantageous to the extru-
sion forming and production processes. If  the 
extrusion coefficient is not reasonable, the waste 
will increase,  and the rate  of  finished products 
will reduce. Under a comprehensive considera-
tion, experience shows that the extrusion coef-
ficient is more appropriate in the range from 60 
to 80. A comparison of  the extrusion program 
and the die structure for the section is shown in 
Figure 1 and given in Table 1.

Figure 2. Schematic of the signal of the die structure.

Table 1. A comparison of the die structure and extrusion program.

Die structure
Capability of 
machine

Inner diameter 
of container

Number of 
cavities

Extrusion 
coefficient

Die dimension (diameter 
and thickness)

Operator 
number

Cutting type 
single cavity

10MN 130 mm 1 45.6 200 × 130 5

Cutting type 
twin cavities

18MN 185 mm 2 46.2 250 × 160 5

Protection type 
four cavities

35MN 300 mm 4 63 400 × 230 5
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3 PARAMETERS’ DETERMINATION OF 
THE DIE STRUCTURE

3.1 The die hole arrangement

It must be considered to make full use of the capac-
ity of the machine and give play to the potential of 
the container in the arrangement of the die hole. 
It is important to avoid as far as possible to make 
the die lie close to the inner wall of the container, 
because this is not conducive to metal forming 
and will increase the size of the die. At the same 
time, the arrangement should make the holes in a 
symmetrical arrangement as far as possible; it is 
conducive to realize consistency of the flow of the 
metal in the extrusion process and ease of adjust-
ment and balance of the flow of the metal. The die 
holes layout is shown in Figure 3.

3.2 The front feeder plate

The traditional porthole die consists of a male die 
and a female die. However, for a die with multi-
cavities used in a large machine, if  the male die 

thickness is too large, when the strength is suffi-
cient, it will increase the difficulty of the die-making 
process and reduce quenching of the die in the heat 
treatment. And an addition of the front plate can 
ensure predistribution of the metal before enter-
ing the male die with a larger feeder ratio, which 
will help to achieve synchronization and reduce the 
pressure of extrusion. During the determination of 
the die holes layout, the front feeder plate can be 
designed. The metal supply of the two die holes can 
be separated from the left and the right or up and 
down. Its structure is shown in Figure 4.

3.3 The design of port holes

The design of port holes include hole layout, the area 
of the port holes, and determining the feeder ratio 
of port hole area and the size of false core is more 
important. The arrangement of the port holes can 
be in many forms. Based on the layout in Figure 3, 
the design of the portholes is carried out, according 
to the experience, the preliminary programs should 
be finished With the help of CAD software, two or 

Figure 3. Schematic of the signal of die hole arrangement.

Figure 4. Schematic of the signal of the front plate.
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three kinds of mature arrangement of portholes 
by experience will be selected to establish a three-
dimensional model under the environment of UG, 
and the models must be saved as a fixed pattern into 
the extrusion simulation software, the simulation 
and calculation and observation are carried out, 
and the results were compared and analyzed, and 
combined with the experience to make correction, 
repeating simulation and correction, until the final 
determination of the best program. The arrange-
ment of the port holes is shown in Figure 5.

The advantage of this layout is that, in the sim-
ulation, it is found that consistency of the metal 
flow velocity can be easily achieved. Each die hole 
is supplied separately with metal from two port-
holes. As long as the area of the porthole S1 is 
determined, the area of the porthole S2 is relatively 
easy to adjust, and the adjustable range is large, 
and the layout of the bridge and the die hole need 
not be modified or changed. On the other hand, 
the arrangement can enable the cantilever to be 
placed under the protection of the bridge, and the 
metal will not directly impact the cantilever, espe-
cially the end of the cantilever, so that the force of 
the cantilever is minimal. And so, the strength of 
the cantilever is the best. More important is that, 
from the simulation it can be observed that the 
change of the area of the portholes has an effect 
on the cantilever.

Its main parameters are as follows:

1. The feeder ratio is 17.4.
2. The dimensions of the bridge are as follows: 

width is 24 mm and thickness is 85 mm.
3. The area relationship between the portholes S1 

and S2 are shown in Equation 1.

S1 = 0.81S2 (1)

4. The result of the simulation shows that when 
the area relationship meets certain conditions, 
as shown in Equation 2, consistency of the flow 
rate of the metal can be easily achieved.

S1 = (0.75 ∼ 0.85) S2 (2)

5. The largest circumcircle of the porthole is 
270 mm.

6. The structure of the bridge is similar to drip-
ping of water and its feeder position is a trape-
zoid, which is conical in shape in the outlet part.

7. The stress space is taken in false core, the stress 
gap is measured according to the experience of 
1.0  mm, and so the height of the false core is 
24 mm.

In the above-mentioned die structure param-
eters, determination of the size of the false core is 
very important. Experience and simulation show 
that the minimum distance from the fake core to 
the cantilever’s opening is 3 mm and to other die 
hole edge is 2 mm, and the shape of the rules must 
be designed as far as possible in order to facilitate 
processing. The size of the protection type false 
core is shown in Figure 6

Figure 6. Schematic of the signal of the fake core.

Figure 5. Schematic of the signal of port hole arrangement.
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3.4 The chamber of the female die and the bearing

In order to eliminate the effect of  manufactur-
ing errors on the extrusion synchronization and 
to avoid the rigid region of  metal flow in the 
central part of  the cavities to cause the coarse 
grain in the profile, the welding chamber must 
be designed to be independent respectively. A 
wall must be set between the welding chamber, 
with a desirable width of  6–8 mm and the height 
is 8–10  mm. For the choice of  the bearing is 
selected according to the single cavity. When one 
is selected, the other one is the same as it is. The 
welding chamber and the bearing are shown in 
Figure 7.

4 A COMPARISON OF EXTRUSION 
RESULTS

According to the section shown in Figure  1, the 
traditional ordinary porthole die with single cavity, 

Figure 7. Schematic of the signal of the chamber and the bearing.

Table 2. A comparison of the die structure and extrusion results.

Die structure
Capability of 
machine

Wall thickness 
deviation

Extrusion marks 
and brightness

Dimension 
precision level

Die life 
(tons)

Die 
material

Ordinary single 
cavity

10MN Obvious Deep and rough General Less than 1 52

Cutting type 
single cavity

10MN Not obvious Low and shining, 
raised wire

General 8.5 65

Cutting type 
twin cavities

18MN Not obvious Low and shining, 
raised wire

General 21.7 105

Protection type 
four cavities

35MN NO Low and shining High More than 73.2 290

the cutting type porthole die with single hole, the 
cutting type porthole die with twin cavities, and the 
protection type porthole die with four cavities were 
separately used. We have carried out the test of 
extrusion and extrusion production tracking, and 
the results and comparison are shown in Table 2.

It can be seen from the results that the protection 
type die of the porthole die with four cavities in a 
die for the semi-hollow section can significantly 
improve the efficiency of extrusion and greatly 
improve the life of the die, as well as reduce costs.

5 CONCLUSIONS

The structure of  the protection type porthole 
with four cavities is used in the section, as shown 
in Figure 1. The results show that the die life of 
this kind of  structure can reach 73.2 tons. It can 
be seen that this structure is effective and it can 
significantly improve the efficiency and reduce the 
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cost of  the production. If  we use more number 
of  dies with multi-cavities in a die for extrusion 
production, we can completely solve the problems 
in that small machines have too many orders to 
complete, and large machines have not enough 
orders to work on and significantly improve the 
efficiency. In the die structure with four cavities, 
especially for the semi-hollow profiles, the deter-
mination of  the capability of  the machine, the 
design of  portholes, and the welding chamber 
structure and bearing is very important. But it is 
more critical to select a reasonable and effective 
die structure to reduce the extrusion force and to 
ensure the strength of  the cantilever and to make 
it easy to process. This structure is worth promot-
ing. For further research and development of  the 
new die structure with multi-cavities for the semi-
hollow section, we have accumulated experience 
and reliable practice data.
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ABSTRACT: Shear experiment on aluminium alloy riveted and stiffened panel was conducted to obtain 
the shear buckling mode, buckling load, load capacity, and failure mode of the structure. Using a com-
bination of fringe projection method and strain gauge sensor, the shear buckling morphology and insta-
bility evolution process were detected in real-time. Finite Element Method (FEM) was used to analyze 
the buckling performance and load capacity. Experimental and simulation results show that the shear 
instability of the structure forms the skin local buckling between stiffeners.

The manufacturing defects, contact and damage 
problems are inevitable, which need to be consid-
ered in the nonlinear FEM analysis. Anyfantis et al. 
(2012) studied the progressive post-buckling and the 
final failure response of stiffened composite pan-
els based on the structural nonlinear FEM. Orifici 
et al. (2008) combined the post-buckling deforma-
tions and several composite damage mechanisms 
to successfully predict the damage growth and col-
lapse behaviour of composite stiffened structures 
under compression. The buckling behavior influ-
enced by the type of stiffeners, panel orthotropic 
ratio, tensile stiffness and shear stiffness ratios of 
stiffener and skin (Jain, 2010).

In this paper, a shear experiment on the alu-
minium alloy riveted and stiffened panel was 
conducted to investigate the buckling mode and 
failure, which were compared with the FEM sta-
bility analysis. The experimental and simulation 
results provide a reference for engineering applica-
tion of the structure.

2 EXPERIMENTS

2.1 Specimen description

As shown in Fig. 1(a), the specimen was made of 
high strength aluminium alloy, which consists of 
skin and 4 Z-shaped stiffeners, and the skin and 
stiffeners were riveted. The shear load was applied 
to the specimen by a diagonal tension, as shown 
in Fig. 1(b). The strain gauges were pasted to the 
symmetrical and back-to-back positions (shown as 
the “+” symbol in Fig. 1) on the skin to monitor 
the initial buckling and post-buckling failure.

1 INTRODUCTION

Stiffened aluminium alloy panel structure with a low 
weight can significantly improve the buckling critical 
load, which had been widely used in aircraft wing and 
fuselage structure. The riveting technology avoids the 
residual stress problem caused by high temperature 
in laser welding technology. The stiffened panel as a 
typical aircraft structure has a common failure mode 
of buckling under compression, shear, torsion and 
bending. The stiffened panel still has a considerable 
post-buckling load capacity, which can be used to 
increase structure loading capacity.

There are many theoretical and experimental works 
on the buckling of stiffened panels in recent years. 
Rossini et al. (2016) has studied the pre-buckling and 
post-buckling behavior of adhesively-bonded and 
riveted and panels subjected to in-plane compression 
by numerical simulation and experiments. It showed 
that the bonded panels have a superior performance 
than the riveted panels in buckling load and buck-
ling mode. Villani et al. (2015) measured the buckling 
load, collapse load and failure mode of bonded pan-
els, which agreed to FEM simulations.

However, the selection of element, mesh, and 
material modeling have a important role for the 
nonlinear FEM analysis of riveted panels under 
uniform shear loading (Murphy, 2005). Cricrì et al. 
(2014) designed a novel multi-hinged test fixture to 
provide a pure shear load for stiffened panels, and 
the experimental results showed that there are dif-
ferent buckling modes in comparison with that of 
a traditional picture frame test fixture. Therefore, 
the nonlinear FEM analysis of riveted panels has 
influenced by the selection of boundary conditions 
and must be validated by experiments.
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2.2 Test procedure

The shear experiment was carried out in a four-
column tester (CSS-100T, Changchun tester Co.), 
as shown in Fig. 2(a). The diagonal tensile load was 
applied to the specimen until a large deformation 
failure. A loading rate was 6 kN/min and the final 
failure load was 471.5 kN, as shown in Fig. 2(b).

3 RESULTS AND DISCUSSIONS

3.1 Strain measurement 

The strain history for typical positions is shown in 
Fig. 3. An obvious strain bifurcation phenomenon 
appeared at the moment of 10 min., which implies 
that the initial skin buckling appeared at the time. 
Then, the stiffeners bear the main load and the 
post-buckling deformation occurs with the increase 
of strains until to the maximum load of stiffener 
instability. At this time, the panel structure cannot 
afford a more load, namely the failure load.

3.2 Optical measurement

A multi-frequency fringe projection method was 
adopted to measure the buckling mode of skin at dif-
ferent time (Lei, 2015). Four sets of sinusoidal and 
phase-shifted fringes with the fringe frequencies of 
1, 4, 16 and 64 were projected by a projector (TLP-
X2000) onto the skin in turns, and the distorted fringe 
patterns were simultaneously grabbed by a CCD 
camera (F-080B). An image acquisition frame rate 
was 4 fps and the image size was 1024 × 768 pixels.

Then a four-step phase-shifting method and a 
multi-frequency phase unwrapping technique were 
combined to obtain the phase of surface topogra-
phy. The phase difference before and after deforma-
tion was converted to the skin deflection (Lei, 2016).

The full-field deflections of buckling wave were 
given by optical measurement, as shown in Fig.  4, 
which is more vivid than the electrical strain measure-
ment (Fig. 3). Some peaks and troughs of local buck-
ling appeared in the skin between the stiffeners and 
there are 4 buckling half waves on the skin. The direc-
tion of the wires is along the direction of the stiffeners. 
The horizontal direction of the buckling waveforms is 
consistent with the direction of diagonal loading.

3.3 FEM simulation

Numerical simulation on the shear behaviour of 
the stiffened panel was implemented by ABAQUS/

Figure  1. (a) Specimen geometry and (b) diagonal 
tensile shear.

Figure 2. (a) Tensile shear test and (b) loading history. Figure 3. Bifurcation phenomenon of strains.
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Standard module. The finite element mesh, load-
ing and boundary conditions of the stiffened panel 
are shown in Figs. 5(a) and 5(b). A 4-node doubly 
curved thin or thick shell element of S4R was cho-
sen from the ABAQUS element library according 
to the basic assumption of Kirchhoff thin plate 
theory.

In order to improve the computational efficiency 
and accuracy, a 2-node linear beam element “B31” 
has been chosen to discrete clamps and the MPC 
constraint was used to simulate the pin connection 
between the clamps. A hard contact without fric-
tion was adopted. A fixed support constraint was 
applied to a diagonal point of the finite element 
model. A tensile displacement load was applied 
to the other corner of the diagonal and the out-
of-plane displacement of the four-side loading 
regions were constrained.

Before analyzing the load capacity of the stiff-
ened panel, a linear buckling analysis should be 
performed firstly to obtain the buckling modes. 
The initial geometric imperfections of the panel 
were assumed to be a linear buckling of a certain 
order of deformation. The post-buckling load 
capacity analysis was performed by editing the 
INP file for introduction of the initial defect. The 
result is shown in Fig. 5.

Figure  4. Buckling modes at back of the specimen 
under different loads, (a) 300 kN and (b) 400 kN.

Figure 5. (a) FEM model and (b) out-of-plane displace-
ment under the critical buckling load.

Figure 6. Misses stress distribution on the (a) front and 
(b) back of stiffened plate under failure load.

Fig.  6 is the Misses stress distribution of the 
structure under the ultimate load. It shows that the 
failure mode of the structure is the skin deforma-
tion between the stiffeners, and the plastic defor-
mation is very large near the diagonals, which are 
in agreement with the experiment.
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The connection strength of the riveting area 
in the actual structure is determined by the rivet 
strength. Through the experiment, it is found that 
the failure mode of the stiffened panel is the rivet 
failure. In this paper, the connection mode of the 
riveting is simplified, and the effect of the rivet fail-
ure is ignored. It is believed that the structural loss 
of load capacity is mainly caused by the plastic 
deformation of the skin and stiffeners, which is the 
main reason for the calculation error.

4 CONCLUSIONS

The riveted and stiffened aluminium alloy panel 
under in-plane shear test was conducted. The 
experimental result shows that the failure mode of 
the stiffened panel under in-plane shear includes the 
skin local buckling between the stiffeners, the skin 
plastic deformation, the stiffener bending and tor-
sion deformation, and the partial rivet connection 
failure. Then, the FEM model was established and 
successfully predicted the buckling load and the fail-
ure load, which are close to the experimental ones. 
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ABSTRACT: A new nano-composite coating is developed by using the blending method for use inside the 
pipe of natural gas. The “systematic effect” and the “cascading effect” produced by the hybrid composition 
of nanoparticles and the matrix are used to achieve optimization for the complex coating on functions such 
as anti-corrosion and drag reduction. The difficult-to-coordinate bottleneck problem which is an “internal 
and external trouble” existing inside the pipe will be solved at the same time. The optimized composite coat-
ing, on one hand, can exert a “super bonding force” with the wall of the pipe which is not easy to peel; on 
the other hand, the coating can show a “super alienation” behavior to the medium which is not easy to scale. 
An acceleration simulation method has been used to evaluate the performance indicators of anti-corrosion 
and drag reduction through experiments. The results of experiments show that the composite coating added 
with nano-additives shows a decline of surface roughness and visible latent function of drag reduction. The 
results of the experiments also show that the corrosion rate has declined by an average of more than one time.

2 EXPERIMENTAL MATERIALS AND 
EXPERIMENTAL METHODS

X65 (micro-alloyed high-strength low-alloy steel) 
is a model of the test specimen of the pipe; the 
additive is nano-aluminum dioxide and nano-
titanium dioxide; the matrix coatings are epoxy 
resin paint, alkyd anti-rust paint and synthetic 
thinner. The testing device applied is the CS elec-
trochemical workstation; the instruments involved 
are ORION420A type pH meter, X-ray diffrac-
tomer, and scanning electron microscope.

3 ANALYSIS FOR EXPERIMENTAL 
RESULTS

3.1 Mechanism of drag reduction and contrastive 
analysis of experimental figures

Fig. 1 shows the schematic diagram of the vortex pro-
duced when the natural gas flows through the pipe.

From Fig. 1, we can see that when the internal 
wall of the pipe is not coated, the height (rough-
ness) of embossments on the internal wall is high 
and the vortex zones formed behind these are large 
in size; therefore, the drag loss produced is also 
big; When the internal wall is coated, as the fine-
ness of the internal wall surface is increased, the 
vortex zones produced behind the embossments are 
smaller in size, and the drag loss therefore becomes 
small. From Fig. 1(c), we can see that the fineness 
of the internal wall of the pipe (boundary) has a big 
impact on the drag coefficient; that is to say that, we 

1 INTRODUCTION

By referring the literature, we know that (Luo, 
2010; Ma, 2012; He, 2013; Fan, 2008) the most 
prominent problems in our country’s existing coat-
ing are high surface roughness and poor durabil-
ity of coatings. Firstly, the roughness of the pipe 
directly affects the transport efficiency. Secondly, 
poor durability is a potential security risk which 
will affect the secure transportation of natural gas. 
And the roughness is a precipitating factor for the 
decline of durability. Especially for the occasion 
where too much H2S and CO2 are present in the 
natural gas, the corrosive environment of the inter-
nal wall of the pipe will become more severe, and a 
little increase in the surface roughness of the pipe 
will directly cause a significant decline in the dura-
bility. Therefore, it is imperative that a composite 
coating needed to be developed to deal with the 
durability of coating and the roughness of the sur-
face of coating synchronously. Developing a new, 
long-lasting and efficient nano-composite coating 
can alleviate fundamentally the coating’s peeling 
inside the pipe. When the temperature and pres-
sure of the medium change and wear is caused by 
the impurity of the medium etc., an efficient and 
long-lasting protection is realized for the internal 
wall of the natural gas pipe, thereby resulting in 
control of corrosion, reduction of wear, prolong-
ing of service life and improvement of durability 
so as to ensure the safe operation of natural gas 
pipelines in the West–East Gas Transportation 
Project (Zhu, 2006).
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can reduce the drag in the later transportation of 
natural gas by improving the fineness of the com-
posite coating. Fig. 2 shows the visual and micro-
scopic analysis comparison figures of the surface 

appearances, which are enhanced with additives 
and without additives.

From Fig. 2, we can see directly that the compos-
ite coating added with nano-additives can exhibit a 
higher level of fineness; the fine, smooth, and flat 
surface predicts a potential of drag reduction when 
the fluid flows through, while for the composite 
coating added without nano-additives, whose sur-
face is rough and has grooves on it, it is easy for the 
liquid to attach to produce channeling or vortex 
and form the fluid drag force. Through scratch test, 
it was confirmed that the nano-composite coating 
possesses a higher scratch resistance.

3.2 Anti-corrosion self-cleaning effect and 
analysis for the simulated accelerated 
corrosion test

Fig.  3 is the principle diagram of the lotus leaf 
effect.

From Fig. 3, we can see that the natural nano-
structure of the lotus leaf determines its self-cleaning 

Figure  1. Schematic diagram of the vortex zone and 
effect chart of fineness and drag reduction rate.

Figure  2. Visual and microscopic analysis figures for 
the surface roughnesses of nano-composite coating and 
common coating.

Figure 3. Schematic diagram of the self-cleaning func-
tion of the nano-composite coating.

Figure  4. Simulated accelerated corrosion test and 
chart of the corrosion rate of electrochemical detection.

ICCAE16_Vol 01.indb   536 3/27/2017   10:38:45 AM



537

function, which means that we can adjust the struc-
ture of the composite coating to make it nano-
crystallized through method of composite modi-
fication and realize the super alienation effect 
between the material and the outside world. 
Fig. 4 shows intuitionistic figures of the corrosion 
test and a comparative analysis chart of the cor-
rosion rate of the electrochemical detection result 
for the coatings with nano-additives and without 
nano-additives.

From Fig. 4, we can see that after accelerated 
corrosion for 22  days, the test specimen of  the 
nano-composite coating in the corrosive bath in a 
strong acid environment (pH = 3) can be observed 
with only little signs of  corrosion, with no bub-
bling phenomenon and no peeling phenomenon. 
However, for the common coating, we can see 
that the visible corrosion products are formed 
and a certain degree of  deposits occurred on the 
surface. Through electrochemical detection, it 
shows that the corrosion rate of  the nano-com-
posite coating is obviously lower than the com-
mon coating and it will be stable basically along 
with the time of  corrosion and exhibits a rising 
trend just at the later stage of  the corrosion; how-
ever, the corrosion rate of  the common coating 
exhibits a rapid growth trend. From the contras-
tive analysis, we can see that the corrosion rate of 
the composite coating added with nano-additives 
is only half  of  the corrosion rate of  the common 
coating, which indicates that the nano-additive 
can reduce the corrosion rate of  the test speci-

men of  the composite coating exponentially and 
improve the corrosion resistance exponentially. 
Fig.  5  shows EDAX spectra to prove the exist-
ence of  nano-additives.

From Fig.  5, we can see that when the com-
posite coating is enhanced with nano-additives, 
the X-ray diffraction peaks show a visible epoxy 
characteristic peak of  the matrix coating, after 
adding with nano-additives, as the nanoparticles 
have initiated a chemical reaction with the matrix, 
and so it weakens the strength of  the characteris-
tic peak. This proves the existence and true effec-
tiveness of  the nano-additive in the composite 
coating.

4 CONCLUSION

In conclusion, after a visual inspection for macro-
appearance and micro-observation for local 
appearance, the nano-composite internal coating 
owns a higher surface fineness which can reduce 
the drag force exerted during the transportation 
effectively. Through the simulated accelerated cor-
rosion and the electrochemical detection, it indi-
cates that the nano-composite coating exhibits a 
better “self-cleaning” function and “anti-corrosion 
function”. The existence of the nano-additives in 
the composite coating and the effectiveness that 
it can improve the corrosion resistance to the test 
specimen has been verified by energy spectrum 
detection and analysis. The conclusion is summa-
rized as follows:

1. From the visually observed corrosion situation 
of the test specimen, we can see that the nano-
composite coating in the process of stimulated 
accelerated corrosion shows a strong acid resist-
ance and corrosion resistance. The maximum 
pH that can be resisted is 3, and the tolerance 
time can reach to 20  days such that there is 
nearly no corrosion occurred on it. It is evi-
dent that the nano-composite coating has bet-
ter strong acid resistance when compared to the 
common coating.

2. Nano-composite coating has a higher level of 
surface fineness and a potential of drag reduc-
tion. The addition of nanoparticles can, on one 
hand, act as a “nail” going deep into the coating 
to form a relatively strong bonding force with 
the wall of the pipe and prevent blisters and 
folds; on the other hand, it can suspend on the 
surface of coating and play a role in shimming, 
compacting, and repairing the surface.

3. The anti-corrosive function of  the coating 
enhanced with nanoparticles also shows a cer-
tain degree of  self-repair function; the related 
mechanism is to be studied and discussed 
later.

Figure  5. EDU contrastive figures of the nano-
composite coating and composite coating.
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ABSTRACT: The Gray Wolf Optimization (GWO) algorithm has disadvantages including low solution 
accuracy and being easily trapped in the local optimum. In order to overcome these disadvantages, an 
Improved Gray Wolf Optimization (IGWO) algorithm is proposed. The research applies chaos theory 
to generate the initial population to ensure that more individuals are distributed in the searching space. 
A non-linear convergence factor described based on the logarithmic function is proposed to replace the 
linear decreasing convergence factor so as to coordinate the exploration and development capacities of 
the algorithm. In order to avoid occurrence of the premature convergence of the algorithm, a mutation 
operator with adaptable mutation probability is introduced. The numerical experimental results of four 
benchmark test functions and the data simulation results in the removal of irons from zinc sulfate solution 
using goethite show that the IGWO algorithm has a favorable optimization performance.

test functions and parameter optimization of 
iron removal from zinc sulfate solution through 
 goethite, the optimization performance of the 
algorithm proposed in this study is verified.

2 STANDARD GWO ALGORITHM

Gray wolves in a gray wolf population are divided 
into head wolf α, deputy leader β, common wolves 
δ, and underclass wolves ω according to the class 
mechanism. In addition, the lower the class is, the 
larger is the number of individuals. To capture 
a prey, other individuals besiege the prey in an 
organized manner under the leadership of head 
wolf α. In the GWO algorithm, the individual 
with the highest fitness in the group is defined as 
α and those whose fitness is ranked second and 
third are defined as β and δ. In addition, oth-
ers are described as ω. Moreover, the position of 
the prey is defined as the global optimal solution 
of an optimizing problem. In a D-dimensional 
searching space, if  the position of the ith wolf  is 
X XiX iX d( )X X XiX i iX X DXXiX ,)iX  represents the position 
of the ith wolf  in the d-dimensional space.

1 INTRODUCTION

The swarm intelligent optimization algorithm, as a 
global optimization method derived from the sim-
ulation of the behavior mechanism of biotic com-
munities in nature, has developed rapidly in recent 
years. Gray Wolf  Optimization Algorithm (GWO) 
is a new swarm intelligent optimization algorithm 
proposed by Mirjalili et  al. (Mirjalili, 2014) in 
2014. Originating from simulating the class mech-
anism and predation of gray wolf  groups, the 
algorithm can be realized easily through program-
ming, needs little parameters, and shows a strong 
global searching ability (Mirjalili, 2014). Since its 
proposal in 2014, the GWO algorithm has been 
widely used in various fields, including power flow 
optimization (El-Fergany, 2015) and optimum 
control of  direct current motors (Madadi, 2014). 
However, similar to other swarm intelligent opti-
mization algorithms, the GWO algorithm also has 
disadvantages such as low solution accuracy and 
premature convergence.

In order to solve these disadvantages of the 
standard GWO algorithm, some improvement 
methods are proposed. By using four benchmark 
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For the position of the ith wolf  in the 
d-dimensional space, the behavior of the gray wolf 
gradually approaching and besieging a prey is 
described by Equation (1).

X X A C X XiX d
pX d

iAd
iCC d

pX d
iX d( )t + = ( )t − ( )t − ( )t  (1)

where t represents the current iteration times and 
X pX ( )

p
X X XpX p pX DXX pX  describes the position of 

the prey. AiA i p
d
))

i
d |XiX d

)
|C X

)
iCC d

pX d
))
( )t ( )t  stands for the 

besieging step and AiAd  and CiCC d  are defined as 
follows:

A aiAd ⋅a ( )randrand⋅ −rand1ddd  (2)

C randiCC d 2 2dd  (3)

where rand1 and rand2 represent random variables 
in the range of [0, 1]. Variable a is the convergence 
factor, which plays an important role in coordinat-
ing exploration and development capacities of the 
algorithm. a decreases linearly from 2 to 0 with an 
increase in the iterations during the evolution, as 
shown in Equation (4).

a t2 /t max  (4)

where tmax refers to the maximum iteration times.
While solving optimization problems, there 

is no priori knowledge concerning the global 
optimal solution beforehand. In addition, the 
gray population updates their positions according 
to their distances to the positions of α, β and δ, 
namely, Xα, Xβ and Xδ.
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j iX j

d
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=
∑ w XiX j
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,α β, δ

 (6)

where wj ( )j = ))  represents the weight 
coefficients of α, β, and δ, and d = 1, 2, …, D.

w
f

f f fj =
( )X jX ( )t

( )X ( )t ( )X ( )t + ( )X ( )tf)( )t (X  (7)

where f(Xj(t)) refers to the fitness of the jth wolf  
in the tth generation. f(Xα(t)), f(Xβ(t)), and f(Xδ (t)) 
represent the fitness values of head wolf α, deputy 
leader β, and common wolves δ in the tth genera-
tion, respectively. The detailed pseudo codes of 
the GWO algorithm can be found in the literature 
(El-Fergany, 2015).

3 IMPROVED GRAY WOLF 
OPTIMIZATION ALGORITHM

3.1 Population initialization based on the chaotic 
method

It can be obtained from the mechanism of evolu-
tionary algorithms that the quality of  the initial 
population has a great influence on the conver-
gence, searching efficiency, and stability of  evo-
lutionary algorithms. The individuals of  the 
initial population need to be uniformly distrib-
uted within the whole searching apace as much as 
possible.

Chaos, as a non-linear phenomenon character-
ized by ergodicity and randomness, can traverse 
all states without repetition within a certain range 
according to its own law. For this characteristic, it 
can be applied in optimization algorithms to ini-
tialize populations so as to ensure diversity of indi-
viduals. A transcendental function is selected in the 
study, as shown in Equation (8).

x xk kxβ πxxx )  (8)

where β is a non-negative real number. Given an 
initial value x0, a random sequence within the 
range of [ ]β β,, ]]  is produced. Given that the opti-
mal individual in a certain generation of a popula-
tion is xp and selected individuals who are about to 
enter into the next generation are described as xi. 
And then, the Euclidean distance dip of  each indi-
vidual from the optimal individual is calculated by 
using Equation (9).

d x x j nipdd pj ij
j

n

=
=
∑∑ ( )x xpj −x ,j , ,2

1

1 2,  (9)

where i N1 2, , , ,N…  and N represents the popu-
lation size. A threshold value σ is set. If  dipdd < σ , 
then the population x Ni ( ,i , , )2,  is initialized 
by using a chaos sequence, which is produced by 
employing Equation (8).

3.2 Non-linear convergence factor

For swarm intelligent optimization algorithms, 
only when the exploration and development 
capacities are coordinated, a strong robustness 
and quick convergence rate can be obtained.

By improving Equation (4), the equation for 
the non-linear convergence factor is updated 
based on a logarithmic formula, as shown in 
Equation (10).

a a
t

tinitial( )t = −a l + ⋅
⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

log
max

1 λ  (10)

ICCAE16_Vol 01.indb   540 3/27/2017   10:38:51 AM



541

where t represents current iteration times and tmax 
refers to the maximum iteration times. In addition, 
ainitial stands for the initial value of the convergence 
factor a whose value is two in this study. λ∈[0,1] is 
called the regulatory factor and λ = 0.7.

It is obtained from Equation (10) that the con-
vergence factor a non-linearly decreases with an 
increase in the number of iteration times and there-
fore effectively coordinates the exploration and 
development capacities of the GWO algorithm.

3.3 Mutation mechanism with adaptable 
mutation probability

The standard GWO algorithm is short of the 
mechanism of getting rid of the local optimum, 
and so premature convergence is likely to occur in 
the later period of the optimization.

Therefore, a mutation mechanism with adapt-
able mutation probability is introduced. That is 
to say that, mutation occurs in the process of evo-
lution and the mutation probability is shown in 
Equation (11).

p f p f pm m ×pmf p×)fffff ))0 1f pm×φ ))

where pm0 and pm1 represent small and large mutation 
probabilities ( )

m1
pm0 1m0 01 0 10 0 2 0 601 0 10∈ 00 1mp ∈p 1pmp 2 ,)6  

respectively. In addition, φ( )φφ f  stands for the 
function relating the objective function value of 
the GWO algorithm, as shown in the following 
equation.

φ( )φφ max

max

f
if

f
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>

≤≤

⎧

⎨
⎪
⎧⎧
⎪
⎨⎨
⎪⎪

⎩
⎪
⎨⎨

⎪⎩⎩
⎪⎪ hfh

where favg represents the average value of objec-
tive functions of all gray wolves (suppose that all 
objective function values are more than or equal 
to zero). In addition, fmax refers to the objective 

function value corresponding to head wolf and hf 
stands for the coefficient ( [ . , . )).f 0 8. 5 1, 0  Obvi-
ously, if  fmax and favg are close, it shows that the 
diversity of the population decreases. That is to say 
that, the population activities decrease, so it calls 
for mutation with great probabilities to improve 
the population activities.

4 NUMERICAL EXPERIMENTS 
AND ANALYSIS

4.1 Test functions

In order to prove the validity of the Improved 
Gray Wolf Optimization (IGWO) algorithm based 
on the logarithmic function proposed in this study, 
four benchmark test functions are widely used 
across the world from the literature (Mirjalili, 
2014) and are utilized to conduct numerical experi-
ments. The dimensions of the four test functions 
are all set as 30.

4.2 Comparing IGWO with GWO and HGWO 
algorithms

By using the IGWO algorithm proposed in the 
study, the four benchmark test functions are 
solved. In addition, the IGWO algorithm is com-
pared with the standard GWO algorithm and 
Hybrid GWO algorithm with differential evolution 
(HGWO) (Zhu, 2015). In order to ensure fairness, 
the parameters of the three algorithms are set as 
follows: the population size and and maximum 
iteration times are set as N = 30 and 500 separately. 
Each function independently operates for 30 times 
with above parameters and their optimal values, 
average values, worst values, and standard devia-
tions are recorded. Additionally, the comparison 
results are shown in Table 2. In which, the results 
of the HGWO algorithm are directly excerpted 
from the literature (Zhu, 2015). The bold figures in 
Table 2 represent the best results in the comparison.

Table 1. List of four benchmark test functions.

Function 
name Dimension Function expressions

Searching 
regions fmin

Convergence 
precision

Sphere 30 f xii

n
1ff 2

1( )x =
=∑ [−100,100] 0 1 × 10−10

Schwefel 2.22 30 f i ii

n

i

n
2ff 11( )x = +

== ∏∑ | |xix | |xix [−10,10] 0 1 × 10−10

Schwefel 1.2 30 f
i

n
3ff 1

2

( )x = ( )xjj

i

1=∑ [−100,100] 0 1 × 10−10

Schwefel 2.21 30 f i4ff ( )x = { }x nix i1≤1xx ≤maxii { [−100,100] 0 1 × 10−10
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As shown in Table 2, the IGWO algorithm pro-
posed in the study is obviously superior to the 
other two algorithms.

5 APPLICATION IN INDUSTRIAL 
OPTIMIZATION

Zinc sulfate solution leached in the process of zinc 
hydrometallurgy contains many iron ions. In order 
to ensure the safe and stable operation of sub-
sequent procedures, the iron ions in the solution 
need to be removed to a proper content. Removing 
irons by using goethite is to oxidize ferrous irons in 
the solution gradually into ferric irons by adding 
oxygen into five successive reactors. The optimiza-
tion model of the iron removal process by using 
goethite is established in the literature (Xiong, 
2013). In addition, four typical working conditions 
proposed in the literature (Xiong, 2013) are opti-
mized by applying the IGWO algorithm proposed 
in the study. The overall optimal values of the oxy-
gen additive amount in the five reactors are given 
in Table 3.

From Table 3, it can be seen that under the four 
typical working conditions of precipitating iron 
using goethite, the oxygen additive amounts opti-
mized using the IGWO algorithm were separately 

saved by 19.82%, 19.99%, 22.12%, and 21.13% 
when compared with those in the practical com-
mercial process. The optimized oxygen additive 
amounts were 1.82%, 1.59%, 0.22%, and 1.93% 
less than those optimized using the double popula-
tion coevolution algorithm, respectively.

6 CONCLUSIONS

The simulation experiment results of four bench-
mark test functions show that, when compared 
with other swarm intelligent optimization algo-
rithms, the IGWO algorithm is more competitive. 
The simulation results of the industrial process of 
iron removal using goethite show that the IGWO 
algorithm is applicable to the parameter optimiza-
tion of the complex industrial process.
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Table 2. Optimization results of the four functions using the three algorithms.

Function Algorithm
Optimal 
value

Average 
value

Worst 
value

Standard 
deviation

f1 GWO 8.42E-29 8.08E-28 1.71E-27 6.09E-28
HGWO 2.92E-34 1.12E-32 8.95E-32 2.32E-32
IGWO 1.57E-56 8.76E-54 4.23E-53 1.47E-53

f2 GWO 1.77E-17 1.97E-16 6.66E-16 1.82E-16
HGWO 1.65E-20 9.33E-20 3.60E-19 6.92E-20
IGWO 2.96E-33 2.66E-32 6.75E-32 2.53E-32

f3 GWO 2.53E-09 2.82E-05 3.44E-04 1.25E-04
HGWO 6.07E-11 3.18E-08 3.08E-07 6.55E-08
IGWO 1.09E-17 1.52E-12 6.41E-12 2.22E-12

f4 GWO 1.34E-07 7.96E-07 2.03E-06 6.76E-07
HGWO 5.81E-09 4.17E-08 2.39E-07 4.56E-08
IGWO 1.98E-16 7.99E-15 2.08E-14 6.73E-15

Table 3. A comparison of oxygen consumption.

Working 
conditions

Oxygen additive 
amount optimized 
using the IGWO 
algorithm

Oxygen additive 
amount optimized 
in the literature 
(Xiong, 2013)

Oxygen additive 
amount in the 
actual working 
operation

1 517.97 529.80 646
2 539.23 550.19 674
3 551.33 552.91 708
4 577.31 591.31 732
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ABSTRACT: An efficient method was developed for the determination of the multi-element in 
abstergent by ICP-MS with microwave digestion. Using the pressure control device to monitor the process 
of digestion and to explore the conditions of digestion, the parameter of ICP-MS and appropriate inner 
internal standard element were optimized and chosen in terms of the amount of digestion, digestion 
system and the procedure of microwave digestion. The detection limit was between 0.002∼0.362 ng/ml. 
The relative standard deviations were less than 10%. The spiked recoveries were 90.8%∼109.6%.

Currently, pre-treatment methods are dry ash-
ing, reflux wet digestion, catalytic wet digestion 
and extraction. Those methods have disadvantages, 
such as waste of reagents, long-time consuming, 
easy sample contamination, low efficiency, poor 
accuracy, etc. Microwave Digestion is a new sam-
ple digestion technology in recent years, with small 
reagent consumption, shorter operation time, 
uneasy to pollution, great precision and other 
advantages (Chen, 2009; Liu, 2005; Chen, 2006; 
Luo, 2013; Luo, 2015). The microwave digestion-
inductively coupled plasma mass spectrometry is 
used to determinate multi-element in abstergent.

2 EXPERIMENTAL

2.1 Instruments

Agilent 7700x ICP-MS (Agilent Technologies Co. 
Ltd, USA), replace the injection set and torch set 
to resistant to hydrofluoric acid special set. Milli-Q 
water purification system (EMD Millipore Co., 
Ltd USA); MARS microwave digestion system 
(CEM Technologies Co. Ltd, USA), with pressure 
control device.

2.2 Reagents

All reagents were of analytical-reagent grade or 
higher. Nitrate acid (71%) and Hydrogen peroxide 
(30%) (Suzhou Crystal Clear Chemical Co., Ltd, 
China); Hydrofluoric Acid (Sinopharm Chemical 

1 INTRODUCTION

The detergent is one kind of inseparable chemi-
cal in daily life. Benefiting from the new technol-
ogy, detergent producers may add some harmful 
ingredients during the production process in order 
to obtain better performance for their products, 
which will lead to the environment deterioration. 
For example, the phosphorus detergent will make 
rivers and lakes become eutrophic, which can lead 
to serious fish deaths, red tide, etc. and heavy met-
als accumulating in the environment. The heavy 
metals will be transferred into the animal and 
human body through the food chain, finally caus-
ing teratogenic and carcinogenic diseases.

Since the 1960s, Europe and the United States 
have successively promulgated a number of direc-
tives and standards for detergent specifications. 
The EU released 2011/382/EU and 2011/263/EU. 
The USA released GS-8 and GS-11. China has 
promulgated and implemented several national 
and industrial standards, such as GB/T 9985-2000 
and HJ 458-2009 standards, which standardized 
the composition and dosage of the detergent. 
According to those directives and standards, there 
are 14 kinds of heavy metals having been severely 
restricted, but the existing detection technol-
ogy is still stuck in traditional chemical detection 
method. It is necessary to have a quick, effective 
and accurate detection method. Therefore, it is 
necessary to study the efficient detection method 
for the 14 kinds of heavy metals.
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Reagent Co., Ltd, China); Multi-element Cali-
bration standard 2  A (Agilent Technologies Co. 
Ltd, USA) contains 27 elements, including the 
9 kinds of elements measured in this article. 
Concentrations were 10  mg/kg; Single standard 
of Tin (1.0  mg/mL) and Mercury (1.0  mg/mL) 
(Central Iron and Steel Research Institute, China). 
Single standard and Multi-element Calibration 
standard 2A was diluted by 5% nitric acid solu-
tion, with the configuration of 100 ng/mL, 50 ng/
mL, 20 ng/mL, 10 ng/mL and 1 ng/mL standard 
working solution standbys.

2.3 Analytical procedures

0.2 g (accurate to 0.1 mg) abstergent sample was 
weighed and placed at PTFE microwave digestion 
barrels. Then 6  mL nitric acid was added. After 
3 hours, 2 mL hydrogen peroxide was added, the 
lid was closed, and the barrels were put into the 
microwave digestion system. After the program 
of digestion completed, there was a natural cool-
ing process, followed by transferring the solution 
to a 50 mL calibrated flask. Then the solution was 
diluted to a vessel with ultrapure water. Reagent 
blanks were included in each series of digestions. 
Sample solution was analysed by ICP-MS.

The parameter of the ICP-MS was shown in the 
Table 1.

3 RESULTS AND DISCUSSION

3.1 Amount of sample

There are variety kinds of detergents. Most of the 
detergents contain volatile organic compounds. 
Therefore, the digestion process will release a lot 
of gas when the sample weight is too heavy, result-
ing in insecurity. However, it will reduce accuracy 
of the determination of certain elements when the 
sample weight is too light. By choosing different 
sample weight in the experiments, the digestion 
tank pressure would be controlled in the safe range 
when the sample weight is 0.93  g, as shown in 
 Figure 1. It is recommended to control the  sample 

weight of microwave digestion in the range of 
0.5∼1.0 g to avoid experiment accidents.

3.2 The digestion solution

Nitric acid was used as digestion reagents in exper-
iments. In order to determine a proper amount of 
nitric acid, 4 mL, 6 mL and 8 mL HNO3 were used 
during washing supplies microwave digestion sam-
ple test. When the amount of nitric acid reached 
6 mL, the sample could be digested well with trans-
parent digestion solution. Peroxide hydrogen was 
added to help reduce stress and promoting diges-
tion. Tests showed that for the detergent sample 
with weight of 0.5 g, 2 ml peroxide hydrogen was 
needed. Microwave digestion with medium pres-
sure led to gentle reaction which conduced to 
shorten experiment time and safe operation.

3.3 The program of microwave digestion

Microwave digestion process was studied. Deter-
gents can have several states, such as shower gel 
is in good mobility as a liquid, cleanser presents 
paste and detergent is in powder state. Therefore, 
to study digestion procedures for different sam-
ples must use different experimental temperature. 
The affection of  temperature, time and tem-
perature program were studied by a segmented 
temperature program, heating up to 120°C in 
the first 5 minutes, holding 2 minutes, then rais-
ing temperature to 170°C in next 5 min, holding 
2 minutes, finally raising temperature to 180°C in 
2 min, holding 20 minutes. The heating power of 
the whole digestion process is set up to 1200 W as 
constant power.

3.4 Linear equation and detection limit

Linear equation was created by the five different 
concentrations of solution; the detection limit of 
each element was calculated by the linear equa-
tion. Linear equation and detection limit of each 
element were shown in the Table 2.

Table 1. ICP-MS optimization parameter for determi-
nation multi-element.

Parameter Value Parameter Value

RF Power 1550 w Spray chamber 
temperature

2°C

Sample depth 8.0 mm Assistant gas 
flow

0.13 L/min

Carrier gas 
flow

1.0 L/min Reaction gas 
flow (He)

0.43 L/min

Figure 1. Effect of the sample weight on pressure of the 
microwave digestion system.
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3.5 Accuracy and recovery of the method

The accuracy of the developed method was tested 
with recovery experiments by spiking standard 
solution into the different kinds of sample solution. 
The analytical results and recoveries are shown in 

Table  2. Linear equation and detection limit of each 
elements.

Ele-
ment Mass Linear equation* r

Detection 
limit, 
ng/g

V  51 Y = 0.0352x + 0.000209 1.0000 0.002357
Cr  52 Y = 0.0471x + 0.0040 1.0000 0.04334
Mn  55 Y = 0.0265x + 0.0048 1.0000 0.3509
Fe  56 Y = 0.0419x + 0.0930 0.9999 0.2681
Ni  60 Y = 0.0235x + 0.0083 1.0000 0.08324
Cu  63 Y = 0.0647x + 0.0335 1.0000 0.0746
Zn  66 Y = 0.0112x + 0.0159 1.0000 0.3625
As  75 Y =  0.0024x + 

0.00007602
1.0000 0.04471

Se  78 Y =  0.0000972x + 
0.00001032

1.0000 0.3185

Cd 111 Y =  0.0013x + 
0.0000151

1.0000 0.008807

Sn 118 Y =  0.0033x + 
0.0004836

1.0000 0.04664

Ba 137 Y =  0.0007375x + 
0.0001442

1.0000 0.1134

Hg 202 Y =  0.0006519x + 
0.00001294

0.9997 0.02475

Pb 208 Y = 0.0082x + 0.0034 1.0000 0.01491

*: X: standard concentration; Y: signal intensity.

Table 3. Accuracy and recovery of the method of the 
Shampoo.

Element
RSD, %, 
(n = 7)

Recovery, %, (n = 5)
(Add 50 ng standard)

V 4.3  97.9
Cr 5.4  96.4
Mn 4.8  98.8
Ni 2.2  96.5
Cu 1.2  91.9
Zn 3.0 107.5
As 2.4  93.9
Se 3.4  90.8
Cd 4.4 100.4
Sn 2.3 105.8
Ba 4.6 103.5
Hg 3.6 108.5
Pb 4.3 104
V 4.3  97.9
Cr 5.4  96.4
Mn 4.8  98.8

Table 4. Accuracy and recovery of the method of the 
Shaving cream.

Element
RSD, %, 
(n = 7)

Recovery, %, (n = 5)
(Add 50 ng standard)

V 3.9 104.3
Cr 5.3 106.7
Mn 4.1 104.8
Ni 5.0 103.7
Cu 3.0  96.0
Zn 2.9  95.1
As 2.1 103.5
Se 2.7  96.2
Cd 5.8  94.4
Sn 7.0 106.6
Ba 5.8  93.6
Hg 5.1 105.5
Pb 1.2 106.6
V 3.9 104.3
Cr 5.3 106.7
Mn 4.1 104.8

Table 5. Accuracy and recovery of the method of the 
Cleaning liquid.

Element
RSD, %, 
(n = 7)

Recovery, %, (n = 5)
(Add 50 ng standard)

V 3.7 105.5
Cr 7.1 108
Mn 0.4 109.6
Ni 5.0 106.8
Cu 2.3 104
Zn 8.2  99.8
As 3.4 107.3
Se 4.3 105.3
Cd 2.9  96.6
Sn 5.2 103.4
Ba 3.1  93.4
Hg 3.1 103.3
Pb 3.5 104.6
V 3.7 105.5
Cr 7.1 108
Mn 0.4 109.6

Table 3, Table 4 and Table 5 with different sample. 
The relative standard deviations were 0.4% ∼ 8.2%. 
The spiked recoveries were 90.8%∼109.6%.

4 CONCLUSIONS

A rapid method was established for the deter-
mination of 14 kinds of harmful elements in 
detergent by using nitric acid and peroxide 
hydrogen for sample digestion and using ICP-MS 
for simultaneous determination of the harmful 
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elements with a wide linear range and better accu-
racy. Microwave digestion process is monitored by 
a pressure control device, meanwhile the amount 
of solvent for digestion, acid digestion system and 
procedures have been optimized so that the diges-
tion effect of various sample is good. Optimizing 
the parameters of ICP-MS, the accuracy of this 
method was judged by standard addition recovery 
methods. Reproducibility of this method was vali-
dated by the repeated measurement samples.
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ABSTRACT: Superhydrophobic-superoleophilic materials arises more and more attention because of 
their possible application on oil/water separation. Here, chemical oxidation and palmitic acid modifica-
tion were used to fabricate superhydrophobic-superoleophilic surface on porous Cu sponge. Scanning 
Electron Microscope (SEM), Energy Dispersive Spectrometer (EDS) and Intelligent Roman Spectros-
copy (DXR) were used to detect the surface micromorphology, chemical composition and wettability of 
the Cu sponge. The results show that the nanometer-scale structures with the composition of CuO and 
Cu2O were covered on the whole 3D skeleton of Cu sponge after chemical oxidation and the resulted sur-
faces show superhydrophilicity and superoleophilicity. After palmitic acid modification, the surface wet-
tability was transferred into superhydrophobicity with contact angle of 156° and tilting angle of smaller 
than 10°, but still showing superoleophilicity. Based on the fabricated superhydrophobic-superoleophilic 
porous Cu sponge, pouring-type, gravity driven oil/water separation and surface-tension-driven, gravity 
assisted oil/water separation was realized with a high separation efficiency.

sponge (Yang Y et al. 2014) are all applied to the 
research of superhydrophobic surface preparation 
and oil/water separation. Although the aforemen-
tioned materials have favorable extreme wettability, 
there are limitations in the separation efficiency, 
separation velocity, pressure resistance, and stabil-
ity of resisting water attack.

With the characteristics of high porous rates, 
large specific surface area and high specific 
strength, porous Cu sponge has been a new object 
of study in the oil/water separation area. Porous Cu 
sponge is a three-dimensional and multi-functional 
material with a large amount of connected or non-
connected holes in the Cu substrate. It presents 
good machinability and processing properties and 
has excellent electromagnetic shielding and noise 
elimination ability. Simultaneously, porous Cu 
sponge still retains the properties of Cu-like good 
electrical conductivity, excellent thermal conduc-
tivity, ductility and strong base solution in reserve, 

1 INTRODUCTION

1.1 Type area

Water and oil are the important resource of our 
daily life. The qualities of water and oil affect 
numerous aspects of the human productivity. The 
waste water in oil seriously affects the quality and 
service efficiency of the oil. Research on oil/water 
separation technology has great significance in 
terms of improving the quality of oil and water. 
Researchers have showed keen interest in the spe-
cial performance of the extreme wettability in some 
materials in the nature (Barthlott W & Neinhuis C 
1997). Thanks to the different applications in the 
special wettability of water and oil, achieving oil/
water separation has been in the center of public 
concern (Sanhu Liu et al. 2015). Porous materials 
like fibrous membranes (Viswanadam G 2013), 
filter paper (Zhang M et al. 2012), metal net (Lec 
C H et al. 2011, Wang C X et al. 2009) and polymeric 
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thus having a wide range of application pros-
pects such as electronics, medical, mechanics and 
national defense (Wen Zhang et al. 2015). In this 
paper, a simple method that combines chemical 
oxidation and low surface energy modification was 
used to construct nano-roughness and achieve the 
superhydrophobicity. The influence of oxidation 
time on the surface structure was studied in this 
paper, and the extreme wettability, water pressure 
resistance, oil/water separation efficiency of the 
porous Cu sponge were studied at the same time.

2 EXPERIMENTS

2.1 Materials

Porous Cu sponge (99.9%, pore size 160 μm) was 
purchased from Kunshan dessco Industrial Co., 
Ltd. acetone, HCl (37%), H2O2 (30%), ethanol, 
palmitic acid, hexane, hexadecane, mineral oil was 
purchased from Tianjin Kemiou Chemical Reagent 
Co., Ltd. Corn oil was purchased from Luhua Co.

2.2 The preparation of superhydrophobic–
superoleophilic porous Cu sponge

Firstly, porous Cu sponge was cut into 
20 mm × 20 mm squares and ultrasonically cleaned 
by acetone, 1  mol/L dilute hydrochloric acid and 
deionized water in sequence for two minutes. To pre-
vent rusting of porous Cu sponge after cleaning, its 
moisture was mostly absorbed by absorbent paper 
immediately and porous Cu sponge was then put into 
the oven with 60°C to dry and for later experiments. 
After that, the samples were heated in the boiling 
water, and three-or-four drops of 30% H2O2 water 
solution were dropped into water every ten minutes 
for four times. After 40 minutes, the samples were 
taken out and cleaned before put in the oven with 
60°C. Then, the dried porous Cu sponge was put in 
0.1 mol/L ethanol solution of palmitic acid at room 
temperature for 30 minutes. Finally, the superhydro-
phobic-superoleophilic porous Cu sponge could be 
obtained after cleaning by absolute ethanol.

2.3 Characterization

Scanning Electron Microscope (SEM) was 
employed to observe the surface micro topography 
of the samples. Energy Dispersive Spectrometer 
(EDS) was used to characterize surface elements 
of the samples. Raman spectrometer was employed 
to qualitatively analyze ingredients of the samples.

The contact angle and rolling angle measuring 
instruments were used to characterize wettabil-
ity of porous Cu sponge at room temperature. 
When measuring the static water contact angle, 
5 μL water droplets were dropped on one sample 

surface for 5 different places, and the average value 
was regarded as the measured data. During meas-
urement of the rolling angle, the samples were 
rotated, and the average of 5 measurements values 
with different rolling direction were taken as the 
rolling angle of the sample surface.

Home-made gravity-driven oil/water separator 
and surface tension-gravity dual driven oil/water 
separator (Song J L et al. 2015) were used to con-
duct the oil/water separation experiments of four 
types of oil with less dense than water. The oils used 
are hexane, hexadecane, mineral oil, corn oil. The 
corresponding surface tensions are 17.9  mN/m, 
27.5 mN/m, 33.4 mN/m and 32.15 mN/m. The sur-
face tension of water is 72.1 mN/m.

3 RESULTS AND DISCUSSION

3.1 The construction of nanostructure in the 
surface of porous Cu sponge

Figure 1(a-f) shows the SEM images of porous Cu 
sponge oxidized in the boiling water for different 
time. It can be observed that the surface morphol-
ogy of the porous Cu sponge changes obviously 
with the oxidation time. When the oxidation time 
was relatively shorter (10 min), the nanoparticles on 
the surface of porous Cu sponge formed gradually, 
their sizes were quite different, and the distribution 
of them was uneven (Figure 1(b)). When the oxida-
tion time was 20 min, porous Cu sponge surfaces 
were evenly covered by a layer of nanoparticles 

Figure 1. SEM images of porous Cu sponge at differ-
ent oxidation times: (a) 0 min; (b) 10 min; (c) 20 min; (d) 
30 min; (e) 40 min; (f) palmitic acid modification.
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with the uniform size, and the diameter of the 
nanoparticles was about 10  nm (Figure  1(c)). 
When the oxidation process lasted for 30 min, the 
nanoparticles became larger, and a dense and even 
oxide layer was formed on the porous Cu sponge 
surface with the diameter of nanoparticles being 
20 nm (Figure 1(d)). When the oxidation time was 
40  minutes, the nanoparticles developed upward 
and became column-like with the height of 30 nm 
(Figure  1(e)). As shown in Figure  1(f), after the 
porous Cu sponge was oxidized for 40 minutes fol-
lowed by immersing in 0.1 mol/L palmitic acid eth-
anol solution for 30 minutes, a lot of even flocs with 
the length of 100 nm appeared on the surface. This 
demonstrates that the porous Cu sponge formed 
nanoscale oxide layers when being boiled, and that 
rough nanostructures were fabricated by the self-
assembly reaction during the modification process 
of palmitic acid ethanol solution.

3.2 Analysis of the composition of porous Cu 
sponge surface

EDS was employed to detect the surface elements 
of samples, as shown in Figure 2. Before the oxi-
dation process, porous Cu sponge just has Cu ele-
ment (Figure 2(a)). After oxidization for 40 min, 
there was O element on the surface of porous Cu 
sponge (Figure 2(b)), thus further confirming the 
oxidation reaction between Cu and the oxygen 
from the H2O2 in the boiling water. Figure  2(c) 
shows the EDS result of the porous Cu sponge 
surface after 40 minutes oxidation and 30 minutes 
modification of palmitic acid ethanol solution, it 
can be observed that C element appeared on the 

surface of porous Cu sponge and the content was 
18.26wt%. In addition, the content of oxygen ele-
ment also increased, which demonstrates the self-
assembly process of palmitic acid ethanol solution.

The ingredients of the samples surface were 
qualitatively analyzed by Raman spectroscopy. 
Figure  3  shows the spectrum of the porous Cu 
sponge surface after 40  minutes oxidation. The 
peaks around 274, 300 and 632 cm−1 are attributed 
to CuO (Masudy-Panah S et  al. 2015), while the 
one at 220 cm−1 was contributed by Cu2O (Abdel-
fatah M et al. 2016). During the modification pro-
cess of palmitic acid ethanol solution, CuO and 
palmitic acid reacted and generated Cu palmitate, 
a low surface energy substance, which has a low 
enough surface energy to be superhydrophobic 
(Sheng Lei. 2014).

3.3 Wettability of the porous Cu sponge surface

Figure 4 is the digital photo of static water droplets 
on porous Cu sponge which have been processed 
differently. Oxidation and modification process 
have great influence on the wettability of porous 
Cu sponge surface. For a clean ordinary porous Cu 
sponge surface, water droplet can be semi spheri-
cal on it and the static contact angle of water is 
118° (Figure 4(a)). Even if  overturning the porous 
Cu sponge, water droplet will not fall off  from the 
surface. Palmitic acid is used to reduce the sur-
face energy of porous Cu sponge. As a result of 
the slowly self-assembly reaction between palmitic 
acid and porous Cu sponge, Cu palmitate which 
has low surface energy generated on the surface. 
After modification by palmitic acid, the wetta-
bility of porous Cu sponge surface was reduced 
significantly and the static contact angle of water 

Figure 2. EDS spectrum of porous Cu sponge: (a) ordi-
nary porous Cu sponge; (b) oxidation treatment 40 min-
utes; (c) palmitic acid modification.

Figure  3. DXR spectrum of porous Cu sponge after 
oxidation.
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could be 134° (Figure 4(b)), showing hydrophobic-
ity. However, the reaction between palmitic acid 
and Cu is very slow and the porous Cu sponge sur-
face cannot obtain superhydrophobicity in a short 
time. Figure  4(c) shows the porous Cu sponge 
that has been oxidized in the boiling water for 
40  minutes. Uniform nanostructures are formed 
on the surface which shows superhydrophilicity 
and water droplet can spread rapidly on it with a 
static contact angle of 0°. The superhydrophilic 
porous Cu sponge can obtain superhydrophobic-
ity after modification by palmitic acid which has 
a static contact angle of 156° with a tilting angle 
smaller than 10°. The water pressure resistance 
of the porous Cu sponge was measured by using 
a homemade pressure-resistant measuring device 
and the porous Cu sponge can withstand 1.1 kPa 
pressure. The results clearly indicate that the supe-
rhydrophobicity of the porous Cu sponge surface 
is owing to the joint action of oxidation and low-
surface energy material modification.

3.4 Oil/water separation characteristics of the 
porous Cu sponge

Oil/water separation methods include biodegrad-
able methods (Qiqi Shi et  al. 2009, Huan Liu & 
Yongming Sun. 2014), chemical treatments (New 
Japan Chemical Co Ltd. 1982, Zhonghua Yao. 
1993) and traditional physical treatments (Eiichi 
Kobayashi et  al. 2011, Yongge Wang. 2011). 
However, these methods have a great number of 
drawbacks: biodegradation methods have a high 
demand to the environment; chemical treatments 
are easy to cause secondary pollution; traditional 
physical treatments are cumbersome and the final 
recovery of oil usually needs to take further sepa-
ration. The extreme wettability of the surfaces 
can make oil and water show two different kinds 
of wettability. Using these materials can avoid the 
disadvantages of the conventional oil/water sepa-
ration methods.

3.4.1 Pouring type gravity driven oil/water 
separation

In the pouring type gravity-driven oil water sep-
aration process, due to the fact that the light oil 

firstly contacted and wetted the filter, the after 
reaching water could not pass through the super-
hydrophobic filter and formed a barrier below the 
light oil which hinders the contact of the light oil. 
Superhydrophobic filter could not use this method 
to separate light oil water mixture. Similarly, dry-
superhydrophilic filter could not use this method 
to separate light oil water mixture either. When 
using the superhydrophilic filter which was pre-
wetted by water, due to the microstructure of the 
filter screen was filled with water, light oil could 
not pass through the filter. In contrast, water 
would contact the filter due to its greater density to 
light oil (Song, J.L. 2015). Therefore, the superhy-
drophilic porous Cu sponge pre-wetted by water in 
pouring gravity-driven water separation was used, 
as shown in Figure 5. Figure 6 is the oil/water sepa-
ration efficiency of n-hexane, hexadecane, mineral 
oil and corn oil. The maximum of separation effi-
ciency can be up to 99.4%. Separation efficiency 
could maintain 90% after repeating the separation 

Figure 4. The static contact angles of water droplets on 
porous Cu sponge: (a) ordinary porous Cu sponge; (b) 
after modification; (c) after oxidation; (d) after oxidation 
and modification.

Figure 5. Oil/water separation using pouring type grav-
ity driven method.

Figure 6. The oil/water separation efficiency of pouring 
type gravity driven method.
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experiment by 10 times, showing a good oil/water 
separation recycling capacity.

3.4.2 Oil/water separation driven by both surface 
tension and gravity

According to the reference paper, we installed the 
prepared superhydrophobic porous Cu sponge in 
the glass tub which has an opening at the top to 
constitute an oil skimmer. During the oil/water 
separation and the collection of the oil slick, the 
skimmer was placed in the mixture of oil and 
water. The oil skimmer can float on the water due 
to buoyancy and part of the superhydrophobic 
porous Cu sponge could contact with the oil slick 
and water below. Owing to the superhydrophobic 
porous Cu sponge has different wettability to water 
and oil, oil slicks could penetrate the Cu when the 
oil slick contacted with porous Cu sponge. Then 
oil flowed into the bottom of skimmer, and water 
was prevented from the skimmer. The process of 
using an oil skimmer to collect the oil slick was 
shown in Figure  7. Figure  8  shows the oil water 
separation efficiency of collecting n-hexane, hexa-
decane, mineral oil and corn oil mixture using this 
method, which shows a high oil/water separation 
efficiency more than 90%.

4 CONCLUSION

A simple chemical oxidation process to construct 
nano-roughness on the surface of porous Cu 
sponge was suggested. The surface morphology 

of porous Cu sponge was gradually changed from 
a smooth surface to a rough surface covered with 
Cu2O and CuO nanoparticles with the increasing 
of the oxidation time. At last, the surface becomes 
a homogeneous nano-columnar structure, forming 
nanometer-scale rough structures. With the help 
of nano-roughness, the Cu sponge shows superhy-
drophilicity and superoleophilicity. After palmitic 
acid modification, the surface wettability was 
transferred into superhydrophobicity with contact 
angle of 156° and tilting angle of smaller than 10°, 
but still showing superoleophilicity. The fabricated 
porous Cu sponge can be used in the oil/water sep-
aration with separation efficiency more than 90%.
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ABSTRACT: Porous ceramics were synthesized by using oily soil and waste glass as the main materials, 
calcium carbonate as the foaming agent, and sodium silicate as the fluxing agent by controlling the 
sintering process. The samples were characterized by using XRD and SEM. The influence of the quantity 
of oily soil used on the porosity and flexural strength of samples were further evaluated. The results show 
that when the quantity of the oily soil increased, the porosity increased first and then decreased regularly, 
and the flexural strength decreased first and then increased. When the quantity of the oily soil was 40 wt%, 
the corresponding highest porosity was 69.44% and the lowest flexural strength was 2.16 MPa.

filled with uniform connected or closed pores; it 
is a light–weight material, and has high strength, 
flame retardancy and good sound absorption 
and water retention properties (Qiao et al. 2009). 
Therefore, the porous ceramics have extremely 
broad prospects for development in building 
energy efficiency, noise reduction, and green 
engineering areas (Zhang & Zeng 2006).

This study describes a method for manufactur-
ing porous ceramics. With oily soil and waste glass 
as the main raw materials, calcium carbonate as the 
foaming agent, and sodium silicate as the fluxing 
agent, preparation of porous ceramics is carried 
out. In this article, oily soil and waste glass and 
the relationship between the porosity and flexural 
strength of samples are studied.

2 EXPERIMENTAL

2.1 The raw materials of experiments

The oily soil used in experiment was derived from 
Dongying Shengli Oil Field. Waste glass was 
obtained from Wuhan Changli Glass Co., Ltd. 
The foaming agent calcium carbonate and flux of 
sodium silicate were purchased from Sinopharm 
Chemical Reagent Co., Ltd. The main chemical 
compositions of oily soil and waste glass are given 
in Table 1.

2.2 Preparation of porous ceramics

Oily soil was placed in a ventilated area to dry to 
achieve half  dryness. The oily soil and waste glass 

1 INTRODUCTION

The oil wells are used to drill for oil. In recent years, 
with the rising demand for oil, a large number of 
oil wells was established. This leads large quanti-
ties of oily soil becoming solid waste. People are 
not paying attention to this, and oil wells caused 
large quantities of pile and soil in the atmosphere 
and water and soil pollution (Cao & Yu 2005, Jia 
et al. 2009). C. M. Kao et al. (2001) published that 
oil pollution is one of the world pollution causes. 
At present, soil pollution in the oil wells is mostly 
treated by using biological technology processing 
(Deng et al. 2012, Lösekann et al. 2007, Jones et al. 
2008). And for the use of problem is almost a blind 
spot. There is less reported literature in this arena. 
Therefore, these have become important problems 
to be solved, such as how to deal with the waste oil 
soil and how to recycle waste.

The development of  the porous inorganic 
material materials began in the 1930s. Saint-
Gobain company was first developed with cal-
cium carbonate as the foaming agent of  porous 
glass in 1935 (Zhang et al. 2010). At present, 
China and the United States are the main pro-
duction agent countries of  porous ceramics 
(Tian et al. 2014). With the improvement of 
people environmental protection consciousness, 
people began to attach importance to the sus-
tainable development cycle use of  solid wastes. 
Porous ceramics is prepared by using ceramics as 
the main raw material, by adding foaming agent 
and a porous material of  various kinds of  modi-
fied additives (Gao et al. 2014). Its interior is 
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were placed in two ball milling tanks; water was 
added to the mixture and grinding balls were pre-
pared such that the ratio of the weight of  mate-
rials to the ball to the water is 1:2:1. After that, 
the mixture was milled in a ball mill for 2 hours 
and the mixture was placed in an oven to dry and 
ground to powder. Oily soil and waste glass raw 
materials were made to pass through a 100 mesh 
screen. According to Table 2, oily soil, waste glass, 
and calcium carbonate were mixed in different 
proportions and the mixture was pressed into a 
substrate at a pressure of  10 MPa. It was placed in 
a muffle furnace for sintering in an air atmosphere. 
The sintering system is given as follows: first the 
speed was increased at the rate of  7°C/min up to 
reaching 400°C, and then was held for 30 min. 
The furnace temperature was then increased at 
the rate of  15°C/min up to reaching the foaming 
temperature of 850°C, and then was held for 20 
min. Finally, the speed was reduced at the rate of 
15°C/min down to 600°C, and then was held for 30 
min. Samples were removed from the furnace and 
allowed to cool.

2.3 The test method of the sample

The elementary composition and content of the 
sample were examined by using a scanning X-ray 
fluorescence spectrometer XRF-1800. The crys-
talline phases were analyzed by using a D/MAX-
RB1 X-ray diffraction instrument. The surface 
morphology could be observed by using JSM 
6390 filament lamps for a scanning electron micro-
scope. The porosity of the sample was measured 
according to National Standard GB/T 1966-1996 

Standards. The flexural strength of the sample was 
detecting by using an INSTRON-1195 electronic 
Universal Material Testing Machine (0.5 mm/min 
loading speed) according to National Standard 
GB/T 1964-1996.

3 RESULTS AND DISCUSSION

3.1 SEM analysis

It illustrates the microstructural changes with an 
increase of oily soil in Fig. 1. The pore sizes increases 
with an increasing in oily soil reaching maximum 
values (251 μm) at the 40 wt%. Further, increasing 
the content of oily soil at 45 wt% (132 μm) and 50 
wt% (47 μm) caused a decrease in the pore size. 
The formation of crystalline phases and the extent 
of crystallinity, as well as their dependence on the 
starting composition and sintering temperature, are 
other important factors that determine the struc-
tural evolution of porous ceramics were studied 
(Fernandes et al. 2009). The preparation of desir-
able porous ceramics requires ceramics with low 
crystallizing tendency (Spiridonov & Orlova 2003). 
Crystals influence the viscosity of the glass and its 
foaming behavior. Furthermore, crystals affect the 
structural integrity of the foam because of the mis-
match of thermal expansion coefficients. This can 
cause opening or cracking of the lamellae between 
adjacent pores, which enhances further coalescence 
of the pores during the foaming process (Hashemi-
nia & Yekta 2012). Thus, the different contents 
of oily soil changed the phase composition of the 
resulting porous ceramics by an increased rate of 
the crystallization process. For the samples with 
lower contents of oily soil, as the crystallization of 
glasses increases with addition of the oily soil, pore 
sizes increase and become less homogeneous due 
to the increasing number of pores (Fig. 1b and c). 
However, the excess amounts of oily soil tend to 
limit the foaming ability of the system. This effect 
is also attributed to the formation of more crys-
tallites on the surface of the glass particles, which 
would increase the viscosity of the system, thereby 
resulting in increasing densification. Therefore, the 
contents of samples (45 wt% and 50 wt%) decrease 
again. Due to the higher content of crystallites, the 
pores of 50 wt% are not homogeneous in nature 
(Fig. 1e).

Table 1. Chemical compositions of oily soil and waste glass (wt%).

Raw materials SiO2 Al2O3 Fe2O3 MgO CaO K2O Na2O LOI

Oily soil 62.50 21.00 7.39 2.59 2.47 1.88  1.51 8.42
Waste glass 69.59  5.18 0.53 4.42 5.59 1.00 13.69 0.44

Table 2. Quantity of raw materials provided by oily soil 
and waste glass in different experimental plans.

Sample

Main raw material ratio (wt%)

Oily 
soil

Waste 
glass CaCO3

Sodium 
silicate

A1 30 45 20 5
A2 35 40 20 5
A3 40 35 20 5
A4 45 30 20 5
A5 50 25 20 5
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3.2 XRD analysis

The crystalline phases formed in the samples with 
different contents of oily soil after heat treatment 
at 850°C are presented in Fig.  2. The XRD pat-
tern of the content of 30 wt% consists of quart 
and calcium silicate characteristic peaks. More 
extensive crystallization of CaAl2O4 and augite 
(Ca(Mg, Fe)Si2O6) phases occurred for the higher 
added quantities of oily soil and the quartz phase 
gradually disappears. When the oily soil reached 
up to 50 wt%, the content is the most crystalline 
according to the XRD pattern. It is suggested that 
the contents of  oily soil has a great influence on 
the crystalline phase types of  samples since the 
relative intensity of  the peaks change dramatically 
with an increase in the quantity of  oily soil.

3.3 Porosity and flexural strength analysis

As shown in Fig. 3, when the content of oily soil 
was about 30 wt%, 35 wt%, 40 wt%, 45 wt%, and 
50 wt%. The porosities of samples were 39.48%, 
50.36%, 69.44%, 41.31%, 27.71%, respectively. 
The flexural strengths were 3.93 MPa, 2.57 MPa, 
2.16 MPa, 3.53 MPa, 5.49 MPa, respectively. The 
porosity was in the range of 27.71%–69.44%. 
Results show that, at first, an increase in the quan-
tity of oily soil only slightly increased the poros-
ity (69.44%), thus reaching maximum values at 
the 40wt% oily soil. Further increasing the quan-
tity of oily soil to 50 wt% caused a sharp decrease 
in the porosity. The Table 3 shows open porosity 
and closed porosity evolutions of different quan-
tities of oily soil. The content of oily soil has no 
big influence to open porosity, but it is obvious 
that the closed porosity first increased and then 
decreased. When the content of oily soil is less 
than 40 wt%, as the contents increased, increas-
ing the viscosity of the system has a good effect on 
the reservation of bubbles, thus the closed poros-
ity increased. However, when the content of oily 
soil is more than 40 wt%, because of the formation 

of crystals, the viscosity is too big to be bubbles, 
and thus the closed porosity decreased. This is in 
correspondance with the microstructure shown in 
Fig. 1.

Generally, the porous materials’ size and thick-
ness of walls play an important role in the flexural 
strength (Bernardo & Albertini 2006). As shown 
in Fig. 2, the smaller pore size and their homoge-
neous distribution in 30 wt% of oily soil (72 μm) 
resulted in a flexural strength (3.93 MPa) that is 
significantly higher than that obtained for 35 wt% 
of oily soil (2.57 MPa). The higher oily soil quan-
tity of 45 wt% and 50 wt% showed higher values of 

Figure 1. SEM images of samples: (a) A1 (30 wt% oily 
soil); (b) A2 (35 wt% oily soil); (c) A3 (40 wt% oily soil); 
(d) A4 (45 wt% oily soil); and (e) A5 (50 wt% oily soil).

Figure 2. XRD patterns of samples: (a) A1 (30 wt% oily 
soil); (b) A2 (35 wt% oily soil); (c) A3 (40 wt% oily soil); 
(d) A4 (45 wt% oily soil); and (e) A5 (50 wt% oily soil).

Figure 3. Graph showing porosity and flexural strength 
evolution for different quantities of oily soil.

Table 3. Open porosity and closed porosity evolutions 
of different quantities of oily soil.

Oily soil (wt%) 30 35 40 45 50

Open porosity (%) 21.53 22.83 24.15 21.24 22.57
Closed porosity (%) 17.95 27.53 45.29 20.07  5.14
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flexural strength (3.53–5.49 MPa) due to a denser 
microstructure and smaller porous structure. More 
extensive crystallization phases occurred for higher 
added quantities of oily soil. This also increased 
the flexural strength of porous ceramics. The 
results of the present study demonstrated that the 
porosity and flexural strength of porous ceramics 
presented a negative correlation.

4 CONCLUSION

In this study, with oily soil and waste glass as the 
main materials, calcium carbonate and sodium 
silicate were used to synthesize porous ceramics 
of different properties by controlling the sinter-
ing process and changing the ratio of raw materi-
als. We provide a feasible solution to make full use 
of the oily soil. The porosity increased first and 
then decreased regularly, and the flexural strength 
decreased first and then increased with an increase 
in the quantity of oily soil used. These present a 
negative correlation. When the amount of the oily 
soil was 40 wt%, the corresponding highest poros-
ity was 69.44% and the lowest flexural strength was 
2.16 MPa.
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ABSTRACT: Along with increase of interconnects in thermo-optic devices, its overall size is becoming 
larger and larger. Aiming at the challenges of miniaturization and integration, a method to optimize the 
spacing of thin film interconnects in thermo-optic devices was proposed. Based on the working princi-
ple, the relationship between the distance and interaction as well as the temperature distribution and the 
refractive index were analyzed by finite element simulation and optical simulation software respectively. 
The simulation results were compared with those of reliability experiments. It is obvious that the method 
of reducing the interconnect spacing is feasible for the 100 μm interconnect spacing, and it is meaningful 
for device design and manufacture.

2 WORKING PRINCIPLE OF 
THERMO-OPTIC VOA

Thermo-optic VOA is based on the Thermo-optic 
effect to achieve the attenuation. In general, the 
production of thermo-optic VOA requires the use 
of micro-processing technology in the formation 
of thin film interconnect as a heating electrode on 
the optical waveguide. After the electrode is ener-
gized, heat will be transferred to the optical wave-
guide and the temperature field distribution will 
be generated. Finally changes the refractive index 
of the waveguide and attenuates the optical sig-
nal. Figure 1 gives the structure of a thermo-optic 
VOA. The input and output single-mode wave-
guides are connected to the optical fiber and they 
have the same matching coefficients. The heating 
electrode is at an angle β to the plane of the multi-
mode waveguide so that the attenuation ratio of 
the optical signal is conformed to the design claim. 
After the electrode is energized, the refractive index 
of the waveguide decreases as the temperature 

1 INTRODUCTION

With the rapid development of optical commu-
nication industry, themo-optical devices with the 
characteristics of small size, low driving power, low 
cost and easy manufacture, represented by Vari-
able Optical Attenuator (VOA) and optical switch, 
have been widely applied (Xingjian Lv et al. 2004, 
Junxing Yu 2014). However, the device size has 
being growing obviously along with the fast 
increasing of channels. For example, a typical 
commercial available thermo-optical VOA has 16 
channels for the early products. When the chan-
nel number is improved to 20, the overall size of 
the device has increased 1.5 times. According to 
the working principle of thermo-optic devices, 
each channel requires a film interconnect as the 
role of heater to establish a temperature gradient 
and achieve light attenuation. The requirements 
for high integration and miniaturization of the 
device are needed in the size and spacing of the 
thin film interconnects. At present, there are a lot 
of researches on the problems of size optimization 
and reliability of the thin film interconnects, but 
there is little research on the spacing optimization.

To investigate the influence of interconnect spac-
ing on the interaction of the optical waveguides, 
the temperature distribution of polymer optical 
waveguides under the heating of gold thin film 
interconnects has been analyzed. On this basis, the 
interaction of multiple heating interconnects are 
studied, and the influence of interconnects spacing 
on the device operation is clarified. Figure 1. Structure of the thermo-optic VOA.
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increases, the direction of the refractive index gra-
dient forms an angle β with the beam, and then the 
beam in the multimode region is reflected at 2β. 
When the reflection angle is greater than the trans-
mission angle, the reflected light beam enters the 
high-order mode and is attenuated. Figure 2 shows 
the attenuation of optical signal. ΔT is the rising 
temperature of the waveguide core relative to the 
substrate. When ΔT equals 0°C, the refractive index 
of the waveguide does not change and the input 
optical signal is not attenuated. When ΔT equals 
42°C, the refractive index of the waveguide core 
layer is smaller than than that of the surroundings 
and the optical signal is totally refracted.

3 THERMO-OPTIC EFFECT AND 
THERMAL FIELD ANALYSIS

3.1 Thermo-optic effect

Thermo-optic effect is the optical properties of the 
optical medium. When the temperature gradient 
of the material exists, it will cause the changes of 
the refractive index of the material corresponding 
to the temperature gradient distribution changes 
(Yuliang Liu et  al. 1996). Therefore, the change 
of refractive index n with temperature T can be 
attributed to the change of n with density ρ and 
the change of polarization rate with temperature. 
The expression of thermo-optic coefficient dn/dT 
can be written as (Edmond J. Murphy 1999):
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γ refers to the expansion coefficient of the mate-
rial. According to the Lorentz-Lorenz (Lorentz) 
equation, ( )ρ ρ∂ ∂ρ ρρ ρ T  can be derived from:
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Λ0 is the strain polarization constant, which indi-
cates the density change effect in the material 

caused by atomic polarization. For polymer 
materials, the intermolecular effect is very weak 
and much smaller than 1, such as Polymethyl-
Methacrylate, Λ0 = 0.15. Since the refractive index 
of most polymer materials is close to 1.5 and the 
expansion coefficient is 2 × 10−4/°C in glassy state 
(Sihua Zeng 2004), the following equations can be 
obtained according to equations (1) and (2).
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For polymers of constant density, the refrac-
tive index varies with temperature is about 10−6 per 
degrees Celsius. Therefore, the value of equation 
(1) is mainly determined by the first term.
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That is, the refractive index decreases by 10−4 per 
degree of temperature rise.

3.2 Thermal field analysis

The steady-state heat conduction equation can 
be solved by a two-dimensional temperature field 
model established through a buried channel wave-
guide (Ying Li 2004). The heating model of the 
thermo-optic VOA is given in Figure 3. The upper 
layer is the Au thin film interconnect; the lower 
layer is the polymer optical waveguide; the mid-
dle green is the waveguide core layer which has 
the highest refractive index to realize the transmis-
sion of optical signal in it. When electric current 
is applied to the electrode, heat is generated and 
transferred to the lower polymer optical wave-
guides. Thereby a temperature field distribution 
is formed. The thermal conductivity of polymeric 
materials is in the range of 0.17 to 0.22, which is 
very close and isotropic. So the core and cladding 
of the waveguide can be considered to have the 
same thermal conductivity. Since the thermal con-
ductivity is much greater than the thermal radia-
tion and thermal convection in this model, the 
steady-state analysis only takes into account the 

Figure 2. Optical signal attenuation of the thermo-
optic VOA.

Figure 3. Heating model of the thermo-optic VOA.
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heat transfer problem. In addition, gold intercon-
nects are so thin (only a few hundred nanometers) 
that it can be regarded as a thin wall and all the 
heat is passed to the lower layer. Compared to the 
polymer, the silicon material under the polymer 
has good thermal conductivity. So the temperature 
of the silicon substrate is considered to be room 
temperature.

Thus, the basic thermal physical model has 
been established. For the two-dimensional steady-
state heat conduction problem with constant heat 
source (Jianmin Liu 2006), the heat conduction 
equation is presented by:

∂
∂

+
∂
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+ =
2

2

2

2
0T

x
T
y

q�
λ

 (5)

The domain of the equation is partitioned into 
rectangular finite difference meshes with step sizes 
Δx, Δy, and x = iΔx, y = iΔy. According to the known 
second-order central difference formula, the finite 
difference of the second partial derivative of the 
temperature in equation (5) can be shown as:
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The above two equations are substituted into 
equation (5) to obtain the finite difference scheme 
of two-dimensional steady-state heat conduction 
equation with internal heat source.
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where Ti jTT  and �qi j  are the values of the tempera-
ture and the internal heat source at node (x,y), 
respectively.

4 SIMULATION ANALYSIS

4.1 Thermo-optic VOA interconnect simulation 
model

According to the relevant parameters of the 
thermo-optic VOA, the geometric model is estab-
lished in Figure  4. The upper layer is gold thin 
film interconnects and the lower layer is polymer 
optical waveguide. In order to make the simula-
tion results more accurate, the arc structure of 
the interconnect is neglected during modeling. 
The interconnect structure is designed as follows: 
length equals 1000 um, width equals 10 um, height 
equals 0.3 um and the spacing between intercon-

nects is constant. The thickness of the polymer 
material is 15 μm.

4.2 Model parameter setting

By means of the finite element analysis software of 
ANSYS, the thermo-optic VOA model with differ-
ent interconnect spacings is simulated to study the 
influence of interaction of multiple interconnects. 
The material parameters involved in the simulation 
are shown in Table 1.

4.3 Simulation results

In the simulation, the ambient temperature is 
set to 25°C, the current of  gold film intercon-
nects is 0.07  A and the interconnect spacing is 
100  um. Contours are drawn from eight fixed 
and equant points through Y direction as shown 
in Figure  5. It can be seen from the figure that 
there is a minimum temperature SMN = 25°C at 
the bottom of the polymer and a maximum tem-
perature SMX =  149.742°C on the most inteme-
diate interconnect. The temperature decreased 
along the interconnects toward the polymer. 
When ΔT = 42°C, the refractive index of  the wave-
guide core is less than the refractive index of  the 
cladding so that all the light can be attenuated. 
From the contour map it can be determined that 
the position of  the waveguide core is between D 
and E.

From equation (4), we know that the change of 
refractive index can be known by temperature dis-
tribution. In order to clearly show the correspond-
ence, the ANSYS simulation results were imported 
into Rsoft optical simulation software. The change 
of temperature distribution and refractive index are 
presented in Figure 6, where ΔT is the temperature 

Figure  4. Thermo-optic VOA multiple interconnects 
model.

Table 1. Material parameters.

Material

Thermal 
conductivity 
W/m.K

Resistivity 
Ω.m

Gold 315.5 2.20E-08
Polymer 0.18 1.00E+15
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rise of the position relative to the substrate, Δn is 
the change of the corresponding refractive index.

To explore the relationship between the inter-
connection distance and interaction, the four 
models of 20  um, 40  um, 60  um and 80  um are 
simulated respectively, and the temperature distri-
bution is shown in Figure 7.

5 DATE ANALYSIS AND RESULTS 
DISCUSSION

As the temperature distribution data are close, dif-
ference method is used to study the relationship 
between the size of the interconnect spacing and 
the interaction. The temperature distribution at 
each spacing is compared with the temperature dis-
tribution at 100 μm, which can be seen in Figure 8. 
It can be seen that the temperature of the waveguide 
increases gradually from point 1 to point 8, and the 
increasing rate gradually decreases. When the inter-
connect spacing is 80 um or 60 um, the value of Δ°C 
is very small and close. When the distance is 20 um, 
Δ°C sharply increases and the value of the eighth 
equalization point even reaches 10°C that would 
have a great impact on the life and reliability of the 
device. Taking into account the interconnect and 
the electrode is connected through the arc, 20 um 
size is too small and is not conducive to the design 
of the device layout. Contrasting the four curves, it 
was found that the interaction was enhanced with 
the reduction of the interconnect spacing.

According to the spacing optimization simula-
tion results, the trial sample of 80 um interconnect 

Figure 5. Thermo-optic VOA cross-section tempera-
ture counters.

Figure 6. Temperature distribution and refractive 
index.

Figure 7. The cross-sectional temperature distribution 
of VOA with different interconnect spacing.

Figure  8. The curve of temperature difference under 
different spacing.

Figure 9. 80 um interconnect spacing test sample.
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spacing is made and the experimental result is shown 
in Figure 9. The reliability experiment results show 
that the layout of interconnect spacing is feasible.

6 CONCLUSION

In order to reduce the overall size of the device, 
the finite element simulation software is used to 
analyze the interaction of interconnects at different 
spacings, and the results show that the interac-
tion increases gradually with the decrease of the 
interconnect spacing. The test samples with 80 um 
interconnect spacing are fabricated by the spac-
ing optimization design. The reliability test results 
show that the simulation results are correct and the 
distance can be optimized, which can be used as 
a reference for the miniaturization and integration 
of devices in optoelectronic industry.
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Growth and characterization of thick Ge epilayers on Si and Silicon-
on-Insulator (SOI) substrates with low temperature Ge buffers

Zhiwen Zhou
School of Electronic Communication Technology, Shenzhen Institute of Information Technology, 
Shenzhen, Guangdong Province, P.R. China

ABSTRACT: High-quality thick Ge epilayers on Si and Silicon-on-Insulator (SOI) substrates with 
smooth surface and low threading dislocation densities are critical for device performance. In this work, 
Ge epilayers on Low Temperature Ge (LT Ge) buffer layers were grown utilizing two-step approach by 
ultrahigh vacuum chemical vapor deposition and characterized by atomic force microscope, x-ray diffrac-
tion, transmission electron microscopy, counting etch pit density and photoluminescence measurements. 
The results showed that the surfaces of LT Ge buffers were rough, but the misfit strains were nearly fully 
relaxed (strain relaxation reached 95%). However, the rough LT Ge surface was smoothed by subsequent 
growth at elevated temperature. It suggested that LT Ge buffer was not essential to be atomically flat as 
known for the high quality Ge growth. On proper LT Ge buffer, 1-μm thick Ge epilayers with narrow 
symmetric diffraction peak (full width at half  maximum of about 90 arcsec), smooth surface (root mean 
square roughness is about 3 nm), low Threading Dislocation Density (TDD, 6 × 107/cm2), and strong 
photoluminescence spectra at 1.55 μm wavelength were obtained both on Si and SOI substrates.

buffer layers (Luo 2003), and two-step approach 
(Liu 2008, Sun 2009, Liu 2010). In two-step 
approach, a Ge film is initially deposited at low 
temperature (LT: 300–400°C) in first step, which 
constitutes a buffer whose thickness lies between 
30 and 100  nm and enables plastic strain relaxa-
tion without the nucleation of any 3D islands. In 
second step, the growth temperature is increased 
to high temperature (HT: 500–850°C) for the for-
mation of additional thicker Ge layer with higher 
crystalline quality and growth rate.

In this paper, we reported the growth of thick 
Ge epilayers on Si and SOI substrates by Ultrahigh 
Vacuum Chemical Vapor Deposition (UHVCVD) 
and characterizations by Atomic Force Micro-
scope (AFM), X-Ray Diffraction (XRD), High-
Resolution Transmission Electron Microscopy 
(HRTEM), counting Etch Pit Density (EPD) and 
Photoluminescence (PL) measurements.

2 EXPERIMENTAL DETAILS

All samples were grown by a single-wafer cold 
wall UHVCVD system. The base pressure is 
5  ×  10−8  Pa. Pure Si2H6 and GeH4 were used as 
precursors. The substrates were 4  inch N-type 
Si (100) and SOI (100) wafers with resistivity in 
the range of  0.1∼1 Ω•cm. After baking the wafer 
at 850°C and the growth of  300 nm Si buffer at 

1 INTRODUCTION

The heteroepitaxy of thick Ge epilayers on Si and 
Silicon-on-Insulator (SOI) substrates with ideal 
characteristics, i.e., flat surface morphologies, few 
misfit dislocations and thin intermediate buffer 
layers, has attracted great attention due to the high 
compatibility of Ge with mature Si complemen-
tary metal oxide semiconductor processes and the 
extensive applications in optoelectronics for high-
volume and large-scale electronic–photonic inte-
gration, such as efficient photodiodes operating 
in the infrared wavelength range of 1.3–1.55  μm 
(Wang 2015), high mobility field effect transis-
tors (Wu 2015), ultralow energy electro-absorption 
modulators (Liu 2008), innovative direct bandgap 
light emitting diodes (Sun 2009), and even mono-
lithic lasers (Liu 2010). Moreover, Ge is the pre-
ferred template for the integration of Sn (Wirths 
2015) and III-V compound semiconductors (Liu 
2011) on Si. However, the greatest challenge to 
grow high quality thick Ge layers on Si is the 4.2% 
lattice mismatch between the two elements, which 
could cause high surface roughness resulting from 
Stranski–Krastanov growth mode and high den-
sity threading dislocations due to plastic strain 
relaxation. Various growth techniques and treat-
ments have been put forward to solve the problems. 
These include compositionally graded SiGe buffer 
layers (Thomas 2003), two thin SiGe intermediate 
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750°C, it’s  ready for Ge growth. The growth of 
Ge epilayers proceeded in two steps. First, thin LT 
Ge buffer layers were grown at the temperature of 
310°C with the thickness of  90 nm. Second, thick 
HT Ge epilayers were grown at fixed 600°C with 
various thicknesses. Figure 1 shows the Ge depo-
sition diagram. The chamber pressure is about 
2 × 10−2 Pa during deposition. The growth rate is 
0.5  nm/min and 1.2  nm/min for LT Ge and HT 
Ge, respectively. In the present study, we focus 
on four samples (A to D). Sample A to C were 
grown on Si wafers, but sample D was grown on 
SOI wafer. Sample A is the thin LT Ge buffer with 
thickness of  90 nm. Sample B and C are the thick 
HT Ge epilayers on the LT Ge buffer. The thick-
ness of  LT Ge buffer is 90 nm, but the thickness 
of  HT Ge is 210 nm and 910 nm for sample B and 
C, respectively. Sample D is a replica of  sample C 
except that the wafer is SOI.

The surface morphologies and roughnesses of 
all samples were analyzed by atomic force micros-
copy (Seiku Instruments, SPI4000/SPA-400) in a 
tapping mode, and Nomarski optical microscope. 
The strain status and crystal quality of Ge layers 
were evaluated by double crystal x-ray diffraction 
measurements (Bede, D1 system), using a Cu κα1 
(λ = 0.15406 nm) as the x-ray source. The thread-
ing dislocation densities of Ge films were char-
acterized by counting pits formed by selectively 
chemical etching and high-resolution transmission 
electron microscopy. The photoluminescence spec-
tra were measured at room temperature using an 
Ar+ laser emitting at 488 nm.

3 RESULTS AND DISCUSSION

Figure 2 shows the large-scale surface morpholo-
gies of four samples viewed by Nomarski optical 
microscope. For sample A of LT Ge buffer, the sur-

face is rather rough, but samples B to D with HT 
Ge epilayers on LT Ge buffers have flat surfaces. 
The detailed surface morphologies were meas-
ured by AFM and shown in Figure 3. The surface 
root mean square (rms) roughness for sample A 
is 16.9  nm. After the growth of HT Ge epilay-
ers, the rough surfaces were smoothed; the rms 
roughness is 2.3, 3.4 and 2.9 nm for sample B to 
D, respectively. The rms value was largely reduced. 
It is interesting to note that a typical cross-hatch 
surface pattern, due to strain fields arising from 

Figure 1. Ge deposition diagram.
Figure 2. Optical images of samples (a) A, (b) B, (c) C, 
and (d) D.

Figure 3. AFM images of samples (a) A, (b) B, (c) C, 
and (d) D.
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inhomogeneous distribution of misfit dislocations, 
associated with thick SiGe layers grown on Si sub-
strates is not visible in these samples.

Figure 4  shows the XRD results of these four 
samples along with the theoretical positions of 
bulk Si and Ge. Sharp peaks from Si substrates 
and relatively broad peaks from Ge epilayers are 
clearly observed. For sample A of LT Ge buffer, 
Ge diffraction peak is much broader and asymmet-
ric, which are signs of some imperfection of a crys-
tal quality, like mosaicity, due to the presence of 
defects, and the non-uniformly distributed strain. 
Based on the peak positions, the calculated degree 
of strain relaxation reached 95% for sample A. For 
sample B to D with HT Ge epilayers, Ge peaks 
become symmetric and narrower. The Full Width 
at Half  Maximum (FWHM) for sample A to D is 
1200, 490, 90 and 95 arcsec, respectively. The mod-
ified Ge diffraction peaks suggest the improvement 
of crystal quality. Based on the peak positions of 
the HT Ge epilayers (samples C and D), which are 
much closer to that of the Si substrate in compari-
son with the bulk Ge one (−5640 arc sec), the Ge 
epilayers are tensily strained. The tensile strain in 
Ge epilayers is calculated to be 0.16%. The tensile 
strain is induced by the thermal expansion coeffi-
cient mismatch between Ge and Si.

Figure 5 shows cross-sectional HRTEM images 
of sample C. Although we cannot evaluate the 
exact TDD by HRTEM for its localized view, the 
TDD distribution can still be outlined by analyz-
ing HRTEM images. It can be seen that most of 
misfit dislocations are confined at the LT-Ge and 
Si interface as shown in the inset. Some of them 
thread upward and generate threading dislocations 
and then some of the threads meet and annihilate 
in a region at the beginning of the HT-Ge layer. 

The typical optical image of the etched Ge surface 
for threading dislocation measurement is shown in 
Figure 6, and the etch pit densities are averaged to 
be 6  ×  107  cm−2. TEM result is in fair agreement 
with the EPD measurements.

The PL spectra of the Ge epilayers on Si and 
SOI wafers (samples C and D) are shown in 
Figure 7. The PL peak of the sample C with the Ge 
layer on Si wafer is at about 1.56 μm, which shifts 
to longer wavelength compared to 1.52  μm for 
bulk Ge. This red shift should be due to the tensile 
strain-induced Γ point conduction band down for-
ward shift. The tensile strain induced Ge band gap 
shrinkage is shown in Figure 8. For sample D with 
the Ge epilayer on SOI wafer, the PL spectrum is 

Figure  4. Omega-2Theta XRD scans around (004) 
order for samples A, B, C, and D. Straight dashed line 
indicates the theoretical peak position of bulk Si and Ge 
(−5640 arc sec).

Figure  5. Cross-sectional images of HRTEM of 
sample C.

Figure  6. Optical image of sample C after chemical 
etching.
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deposition. It has been demonstrated that LT Ge 
buffers were rough, but the misfit strains were fully 
relaxed. On 90 nm thick LT Ge buffer, high qual-
ity 1 μm thick of Ge epilayers were obtained both 
on Si and SOI substrates. XRD peaks were narrow 
and symmetric with the FWHM of about 90 arc-
sec. AFM showed the smooth surfaces with rms 
roughness of about 3 nm. TEM and counting etch 
pit methods indicated the Ge epilayers had a low 
TDD of 6  ×  107/cm2. Strong photoluminescence 
spectra at 1.55 μm wavelength were shown.
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Figure 7. PL spectra of samples C and D.

Figure 8. Direct bandgap of Ge vs. tensile strain.

modulated by Fabry-Perot cavity formed between 
the surface of Ge and the interface of buried SiO2. 
The enhancement of the luminescence peak inten-
sity of the Ge layer on SOI wafer in comparison 
with the Si wafer is about 2.5 fold and the FWHM 
of the maximum peak is reduced from 200 to 
76 nm. What more interesting is that the integra-
tion over all spectra of the Ge layer on SOI wafer 
has a factor of 1.5 fold increases compared to that 
on Si wafer. This result implies that the absolute 
amount of light emitted in the Ge on SOI substrate 
is significantly increased.

4 CONCLUSION

We have grown high quality thick Ge epilayers on 
Si and SOI substrates utilizing low temperature 
Ge buffers by ultrahigh vacuum chemical vapor 
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Effect of ZnSO4 and SnSO4 additions on the morphological 
of α-Al2O3 flakes for pearlescent pigment

Huan Qin, Ling Wang & Yan Xiong
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ABSTRACT: The flaky α-Al2O3 is one of desirable substrate materials for pearlescent pigments. In the 
present work, the flaky α-Al2O3 with aspect ratio larger than 100 were prepared via a novel routine 
combining the sol-gel process with molten-salt growth method. Furthermore, ZnSO4 or/and SnSO4 were 
selected as the morphology modifiers and the effects of the ratio and amount of the modifiers on the 
morphologies of α-Al2O3 platelets were investigated by Scanning Electron Microscopy (SEM). The results 
showed that the flaky α-Al2O3 with an average size of ∼30 μm and ∼0.2 μm in thickness were prepared 
using 2 wt% ZnSO4 and 0.2 wt% SnSO4 as the modifiers by fired at 1100°C for 5 h.

growth which combined the sol-gel method was 
adopted, and that can prepare the flaky α-Al2O3 
with characteristic of large radius-thickness ratio, 
stability of physical and chemical performance and 
good repeatability.

2 EXPERIMENT PROCEDURE

2.1 Raw materials

The Al2(SO4)3⋅18H2O and Na2CO3 were used as raw 
materials. K2SO4 and Na2SO4 were used as molten 
salts. ZnSO4 or/and SnSO4 were added as mor-
phology modifiers. All of the materials above were 
produced in Sinopharm Group Chemical Reagent 
Co., Ltd. and were 99.7% in purity.

2.2 Sample preparation

Al2(SO4)3⋅18H2O was dissolved in de-ionized water 
to form an Al3+ solution with 1 mol/L in concen-
tration, K2SO4 and Na2SO4 were added separately 
into the Al2(SO4)3 solution with the molar ratio of 
1.6:2.4:1. The Na2CO3 solution which was prepared 
with the concentration of 3 mol/L was dropped in 
the speed of 15 ml/min into the Al2(SO4)3 solution 
at 65°C until the pH reached about 6.8. And the 
intermediate product was aged at 95°C for one day 
to obtain a translucent colloid after stirred rapidly 
for 15  min. Then dried at 110°C and sintered at 
1100°C for 5h to obtain a precursor. Finally the 
sintered product was dispersed in a sulfuric acid 
solution, repeatedly washed with distilled water 
and alcohol, and dried to obtain a flaky α-Al2O3 
sample.

1 INTRODUCTION

The flaky α-Al2O3 with the special two-
dimensional structure not only has good perfor-
mance like mechanical strength, hardness and 
high heat conductivity as general α-Al2O3, it is 
also equipped with double peculiarities of micro 
powder and nano-powder properties, appropriate 
surface activity, preferable adhesion and ability of 
reflecting rays, remarkable shielding effect and etc. 
Therefore, the flaky α-Al2O3 has extensive applica-
tion in areas of cosmetics industry, fire-proofing 
(Cemail (2002), Karlsson (2006)), pearlescent pig-
ment (Egashira (2006), Teaney (1999) & Sharrock 
(2000)), toughening ceramics (Matthew (1997), 
Zhang (2010)). For example, ceramic matrix com-
posite enhanced with the flaky α-Al2O3 has higher 
breaking tenacity, compared to that enhanced with 
alumina granules (Shukla (2007), (2011), Bonderer 
(2009)). In addition, the alumina platelets with 
high-quality is the ideal high-grade pearlescent 
pigment substrate. As a pearlescent pigment base 
material, it has a high surface reflectivity and a 
high reflectance capability over other powdery 
materials. And it improved the color brightness, 
hue and saturation greatly, and produced special 
effects of color vector angle. The flaky α-Al2O3 is 
the ideal high-grade pearlescent pigment substrate 
(Wu (2014), Zhang (2014)).

At present, many studies are focusing on adjust-
ing the thickness and size of the flaky α-Al2O3 (Tan 
(2012), Zhu (2011) & Su (2011), among others), but 
some of them are faced with the problem of poor 
stability and repeatability (Jin (2004), Su (2011) & 
Zhu (2011)). In this work, a method of molten salt 
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2.3 Characterization

The crystal structure of the samples were char-
acterized by X-ray diffraction pattern (XRD, 
Bruker D8  Advance diffractometer) with mono-
chromatized Cu Kα radiation (λ  =  1.5418 ) in 
the 2θ range of 10–90  deg. The morphologies 
of the prepared samples were observed by field-
emission Scanning Electron Microscopy (SEM, 
S4800 Hitachi, Japan) with a voltage of 80 kV.

3 RESULTS AND DISCUSSION

The effect of ZnSO4 content on the morphology 
of flaky α-Al2O3 was investigated by SEM (Fig. 1). 
With the addition of ZnSO4, the average size of the 
sample was also increasing, but its thickness was 
gradually thickening. When the amount of ZnSO4 
was 2.0 wt%, the average size of the alumina can be 
up to 25 μm or more and the thickness was about 
0.2 μm.

The SEM micrographs of alumina platelets in 
Fig.  2 (a–f) shows the effect of SnSO4 content on 
the morphology of platelets. The addition of small 
amounts of SnSO4 had a large effect on the sam-
ple morphology. The increased addition amount 
of SnSO4 led to the decrease of the size of the flaky 

α-Al2O3 and the corresponding reduction of thick-
ness. When the amount of SnSO4 was 0.4 wt%, the 
average size of the alumina can be 30 μm and the 
thickness was about 0.4 μm.

Fig.  3 (a–f) presents the SEM micrographs of 
alumina platelets with various amounts of both 
ZnSO4 and ZnSO4. The addition of the two mate-
rials exerts a competitive effect on the morphology 
of the flaky α-Al2O3 particles. When the addition 
amount of ZnSO4 and SnSO4 was 2 wt% and 0.2 
wt%, the average size of the alumina can be 30 μm 
or more and the thickness was about 0.2 μm, which 
to achieve the best.

In present study, the samples added additives 
would get flake-like structure, may be the additives 
could inhibit the growth of the longitudinal crystal, 
so that it presents a special two-dimensional plane 
structure. And the larger size and thinner thickness 
of the sample, the more beautiful streamer color it 
has. That may as a result of its translucent sheet 
structure that occurred in the interference effect of 
light.

The samples obtained after calcination at 
1100°C for 5h at a heating rate of 5°C/min were 
analyzed by XRD in Fig. 4. The sharp diffraction 
peaks appeared at 2θ of  35.2°, 57.56°, 43.4°, 25.66° 
and 37.9°, which were consistent with the diffrac-
tion peak positions of standard spectra. Thus it 

Figure  1. SEM micrographs of α-Al2O3 platelets pre-
pared through a 5 h calcination at 1100°C. (a), (b) 1 wt%, 
(c), (d) 2 wt%, (e), (f) 3 wt% of ZnSO4.

Figure  2. SEM micrographs of α-Al2O3 platelets pre-
pared through a 5 h calcination at 1100°C. (a), (b) 0.2 
wt%, (c), (d) 0.4 wt%, (e), (f) 0.8 wt% of SnSO4.
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can be concluded that the flaky α-Al2O3 prepared 
by this method was α-Al2O3, which belongs to the 
trigonal system, and has good crystallinity.

4 CONCLUSIONS

The flaky α-Al2O3 prepared by the novel routine 
which combined the sol-gel process with molten-

salt growth method could be used as substrate 
materials for pearlescent pigments successfully. 
During the reaction, individual additions of ZnSO4 
and SnSO4 had adverse effects on the morphology 
of the platelets. The particles of α-Al2O3 would be 
large and thick as the amount of ZnSO4 increased. 
SnSO4 had the opposite effect on the morphology 
which resulted in the formation of small and thin 
α-Al2O3 flakes. But when the mixtures of the ZnSO4 
and SnSO4 were used as morphology modifiers, the 
average size and the thickness were both improved. 
And the flaky α-Al2O3 with the average size ∼30 μm 
and ∼0.2 μm in thickness under the condition of 
adding 2 wt% ZnSO4 and 0.2 wt% SnSO4.
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A facile cost-effective method for preparing superhydrophobic 
carbon black coating on Al substrate
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ABSTRACT: In this research, a simple technique for fabrication of superhydrophobic coating was 
prepared via spraying hydrophobic carbon nanoparticles suspension on aluminum alloy surface. The static 
water contact angle and sliding angle on the silica nanoparticle depostied aluminum alloy surface were 
160 ± 1° and 5°, respectively. In addition, the as-prepared superhydrophobic surface exhibited excellent 
self-cleaning property. This approach may open a new way in the fabrication of superhydrophobic surfaces 
with self-cleaning property.

polyfluorinated compounds have a documented 
ability to bioaccumulation and potential adhverse 
effects on human offspring (Li et al. 2016). There-
fore, there is an increasing demand to prepare non-
fluorinated superhydrophobic materials for their 
nontoxic and low-cost benign.

In this paper, we presented a simple, cost-effec-
tive and environmental-friendly way to prepare an 
aluminum alloy sheet with superhydrophobicity 
and self-cleaning properties. Painting is intrinsi-
cally cheap, low-expertise route to mass produc-
tion and applicable to almost any substrate types 
(Wang et al. 2016). Here, the suspension was simply 
prepared by one-pot process at room temperature. 
Through painting the as-prepared suspension, the 
aluminum alloy sheet shows a contact angle of 
160 ± 1° and a sliding angle of 2°. It also shows per-
fect self-cleaning property. When the water droplet 
is dropped on the nano silica deposited aluminum 
alloy sheet covered with graphite powder, it roll off  
the surface and carried the graphite powder away.

2 EXPERIMENTAL PROCEDURE

Carbon black (VXC 72R) was supplied by Cabot. 
Trimethoxypropylsilane (PTMS, assay: 97%) and 
ethanol were supplied by Sinopharm Chemical 
Reagent Co., Ltd. Acetic acid (assay: 36%) was 
purchased from Tianjin Fuchen Chemical Rea-
gents Factory.

Carbon black was first dispersed in ethanol, and 
PTMS was added dropwise under stirring at room 
temperature. The concentration of carbon black 
and PTMS was 20 and 50 mg/mL, respectively. The 
solution was further adjusted at PH = 3.5 with ace-
tic acid. In the following experiments, the solution 

1 INTRODUCTION

As is well known, aluminum and its alloys have 
achieved extensive industrial applications owing to 
its abundance in nature, good ductility, low specific 
weight, excellent electrical conductivity and excel-
lent machinability (Zheng et  al. 2016). However, 
aluminum and its alloys are prone to contamina-
tion in damp environment. Therefore, it is a needed 
to form a surface layer on Al and its alloys which 
protect them from a wide range of contamina-
tion. One promising approach is to transform the 
hydrophilic nature of Al and its alloy surfaces to be 
superhydrophobic.

Superhydrophobic surfaces with static water 
contact angles higher than 150° and sliding angles 
lower than 10° have attracted more and more 
attention because of their numerous applications 
in self-cleaning (Wang et  al. 2015), anti-icing 
(Ganne et  al. 2016), anti-corrosion (Zhang et  al. 
2016, Zhang et al. 2014), oil-water separation (Liu 
et  al. 2015), and so forth. It is well known that 
the superhydrophobic property is the result of a 
combination of suitable surface roughness and 
low surface energy (Du et al. 2007). A great num-
ber of artificial superhydrophobic surfaces have 
been developed by various methods such as layer-
by-layer deposition (Zhai et  al. 2004), template-
based methods (Chang et al. 2013), sol-gel process 
(Latthe et al. 2014), lithography (Park et al. 2012), 
etc. However, these artificial surfaces are prone to 
lose their self-cleaning properties when they are 
subjected to impact of water (Deng et  al. 2012). 
Moreover, fluoropolymers such as perfluorooc-
tanoic acid and perfluorooctyltrichlorosilane are 
conveniently utilized to prepare superhydrophobic 
surface. Recent researches revealed that long-chain 
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was painted onto the Al 6061 substrate using a dis-
posable Pasteur pipette (1 ml), and cured at room 
temperature for 24 h.

FE-SEM (Field-emission scanning electron 
microscope) images were obtained on a Zeiss Supra 
55 instrument at 5–10 kV. Prior to FE-SEM meas-
urements, a thin Au layer (ca. 5 nm) was deposited 
on the specimens by sputtering. The water con-
tact angle and sliding angle were measured with 
a SL100B apparatus at ambient temperature. The 
volume of the individual water droplet in all meas-
urements was 5 μL. The average contact angle and 
sliding angle values were obtained by measuring 
the same sample at least in five different positions.

3 RESULTS AND DISCUSSION

The synthesis of hydrophobic carbon nanopar-
ticles was a key part of our strategy for the fab-
rication superhydrophobic coating. During the 
preparation of coating solution, the hydrolysis 
reaction of PTMS could be described as Figure 1, 
where R is CH2CH2CH3. Furthermore, the hydro-
philic carbon nanoparticles were functionalized 
through the attraction of hydrogen bond forma-
tion by pairs of Si-OH groups.

Figure  2a and b showed the SEM top-images 
of carbon nanoparticle deposited Al 6061 sub-
strate with low and high magnifications, respec-
tively. From the low magnification SEM images 
(Figure 2a), it could be founded that carbon nan-
oparticles uniformly cover the paper substrate. 
The high magnification SEM (Figure 2b) showed 
nanoscale porous structure. During the evaporation 
of ethanol, the distance between nearby nanopar-
ticles is much greater than several nanometers (Li 
et  al. 2015). Thus, the interparticle forces display 
attractive force rather than replusive force which 
lead to the nanoparticle aggregation. Furthermore, 
as the nanoparticles come closer, one nanoparti-
cle tended to combine with another nanoparticle 
through van der Waals force and hydrogen bonds. 
Therefore, after the evaporation of ethanol solvent, 
the porous structure with large scale homogeneity 
but local irregularity was spontaneously formed. 

As shown in Figure 2b, the pore size ranged from 
nanoscale to sub-microscale.

To study the surface wettability of carbon 
nanoparticle superhydrophobic coating, the water 
contact angle and sliding angle of the as-prepared 
sample were measured, as shown in Figure 3. The 
carbon nanoparticle deposited superhydropho-
bic surface showed a high water contact angle of 
160 ± 1° (Figure 3a). Meanwhile the water droplets 
don’t come to rest on the surface when the slid-
ing angle is 5°, suggesting low adhesion between 
water droplet and carbon nanoparticle deposited 
surface (Li et al. 2012). As is known to all, the sur-
face wettability can be described by the Wenzel 
(Wolansky et al. 1999) and Cassie-Baxter models 
(Johnson et al. 1964). Both two wettability states 
can lead to a high contact angles. However, only 
the Cassie-Baxter model can result in a very low 
sliding angle (Liu et  al. 2013). Herein, Cassie-
Baxter theory was employed to explain the mecha-
nism of superhydrophobic behavior on the carbon 
nanoparticle superhydrohobic coating. On the as-
prepared surface, the apparent solid-liquid contact 

Figure  1. Scheme of creating a carbon nanoparticle 
superhydrophobic coating.

Figure  2. Top-view SEM images of carbon black 
deposited aluminum alloy surface with low magnification 
(a) and high magnification (b), respectively.
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is a real composite contact of solid-liquid-gas due 
to the hierarchical structures. In this composite 
state, air layer can be trapped in the micro cavi-
ties and nanopores between silica nanoparticles, 
and then water droplets will be suspended due to 
the “air cushion” underneath water droplets. Thus, 
the surface adhesion between droplets and super-
hydrophobic silica nanoparticle deposited surfaces 
is extremely low and the water drops can slide off  
with a slight sliding angle.

The silica nanoparticle deposited aluminum 
alloy surface also shows excellent self-cleaning 
property. The self-cleaning performance of the 
carbon nanoparticle superhydrophobic coating 
was investigated using sand as contaminant dust 
particles (Figure 4). First, a thin layer of sand was 
sprinkled onto the as-prepared superhydrophobic 
coating (Figure  4a). Then, water droplets were 
gently placed on this contaminated surface. The 
dust particles were immediately adsorbed on the 
surface of the water droplet as soon as they came 
into contact with the water droplet (Figure  4b 
and 4c). After several sliding and rolling processes, 

Figure 3. Water droplets on the nano silica deposited 
aluminum allogy substrate with (a) a contact angle of 
160 ± 1° and (b) a sliding angle of 5°.

Figure 4. (Continued).
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Figure 4. Self-cleaning process on the carbon nanopar-
ticle deposited aluminum alloy surface: (a) the surface 
with sand as a model of contaminant; (b-c) the contami-
nated surface with one water drop on it; (d) the contami-
nated surface after the sliding of water droplets.

water droplets brought away the contaminants 
completely and left a clean surface (Figure  4d), 
which confirmed the excellent self-cleaning ability 
of the prepared graphene coating.

4 CONCLUSION

In conclusion, we have developed a facile and 
cost-effective spray-coating method to prepare 
carbon nanoparticle superhydrophobic coating. 
The carbon nanoparticle deposited aluminum 
alloy surface exhibited high water contact angle 
(160 ± 1°) and low sliding angle (5°). Furthermore, 
the as-prepared superhydrophobic aluminum sur-
face exhibited excellent self-cleaning property. 
Thus, the aformentioned great properties make 
this method a promising candidate to fabricate a 
superhydrophobic surface on an aluminum sheet 
for wide application.
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ABSTRACT: In the field of inorganic non-metallic materials, flake Al2O3 is one of the hot spots of 
research due to its unique two-dimensional structure and the larger aspect ratio. Al2(SO4)3, Na2SO4, 
K2SO4, Na2CO3 and Na3PO4 are used as raw materials. And a novel routine method obtained by combin-
ing the sol–gel process with molten-salt growth is used to prepare flake Al2O3. Meanwhile, the effects of 
additive content and sintering temperature on its aesthetic properties and micro-structure are also inves-
tigated. The results show that the best aspect ratio and the excellent aesthetics property of flake Al2O3 
are obtained by using 0.0136% SnSO4, 0.1000% TiOSO4, and 0.0900% ZnSO4 as the additives and by 
sintering at 1200°C for 7 h.

2 EXPERIMENTAL PROCEDURE

2.1 Raw materials and reagents

All of the following materials were produced in 
Sinopharm Group Chemical Reagent Co. Ltd. and 
were 99.7% pure:

Al2(SO4)3⋅18H2O, Na2SO4, K2SO4, SnSO4, 
Na2CO3, ZnSO4⋅7H2O, TiOSO4, and Na3PO4.

2.2 Preparation process

The molar ratio of the molten salt and Al3+ 
is 4:1. The concentration of 0.5295  mol/L 
Al2(SO4)3⋅18H2O, 0.8469  mol/L K2SO4, and 
1.2787  mol/L Na2SO4 are prepared respectively, 
thereby composing solution 1. And then, a certain 
percentage of SnSO4, TiOSO4, and ZnSO4⋅7H2O 
are added to solution 1. Next, 0.3396  mol/L 
Na2CO3 and 0.0018  mol/L Na3PO4 are prepared 
as the second solution, namely 2. The solution 2 is 
dropped at a speed of 5 ml/min into solution 1 at 
65°C and is kept under continuous stirred at a rate 
of 400 r/min for 15 min by using a peristaltic pump 
until the reaction is completed to obtain a gel mix-
ture of the two solutions. The temperature of the 
reaction container is raised to 90°C and aged for 
24 h. The gel is evaporated to dryness. And then, 
the dried precursor powder is placed in a corundum 
crucible and compacted and placed in a muffle fur-
nace. The dried precursor powder is heated respec-
tively to 1000°C, 1100°C, 1200°C and 1300°C at the 
rate of 9°C/min. The solid agglomerate obtained 
after calcination is dispersed with concentrated sul-
furic acid and then repeatedly washed with a large 
amount of distilled water and alcohol to remove 
impurities and finally dried to obtain a test sample.

1 INTRODUCTION

In recent years, flake Al2O3 has emerged into a 
kind of composite materials with excellent per-
formance. It has extensive applications in differ-
ent fields, including cosmetics industry, refractory 
(Cemail (2002), Karlsson (2006)), pearlescent 
pigments, toughening ceramics (Matthew (1997), 
Zhang (2010)), and other fields. Generally, flake 
Al2O3 grain size is 5–50 μm, and the thickness is 
100–500 nm. The well-developed crystal particles 
of flake Al2O3 also show a regular hexagonal mor-
phology (Yang (2004), Pei (2010)). Flake Al2O3 
ceramics with excellent performance are widely 
used in expensive automobile basic paint materi-
als, high-grade pearlescent pigments and cosmetics 
(Egashira (2006), Teaney (1999), Sharrock & Schuel 
(2000)), and advanced abrasives (for the electron-
ics industry, mono-crystalline silicon substrate 
polishing) (SU (2004)). But these raw materials are 
mainly dependent on import, such as Germany’s 
Merck and BASF companies. Although, there 
are some reports in the Chinese literature, flake 
Al2O3 mentioned in the report is not big in size, the 
aspect ratio is small and the stability and repeat-
ability of preparation are poor. However, in China, 
automotive-related industries have a huge demand 
of flake Al2O3, providing broad prospects for flake 
Al2O3. When compared with the traditional molten 
salt method (Jin & Gao (2004), Hsiang (2007), Su 
& Li (2011)) to prepare ceramic powder, we have 
adopted a novel routine method by combining 
the sol–gel process with molten-salt growth (Hill 
& Supancic (2002), Zhou (2003), Akkaya (2014)), 
the flake Al2O3 prepared by this method has a large 
aspect ratio, stable physical and chemical proper-
ties, and good repeatability.
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2.3 Properties and characterization of the sample

The morphology analysis instrument of flake alu-
mina employs a JSM-5610  LV scanning electron 
microscope, made by Japanese Electronics Co., 
LTD, by using high-energy electron beam, on the 
surface of flaky alumina powder through scan-
ning frame by frame, inspiring different physical 
signals, which are saved as printing results. The 
microstructure phase analysis of samples uses an 
X-ray Microanalysis System (EDS) made by the 
American General Company, as the attachment 
configuration of scanning electron microscopy in 
a JSM-5610  LV Scanning Electron Microscope 
(SEM). A Phoenix spectrometer is a spectrum 
analysis system with high resolution images and 
component diagram.

3 RESULTS AND DISCUSSION

3.1 Surface morphology characterization and 
mechanism analysis

Figure 1 shows the XRD pattern for flake alumin-
ium oxide.

According to the XRD pattern of the sam-
ple, the crystal shape of flaky aluminium oxide 
is α-Al2O3. Through the contrast with the stand-
ard peak, the location of the characteristic peak 
is conformed to the standard. And so, the crystal 
type of the final samples is the alpha type of the 
crystal. α-Al2O3 is a kind of nanometer alumina. 
The size and specific surface area of α-Al2O3, 
which appears in a white fluffy powder state, are 
respectively 20 nm and 50 m2/g or higher. In view 
of the existence of defects, semiconductor and 
metal composite materials, etc. present a rare 
superiority instead. Addition of inhibitors inhibits 
the grain’s longitudinal growth, thereby bringing 
out the special two-dimensional plane structure on 
flake alumina.

Figure  2  shows the SEM image of the analy-
sis of the crystal microstructure of flake alumina, 
which is prepared under the condition of aging at 
95°C for 36 h and sintering at 1000–1300°C, at the 
rate of 9°C/7 min for 7 h. Results indicate that, at 
1200°C, the grain size and thickness of the flake 
alumina are the best and the aspect ratio is the larg-
est. Meanwhile, the samples possess a translucent 
shape and the macroscopical morphology has a 
beautiful streamer color. Because of its translucent 
sheet-like structure, the light interference effect was 
observed through the light path through reflection. 
Due to the anisotropy of the crystal, the addition of 
appropriate additives can inhibit the growth of the 
crystal in the longitudinal direction, so that it pre-
sents a special two-dimensional planar structure.

From the SEM images shown in Figure  2, we 
can observe that most of the α-Al2O3 exhibit a flaky 
structure and stay in a translucent crystalline state 
when not dispersed. On this basis, we measured 
the size and thickness of grain and compared the 
aspect ratio through the chart, in order to explore 
a suitable formula to produce a low-cost and high 
quality semi-transparent flaky alumina matrix.

Tables 1–3 provide the analysis of the sample of 
the flake alumina shown in Fig. 2. ZnSO4, SnSO4, 
and TiOSO4 were added at 65°C, and then aged 

Figure 1. XRD pattern of flake Al2O3.
Figure 2. Thick contrast SEM images of flake alumina 
with grain diameter.
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at 95°C for 36 h, and sintered for 7 h at the rate 
of 9°C/min at 1000–1300°C; the aspect ratios of 
different additives at different temperature points 
vary greatly; Table  1 aims to explore the impact 
of temperature on its molding, which additive is 
added and the quantity of additives.

It can be seen from Table 1 that under the same 
conditions of additive ZnSO4, sintering tempera-
ture, holding time, and so on, the samples sintered 
at 1200°C are very thin. SEM images show that 
the samples are translucent and thin and their 
grain sizes have reached the best level, and also the 
diameter to thickness ratio is relatively large, but 
the maximum size is not perfect when compared to 
other temperatures.

It can be seen from Table 2 that under the same 
conditions of additive SnSO4, sintering tempera-

ture, holding time, and so on, the maximum size 
and grain size of samples sintered at 1200°C are 
very large, but the average thickness is the largest 
when compared to the other samples. Therefore, 
it can be concluded that addition of SnSO4 can 
increase the grain size of flaky alumina, but it will 
also greatly increase the thickness of the sample.

It can be seen from Table 3 that under the same 
conditions of additive TiOSO4, sintering tempera-
ture, holding time, and so on, the average thickness 
of samples sintered at 1200°C is smaller than that 
of other samples. But the maximum size and grain 
size of the sample are the largest among the several 
temperature points. Therefore, it can be concluded 
that the addition of TiOSO4 can reduce the thick-
ness of the flaky alumina, but it will also increase 
the grain size of the sample.

It can be seen from Table 4 that under the con-
ditions of adding additive ZnSO4, SnSO4, and 

Table  1. The morphology of the sample obtained 
at 1100–1300°C by adding ZnSO4 during sintering of 
alumina.

Sintering 
temperature 
(°C)

Biggest 
size 
(μm)

Average 
thickness 
(μm)

Particle 
size 
(μm)

Aspect 
ratio

1000 31.04 0.43 20.30  47.21
1100 20.13 0.40 13.60  34.00
1200 28.40 0.18 27.70 153.89
1300 31.00 0.20 24.40 122.00

Table  2. The morphology of the sample prepared 
at 1100–1300°C by adding SnSO4 during sintering of 
alumina.

Sintering 
temperature 
(°C)

Biggest 
size 
(μm)

Average 
thickness 
(μm)

Particle 
size 
(μm)

Aspect 
ratio

1000 25.71 0.58 21.50  37.09
1100 44.96 0.20 33.80 169.00
1200 49.02 0.86 40.80  47.44
1300 26.75 0.29 24.20  83.45

Table 3. The morphology of the sample prepared at 
1100–1300°C by adding TiOSO4 during sintering of 
alumina.

Sintering 
temperature 
(°C)

Biggest 
size 
(μm)

Average 
thickness 
(μm)

Particle 
size 
(μm)

Aspect 
ratio

1000 36.89 0.30 26.12  87.07
1100 34.46 0.25 25.50 102.00
1200 26.55 0.21 15.60  74.29
1300 25.68 0.22 20.23  91.95

Figure  3. Chart of the average thicknesses obtained 
by adding ZnSO4, SnSO4, and TiOSO4 at different 
temperatures.

Figure  4. Chart showing the particle size distribution 
of samples prepared by adding ZnSO4, SnSO4, and 
TiOSO4 at different temperatures.
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TiOSO4 together, the average thickness and parti-
cle size of the samples sintered at 1200°C are much 
better than those obtained by using the individual 
additives.

4 CONCLUSION

The composite molten salt method is adopted 
to prepare flake alumina with the raw materials 
of Al2(SO4)3, Na2SO4, K2SO4, Na2CO3, Na3PO4, 
and additives such as ZnSO4, SnSO4, TiOSO4 to 
ensure that samples have a more perfect micro-
scopic appearance. The results show that when 
the sintering temperature is 1200°C, sintering time 
is 7 h, the amount of SnSO4, ZnSO4, TiOSO4 is 
0.0136%, 0.1000% and 0.0900%, respectively, the 
flaky alumina obtained has the largest diameter 
to thickness ratio and a beautiful streamer color. 
It can also meet the needs of applications mar-
ket for being employed in expensive automobile 
basic paint materials and high-grade pearlescent 
pigments.
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Additive dosage
Diameter to 
thickness ratio

1.77% ZnSO4 + 0.13% SnSO4
0.21
26.11

124.33

1.77% ZnSO4 + 0.26% SnSO4
0.39
21.32

 54.67
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0.60
29.61

 49.35
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Study on the deformation of plastic films by virtual particle method
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ABSTRACT: Sorting of waste plastics by wind is a kind of high-efficient and energy-saving process-
ing method. However, the deformation of plastic films in the wind sorting process seriously affects the 
theoretical analysis accuracy. A novel virtual mass method has been introduced in this paper. The mathe-
matical model for film deformation has been created and the line unit equation has been deduced. Based 
on the method, the deformation values at the wind speeds of 0.2 m/s and 0.35 m/s have been obtained. 
It coincides well with the analytical results from dynamic meshes and fluid solid coupling by the Ansys 
Fluent software. The wind sorting accuracy can be improved by achieving the deformation rules of plastic 
films. It can be used to guide the optimization of wind sorting machines for plastic films.

and calculate the plastic films. The consequences 
are that the errors between theoretical and experi-
mental results are very large. Aiming at this prob-
lem, a novel virtual particle method is proposed to 
study the deformation of plastic films in the sort-
ing process.

By the virtual particle method, limited uni-
formly distributed particles are applied to describe 
the film. The mass of the film is lumped at the 
particle. The particle is connected by line cell with-
out masses. Positions of line cells are calculated 
by position functions. The schematic view of the 
simplified model is shown in Figure 1 with mesh 
structures. The internal and external forces bearing 
by the films are described the equivalent concen-
trated forces of the particles. The overall deforma-
tion and spatial positions of the films are defined 
by position vectors of particles.

The mass of the particle can be described as,

M
M
naM =  (1)

where, Ma is the mass of the point, M is the mass of 
the film, and n is the particle number in the model.

1 INTRODUCTION

With the urbanization goes forward, domestic 
waste increases year by year. According to the sta-
tistics, waste plastics occupy 10% of total waste 
in large and medium-sized cities (Zhu 2010, Li 
2013). The wind sorting of waste plastics has been 
attracted increasingly attentions because it is a 
kind of non-pollution and high-efficient sorting 
method. The optimal dimensions of wind nozzles 
have been identified for accurate sorting of waste 
plastics by wind sorting devices (Hu 2015). The 
wind blowing machine’s optimal wind entrance 
angle has been identified for horizontal wind sort-
ing of domestic wastes (Li 2012). The efficiency 
of separation and sorting has been enhanced by 
developing a separation and sorting system for 
plastic waste (Gao 2009). These studies provide 
references for further studies of plastic sorting.

The plastics in domestic wastes are composed 
of plastic films. Therefore, the sorting accuracy 
and efficiency will be affected seriously due to the 
deformation of films in the sorting process. The 
novel virtual particle method is introduced in the 
paper to study the deformation of plastic films in 
the separating and sorting process. The mathemat-
ical model for film deformation has been created 
and the deformation rules have been analyzed. The 
method has been evaluated by the fluid solid cou-
pling analyses using the Ansys Fluent software. It 
lays solid calculating and analysis foundations for 
enhancing the accuracy and efficiency of sorting.

2 VIRTUAL PARTICLE METHOD

There are limited plastic deformation studies in 
sorting processes since it is very difficult to model Figure 1. Film models described by particles.
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In order to solve the internal forces of the unit, 
the pass unit concept is introduced by neglecting the 
effects of unit geometrical changes in variations of 
films positions. By the virtual particle method, film 
behaviors are described by the motion trajectories of 
all particles under loads. The motion and deformation 
of films are time functions of particle position vectors. 
Then, the time trajectory of the particle can be solved, 
where the time trajectory is also called the path.

As shown in Figure  2, given the starting and 
ending time as t0 and tf for particle A, y0 and yf 
is the corresponding position vector, respectively. 
The time function y(t) is the position vector at time 
t. The path of the particle between time t0 and tf is 
divided into three segments. The segments between 
time ta and tb is defined as path cell. The time func-
tion is continuous inside one path cell. The path 
cell abides by motion laws and Hooke law while the 
rigid body motions are excluded.

The virtual reverse motion concept is proposed 
in order to obtain the deformation value from 
overall displacement by excluding the rigid body 
displacement after the deformation of films. Inside 
the path cell between time ta and tb, the geometri-
cal structure of the film at the starting time ta is 
selected as the reference. The rigid body movement 
of line cell at the time between ta and t will be esti-
mated. The translation is defined as the displace-
ment value of arbitrary point at the line cell. The 
rotational motion is defined as the spinning value 
of the line cell between time t to ta. According to 
the estimated values, the line cell makes a virtu-
ally inverse rigid body movement at time t, which 
is called the virtual inverse movement. Inside one 
path cell, the difference between the formation 
after virtually reverse movement and the actual 
one is the tiny deformation and rigid body move-
ment, which can be calculated by micro strain and 
engineering stress. Therefore, the node force can be 
solved. The force direction will be changed after 
the positive rigid body movement since the node 
force is a group of balance forces. Therefore, the 
internal force inside the cell can be obtained by 
vector rotation of the node force direction.

3 MATHEMATIC MODELLING 
AND ANALYSIS

3.1 Deformation of line cells

A standard bar cell (1a 2a) is selected from the 
standard path cell between time ta and tb. Its cross 
section area is Aa and the Young’s modulus is E. 
The bar axis coordinate (x’) is set up with the 
superimposition of node 1a and original point, 
where the x’ axis is parallel to the bar axis. Then, 
the position vector Xa on the bar at time ta and t 
can be calculated by,

x x s
x
l

x x s
x
l

a ax a
a

al

a

al

+ =sx s
′

′ + =sx s
′

⎧

⎨
⎪
⎧⎧
⎪
⎨⎨
⎪⎪

⎩
⎪
⎨⎨

⎪⎩⎩
⎪⎪

( )ss ,

( )s′ ,

2sxa sx

1 2sxsx
 (2)

The cross section of the bar remains unchanged 
and s is equal to s’. Therefore, the node deforma-
tion is,

( ) ( )( ) ( ))( s)a a) ( )()( a=) )( + (s 2 2  (3)

namely,

u u su+( )s 1 2su  (4)

where, u is the displacement of arbitrary point on 
the bar, u1 and u2 are the node displacements of 
the rod cell.

The relative displacement between the two 
points is,

u u s
x
l

a

al
=u =s

′
1 2s= 1Δ Δss

Δ( )u2u 1u u− u2u ,  (5)

where, Δ ′xa  is the distance between arbitrary two 
points on the bar at time ta.

3.2 Internal forces of line cell

The bar cell takes node 1 as the fixed reference 
point. The rotational angle is −θ. The position 
variation between two arbitrary points on the 
bar is Δηr. If  the relative position variation is Δη2

r 
between node 2 and node 1 on the bar, then,

Δ Δη ηΔ rΔ ηΔ ηηη 2  (6)

Given the deformations of two nodes on the bar 
as η1

d and η2
d, the following equation can be got 

since η1
d = 0.

η η2
2 1

d rη 2( )2 1  (7)Figure 2. The path cell (ta ≤ t ≤ tb).
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After rotation, the cell and the bar cell are 
collinear. The geometrical relationship satisfies the 
hypothesis of mechanics of materials for calculat-
ing axial deformations. Under the coordinate,

η 2d
a axe= ′( )al lal  (8)

The relative displacement in virtual formation is,

Δη d
a axe′e( )Δ Δ ax xΔ′ ′  (9)

It is tiny deformation and rotation of the bar 
cell. The geometrical variation can be neglected. 
The tiny strain ε and it value ε’ are,

ε ε η
′ ′εε =

′
= ′e

x
l l−

l
eax

d

a

al

al
ax

Δ
Δ

 (10)

Under the defined coordinate, the internal force 
vector f and axial stress σ between two points on 
the bar are,

σ σ′ ′ ′σσf
A

f
A

eσ ′σσ
a aA A ax ax  (11)

The bar cell is elastic. Based on Hooke law, there 
are linear relationships between stress and strain at 
the time ta and t. Namely,

′ ′ = ′σ σ′′ − ′′ ε ′′a aEa  (12)

Therefore,

f f e f eax a aff a ae x′ee ′)f A Ea aff A aE+faff ))  (13)

Given relative virtual displacement δ(Δηd), 
virtual deformation power is,

Δ( ( )Δδ δ) ((f)) d  (14)

The deformation virtual power of the bar cell 
can be calculated after the integration of the over-
all bar cell.

δ δfδδ A E
laff
al

a aδ
⎡

⎣⎣⎣

⎤

⎦⎦⎦
( a ( )δ l lal l  (15)

Since the axial force of the bar cell is in balance 
and ∑F = 0, then f1 = f2 and the virtual power is,

δ δ ηfδδ dδδ2 2δ ηff  (16)

Based on virtual power theory, δU  =  δW and 
the internal force of the node is,

′ ′ ′ ′ = − ′f f′= f′ fax1 2f ff = e ffax 1ff(−e′e  (17)

After obtaining the internal force of nodes, 
positive motions are processed. Since the force is 
in balance for two node point, the value remains 
unchanged after translation. Only the rotation 
makes the force direction change. Then, the internal 
force between two nodes under the coordinate is,

′ ′ ′ ′ = − ′f f′= f′ fx1 2f ff = e ffx 1ff(−e′e  (18)

3.3 Motion control function of particles

Particles abbey the second Newton law. The 
motion function of a single DOF is,

m
d x

dt
F t

2

2
0( )t ( )t( ), ≥t= F )t ,  (19)

where, m is a constant, x(t) and F(t) are functions 
of time.

Central difference equation is adopted to solve the 
function and the acceleration can be described as,

��x
d x

dt h n n n= =
2

2 2h 1n n
1( )t ( )x xn − +x 1x+x −xnx n+xnx2  (20)

where, h is the time increment step and is a 
constant.

The difference equation at time t can be as 
follows.

x
F
m
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n

n n+ −h x xn nx= hh −1
2

1  (21)

Then,
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After obtaining the value when n = 1, the dif-
ference equation can be used to solve the function 
step by step forward and the corresponding dis-
placement of each time step can be achieved.

Figure 3. Schematic view of the virtual particle model 
of the film.
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3.4 Model calculation

The film model is created as shown in Figure 3 by 
the virtual particle method. The model is composed 
of nine particles and the lines connecting these 
points. The size and the thickness of the cell film are 
12 mm × 12 mm and 0.05 mm, respectively. Since the 
film is distributed symmetrically, 1/4 of upper right 
corner of the film is used to calculate the model. 
Given the film properties for middle density PE mate-
rial, the elastic modulus E  =  172  N/mm2, poisson 
ratio ν = 0.439, and the density ρ = 0.00139 g/mm3. 
The film is bearing the wind force, windage, and 
gravity perpendicular to the film surface. The wind 
speed is given as 0.2 m/s and 0.35 m/s.

3.5 Solving results

The software Matlab is used to program and 
calculate the function based on virtual particle 
method. The force bearing vs. displacement vari-
ation is shown in Figure 4 for particle 1 while the 
wind speed is 0.2  m/s. With the increase of the 
force bearing, the displacement of particle 3 
becomes larger and larger. The maximum value is 
3.2969 × 104 mm.

4 SIMULATION AND EVALUATION

In order to evaluating the above calculated results, 
the FEM software Ansys Fluent is used to mode 
and calculate the two-way fluid solid coupling 
for films. The model is shown in Figure  5 with 
2.62 million mesh cells and 2.07 million nodes.

Figure 6 shows the simulation results while the 
wind speed is 0.2  m/s, which coincides with the 

calculated one and the introduced mathematical 
modeling method has been evaluated.

5 CONCLUSIONS

1. A novel mathematical calculating method, vir-
tual particle method, has been introduced for 
modeling the deformations of plastic films.

2. The two-way fluid solid coupling method is used 
to build the FEM model for plastic films by the 
software Ansys Fluent. The simulation results 
coincide with that from the mathematic model.

3. The deformation rules can be solved in the near 
future based on the proposed method. It will be 
applied to design optimizations of wind sorting 
equipments of waste plastic films for enhancing 
the sorting accuracy.
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An experimental study of installing-holes distances parameter 
optimization for metallic inserts bonded into CFRP laminates
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ABSTRACT: Metallic inserts are one kind of aerospace fasteners, which are usually installed in metallic 
components by using an interference fit. However, when metallic inserts are installed in the CFRP lami-
nates by using the traditional installing method, delamination and low efficiencies are troublesome. There-
fore, excellent quality and cost-effective installing of metallic inserts into the CFRP laminates remains a 
challenge. In this paper, a series of experiments were carried out to study the installing-holes distances 
parameter optimization for metallic inserts bonded into CFRP laminates.

inserts in each sample. The test parameters for the 
experiments are summarized in Table 1.  Figure 2(a) 
shows a computer-controlled electronic universal 
testing machine, which is used to test the push-out 
values of metallic inserts installed in the CFRP 
laminates and mainly consists of a loading spin-
dle, a samples fixture, a worktable, a power supply 
system, and a computer. The maximum loading 
and feed speed are 20 kN and 500 mm/min, respec-
tively. Figure 3(a) shows a torsion testing machine, 
which is used to test the breakaway torque values of 
metallic inserts installed in the CFRP laminates and 
these mainly consist of a torsion spindle, a samples 
fixture, a feed direction worktable, a power supply 
system, and a computer. The maximum torque and 
spindle speed are 50 N.m and 500 rpm, respectively.

1 INTRODUCTION

Being an advanced material, CFRP laminates are 
characterized by properties such as high specific 
strength, high specific stiffness, and good corrosion 
resistance, which have been widely used in manu-
facturing of aeronautics structure components. 
Meanwhile, high rigidity  and brittleness  of CFRP 
laminates bring about new technical problems  and 
difficulties in assembling (Mccarthy, C. T., & Mcca-
rthy, M. A. 2005). Especially for metallic inserts, the 
traditional interference fit is not adapted to these 
new types of materials, which would easily lead to 
stress concentration and delamination at the fastener 
hole of the CFRP laminates (Camanho, P. P., Fink, 
A., Obst, A., & Pimenta, S. 2009). This results in 
reduced strength against fatigue and compromised 
structure integrity (Hopkins, M. 2006). Therefore, it 
is important to develop new techniques to improve 
the quality and efficiency of mechanically fastened 
metallic inserts in CFRP laminates (Camanho, P. 
P., Tavares, C. M. L., Oliveira, R. D., Marques, A. 
T., & Ferreira, A. J. M. (2005.) Over the years, some 
researchers have studied the bonding to fasten the 
metallic inserts in CFRP laminates, the method of 
which is considered as a good method to satisfy the 
joint strength and avoid the assembly defect (Cama-
nho, P. P., & Matthews, F. L. 2000). In this paper, a 
series of experiments were performed to study the 
installing-holes distances parameter optimization for 
metallic inserts bonded in CFRP laminates.

2 EXPERIMENTAL SETUP AND 
PROCEDURE

2.1 Setup and conditions

The CFRP laminates bonded with metallic inserts 
are shown in Figure  1 and there are two metallic 

Figure 1. Picture showing the sample of a CFRP lami-
nate bonded with metallic inserts.

Table 1. Test parameters for the experiments.

Parameters Sample

Outer diameter of the metallic insert Ø3 mm
Material of the metallic insert Steel
Thickness of the CFRP laminate 5 mm
Adhesives Epoxy Resin 

Adhesive
Material of mandrel A286
Installing-holes distances type A<B<C<D
 Injection pressure (0/60/80/100)PSI
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Figure 2. Picture and schematic of the push-out test.

Figure  3. Picture and schematic of the breakaway 
torque test.

Table 2 Test conditions

Samples Injection pressure Metallic inserts Tests Quantity

A 0 PSI SD-A-1#-1~SD-A-1#-2 Push-out/breakaway torque 1/1
60 PSI SD-A-2#-1~SD-A-2#-2 Push-out/breakaway torque 1/1
80 PSI SD-A-3#-1~SD-A-3#-2 Push-out/breakaway torque 1/1
1000 PSI SD-A-4#-1~SD-A-4#-2 Push-out/breakaway torque 1/1

B 0 PSI SD-B-1#-1~SD-B-1#-2 Push-out/breakaway torque 1/1
60 PSI SD-B-2#-1~SD-B-2#-2 Push-out/breakaway torque 1/1
80 PSI SD-B-3#-1~SD-B-3#-2 Push-out/breakaway torque 1/1
1000 PSI SD-B-4#-1~SD-B-4#-2 Push-out/breakaway torque 1/1

C 0 PSI SD-C-1#-1~SD-C-1#-2 Push-out/breakaway torque 1/1
60 PSI SD-C-2#-1~SD-C-2#-2 Push-out/breakaway torque 1/1
80 PSI SD-C-3#-1~SD-C-3#-2 Push-out/breakaway torque 1/1
1000 PSI SD-C-4#-1~SD-C-4#-2 Push-out/breakaway torque 1/1

D 0 PSI SD-D-1#-1~SD-D-1#-2 Push-out/breakaway torque 1/1
60 PSI SD-D-2#-1~SD-D-2#-2 Push-out/breakaway torque 1/1
80 PSI SD-D-3#-1~SD-D-3#-2 Push-out/breakaway torque 1/1
1000 PSI SD-D-4#-1~SD-D-4#-2 Push-out/breakaway torque 1/1

2.2 Experimental procedure

Four type installing-holes distances samples are 
prepared to test the push-out and breakaway 
torque values of metallic inserts bonded into 
CFRP laminates. Firstly, each sample is prepared 
to finishing injection pressure for 0/60/80/100PSI. 
Secondly, the push-out and breakaway torque tests 
are carried out. The test conditions are summa-
rized in Table 2.

The push-out test process is illustrated in 
 Figure 2. The computer-controlled electronic uni-

versal testing machine applies axial load on the 
metallic insert that is bonded into CFRP laminates 
via a mandrel until the metallic insert looses in an 
axial direction.

The breakaway torque test process is illustrated 
in Figure  3. The torsion testing machine applies 
radial torque on the metallic insert bonded into 
CFRP laminates via a mandrel until the metallic 
insert looses in the radial direction.
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Figure 4. Graphs showing results of the push-out test.
Figure  5. Graphs showing results of the breakaway 
torque test.
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3 EXPERIMENTAL RESULTS 
AND DISCUSSION

3.1 Push-out test results and discussions

The push-out test results are shown in Figure 4. The 
minimum push-out value of the A type sample is 
835 N and the maximum fluctuation in amplitude 
of the push-out is 449 N under the four different 
types of injection pressure. The minimum push-
out value of the B type sample is 280 N and the 
maximum fluctuation  in amplitude of the push-
out is 440 N under the four different types of injec-
tion pressure. The minimum push-out value of the 
C type sample is 360 N and the maximum fluctua-
tion in amplitude of the push-out is 280 N under 
the four different types of injection pressure. The 
minimum push-out value of the D type sample is 
360 N and the maximum fluctuation in amplitude 
of the push-out is 400 N under the four different 
types of injection pressure. Figure 4 shows that the 
fluctuation in amplitude of the push-out for four 
types samples is not according to the regulation. 
Therefore, it is mainly attributed to the different 
mixed ratios for the adhesive to cause different 
adhesive strengths. Moreover, the installing-holes 
distances of metallic inserts play a less important 
role in adhesive strength than that of the different 
mixed ratios for adhesives.

3.2 Breakaway torque test results and discussions

Under the four different types of  injection pres-
sure, the breakaway torque test results are shown 
in Figure  5. In the test, the threshold value of 
stopping the breakaway torque is set for 4 N.m. In 
these tests, all the inserts are not loosened. How-
ever, due to the fact that the strength of  mandrels 
is not enough to lose the bonded metallic inserts, 
a less number of  mandrels were broken when the 
torque value is less than 4.0 N.m. The minimum 
torque value of  the A type sample is 3.55  N.m. 
The minimum torque value of  the B type sam-
ple is 3.83  N.m. The minimum torque value of 
the C type sample is 2.23  N.m. The minimum 
torque value of  the D type sample is 3.52  N.m. 
The torque curves during the test of  four types 
of  installing-holes distances are displayed in Fig-
ure  5(e). Because most of  the breakaway torque 
values can reach the threshold value, it is consid-
ered that the performance of  the bonded joint is 
stable.

4 CONCLUSIONS

In this paper, a series of experiments were carried 
out to study the installing-holes distances param-
eter optimization for metallic inserts bonded into 
CFRP laminates. By performing the push-out and 
breakaway torque test for the four types of install-
ing-holes distances samples, the installing-holes 
distances parameter optimization experiments are 
studied and the following conclusions are drawn:

1. For different types of installing-holes distances, 
the push-out bearing capacity of metallic inserts 
bonded into CFRP laminates is not decreased 
obviously. The performance of the bonded joint 
is stable.

2. For different types of installing-holes distances, 
the breakaway torque bearing capacity of 
metallic inserts bonded into CFRP laminates is 
not decreased significantly. The performance of 
the bonded joint is stable.

3. The joint strength of metallic inserts bonded 
into the CFRP laminates is affected largely by 
the adhesive property than that of the install-
ing-holes distances, and so the adhesive param-
eters and installation process should be strictly 
controlled.
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ABSTRACT: Fiber reinforced thermoplastic composites have been widely applied in the civil aircraft 
design for their excellent advantages, which were produced under the conditions of high temperature and 
cooling rate. The thermo-residual stresses in the composites will be formed due to the mismatch in thermal 
expansion coefficients of the fiber and matrix, anisotropy of the adjacent fabric layers, and the temperature 
gradient distribution. The thermo-residual stresses have an important role to play in the mechanical proper-
ties of the thermoplastic parts and need to be considered in the design. It will be beneficial to study the mech-
anism and test methods of thermo-residual stresses to control the residual stress level of the thermoplastic 
composites, which are the main contents of this study and the formation reasons of the residual stresses were 
discussed from three levels. The test methods of the thermo-residual stresses were also studied by using the 
non-destructive and destructive methods, and their advantages and disadvantages are also discussed.

The effect of the temperature on thermo-residual 
stresses of fiber composites was also studied by 
Favre (J.A. Barnes, 1994). The thermo-residual 
stresses can be discussed from three levels, i.e. 
constituent materials, laminate plates, and struc-
ture parts. The interaction between the fiber and 
matrix is shown in Figure 1 and the classification 
of thermo-residual stresses is presented in Table 1.

2.2 Constituents level thermo-residual stresses

2.2.1 Effect of the fiber on thermo-residual 
stresses

The carbon fiber has been widely used in the 
 aerospace industry and the thermal expansion 

1 INTRODUCTION

Fiber reinforced thermoplastic composites have 
been widely used in aerospace for the high toughness 
and short molding cycle (J. Bernhardson, 2000 & 
G. Schinner, 1996). Thermo-residual stresses will be 
created when the parts are cooled to service tem-
perature for the mismatch of the thermal expansion 
coefficient of the fiber and thermoplastic matrix 
(P.P. Parlevliet, 2006 & 2007). The factors such as 
temperature gradient, crystalline shrinkage, and 
interaction of the tool and composites will cause 
the thermo-residual stresses and affect the mechani-
cal properties of the composites, which need to be 
considered to obtain qualified parts.

The formation of thermo-residual stresses is 
estimated from three levels in the present study to 
control and decrease the stress levels in the ther-
moplastic composites. In addition, test methods 
of the stresses were discussed based on the non-
destructive and destructive methods as well.

2 FORMATION AND EFFECTS 
ON THERMO-RESIDUAL STRESSES

2.1 Formation mechanism

Nairn et al. tested the thermo-residual stresses of 
the carbon fiber reinforced polyether sulfone by 
using the photo-elastic method (J.A. Nairn, 1985). 

Figure 1. Diagram of the interaction of the fiber and 
matrix for thermoplastic composites.
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interaction along the axial and vertical directions 
of the fiber causes the thermo-residual stresses in 
the cooling process and leads to fiber deformation; 
however, it is smaller than that of the polymer 
matrix in the whole process of thermoplastic com-
posite materials. The effect of the thermo-residual 
stresses caused by the fiber can be neglected based 
on previous studies.

2.2.2 Effect of the matrix on thermo-residual 
stresses

The thermoplastic matrix exhibits visco-elastic 
properties when the process temperature is cooled 
to service temperature, in which the thermo-resid-
ual stresses will be released when to the molecular 
thermal motion has sufficient energy. The matrix 
has the thermal elasticity properties when the 
temperature decreases, and the thermo-residual 
stresses at this stage will exist in the final compos-
ites. The cooling rate plays an important role on 
the thermo-residual stresses, which degrades the 
thermo-residual stress relaxation at a higher cool-
ing rate (K.S. Kim, 1989). These two mechanisms 
coexist and compete with each other. The thermo-
residual stresses were also affected by the elastic 
modulus of the matrix and and a decreasing trend 
with a decrease in the elasticity modulus.

2.3 Plate level thermo-residual stresses

All the influence factors of the constituent materi-
als level will also act at this level; but the effect of the 
layup pattern on the thermo-residual stresses was 
mainly concerned, including the angle-ply infor-
mation and fiber structure. The thermo- residual 
stresses increase with an increase in the differ-
ence of the stress-free temperature and the service 
temperature, which can be determined by using 
the heating method based on the thermoplastic 
composites until the deformation disappears (S.L. 
Gao, 2000). During the crystallization  process, 

the thermo-residual stresses of the obtained com-
posites caused by the temperature gradient of the 
laminates will be accumulated.

2.4 Structural level thermo-residual stresses

The thermo-residual stresses will be formed when 
the composites attain a certain thickness, and it 
is affected by the cooling process. The thermo-
residual stresses in the thermoplastic composites 
different from each other due to the different cool-
ing processes, though with the same crystallin-
ity degree. The annealing method can be used to 
release the thermo-residual stresses and decrease 
the residual stresses gradient. It improves the crys-
tallinity level of the thermoplastic composites; but 
it will increase the process time and the energy 
consumption.

Mould materials used for molding the compos-
ites also have an important effect on the thermo-
residual stresses, which play a role on the thermal 
and mechanical properties (E.M. Asloun, 1989). 
The thermal interaction will obviously affect the 
formation of the thermo-residual stresses, which 
is determined by the mould materials’ properties 
and the cooling rate of the parts’ surfaces. The 
mechanical interaction is caused due to the mis-
match of the thermal expansion coefficient of the 
tool and composites. It will degrade the compres-
sive residual stresses on the surface plies of the 
composites near the mould and has a transverse 
stress distribution in the laminates.

3 TEST METHODS OF THE THERMO-
RESIDUAL STRESSES

The thermo-residual stresses of the thermoplas-
tic composites formed during the molding pro-
cess have the important effect on its mechanical 
properties, and it will be beneficial to obtain the 
residual stresses level in the designing process of 
the laminates. The commonly used test methods 
of non-destructive and destructive methods for 
obtaining the thermo-residual stresses are pre-
sented in Table 2.

Table 1. Classification of the thermo-residual stresses.

Levels Mechanism analysis

Constitute 
materials

Deformation inconsistency of the fiber 
and matrix in the cooling process for 
the difference of the thermal 
expansion coefficient

Laminate 
plates

Mismatch of the thermal expansion 
coefficient of the fabric layer along 
the radial and transverse direction of 
the composites, including that of the 
transverse crystalline layer

Structure 
parts

Temperature gradient in the cooling 
process for the thermoplastic 
composites having a certain thickness

Table 2. Test methods of the thermo-residual stresses.

Test patterns Detailed methods

Non-destructive 
testing methods

Constituent 
material

Embedding 
sensors

Warpage

Destructive 
testing 
methods

Removal 
layer

Blind-hole Grooving
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3.1 Methods of the constituent material

The properties of the constituent material will be 
changed as the composites exhibit change in their 
thermo-residual stresses, which can be measured by 
using the photo-elastic, Raman spectrum and con-
ductivity methods. Photo-elasticity studies are con-
ducted by using the static stress analysis, in which a 
transparent matrix is required to obtain the stress 
field (A. Pawlak, 2001). The molecular orientation 
distribution alters when there are thermo-residual 
stresses that can be calculated with the light inten-
sity and phase difference. This method can be used 
to determine the thermo-residual stress distribu-
tion; however, it can be only used in the laminates 
of the low fiber volume fraction.

The Raman spectroscopy technique is widely 
used to obtain the thermo-residual stress of the 
composites by monitoring the change of the 
Raman spectrum peak position, which is highly 
dependent on the internal stress level (A.S. Nielsen, 
2002). In the test, the plots of the spectrum peak 
and the thermo-residual stresses of the fiber in air 
and the matrix should be firstly constructed and 
studied to determine its intrinsic features. The 
glass fiber shows a tiny Raman response and the 
aramid fibers can be added into the thermoplas-
tic matrix as the sensors due to the strong Raman 
responses. The results of this method exhibit high 
accuracy; however, it needs to take the matrix 
peaks’ contribution into account to avoid errors in 
the test process.

The electrical conductivity of the composites 
will be affected by strain, damage, and temperature, 
which can be used as indicators without an addi-
tional sensor that will change the original thermo-
residual stresses in the thermoplastic composites. 
Its resistivity will also be affected by the pressure 
in the molding (S.K. Wang, 2001). Moreover, poor 
adhesion of the adjacent layers will increase the 
electrical resistance as well, which means more 
efforts are needed to obtain the thermo-residual 
stresses in the test.

3.2 Methods of embedding sensors

The sensors embedded into the thermoplastic 
composites can be used to monitor the stress with 
the results of the sensors, which commonly include 
the resistance strain gauge, fiber optic sensors, and 
metallic particles with X-rays. The strain gauges 
have been used to obtain the residual stress change 
of the carbon fiber/PEEK laminates by placing 
into the surface layer in the heating and cooling 
processes (R.H. Fenn, 1993).

The fiber optical sensors have been widely used 
as the strain gauges to obtain the thermo-residual 
stresses of the composites for their high accuracy, 

which includes the fiber Bragg grating and the 
Fabry–Perot interferometric sensors (B.P. Arjyal, 
1998). However, the stresses concentration will be 
created when the fiber optical sensors are perpen-
dicular to the fiber direction.

The X-ray diffraction method is achieved by 
placing the metallic particles into the matrix, by 
monitoring the deflection of the peak angle and 
crystal lattice caused by thermo-residual stresses. 
The particles can be silver, copper, and aluminum 
materials. It can be used to measure the intra-lam-
inar and inter-laminar thermo-residual stresses; 
but it can only give the surface properties of the 
specimens with the thickness lying between 0.3 and 
0.5 mm.

3.3 Methods of the deformation measurement

The light wave’s interference principle can be 
used to obtain the thermo-residual stresses of the 
composites by measuring its deformations. It was 
caused by the Moiré effect as the light through the 
two gratings grids at a small angle. The residual 
stresses can be obtained with the in-plane and out-
of-plane deformations. However, it can only show 
the macroscopic residual stress information.

The thermo-residual stresses can also be stud-
ied with the warpage of the unsymmetrical lay-up 
laminates. Nairn et al. studied the thermo-residual 
stresses in the composites by using the warpage 
method. The residual stresses increase with the 
positive proportional increase of the laminate 
warpage of a certain thickness. However, the 
results’ accuracy may be degraded due to the errors 
of the test results.

Residual stress of the curved member plate 
can be obtained with the deflection chord length 
and curvature of the specimen. The deflection is 
obtained with the microscope and the chord size 
is obtained with the ruler. This method is easy 
to manipulate; but it cannot provide the residual 
stresses along the thickness direction. It also can-
not be used to study the residual stress of the sym-
metric laminates.

3.4 Methods of the destructive technology

The thermo-residual stresses of the thermoplastic 
composites can also be determined with the destruc-
tive techniques, which are achieved by remov-
ing the part of the laminate to make the residual 
stresses release. These stresses can be obtained by 
using the methods of first-layer removal and blind-
hole by testing the caused deformation.

The first-layer removal method is widely used 
in testing the thermo-residual stresses by removing 
the layer of the thermoplastic laminate and testing 
the released strain. It has a poor precision, and the 
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thermal and micro-cracks in the removal process 
will affect the residual stress (M. Eijpe, 1997). The 
process simulation method was used to reduce the 
effect of the removal process by placing a thin film 
into the adjacent layers. It separates the adjacent 
layers and reduces the interaction, the validity of 
which has been proved with the test results.

The blind-hole method is the stresses relaxa-
tion technique in drilling holes in the composites 
and monitored the strain changes to determine the 
thermo-residual stresses. However, the obtained 
strain might be released in the drilling-hole process 
(A. Makino, 1994). In addition, the crack buckling 
method and the notch technique are also used in 
testing of the thermo-residual stresses according to 
the previous studies, which can be used to obtain 
the strain, and then the residual stress is obtained 
with the change of the crack length before and 
after the damage process.

4 CONCLUSIONS

The thermo-residual stresses may be caused by 
the mismatch of the thermal expansion coefficient 
of the fiber and matrix and the interaction of the 
adjacent layers for the anisotropy properties, as 
well as the temperature gradient of the laminates. 
The formation of the thermo-residual stresses of 
the thermoplastic composites were discussed from 
three different levels in the present study. Moreo-
ver, the destructive and non-destructive methods 
of measuring the thermo-residual stresses were 
also studied. The advantages and disadvantages of 
each method were evaluated, which can be used to 
produce the thermoplastic composites with a suit-
able residual stress level.
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ABSTRACT: The effects of lithium slag from lepidolite on the workability, mechanical properties, and 
parts of the durability of concrete were investigated. SEM was used to observe and analyze the inter-
face structure of lithium slag concrete. The results show that adding a moderate amount of lithium slag 
can improve the workability and mechanical properties of concrete; and its anti-impact property will be 
enhanced significantly. Adding 20% lithium slag can improve the impact resistance of concrete by 45%. 
And the study of the interface structure shows that lithium slag can consume calcium hydroxide effec-
tively, bring more amount of gels, inhibit the formation of ettringite, and enhance the density of concrete.

density of the cement is 3.07 g/cm3. Lithium slag: 
lithium slag from lepidolite was produced by 
Jiangxi Ganfeng Lithium Co. Ltd. The specific 
surface area of lithium slag is equal to 550 m2/kg 
and its middle diameter is equal to 12  μm. The 
chemical constituents of lithium slag are given in 
Table 1. Fine aggregates: sand was obtained from 
Gan River with a fineness modulus of 2.5 and 
apparent density of 2.7  g/cm3. Coarse aggregate: 
continuous grading limestone artificial gravels 
were obtained with the maximum grain size of 
20  mm. Water reducing agent: the polycarboxy-
late superplasticizer (powder) was obtained with a 
water reducing ratio of 26%.

2.2 Experimental method

The mixture proportion of  lithium slag and 
cement concrete is given in Table  2; the water–
binder ratio is 0.47 and the mixing value of  the 
water reducer is 0.4% invariably. Workability of 
cement concrete: according to GB/T 50080-2002 
Standards for test method of  performance on 
ordinary fresh concrete. Mechanical properties of 
cement concrete: according to GB/T 50081-2002 
Standards for test method of  mechanical proper-
ties on ordinary concrete to test flexural and com-
pressive strength of  cement concrete. Anti-impact 
property of  cement concrete: according to the 
falling weight test results. The impact hammer is 
a hemispherical cylinder (height is 150  mm and 
diameter is 150  mm). The weight of  the impact 
hammer is 4.5 kg. The height of  the impact ham-
mer (the distance between the bottom of  the 
impact hammer and specimen surface) is 1  m. 
When the first crack appears in the specimen, the 

1 INTRODUCTION

The associated lepidolite content in the Tanta-
lum–Niobium Ore resource in Jiangxi province is 
extremely abundant (Zeng Chuanlin 2012, Zeng 
Qingling 2014). However, extracting lithium from 
lepidolite will produce massive solid waste slag 
(hereinafter referred to as lithium slag) in indus-
tries. The main treatment methods of lithium 
slag are landfills, dam construction, and piling at 
present, which will cause serious pollution and 
land wastage. Strengthening the study of compre-
hensive utilization of extracting lithium from lepi-
dolite has a great significance for economizing the 
resource and protecting the environment.

Using lithium slag as the cement concrete admix-
ture is one of the important ways of using lithium 
slag. At present, there are many studies about using 
lithium slag from spodumene as a cement concrete 
admixture in China (Yang Hengyang 2012, Zhang 
Lanfang 2008, Zhang Lanfang 2012, Hu Zhiyuan 
2008). However, very few studies concentrate on using 
lithium slag from lepidolite as a cement concrete 
admixture. By studying the effect of lithium slag from 
lepidolite on the workability, mechanical properties, 
anti-impact property, anti-chloride ion permeability, 
and interface meso-structure of concrete, we can pro-
vide theoritical reference for the application of lith-
ium slag from Yichun lepidolite in the concrete field.

2 EXPERIMENTAL SECTION

2.1 Raw materials

Cement: P.O42.5R cement was produced by East 
Asia JiangXi Cement Co. Ltd. The apparent 
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impact times (denoted  by n) can be recorded as 
the maximum times of  impact resistance. With 
an increase in n, the impact resistance of  cement 
concrete becomes stronger. Interface structure: 
the interface structure of  cement concrete was 
studied by using a QUANTA-200FEG Field 
Emission Environment Scanning Electron Micro-
scope (FEI, America).

3 RESULTS AND DISCUSSION

3.1 Effect of lithium slag on the work 
performance of cement concrete

The test results of the slump of lithium slag con-
crete are shown in Fig. 1.

As test results are shown in Fig. 1, while mixing 
an increased quantity of  lithium slag, the slump 
of ordinary concrete showed a decreasing trend. 
The experimental results also indicated that the 
normal concrete without lithium slag has poor 
cohesiveness and water retention, and there is 
bleeding at the bottom while testing the slump. 
After adding 10% lithium slag, the slump of 
cement concrete is slightly improved. Meanwhile, 
the cohesiveness and water retention of cement 
concrete are improved obviously. The aggregate 
is firmly wrapped by cement paste and no appar-
ent water bled from cement concrete. When the 
mixing amount of lithium slag is more than 10%, 
the slump of cement concrete began to decrease. 
When it is increased to 30%, the slump of cement 
concrete collapsed to 132  mm. It indicates that 
mixing a little lithium slag can improve the work-
ability of  cement concrete to a certain amount. 
However, when adding more than 10% lithium 
slag, with an increment in the mixing amount, 
the water demand of cement concrete increased, 
and the flowability decreased. Therefore, the mix-
ing amount of lithium slag should be controlled 
to 13% in practical applications to ensure that the 
slump of cement concrete is in accordance with 
the design requirements.

3.2 Effect of lithium slag on concrete 
compressive strength

Fig.  2 shows the relationship between compres-
sive strength and the amount of  lithium slag 
added. Adding within 20% lithium slag can 
increase the strength in 28 days dramatically. The 

Table 1. The chemical constituents of lithium slag.

Materials types SiO2 Al2O3 CaO Fe2O3 MgO SO3 Na2O K2O TiO2 Loss Sum

Lithium slag 47.62 21.56 2.02 0.48 0.12 0.03 10.68 3.05 3.46 0.14 90.63

Table 2. The mixture proportion of lithium slag cement concrete (kg/m3).

Sample Water Cement Lithium slag Fine aggregate Coarse aggregate

L0 234 500  0 640 1139
L1 234 450  50 640 1139
L2 234 400 100 640 1139
L3 234 350 150 640 1139

Figure 1. Effects of lithium slag on the work perform-
ance of cement concrete.

Figure 2. Graph showing the effect of lithium slag on 
the concrete compressive strength.
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compressive strength ratio can reach 95% in 28 
days while adding 30% lithium slag. But adding 
lithium slag has a negative effect on the strength 
in 7 days. With addition of  lithium slag after the 
mixing amount reaches 10%, the compressive 
strength on 7 days decreases slowly. While adding 
30% lithium slag, the strength ratio reaches 85%. 
The result shows that adding lithium slag can 
increase the compressive strength in the middle-
later period and decrease the prophase strength 
in low amplitude.

3.3 Effect of lithium slag on concrete 
flexural strength

The test results of the flexural strength of lithium 
slag concrete are shown in Fig. 3. As depicted in 
Fig. 3, the effect of lithium slag on concrete’s flex-
ural strength and the effect on the compressive 
strength are approximately same. But the negative 
effect of the flexural strength reduced significantly 
in 7 days. When the mixing amount of lithium 
slag is less than 30%, the flexural strength is about 
5.9 MPa in 7 days, and ranged from 5.7 MPa to 
6.1  MPa. However, in this amount, the incorpo-
ration of lithium slag played a positive role in 
the flexural strength. Even if  the mixing amount 
reached 30%, the flexural strength still exceeds 
that of the sample without lithium slag in 28 
days. These may be due to the fact that after the 
cement hydration reached a certain extent, lithium 
slag can undergo a secondary hydration reaction 
with products from cement hydration, which will 
make the concrete more compact and improve the 
interface structure of concrete, thereby increasing 
the flexural strength of concrete. However, when 
the mixing amount of lithium slag is in excess, the 
hydration products will be reduced. As lithium slag 
cannot hydrate by itself, residual lithium slag can 
only fill in concrete, which decreases the strength 
of concrete gradually.

3.4 Effect of lithium slag on anti-impact property 
of concrete

Depending on the test results of impact resist-
ance of lithium slag concrete (see Fig. 4), we can 
see that with the incorporation of lithium slag, 
the impact resistance of concrete can be improved 
significantly. When compared to the specimen 
without lithium slag (L0), the impact resistance of 
specimens with 10%, 20%, and 30% lithium slag 
improved at different degrees. Concrete with 20% 
lithium slag (L2) has the strongest impact ability 
that is 45%, which is higher than L0. This result has 
a strong relativity with the compressive strength 
and flexural strength of lithium slag concrete. It 
shows that the incorporation of lithium slag can 
improve the mechanical properties of concrete.

3.5 Effect of lithium slag on the interfacial 
micro-structure of cement concrete

Figs. 5 and 6 are SEM images of interfaces of cement 
concrete without lithium slag and with 10% lithium 
slag, respectively after 28 days. As shown in Fig. 5, 
without lithium slag, a lot flocculent C-S-H gels 
accompanied with many acicular ettringites appear 
in the interfaces of cement concrete. As depicted in 
Fig.  6, the interface structure of cement concrete 
with 10% lithium slag is more tight and the hydra-
tion product mainly is flat C-S-H gels. The amount 
of ettringite used was significantly increased when 
compared with the cement concrete without lith-
ium slag. There were few ettringites in the sample 
in Fig. 6. It shows that, in the doped cement con-
crete of lithium slag, more Ca(OH)2 is consumed 
and the production of ettringite is reduced due to 
its pozzolanic effect (Wang Ling 1998). Meanwhile, 
as a result of adding lithium slag, the amount of 
C-S-H gels is increased and the density of cement 
concrete is improved, which is an important reason 
for strengthening of cement concrete.

Figure 3. Graph showing the effect of lithium slag on 
concrete’s flexural strength.

Figure 4. Graph showing the effect of lithium slag on 
the anti-impact property of concrete.
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Figure 6. SEM image of interfaces of L1 after 28 days.

4 CONCLUSIONS

As a concrete admixture, lithium slag from lepidolite 
has a higher activity index than traditional volcanic 
materials. While mixing 30% lithium slag, the com-
pressive strength ratio after 7 days and 28 days reach 
85% and 95%, respectively, which shows that lithium 
slag is a high quality material as a concrete admixture.

Impact resistance of concrete can be improved 
significantly when mixing lithium slag. Adding 20% 
lithium slag can improve the impact resistance of the 
concrete by 45%. And adding little lithium slag can 
also improve the working performance of concrete.

SEM observation shows that adding lithium 
slag can improve the interface structure, inhibit the 
formation of ettringites, and enhance the density 
of the concrete.
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ABSTRACT: The aim of this paper was to investigate the adsorption behavior of iron ions in waste-
water with a novel type of adsorbent, 2,2,6,6-tetramethylpiperidine-1-oxyl radical (TEMPO)-oxidized 
natural cellulose, which is synthesized in a special oxidation system with raw natural cellulose. The effects 
of adsorbent dosage, pH, temperature, initial concentration, and adsorption time on the adsorption effi-
ciency were explored. The results demonstrated that the removal efficiency of iron ions with TEMPO-
oxidized cellulose could be achieved as high as 99% under certain conditions. Adsorption isothermal 
studies also revealed that the adsorption process of iron ions was well-fitted with the Freundlich and 
Langmuir-type adsorption isotherms. Our results indicated that TEMPO-oxidized cellulose may have 
wide-ranging applications in the sequestration or removal of metal ions and many other wastewater treat-
ment industries as a new adsorption material in future.

cellulose as a heavy metal ion adsorbent, how-
ever, chemical modifications such as esterifica-
tion, etherification, and oxidation targeting the 
hydroxyl group present in cellulose are essential 
(V. A. G. Leandro et al. (2008), W. O. David et al. 
(2008), L. V. A. Gurgel et  al. (2008)). Further-
more, up to now, few reports can be found on 
the adsorption and reduction mechanisms of 
iron ions onto TEMPO-oxidized natural cellu-
lose except literature about sorption TEMPO-
oxidized cellulose hydrogel to some heavy metal 
ions (N. Isobe et al.(2013)).

In this paper, a new adsorption material was 
prepared by using the chemical-modified natural 
cellulose, namely TEMPO-oxidized natural cellu-
lose. And ferric ion-sorption experiments were also 
carried out in order to study the adsorption prop-
erties of the new materials. Natural cellulose has 
great superiority as the new experimental material, 
since cellulose is the most abundant and renew-
able biopolymer and is one of the promising raw 
materials available in terms of cost for preparing 
various functional materials. And so, it will pro-
vide strong support for the application of this new 
type of adsorbent. With the single variable con-
trolling method, all kinds of factors affecting the 
adsorption efficiency were investigated, and the 
optimum conditions for the new removal of iron 
ions with TEMPO-oxidized natural cellulose were 
determined.

1 INTRODUCTION

Modern industries discharge a certain quantity 
of  wastewater containing large amounts of  heavy 
metals every day. Because of  their toxicity, bioac-
cumulation, and their various forms, these metals 
do great harm to the ecological environment and 
survival of  human beings after being discharged 
into the environment. A number of  methods are 
available to remove heavy metals from water or 
wastewater, including chemical precipitation, ion 
exchange, adsorption, membrane process, reverse 
osmosis, and so on (H. Xu & Y. Liu. (2008), T. A. 
Kravchenko et al. (2009), Y. Y. Xiong et al.(2014), 
G. Ferraiolo et  al.(1990), V.K. Gupta et  al.
(2004), V. K. Gupta et  al.(2005)). Among these 
technologies, adsorption is considered to be the 
most effective and efficient approach for dealing 
with large volumes of  wastewater in recent years 
(B. Volesky(2001), A. T. Paulino et  al. (2008)). 
And the adsorption process has been applied as 
one of  the most popular treatment processes due 
to various advantages, such as high efficiency, 
low cost, wide applicable scope, etc. Cellulose, 
which is a kind of  inexpensive material and the 
main constituent of  plants, is the most abun-
dant biodegradable natural polymer biomass on 
the earth and has been utilized in many applica-
tions such as pulp, paper, filters, film, and the 
textile industries (D. Klemm et al.(2005)). To use 
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2 MATERIALS AND METHODOLOGY

2.1 Materials

Iron ions solution was prepared by using iron sul-
fate. TEMPO-oxidized natural cellulose was syn-
thesized in our laboratory. Deionized water was 
used for all experiments. Other reagents used were 
of analytical grade in all experiments.

2.2 Synthesis of the new adsorbent

Natural cellulose was oxidized in an oxidation 
system constituted by 2,2,6,6-tetramethylpiperi-
dine-1-oxyl radical (TEMPO)/NaBr/NaClO under 
certain conditions (A. Isogai & Y. Kato (1998), 
T. Saito et al. (2005)). The new adsorbent prepared 
is a long chain molecule with lots of hydroxyl 
groups and some carboxyl groups, and its chemical 
structure is illustrated in Fig. 1. The details of the 
synthesis of TEMPO-oxidized natural cellulose are 
as follows: designed weight Natural Cellulose (NC) 
was suspended in purified water which contained 
TEMPO (0.1  mmol/g NC) and sodium bromide 
(1.0  mmol/g NC). And then, a designed amount 
of the 10% NaClO solution (5.0∼10.0 mmol/g NC) 
was added to the slurry dropwise, and the mixture 
was stirred by mechanical means at room tem-
perature. And meanwhile, the pH of the mixture 
system was maintained between 10.5 and 11.0 by 
using a pH stat until no 0.5 M NaOH consump-
tion was observed in the reaction process. Oxida-
tion was quenched by adding ethanol (ca. 10 mL). 
Oxidized cellulose was washed thoroughly with 
purified water and then ethanol by filtration. The 
wet product was dried by lyophilization and then 
followed by vacuum-drying at 50°C for about 
48 h. And then, the synthesis compounds were 
milled into powder after drying for the following 
adsorption experiments.

2.3 Adsorption experiments

Adsorption was carried out according to the fol-
lowing steps: (1) 20  mL of different concentra-

tions of wastewater was placed into small beakers; 
(2) a certain amount of adsorption materials was 
filled into the solution after its pH was adjusted with 
sodium hydroxide and hydrochloric acid; (3) all the 
suspended solutions were placed in a constant tem-
perature oscillator for a designed duration of time; 
(4) the concentration of iron (III) ions was determined 
with adjacent dinitrogen spectrophotometry after 
stopping, oscillating, and standing for a period of 
time. Therefore, the optimum adsorption conditions 
were determined on the basis of setting the adsorp-
tion conditions by using the orthogonal principle.

2.4 Calculation method

The effect of adsorbing iron ions can be formu-
lated by adsorbing capacity (qe) and adsorption 
efficiency (R%). 

Adsorbing capacity (qe) refers to the quality of 
Fe3+ ions adsorbed into the adsorbent (1 g mass) 
when the adsorption system achieves adsorption 
equilibrium. And it was calculated according to 
Equation (1).

q V
me =

( )C CeCCeCC0CC
 (1)

where qe (mg g−1) is the adsorbing capacity, Co (mg l−1) 
is the initial concentration of Fe3+, Ce (mg l−1) is 
the equilibrium concentration of Fe3+, V (l) is the 
total volume of wastewater, and m (g) is the mass 
of adsorbent.

The removal efficiency (R%) refers to the specific 
value between the quality of Fe3+ ions adsorbed into 
the adsorbent and the initial quality of Fe3+ ions 
when the adsorption system achieves  adsorption 
equilibrium. It is defined as Equation (2).

R
C

% %( )C CeCCC CeC
0

1  (2)

3 RESULTS AND DISCUSSION

3.1 SEM results

The morphologies of natural cellulose and NOCs 
were studied by SEM analysis in order to make a 
comparison more directly before and after syn-
thesis of NC. Two typical images at two magni-
fications of NC and TEMPO-oxidized natural 
cellulose are shown in Fig.  2a and b. Evidently, 
both of them are characterized by a level of 
inhomogeneity owing to natural growth. And the 
dimension of TEMPO-oxidized natural cellulose is 
4–8 nm in width. But there many mangy sags and 
crests on the surface of TEMPO-oxidized natural 
cellulose, which increases undoubtedly the surface 
area of the adsorbents.

Figure 1. Structure of oxidized natural cellulose (R, H, 
or Na).
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3.2 Adsorption experiments results

3.2.1 The influence of adsorbent dosage 
on the removal efficiency

The influence of adsorbent dosage on the removal 
efficiency of iron ions is shown in Fig.  3. The 
removal efficiency of iron ions increased signifi-
cantly with an increasing amount of adsorbent 
in the range of 0.1–0.15  g, and then it began to 
fall down slightly when the adsorbent dosage was 
larger than 0.15  g. It could be inferred that the 
removal efficiency of iron ions was the optimum 
and adsorption process was saturated when the 
adsorbent dosage was about 0.15 g.

The behavior of efficiency dependency on the 
absorbent dosage could be explicated such that 
the removal efficiency of the heavy metal increased 
along with an increase in absorbent quality, and that 
was to say with an increase in the number of active 
adsorption sites (Z. k. Luan & H. X. Tang (1993)). 
Moreover, due to an uneven distribution of oxidized 
cellulose surface positions, adsorption sites had 
strong and weak points naturally. The surface active 
points enabled competitive adsorption among the 
adsorption sites when the adsorbent dosage was 
in excess. In addition, owing to the hydrogen-bond 
interaction, cross-linking among the high molecules 
of the adsorbent would be formed in this case. And 
so, it would lead to the result that surface active 
points cannot be made full use of and were not con-
ducive to the adsorption. Thereby, it would result in 
a decrease in the efficiency.

3.2.2 The influence of adsorption time 
on the removal efficiency

In our research, we found that adsorption time was 
one of the important influence factors. From Fig. 4, 
it can be observed that, in the beginning, the con-
centration gradient between the solution and the 

surface of TEMPO-oxidized natural cellulose was 
very high and hence the driving force was strong 
too; therefore, the resulting adsorption speed was 
very high. The removal efficiency of iron ions had 
reached more than 90% at the time of 40 min, and 
then the removal efficiency still increased despite 
the decrease in the concentration gradient and 
the adsorbent tending to saturation gradually. It is 
not difficult to find that the adsorption efficiency 
was reaching the maximum and the adsorbent was 
reaching saturation at 60 min from Fig. 4. As time 
goes on, desorption began to appear and resulted in 
the declining of the removal efficiency.

3.2.3 The influence of the initial concentration 
of metal ions on the removal efficiency

The initial concentration of  metal ions had an 
effect on the occurrence of  ion exchange and 

Figure 2. SEM micrographs of natural cellulose (a) and TEMPO-oxidized natural cellulose (b).

Figure  3. The influence of adsorbent dosage on the 
removal efficiency of Fe3+ ions.
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complexation in the suspended solution. The 
dependency of  the removal efficiency of  iron 
ions on the initial concentration of  metal ions is 
shown in Fig. 5. Meanwhile, the graph presented 
a curve rising at first and declining in the stud-
ied range, while the best initial concentration of 
the oxidized cellulose adsorption of  iron ions is 
100 mg⋅L−1. This may be due to the fact that, when 
the initial concentration increased in the adsorp-
tion process, the concentration gradient increased 
between the solution and the surface of  TEMPO-
oxidized natural cellulose, thereby leading to 
an increase in the driving force. The adsorption 
capacity of  TEMPO-oxidized natural cellulose 
increased rapidly at first and then went back into 
equilibrium. When it surpassed the equilibrium 
level, the high concentration solution reduced the 
chance of  functional atoms combining with iron 
ions, due to the fact that the amount of  iron ions 

in the solution exceeded the maximum adsorbing 
capacity of  the adsorbent at this time. Therefore, 
the adsorption quantity no longer increased. And 
so, the excessive increase of  the initial concen-
tration led to a reduction in the adsorption effi-
ciency. It indicated that the initial concentration 
had a fitting range.

3.2.4 The influence of temperature on the 
removal efficiency

Temperature was one of the critical factors affecting 
adsorption. It was mainly due to the high sensitiv-
ity of the solubility of copper to temperature in a 
certain temperature range, which promoted adsorp-
tion. However when the temperature exceeded a cer-
tain limit, high temperatures would lead to excessive 
thermal motion of the molecules and ions, which 
was not conducive to form stable chemical bonds, 
and therefore led to a decrease in the adsorption 
efficiency ultimately.

The influence of  temperature on the removal 
efficiency of  Fe3+ ions is revealed in Fig. 6. The 
adsorption temperature experiments were per-
formed in the range of  15–35°C. The adsorption 
efficiency of  iron ions increased slowly with an 
increase in the temperature. When the tempera-
ture was about 25°C, the adsorption efficiency 
of  oxidized cellulose was the highest (more than 
99%). And then, it slightly reduced with an 
increase in temperature. In general, the impact 
of  temperature on the adsorption efficiency of 
iron ions with TEMPO-oxidized natural cellu-
lose as the adsorbent was not obvious, and the 
adsorption efficiency of  iron ions was above 
98% in a wide range (15–30°C). Therefore, it was 
sufficient to indicate that there would be a wide 
range of  available temperatures for the sorbent 
of  oxidized cellulose in the wastewater treatment 
process.

Figure 4. The influence of adsorption time on removal 
efficiency of Fe3+ ions.

Figure 5. The influence of the initial concentration of 
metal ions on the removal efficiency of Fe3+ ions.

Figure 6. The influence of temperature on the removal 
efficiency of Fe3+ ions.
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3.2.5 The influence of pH on the 
removal efficiency

The pH of the solution was another important 
factor that affects the adsorption process. Con-
sidering that the pH value of wastewater is usu-
ally below 7, the simulated wastewater was treated 
with acid solution (pH ranged from 2 to 7) in our 
experiment. The influence of the pH value on the 
removal efficiency of iron ions is shown in Fig. 7.

The adsorption efficiency was low at low pH 
and improved obviously with an increase in the 
pH. The efficiency reached more than 90% when 
the pH ranged from 4 to 7. Especially, under the 
pH value of 4–5, the highest removal efficiency 
was achieved, close to 93%. The removal efficiency 
then began to decrease with an increase in pH. It 
can be expected that the removal efficiency would 
be lesser when pH > 7, because iron ions and OH− 
groups can easily cause precipitation in the alkali 
solution.

When pH was low, both effects of pH were dis-
advantageous to the efficiency. On one hand, more 
hydronium ions were in the solution, which would 
compete with iron ions at the active site on the sur-
face of the adsorbent; on the other hand, the adsor-
bent was in a cationic atmosphere, and this would 
decrease the number of the active sites at which 
adsorption may take place. When the pH was high, 
two competing factors determined the efficiency. 
Fe3+ and OH− ions formed deposits more easily, and 
the metal ions were surrounded by anions and were 
not easily combined with adsorbent. At the same 
time, pH could also affect the acid–base properties 
of the adsorbent, which led to a change of its struc-
ture. Therefore, there was an optimal pH for the 
efficiency. The condition of partial acid was more 
desirable for copper removal especially when the 
pH is 4–5.

3.2.6 Adsorption isotherms
The capacity of the adsorbent can be estimated 
through adsorption equilibrium studies. It is usu-
ally described by adsorption isotherms. And the 
experimental data were applied to the Langmiur 
and the Freundlich isotherm equations, respec-
tively. Two equations (Equation (3) and Equation 
(4)) were obtained as follows:

Langmuir equation:

1 0 0069 0 0052
q CeCC
= + ( )0 99912R. .0052 ( 0R  (3)

Freundlich equation:

ln l .q C. ln. lnlnln ( ).R0 1 7755  (4)

where Ce (mg⋅L−1) is the equilibrium concentra-
tion of iron ions and qe (mg g−1) is the adsorption 
capacity of iron ions at equilibrium.

According to the above-mentioned two equa-
tions, the high correlation coefficients indicate that 
the adsorption process of iron ions by TEMPO-
oxidized natural cellulose corresponded well with 
the Freundlich and Langmuir model. It also dem-
onstrated that the adsorption process is a physi-
cal–chemical mixed model which needs further 
detailed study.

4 CONCLUSIONS

TEMPO-oxidized natural cellulose is a new type 
of  adsorbent, which can be synthesized by natural 
cellulose under an oxidized condition. We found 
that the material had a great effect on the adsorp-
tion of  iron ions from wastewater. The optimum 
conditions of  adsorption from the experiments 
were obtained. The removal efficiency of  iron ions 
could reach as high as 99% under the conditions 
where the temperature was 25°C, the iron ions 
concentration was 100  mg⋅L−1 and the value of 
pH was 4–5 in the solution, dosing 0.15 g adsor-
bents and adsorption time of  60  min. Kinetic 
studies also showed that the adsorption isotherm 
of  Fe3+ corresponded with the Freundlich and 
Langmuir models. Other adsorption mechanisms 
such as adsorption thermodynamics will be fur-
ther studied subsequently. In conclusion, the 
present work predicts that the new adsorption 
material will have wide-ranging application in the 
sequestration or removal of  metal ions and many 
other industrial processes in the future owing to 
the advantages such as raw materials easily avail-
able with many sources, large adsorption capac-
ity, ease of  operation, and low cost.

Figure 7. Graph showing the influence of the pH value 
on the removal efficiency of Fe3+ ions.
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ABSTRACT: In order to obtain better grinding homogeneity and lower grinding cost, the optimization 
experiments of grinding were carried out in the fourth series of the Meishan iron ore concentrator. When 
compared with the results before application, the results of the test showed the following: the average 
size of the secondary overflow was similar, but the qualified fraction increased to 0.6 percentage point; 
the fraction of −10 μm decreased to 1.05 percentage point while decreased to 15.56 percentage points in 
magnetic separation tailings; the average size increased to 0.06 mm. Simultaneously, the power consump-
tion reduced to 1.68 kw•h/t, the ball consumption dropped to 0.1 kg/t, the noise of grinding dropped to 
2∼6 dB, the temperature of pulp decreased to 0.5∼2°C, the life of primary mill liners extended to 6 months 
and the life of secondary mill liners extended to 1 year. The grinding costs reduced to 1.70 RMB/t and 
the effect of energy conservation was very significant. Results of the fourth series could be applied in the 
same type grinding operations of other series.

2 GRINDING SYSTEM STATUS BEFORE 
THE INDUSTRIAL TEST

The fourth series closed-circuit grinding system of 
the Meishan iron ore concentrator was made up 
of two sets of a 2.7 × 3.6 m ball mill and a 1.6 m 
double helix grading unit. The mill speed was 21.7 
r/min, filling rate was 38%, and grinding concen-
tration was above 88%.

The process investigation deciphered the fol-
lowing problems before the industrial test: (1) the 
primary stage spiral classifier has no underflow, 
with classifier efficiency approaching 0%, which 
did not have any screening effect; (2) the primary 
stage steel ball size was 120 mm and the secondary 
stage ball size was 80  mm, which led to the −10 
microns productivity of the primary stage classifi-
cation overflow being 11.75%, and the −10 microns 
productivity of the secondary stage classification 
overflow being 15.39%, thereby increasing the 
over-crushing. On the other hand, it would impact 
the mill cylinder liner and reduce the service life of 
the lining board. At the same time, the remaining 
amount of useless energy was too much and was 
transferred into heat; (3) the liberation degree of 
the Fe particle size range was 0.3 mm∼38 microns 
and the liberation degree of the S particle size 

1 INTRODUCTION

Mostly, the iron ore was the magnetite, martite, 
hematite, siderite, and pyrite and silicate miner-
als in Meishan. The structure of the ore mainly 
comprised of dense patches, disseminated, breccia 
and mottled structure. Currently, Meishan iron ore 
dressing concentrator adopted a two stage closed-
circuit grinding process. The grinding operation 
power consumption accounted for 46% of the total 
power consumption. It exerted great pressure for 
the settlement, emissions, and comprehensive utili-
zation of tailings (Liu, 2005). Shi Guiming (2013) 
studied the optimization of particle size obtained 
through grinding on the tungsten polymetallic ore 
grinding system and improved the metal distribu-
tion characteristics. Xiao Qingfei (2007) reviewed 
the development of the grinding medium and 
optimization research. Wang Peng (2010) studied 
the shape and size selection principle of the new 
type of grinding media. Li Jian (2010) discussed 
the quality of mill grinding, and thought it can 
improve the quality of grinding, save energy, and 
reduce consumption. In order to improve the uni-
formity of the grinding process and reduce costs, 
in this paper, the fourth series grinding system in 
Meishan is studied.
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range was 76∼10 microns, the liberation scope of 
which was different and therefore, Fe was suit-
able for coarse grinding and S was suitable for fine 
grinding; (4) the −10 microns products of second-
ary classification overflow was in high grade that 
the Fe grade was 30.26%, S grade was 0.77%, and 
the metal mass loss was greater which leads to the 
recovery of Fe. S was only 80.28% and 86.59% in 
qualified products of 0.3 mm∼10 microns fraction.

3 INDUSTRIAL TEST PLAN

According to the research results of the laboratory’s 
high-precision grinding and practice experience, 
the major industrial test under the premise of with-
out changing the existing mill capacity is shown as 
follows:

1. The grinding concentration was adjusted, the 
concentration and overflow fineness of the first 
stage grinding classification process were classi-
fied, the amount of sand return was increased, 
and the grinding process was improved. At the 
same time, a new ball was added in accordance 
with the method Φ 100: Φ 80 = 60%:40%.

2. The grinding concentration was adjusted, the 
concentration of the secondary grinding classi-
fication process was classified, and the classifier 
overflow fineness was stabilized. At the same 
time, a new ball was added in accordance with 
the method Φ 60 = 100%.

4 INDUSTRIAL TEST RESULTS

4.1 Particle size distribution in the grinding-
classification circuit

When compared with the effect of the industrial 
test, the fourth series were in contrast with the 

third series. The fourth series has implemented a 
new industrial test plan since October 1, 2013. It 
obtained sample and analysis data after stable oper-
ation from November. Particle size distributions 
of the third series production and the fourth series 
grinding-classification circuit are listed in Table 1.

It can be seen from Table 1 that after the high-
precision grinding process, although the secondary 
classification overflow failed to meet −0.074  mm 
which accounted for 63%, the average particle 
size of secondary classification overflow products 
was the same, the content of the 0.3∼10 microns 
qualified fraction was higher and the content of 
−10 microns over the crushed fraction was lighter. 
Moreover, the product quality of the secondary 
classification overflow of the fourth series was bet-
ter than that of the third series overall.

4.2 Product quality of overflow in secondary 
classification

During the industrial experiment, the comparison 
results of the product quality of secondary classi-
fication overflow in the third and fourth series are 
shown in Table 2.

It can be seen from Table 2 that after the utili-
zation of high-precision grinding technology, the 
better product quality of the secondary classifica-
tion overflow was obtained under the same pro-
cessing capacity of the mill.

4.3 Sorting effect of secondary classification 
overflow

To test the quality improvement of the secondary 
classification overflow in fourth series, the contrast 
experiments for the third or fourth series were car-
ried out in a laboratory. The dressing process and 
parameters were the same with the actual process 

Table 1. Particle size distribution of the product of the grinding-classification circuit/%.

Indicator
Primary 
grinding

Primary sand 
return

Primary 
overflow

Secondary 
grinding

Secondary 
sand return

Secondary 
overflow

γ−76 μm 3 35.45 0 36.55 30.50 13.38 64.15
4 28.20 13.16 32.78 32.93 13.84 60.55

γ−10 μm 3  9.28 0  9.63  3.83  3.36 15.20
4  7.63 3.93  8.60  7.43  3.38 14.15

γ0.3∼10 μm 3 55.45 0 54.37 74.32 58.28 80.15
4 43.72 19.5 48.73 75.05 53.14 80.75

Table 2. Comparison results of the product quality of the final overflow in different series/%.

Indicator γ −0.076 mm γ 0.3 mm∼10 mm D/mm γ−10 μm

3# 64.15 80.15 0.10 15.20
4# 60.55 80.75 0.10 14.15
Increased/decreased amplitude −5.61 +0.75 0 +6.91
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of the Meishan iron ore concentrator. The dressing 
effects of the secondary classification overflow in 
3# and 4# series are shown in Table 3.

It can be seen in Table 3 that after the utilization 
of high-precision grinding technology, the produc-
tivity and grade of the iron concentrate were the 
same, but the loss of Fe and S also reduced because 
of the improvement of the particle size character-
istics. The recovery of iron reduced to 0.02 per-
centage point and the recovery of sulfur reduced 
to 0.23 percentage point.

In order to further investigate the separation 
influence of magnetic tailings, the separation 
indexes of magnetic separation tailings in the 3# 
and 4# series are listed in Table 4.

It can be seen from Table 4 that after the utili-
zation of high-precision grinding technology, the 
−10 microns productivity of magnetic separation 

tailings reduced to 15.56 percentage point, and the 
average particle size increased to 0.06 mm.

4.4 Saving energy and reducing consumption

After the utilization of high-precision grinding 
technology, the grinding efficiency and quality 
were greatly improved. Saving energy and reducing 
consumption of the grinding process were signifi-
cant. The energy-saving and consumption-reduc-
ing indicators are listed in Table 5.

It can be seen from Table 5 that the mill power 
consumption reduced to 1.68  kW•h/t, steel con-
sumption reduced to 0.1 kg/t, mill noise dropped 
to 2∼6 dB, grinding pulp temperature reduced to 
0.5∼2°C, the service life of the first grinding mill 
lining board prolonged for 6 months, and the sec-
ond stage grinding can be extended to more than 

Table 4. The separation indexes of magnetic separation tailings in different series/%.

Indicator Productivity Grade Recovery D / mm γ−10 μm

3# 10.58 12.68  2.82  0.04  60.98
4# 10.07 13.30  2.80  0.10  45.42
Increased/decreased amplitude −4.82 +4.89 −0.71 +150 −25.52

Table 3. The dressing effect of the secondary classification overflow in different series/%.

Product

3# 4#

Productivity/%

Grade/% Recovery/%

Productivity/%

Grade/% Recovery/%

TFe S TFe S TFe S TFe S

Sulfur rough 
concentrate

 3.69 40.60 21.09   3.15  72.00   3.31 42.02 23.26   2.91  60.32

Sulfur 
middling

 1.21 39.21  7.75   1.00   8.71   2.30 41.34  9.71   1.99  17.53

Iron ore 
concentrate

84.52 52.31  0.18  93.03  14.09  84.32 52.40  0.26  92.31  17.18

Magnetic 
separation 
tailings

10.58 12.68  0.53   2.82   5.20  10.07 13.30  0.63   2.80   4.97

Undressed ore 100.00 47.53  1.08 100.00 100.00 100.00 47.87  1.28 100.00 100.00

Table 5. Energy-saving and consumption-reducing indicators of 4# series before and after the industrial application 
(%).

Indicators

Power (kwh/t)

Steel 
consumption 
(kg/t) Noise (dB)

Pulp 
temperature 
(°C)

Life of 
the lining 
(month)

1+2 1 2 1 2 1 2 1 2

Before 13.79  0.5  0.45 95–99 94–96 33∼34 34 −8 24
After 12.31  0.45  0.4 92–94 91–93 31∼32 33.5 12 36
Increased/decreased +12.12 −10 −11.11 3∼5dB 3dB 2°C 0.5°C 4mon 1a

ICCAE16_Vol 01.indb   605 3/27/2017   10:39:48 AM



606

1 year. Saving energy and reducing consumption 
were very significant.

4.5 Benefits of saving energy and reducing 
consumption

In the 4# series, according to the price of the 
industry, the cost of electricity was 0.6  RMB/
(kW•h), the cost of steel ball was 4000  RMB/t, 
the price of the manganese steel lining board was 
160000 RMB/set, the price of the magnetic lining 
board was 210000 RMB/set, and the annual total 
cost of grinding reduced by 1.70 RMB/t.

5 CONCLUSIONS

1. The appropriate grinding condition is very impor-
tant for the improvement of the grinding quality.

2. After the introduction of a high-precision grind-
ing technological process, the quality of the sec-
ondary classification overflow and magnetic 
separation tailings was significantly improved. 
The qualified fraction increased to 0.6 percent-
age points and the −10 microns content reduced 
to 1.05 percentage points in the secondary clas-
sification overflow. The −10 microns content 
reduced to 15.56 percentage points, and the 
average particle size increased to 0.06 mm in the 
magnetic separation tailings.

3. After the introduction of the high-precision 
grinding technological process, the energy-
saving effect was very significant. The mill 

power consumption reduced to 1.68 kW•h/t, 
the steel consumption reduced to 0.1 kg/t, the 
mill noise reduced to 2∼6 dB, the grinding pulp 
temperature reduced to 0.5∼2°C, and the grind-
ing cost reduced 1.70 RMB/t.
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ABSTRACT: Ice shedding is one of the main reasons threats the mechanical security of overhead elec-
tric transmission lines. This study attempts to gain the dynamic response of conductor bundles following 
sudden ice shedding, by conducting a series of ice shedding tests on a reduced scale single span conductor 
bundle physical model in a laboratory. The influence of ice load, lumped mass number, and location was 
systematically studied, and the time histories and maximum values of displacement at different key points 
were measured. With a total of 30 ice shedding scenarios in a reduced scale conductor bundle physical 
model, these indicate that the ice load, the number of lumped mass, location, and number of released 
lumped mass significantly affects the dynamic response of the conductor bundle. It is found that the 
maximum displacement of measured points increases with the ice deposit mass and the maximum dis-
placement along the span in all the scenarios always occurs at the midpoint. Also, the conductor vibrates 
mainly following the first order mode and it is affected by the particular ice shedding arrangement. This 
study helps to understand the dynamic response of conductor bundles, which is significant to the design 
of overhead transmission lines in cold regions.

cause less environmental pollution, but increase 
the natural transmission power and reduce the 
wave impedance, by reducing the phase conductor 
distance and increasing the sub-conductor number 
and conductor diameter. However, it has higher 
risk to ice shedding accidents due to the closer 
phase distance.

A series of ice shedding tests were conducted by 
Morgan and Swift on a five-span 230 kv transmission 
line, from which the equation of the conductor jump 
height after ice shedding was deduced and the effects 
of different insulator assembly methods were studied 
(Morgan, 1964). Jamaleddine et al. carried out sev-
eral ice shedding tests on a two-span reduced scale 
line and was the first to use non-linear commercial 
finite element software to study the dynamic response 
of the conductor following ice shedding. It is proved 
that the numerical simulation results agree well with 
the model tests (Jamaleddine, 1993). Roshan Fekr 
and McClure simulated 21 ice shedding scenarios, by 
changing conductor density, to study the influence 
of ice thickness, span length, and elevation difference 
on the ice shedding response (Fekr, 1998). Meng 
et al. conducted an ice shedding test on a real scale 
transmission line and studied the influence of con-
ductor damping (Meng, 2012). Li et al. study the 
towers–lines coupled effect and the anti-vibration 

1 INTRODUCTION

Atmospheric icing is one of the main natural haz-
ards that threaten the safety of overhead transmis-
sion lines. It is reported that atmospheric icing and 
ice shedding have caused serious loss to electric 
power networks in countries like America, Canada, 
China and Russia (Farzaneh, 2008). The accidents 
resulting from icing can be divided into two cata-
logues, one is electrical accidents, such as flashover 
and short circuit, and the other is mechanical 
accidents, such as strands or conductor breakage, 
insulator rupture, cross-arm deformation, or tower 
collapse (McClure, 2002).

Ice shedding is a phenomenon in which ice 
chunks are shed off  the conductor or ground wires 
suddenly due to high temperature, strong winds, or 
mechanical de-icing (Morgan, 1964; Jamaleddine, 
1993). When ice shedding happens, the conductor 
will jump dramatically and the tension of the con-
ductor will change largely; the gravitational and 
strain potential energy of ice and conductor were 
released and converted into kinetic energy follow-
ing ice shedding.

The compact transmission lines have superior 
economic and social benefits to ordinary transmis-
sion lines, because these need less corridor space, 
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measure for towers during the ice shedding pro-
cess (Li, 2008). Yang studied the dynamic loads 
on Ultra-High Voltage (UHV) towers following 
ice shedding (Yang, 2014). Kollar et al. was the 
first who systematically studied the dynamic char-
acteristics of bundled conductors in different ice 
shedding scenarios, such as whole span shedding, 
large chunks shedding and un-zipping shedding, 
and the FE modeling method was validated by 
using a reduced scale twin sub-conductor bundle 
(Kollar, 2008; László, 2013). In the study, the influ-
ence of ice shedding from certain sub-conductors, 
sub-conductor distance, and sub-conductor num-
ber were studied. Shen et al. studied the influence of 
different FE models, the equivalent single conduc-
tor model, and the bundle model (Shen, 2012). Ji 
et al. considered the induced ice shedding effects in 
dynamic analysis, and so the time-varying character-
istics of the system can be considered in FE analysis, 
which is more realistic (Ji, 2015).

Although the ice shedding phenomenon has 
been studied in previous studies, there is a lack of 
ice shedding tests on bundle conductors, which 
are widely used in extra and UHV transmission 
lines. Thus, in this paper, a reduced scale physical 
transmission line model of the conductor bundle 
is designed to obtain its dynamic characteristics 
in different ice shedding scenarios. This study will 
offer more experimental data for transmission 
line designs in cold regions and is helpful for the 
mechanical safety of transmission lines and the 
operation of electric power networks.

2 EXPERIMENTAL SETUP

The reduced scale physical model is a single span 
bundle with eight sub-conductors and no spacer is 
installed for simplicity. A high strength buckle was 
used to connect the bundle to the dead end at the left 
end and the right end of the bundle is connected to 
a tension sensor first by using a buckle, and then the 
tension sensor is connected to a screw, which is used 
to adjust the conductor tension. Five laser sensors 
are set underneath the conductor bundle on the test 
platform. The lumped mass was hung on the bundle 
with a rope to model the ice load and the ice shed-
ding phenomenon is modelled by suddenly cutting 
the rope. The experimental setup is shown in Fig. 1.

In the tests, laser sensors produced by Panasonic 
were used to detect the real time displacement of 
measured points and force sensors produced by Tecsis 
were used to measure the tension of sub-conductors.

A total of 30  scenarios of ice shedding tests 
were studied, by changing the total mass of the 
ice deposit, lumped mass number and ice shed-
ding locations. The combinations of ice shedding 
scenarios are listed in Table 1 and shown in Fig. 2 
(only the five lumped loads scenario is illustrated).

In Table 1, 5%, 10%, and 15% refer to the fact 
that the total ice load is 5%, 10%, and 15% of the 
conductor bundle mass, respectively. The total ice 
load was modeled by 1, 3, and 5 lumped masses in 
different scenarios.

Figure  1. Picture of an ice shedding experimental 
setup.

Figure  2. Schematic of the ice shedding scenario 
arrangement (with five lumped loads).

Table 1 Details of ice shedding scenarios.

Ice load
Lumped 
mass number Ice shedding location

5% 1 M1

3 M1, M2, M1 + M2, M1 + M3

5 M1, M2, M3, M2 + M3, 
M2 + M3 + M4

10% 1 M1

3 M1, M2, M1 + M2, M1 + M3

5 M1, M2, M3, M2+ M3, 
M2 + M3 + M4

15% 1 M1

3 M1, M2, M1 + M2, M1 + M3

5 M1, M2, M3, M2 + M3, 
M2+M3+M4
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Figure 3. Results of the test where the ice load is simu-
lated by three lumped masses.

Figure 4. Results of the test where the ice load is simu-
lated by the five lumped mass.
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3 DYNAMIC RESPONSE ANALYSIS OF 
BUNDLED CONDUCTORS IN THE 
EXPERIMENTS

In the tests, the displacement of the five measure 
points is recorded. Figures 3 and 4  show the dis-
placements time history of the midpoint (point 3) 
and maximum displacements of every measured 
point in different test scenarios, where the total ice 
load is 15% of the cable mass. For the sake of paper 
length, only the scenarios with three (Figure 3) and 
five (Figure  4) lumped masses are listed in this 
article.

It indicates from the figures that the dynamic 
response of the conductor bundle is significantly 
influenced by the number of lumped mass, loca-
tion, and number of released lumped mass. The 
maximum displacement along the span in different 
scenarios always occurs at the midpoint and the 
displacement time history decays due to the damp-
ing effect. Among all the tests, the maximum jump 
height of the midpoint appears in the scenario with 
only one lumped mass. In addition, the conductor 
vibrates mainly following the first order mode and is 
affected by the particular ice shedding arrangement, 
and the second order mode may be excited when 
uneven and non-synchronous ice shedding happens.

Besides, the comparison of 5%, 10%, and 15% 
ice load scenarios shows that the maximum dis-
placement of measured points increases with the 
ice deposit mass, and the vibration modes with the 
same number and arrangement of lumped mass 
are similar when the ice load varies.

4 CONCLUSIONS

A reduced scale single span conductor bun-
dle physical model was established to study the 
dynamic response of  the bundle following sudden 
ice shedding. By changing the ice load, lumped 
mass number, and releasing the arrangement of 
the lumped mass, it obtained the displacement 
time history and maximum displacement of  the 
measured points. The test results show that the 
maximum displacement always occurs in the mid-

point of  the span and increases with total ice load. 
The main vibration mode was excited in the tests 
is the first order mode with one loop. The num-
ber and release location of  the lumped mass have 
significant influence on the dynamic response of 
the conductor bundle. The study and findings in 
this paper are useful for the design of  overhead 
transmission lines in cold regions.
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A single-lens optimal imaging system based on a liquid crystal spatial 
light modulator and micro-scanning optical wedge

Ning Xu, Zhi-Ying Liu & Dong Pu
School of Opto-Electronic Engineering, Changchun University of Science and Technology, 
Changchun, Jilin, China

ABSTRACT: A simple and high-resolution single-lens imaging system is generated by using a liquid 
crystal spatial light modulator to correct wavefront distortion and reconstructing a high resolution image 
with micro scanning by using an optical wedge. A zygo interferometer is used to measure of wavefront 
data of single-lens focusing infinite distance; ZEMAX is used to simulate to obtain wavefront data of 
finite distance and use Zernike Polynomials to describe it. Based on the relationship between the phase 
and grayscale of a liquid crystal spatial light modulator, a conjugate wavefront of distortion wavefront is 
obtained for completing static wavefront correction before assessing the correction effect by Imatest soft-
ware. In order to improve the image resolution, an optical wedge is used to perform multiple 2 × 2 micro-
scannings of a same scene for imaging. A high-resolution static scene image is reconstructed by using a 
fast high-resolution algorithm based on the Keren registration method and template convolution.

using the liquid crystal spatial light modulator or 
otherwise. Thus, wavefront distortion correction 
effects of the modulator are evaluated.

Additionally, a method of employing a CMOS 
Sensor for integration on a focal plane is also used 
in this paper. CMOS staggers half  of the pixel 
along the direction of the linear array to perform 
twice imaging. In other words, the method of sub-
pixel imaging is adopted. Moreover, an approach 
of 2 × 2 micro-scanning is also applied to fill the 
infinitesimal displacement to improve the sampling 
frequency so that the original CMOS sampling fre-
quency can be increased by times. In this way, the 
imaging quality is further improved.

2 DEFOCUS AND ABERRATION 
CORRECTION BY USING THE 
LIQUID CRYSTAL SPATIAL LIGHT 
MODULATOR

2.1 Construction of experimental optical path

A K9 single lens with a focal length of 35 mm and 
a diameter of 25.4 mm is selected for experiments 
in this work. The distance from a front-end test 
card to a lens is 500 mm, while it is 800 mm from 
a back-end test card to the lens. Figure 1 shows an 
overall structure block. Due to limitations of the 
field of view, ISO 12233 reflective test cards of 0.5X 
are chosen. They should be placed up and down 
without overlaying. In addition, a read mono-
chromatic source of 633 nm is adopted. While the 

1 INTRODUCTION

With the development of science and technology, 
demands for optical systems with a small volume 
and high resolution imaging have become increas-
ingly intense. In an optical system, single lens imag-
ing can be employed to reduce its volume effectively. 
As a result, the structure and price of this system are 
substantially simplified and brought down respec-
tively. However, single lens imaging is provided with 
certain wavefront distortions that are able to give 
rise to imaging blurring for such an optical system. 
Therefore, the solution to the wavefront distortion 
is the core of using single lens imaging.

In recent years, application of adaptive optics 
into wavefront distortion correction has become a 
hotspot due to the development of liquid crystal 
display technology and relevant techniques as well 
as abundant liquid crystal materials. As a wavefront 
corrector, the liquid crystal spatial light modulator 
is featured with high resolution, low energy con-
sumption, small volume, ease of control, low price, 
etc. (Cai et  al, 2008). In this paper, defocus and 
aberration are compensated by virtue of the liquid 
crystal spatial light modulator. A 1272 × 1024 pix-
els pure phase type liquid crystal spatial light mod-
ulator developed by the Hamamatsu Company in 
Japan is adopted in combination with Zemax sim-
ulation and Zygo interferometer test to carry out 
fitting for wave surfaces so as to achieve an effect 
of compensation. In addition, Imatest is utilized 
to grade it based on images that are processed by 

ICCAE16_Vol 01.indb   613 3/27/2017   10:39:53 AM



614

micro-scanning optical wedge is aimed at achiev-
ing high resolution imaging implementation, the 
polarizing film only plays a part in horizontal 
polarized light because of the adoption of a liquid 
crystal spatial light modulator. Furthermore, it is 
under the control of this modulator that controls 
it through the PC. The relevant overall structure is 
presented in Figure 2.

2.2 Simulation and calculation of defocus

Defocus usually takes place in an optical system 
that is constructed by using a single lens. There-
fore, it is assumed that there are two ISO12233 test 
cards at the front and the back ends to evaluate this 
system. The corresponding focal length is adjusted 
to make the front-end test card just situated at the 
focal plane. At this time, a defocus phenomenon 
appears correspondingly as long as the test card at 
the back end is moved. Thus, defocus of the optical 
system can be simulated.

As given in Figure 3, the focal plane is located 
at a test card plane at 500 mm. Clearly, we almost 
cannot see a test card at 800 mm nearly, thereby 
signifying that a great distorted wavefront exists 
at 800 mm. In the case that MTF curves under a 
half  field of view with an object height of 500 mm 
are simulated by Zemax, a giant aberration exists 
in a single lens system and the edge field of view 
is also dramatically different from the central field 
of view, etc., under the circumstance that no addi-
tional elements are added, as shown in Figure 4.

Zemax can be utilized to obtain wavefront 
data under conditions of a finite element object 
distance. In order to acquire a clear image on a 
CMOS sensor, the front-end test card is adjusted 
in the first place. And then, the distance from the 
back-end test card to the lens can be figured out, 
so as to further simulate the corresponding coef-
ficient of Zernike Polynomials by virtue of Zemax, 
as presented in Figure 5. In detail, item 4 of this 

Figure 1. The overall structure diagram.

Figure  2. Picture of the overall structure of 
appearance. Figure 3. Picture showing the original images.

Figure 4. MTF curve with 500 mm object.

Figure 5. Zenike coefficient simulated by Zemax.
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coefficient refers to spherical aberration and aber-
ration items of the wavefront fitted.

2.3 Aberration measurement

As for the imaging at infinity, a digital wave phase-
shifting interferometer is employed to precisely 
measure wave aberration of the single lens. Thus, 
wavefront matrix data are acquired.

The digital wave phase-shifting interferometer 
is used to precisely measure the wavefront of an 
optical system and provides data required by the 
subsequent corrections. The experimental optical 
path for measurement is shown in Figure 6. GPI-
XPIV, a digital wave phase-shifting interferometer 
manufactured by Zygo, is adopted. To be specific, 
its principle is a Fizeau interferometer. Owing to 
the accuracy of this apparatus itself, we only need 
to place the polarizing film, optical system and 
reflector before such an interferometer (Wang & 
Yu, 2008). In addition, phase-shifting interference 
is employed by it. Concerning its major advan-
tages, uncertainty can be up to 1/50 wave length 
in spite of a high measurement precision. Besides, 
data processing software mounted in the interfer-
ometer can export binary data files of the wave-
front and also provides an exe program that can be 
utilized to convert such binary files into wavefront 
XYZ values stored in ASCII code. Based on a con-
crete wavefront data matrix, the wavefront can be 
accurately corrected and the relevant measurement 
process is shown in Figure 7. As for its experimen-
tal results, they are given in Figure 8.

Figure 8 shows that wavefront patterns can be 
displayed in the gray scale in the MetroPro after 
measurement by virtue of  the Zygo interferometer. 

In addition, 36 coefficients of  the Fringe Zernike 
Polynomials are also given. The wavefront of 
an optical system or optical elements is always 
continuous and smooth. Considering this, the 
continuous function is used to represent wave 
aberration or the surface shape of  an optical 
system. In normal cases, a series of  orthogonal 
linear combinations of  the Zernike Polynomi-
als are adopted for this representation (Zhang 
et  al, 2015). Although the Zernike Polynomials 
are provided with a considerably high accuracy, 
wavefront data exported by MetroPro directly are 
more accurate. Notably, the Zernike Polynomials 
will be employed to describe these uniformly for 
the convenience of  the unification between defo-
cus and aberration.

2.4 Wave aberration correction for liquid crystal 
spatial light modulator

The core component used for wave aberration cor-
rection is the liquid crystal spatial light modula-
tor, a device performing spatial light modulator 
for spatial distribution of optical waves (Wyant 
et  al, 1992). Generally, a spatial light modulator 
is constituted by multiple independent units that 
are arranged into one-dimensional or two-dimen-
sional arrays spatially. Every unit can be controlled 
by optical or electric signals independently. Hence, 
its optical properties are altered according to such 
signals so as to modulate optical waves lighting on 
it (Love, 1997).

A distorted wavefront can be represented by 
using a series of linear combinations of orthogo-
nal Zernike Polynomials, which is able to describe 
complex wavefront phase information and gener-
ate sufficient precision at the same time (Born & 
Wolf, 1978). The Zernike Polynomials in a circle 
is usually expressed in 2-dimensional polar coordi-
nates as follows (Nam & Rubin, 2005):

Figure  6. Picture of the experimental optical path 
structure.

Figure 7. Measurement structure diagram.

Figure 8. Zygo interferometer output interface.
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In the equations, angular and radial frequency 
numbers of the polynomials are provided respec-
tively. They are important parameters reflecting 
the spatial frequency of the Zernike Polynomials 
(Cai et al, 2008).

The liquid crystal spatial light modulator should 
carry out phase modulation under a condition of 
polarized light. Therefore, the polarizing film is 
installed in the optical path. After this modulator 
is electrified, the liquid crystal correspondingly 
rotates according to a gray-scale map loaded so 
as to change the phase distribution on an incident 
wave surface. In the case that the coefficient of the 
Zernike Polynomials is obtained, control signals of 
the Zernike pixel should be determined. In other 
words, the compensated coefficient of the Zernike 
Polynomials is found. Popularly speaking, a conju-
gate coefficient of the original Zernike coefficient 
is taken. At that time, Matlab is utilized in con-
junction with phase modulation characteristics of 
the liquid crystal spatial light modulator (Cai et al, 
2007) to write the wave aberration fitting code and 
further generate gray-scale maps for compensated 
defocus and aberration. Subsequently, gray-scale 
signals are transferred to the drive circuit of the 
liquid crystal spatial light modulator through the 
PC. It is important to note that a monochromatic 
source of 633 mm is employed during the experi-
ment. Under such a circumstance, the phase value 
(0–2)π of  the X10468 series liquid crystal spatial 
light modulator manufactured by Hamamatsu 
is linearly correlated to the gray level (0–255). It 
means that there is no need to recalibrate the rela-
tion between the phase and gray scale under such a 
waveband, as shown in Figure 9.

To expand the scope that can be adjusted by 
using the liquid crystal spatial light modulator, 
the gray-scale map portrayed is converted into a 
Fresnel gray-scale map. As a result, the modula-
tion range of such a modulator can be enlarged. 
However, its modulation range cannot be extended 
infinitely. As far as the X10468 series is concerned, 
the maximum phase that it can modulate is at 25π. 
And then, the gray-scale map portrayed is loaded 
onto software of the liquid crystal spatial light 
modulator (Fig. 10).

2.5 Estimation on the correction effect of liquid 
crystal spatial light modulator

Imatest is digital image evaluation software devel-
oped by the Imatest LCC in America and it has 
been extensively applied. The overall system of 
this software is established based on Matlab, 
which consists of multiple function modules, such 
as SFR, Colorcheck, Stepchart, etc. In addition, 
Imatest takes advantage of the Spatial Frequency 
Response (SFR) which requires lower cost to meas-
ure the MTF curve. This is a very simple approach. 
The required MTF curves can be acquired only by 
analyzing black and white slanted edges with a cer-
tain angle of inclination (Chen et al, 2014).

3 HIGH RESOLUTION 
RECONSTRUCTION FOR 
MICRO-SCANNING

A CMOS sensor of 1.3 million pixels is adopted 
during the experiment. The pixel size of the 
CMOS is 5.2 μm. Dependent on the scheme of liq-
uid crystal spatial light modulator, the CMOS sen-
sor becomes a factor restricting the improvement 

Figure 9. Phase modulation curve of the X10468 series 
modulator.

Figure  10. Modulator driver software to load the 
Fresnel grayscale image.
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of image quality. In order to perfect the resolu-
tion of the imaging on the premise of changing no 
CMOS sensor, high resolution imaging is realized 
by means of micro-scanning.

Micro-scanning is an over-sampling imag-
ing process that takes place multiple times for an 
identical scene and each sampling is referred to as 
sub-sampling. According to the micro-scanning 
process, images achieved by sampling are noted 
down each time and then images obtained by each 
subsampling process are recombined in line with 
their sequences of  micro-scanning. As a result, 
high resolution images are obtained through sub-
pixel processing. What needs to be pointed out 
is that the relevant scenes and fields of  view are 
required being static or moving slightly in the pro-
cesses of  sampling and imaging. In other words, 
micro-scanning can acquire a high spatial resolu-
tion by sacrificing the temporal resolution (Zhang 
et al, 1999).

Theoretically, the larger the number of scan-
ning is, the better the reconstruction effect will be. 
But, a 2  ×  2  micro scanning pattern is the most 
reasonable in terms of this experiment for the pur-

pose of efficiency improvement. To be specific, 
four pictures are captured by rotating the micro-
scanning optical wedge and these are integrated into 
a high resolution image based on the correspond-
ing algorithm. In a word, the 2 × 2 micro-scanning 
method is selected for use, according to the below-
mentioned equations:

δ α( )  (4)
Δ = δ fδ 0ff  (5)

In line with equations for deviation angle δ and 
displacement Δ, the wedge angle of  the optical 
wedge is 21'' and the associated machining tol-
erance is ±2'', as shown in Figure  12, which is a 
schematic diagram of the micro-scanning struc-
ture. If  the optical wedge rotates around a ray axis 
to perform azimuthal rotation, the focus point of 
the converged light beams can form a circumfer-
ence on the focal plane and this circumference 
uses the original image point as the center and Δ 
as the radius. In the case that the rotating optical 
plate respectively stays at four positions that are 

Figure 11. Graphs showing the comparison of results before and after loading.
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90° away from each other, that is 45°, 135°, 225°, 
and 315°, for under sampling imaging (as the high 
resolution image reconstruction principle given 
in Figure  13), micro displacement of  adjacent 
sampling points in a detector can be expressed as 
P = L/2 (Kim et al, 2000). In this equation, L is the 
pixel pitch and the value of  micro-scanning dis-
placement is (√2 L)/4.

With an aim to improve the possibility of  real-
time application of  the high resolution recon-
struction technique for images and enhance its 
tolerance of  the registration error, a fast robust 
high-resolution image reconstruction algorithm 
based on Keren registration and interpolation is 
used. According to this algorithm, low resolution 
images after registration are projected onto a high 

resolution grid in conformity with transformation 
parameter. And then, template convolution is uti-
lized to iteratively fill missing pixel values so as 
to reconstruct a high resolution image. Addition-
ally, such an algorithm is compared with another 
four high resolution image reconstruction algo-
rithms, including the non-uniform interpolation 
method, the convex set mapping method, the 
robust iterative backward mapping method and 
the structurally adaptive normalized convolu-
tion method. Experimental results indicate that 
this algorithm is insensitive to registration errors 
within a certain range of  precision, although it is 
provided with some advantages in terms of  speed 
and reconstruction effects. Totally speaking, it 
is an effective, robust and rapid high-resolution 
multi-frame image reconstruction algorithm. 
Hence, a fast high-resolution algorithm based on 
Keren registration and template convolution is 
implemented and used for the resolution recon-
struction of  static scene image sequences. In line 
with Table 1, this algorithm can be employed to 
estimate pixel points with a difference of  0.0001. 
In other words, superiorities of  the registration 
based on the Keren algorithm possess charac-
teristics such as high speed, high precision, etc. 
(Fortin et  al, 1996). After completing registra-
tion based on the Keren algorithm, Structure-
Adaptive Normalized Convolution (SANC) is 
used to integrate images together. Pictures with 
four frames (m = 4) and two amplification factors 
(q = 2) are selected for irregular interpolation by 
virtue of  twice-normalized convolutions. In this 
manner, high resolution reconstruction can be 
implemented. Results after high resolution recon-
struction of  the above-mentioned two algorithms 
are shown in Figure 14.

Figure  12. Schematic of the micro-scanning structure 
principle.

Figure  13. Schematic of the High-resolution image 
reconstruction principle.

Table 1. Keren algorithm registration results.

Rotations Shifts x Shifts y

LR_1  0  0 0
LR_2  0.0003 −0.2682 0.0470
LR_3 –0.0004 −0.2439 0.3153
LR_4  0.0030  0.0529 0.2622

Figure 14. Partial results of the high resolution image.
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4 CONCLUSIONS

An optimal single lens imaging system is con-
structed with wave aberration correction by using 
the liquid crystal spatial light modulator and the 
high-resolution by using a micro-scanning optical 
wedge. Firstly, a high precision digital interfero-
meter is utilized to measure the aberration of the 
single lens together with the acquisition of wave-
front data of out-of-focus Zernike Polynomials by 
means of Zemax simulation. And then, Matlab 
software is adopted to accurately portray a conju-
gate gray-scale map that is loaded onto the liquid 
crystal spatial light modulator later. Thus, wave 
aberration of the optical system can be corrected 
depending on the linear phase modulation char-
acteristics of the modulator. In addition, effect 
improvement generated by the employment of the 
liquid crystal spatial light modulator is tested by 
Imatest. Moreover, 2  ×  2  micro-scanning imag-
ing is made use of to perform an oversampling of 
multiple times and an identical scene. With respect 
to the micro-scanning imaging, images obtained 
through each sampling are recorded in the first 
place; and then, images achieved by each sub-
sampling are recombined otherwise according to 
their sequences of micro-scanning. These are pro-
cessed into high-resolution images by sub-pixels. 
This method is featured with high precision, good 
adaptability, etc. As the liquid crystal technology 
progresses, the cost of a modulator in the future 
can be further brought down and it will have a 
smaller volume. Therefore, a preferable solution 
will be provided for obtaining high-resolution 
images by simplifying the optical system.
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of the NC grinding machine
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ABSTRACT: A Geometry-Based Path Optimization Approach (GBPOA) is proposed to solve the 
motion control of the NC grinding machine which contains four processing procedures. The GBPOA 
firstly analyzes the structure of the DXF graphical file and develops an Analyzing Algorithm to obtain 
the data from the DXF file based on Java; and then a Zooming Algorithm is proposed to solve the motion 
path of the tool of the NC grinding machine according to the value of grinding; next a Path Compensa-
tion Algorithm is proposed to solve the path offset problem caused by tool wear in the process of extract 
grinding and polishing; finally, the NC codes of four processing procedures are generated automatically. 
A CNC grinding system proves the feasibility and effectiveness of the above-mentioned method, which 
can improve the machining accuracy of parts and company production efficiency.

into the bottom motion controller’s codes, which 
can drive the engraving machine (Huibin Yang, 
2015). Gabriel Mansour proposed an expert CNC 
system, which analyzed the DXF file and optimized 
the machine path process by deciding the optimum 
path (Gabriel Mansour, 2013). Kovacic constructed 
an autonomous and intelligent CAD/CAM pro-
gramming system for the cutting device control-
ler based on an evolutionary genetic algorithm 
(Kovacic, 2005). In short, studying the DXF file is 
advantageous to the second development of draw-
ing software. The above-mentioned studies have 
been used to automate the tool path of the CNC 
(Computerized Numerical Control) machine and to 
improve the processing efficiency. However, it is not 
easy and flexible for the grinding machine to change 
the processing path spontaneously when the feed-
ing amount is adjusted. Furthermore, in the pro-
cedures such as extract grinding and polishing, the 
tool abrasion may lead to deformation of the part. 
And so, it is necessary to develop an open interface 
for the grinding machine, which can generate all the 
NC codes for four processing procedures.

A Geometry-Based Path Optimization Approach 
(GBPOA) is devised to solve the motion control 
of the NC grinding machine. The GBPOA firstly 
discusses the structure of the DXF and develop a 
graphical recognition interface based on Java, which 
can read the graphical information, and can translate 
the graphical data into coordinate or line information 
(Section 2); Nextly, a zooming algorithm is proposed 
to solve the motion path of the tool of the NC grind-
ing machine according to the value of grinding, and 
presents a path compensation algorithm to solve the 

1 INTRODUCTION

A grinding machine, which is also called grinder, 
is used for processing components by using four 
procedures of kibbling, fining grinding, extract 
grinding and polishing. A grinder can be widely 
used in the areas of glass, stone, metal components, 
ceramic tile, and so on. It is suitable for grinding the 
inclined plane of the metal strip with different sizes 
and thicknesses, such as round edge, straight edge, 
and duck mouth-shaped edge type. DXF (Drawing 
Exchange Format) is developed by Autodesk for 
enabling data interoperability between AutoCAD 
and other programs. By reading and identifying the 
DXF file of the workpiece, the machine can gener-
ate the track of processing automatically.

It is a typical engineering problem that changes 
the data of DXF files to the NC code, which has 
appealed to many researchers. D Sreeramulu pre-
sented an automated feature recognition system, 
which was intended to extract the geometric infor-
mation of rotational parts from the DXF file, and 
utilized this information to recognize the turning 
features (D Sreeramulu, 2011). Chen Shumin ana-
lyzed DXF files and extracted the coordinate data, 
and then generated NC codes for the cutting path 
of layout results (2012, Chen Shumin). Ying Bai 
studied a motion control system by obtaining the 
graphic data from the DXF file, and then gener-
ated the processing data and sent the data to the 
designed microcontroller to drive a stepper motor 
(Ying Bai, 2013). Huibin Yang proposed a graphic 
information extraction method to transform the 
graphic information identified from the DXF file 
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path offset problem caused by tool wear in the pro-
cess of fine grinding and polishing (Section 3). Last 
but not least, a CNC grinding system, which contains 
the NC code of four procedures, is totally developed 
to work directly with the DXF file (Section 4). The 
framework of the GBPOA is shown in Fig. 1.

2 ANALYZING ALGORITHM 
FOR THE DXF FILE

As a CAD data file format, DXF has the func-
tion of data interoperability between AutoCAD 
and other programs. The complete structure of 
DXF includes seven segments called SECTION, 
which contains HEADER, CLASSES, TABLES, 
BLOCKS, ENTITIES, OBJECTS, and EOF. Each 
section has its corresponding function, while the 
ENTITIES covers all the information of the draw-
ing entities, including the name of each primitive 
layer, the name of each line, the basic geometry 
data of each line, and so on. And so, by analyzing 
the ENTITIES from DXF file, we could obtain the 
graphical information effectively.

The ENTITIES section is made up of group 
codes and associated values, which contains all the 
graphic element objects including LINE, LWPOL-
YLINE, CIRCLE, ARC, ELLIPSE, and SPLINE. 
The graphic element objects cover all the geometry 
data for drawing lines. For example, the LINE has the 
group code of 10, 20, and 30 corresponding to x, y, 
and z of the starting point, while the group code of 
11, 21, and 31 corresponding to x, y, and z of the ter-
minal point. The other ENTITIES have the same for-
mat as that of a group code corresponding to a value.

According to the characteristic of the DXF 
file, an analyzing algorithm is proposed to extract 
the graphic data based on Java. In order to store 
the necessary information, a parametric variable 
named LineList, whose object type is ArrayList, is 
used with all the information of each feature such as 
the name, the start and end point, the central point 
of the circle, the radius, and so on. When a graphic 

element object is analyzed, the result will be added 
to the end of LineList. The implementation of the 
analyzing algorithm can be described as follows:

After analyzing all the primitive data, we sort the 
data, so that these can be read and converted more 
efficiently. And in order to correspond with NC code, 
in this paper, a set of data storage rules is also devel-
oped, which can be described as follows: firstly, ‘G01’ 
is taken as the storage symbol of LINE, and then the 
starting point and end point follow alongwith. Sec-
ondly, ‘G02’ or ‘G03’ is taken as the storage symbol 
of CIRCLE or ARC, and among these ‘G02’ repre-
sents the clockwise arc, while the other represents the 
counterclockwise arc, and then the central point, the 
start angle, and the end angle follow alongwith. Par-
ticularly, it is difficult for the NC grinding machine 
to process the ELLIPSE and SPLINE line, and so 
in the range of acceptable accuracy of the project, 
the ELLIPSE and SPLINE line are discretized into 
a multi-segment line. And so, we use ‘GPL’ to rep-
resent the LWPOLYLINE and other multi-segment 
lines, which is integrated with lots of points. From 
then, the type of lineList contains two parts content, 
one of which is the code of the line whose index is 0, 
and the other is the data of line. Table 1 shows the 
storage rules of analyzed DXF graphical data.

Figure 1. The framework of GBPOA.

Table 1. The storage rules of analyzed DXF graphical 
data.

Code
Type of 
ENTITIES

Data 
character Index

G01 LINE Start point 
(x, y)

(1,2)

End point 
(x, y)

(3,4)

G02 or 
G03

ARC and 
CIRCLE

Central point 
(x, y)

(1,2)

radius 3
start angle and 

end angle
4,5

GPL LWPOLYLINE, 
ELLIPSE and 
SPLINE

The coordinate 
of the i-th 
point (x, y)

(2i-1,2i)
(i = 1,2,…)
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3 ZOOMING ALGORITHM AND PATH 
COMPENSATION ALGORITHM

Traditionally, the final size and shape of a compo-
nent are always given so that we can get the pro-
cessing path easily. However, several questions are 
ignored such as the irregular shape of the blank 
workpiece, the orientation of the workpiece on the 
grinding machine, and the abrasion of the grinding 
wheel. As for this, during the practical manufacture 
process, the DXF file of the blank component and 
the grinding amount would be designated, where 
the workpiece is processed with a principle of using 
a small grinding amount one time but many times. 
It means that the processing path will be zoomed in 
or zoomed out several times. Therefore, after setting 
the grinding amount, a zooming algorithm is pro-
posed to compute the processing path as follows:

avoid the distortion of the processing workpiece, 
a path compensation algorithm is proposed to 
compute the compensated path. The implemented 
course of the algorithm can be revealed as follows:

After calculating the processing path accord-
ing to the zooming algorithm, this result can be 
used to generate the NC code when grinding the 
workpiece in the procedures of kibbling and fining 
grinding. However, tool wear must be considered 
when grinding the component in the procedures 
of extract grinding and polishing because of the 
requirement of grinding accuracy. The orienta-
tion offset of the processing workpiece caused by 
tool wear is shown in Fig. 2. Therefore, in order to 

Figure  2. Schematic of the orientation offset of the 
processing workpiece.

Figure 3. Schematic of the case for the path compensa-
tion algorithm.

Line 3 calculates the offset slope of the processing 
line, so as to obtain the compensating line for the line 
segment. For the arc segment, a subsection compen-
sation method is presented in line 4–line 10. Firstly, 
we define some parameters of the arc segment such 
as the radius r, the central point Pc, the start point P0, 
the end point Pend, and the wear rate wr. Secondly the 
compensation points Pi (i = 1,2,..n) of the arc seg-
ment according to the wear rate, thereupon the arc 
can be described as (P0,P1,P2,…,Pi,…,Pn,Aend). When 
the tool goes to Pi, the wear of the tool became i * 
wc, and then Pi will be dealt with the point Pi

, that 
is the intersection between the circle, whose radius is 
(r – i * wc) and central point is the Pc, and the line 
segment whose start point is Pi and end point is Pc. 
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And then, the curve of (Pi-1, Pi) will become the curve 
of (Pi-1

,, Pi
,). In order to fit the rule of the grinder 

that only line and arc segments can be processed, the 
curve of (Pi-1

,, Pi
,) will be dealt with the arc whose 

radius is r. Therefore, the compensating path of the 
arc segment is going to be (Arc (1), Arc (2), …, Arc 
(end). A case in point is shown in Fig. 3.

4 THE CNC GRINDING SYSTEM

Based on the Geometry-Based Path Optimization 
Approach (GBPOA), a CNC grinding system, 
which can generate the NC codes of the four pro-
cedures automatically, is totally developed to work 
directly with the DXF file. The CNC grinding sys-
tem developed by Java is shown in Fig. 4.

From Fig.  4, it can be observed that the graph 
area displays the processing of the part. The black 
line presents the blank part, the red line shows the 
shape of the product and the blue line shows the tool 
path of the grinder. The cutline manger pane shows 
the operation mode. After setting all the parameters, 
the NC code will be generated in the NC code area. 

Fig. 5 shows one part of the NC code of the pre-
sented graph for the grinding machine.

5 CONCLUSION

In this paper, a novel approach, such as the GBPOA, 
is presented to solve the motion control of the NC 
grinding machine. The three main steps of this 
approach are as follows: analyzing the DXF graphi-
cal file, performing tool path calculation, imple-
menting path compensation; these are critical to 
the GBPOA. The CNC grinding system based on the 
GBPOA is developed to handle automatically the pro-
cessing path of the parts for four procedures, and to 
generate the NC codes for the NC grinder. With more 
intelligence, the system can be quite practically used.

Future work will be focused on the path optimi-
zation for more parts and more constraints.
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A study on carbon electrode-based photoelectrochemical-type 
self-powered high-performance UV detectors
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ABSTRACT: The carbon nanoparticle film was applied as the counter electrode for photoelectrochemi-
cal-type UV detectors for the first time, in which the ultraviolet light-response layer was the TiO2 nanopar-
ticle film. Under zero bias conditions, the UV detector was sensitivity under pulse UV light, and showed 
rectangular square-wave signals. The response time and recovery time were 0.06 s and 0.17 s, respectively. 
The carbon electrode-based self-powered UV detector has potential commercial application because of 
low cost and high sensitivity.

The UV sensitive layer was the TiO2 film (Z. Song, 
2016 & Z. Liu, 2015 & X. Li, 2012). Under zero 
bias voltage conditions, the detector showed high 
sensitivity and stable signals. The response time and 
recovery time were 0.06 s and 0.17 s, respectively, 
and exhibited a rectangular square wave signal in 
pulsed UV irradiation. Due to the advantages of 
low cost, signal stability, high sensitivity, and self-
powered character, the as-prepared UV detector 
has great potential in business applications.

2 EXPERIMENTAL DETAILS

2.1 Chemicals and reagents

Fluorine-doped Tin Oxide (FTO, ∼7 Ω/2) glasses 
were purchased from Nippin Sheet Glass Co., 
Ltd. P25 (TiO2, 21 nm) and carbon nanoparticles 
(25  nm) were obtained from Degussa. Ethyl cel-
lulose (200CPS), TiCl4 (99.0%), terpineol, ace-
tic acid (99.0%), pethanol (99.7%), and acetone 
(99.5%) were purchased from Sinopharm Chemi-
cal Reagent Co. Ltd. Guanidinium thiocyanate 
(GuSCN, 99.0%) was acquired from Amresco. 
Lithium iodide (LiI, 99.999%), iodine (I2, 99.99%), 
1-methyl-3-propylimidazolium iodide (PMII, 
98%), 4-Tert-Butylpyridine (4-TBP, 96%) and tert-
butyl alcohol (99.5%) were obtained from Aladdin. 
Acetonitrile (99.8%) and valeronitrile (99%) were 
purchased from Alfa Aesar.

2.2 Fabrication of TiO2 and carbon electrodes

The cut FTO glasses were washed with detergent 
under running water, and sonicated in deion-
ized water, acetone, and ethanol for 20  min, 

1 INTRODUCTION

The UltraViolet (UV) detection technology has 
attracted wide attention due to its applications in 
food disinfection, binary switch, flame detection, 
optical communications, switch of UV lights, etc 
(Z. H. Lin, 2014 & H. Zhou, 2015). Nowadays, dif-
ferent types of UV detectors have been achieved, 
such as Schottky contact (H. Chen, 2012), P–N 
junction (Y. Q. Bie, 2011), etc. However, most of 
those have complicated preparation processes 
and low sensitivity. Particularly, they need exter-
nal power as a force field to separate the excited 
electrode–hole pairs, which waste energy.

Z. L. Wang has proposed the “self-powdered” 
concept, which means the devices or systems are 
wireless devices to be self-powered without using 
battery (Z. L. Wang, 2006 & 2012). Photoelec-
trochemical-type UV detectors can work under 
zero bias, which are self-powered ones. After the 
devices absorb UV light, the electron–hole pairs 
are excited, and separated by the redox reaction to 
achieve detection function without external energy. 
For now, the counter electrodes of  the photoelec-
trochemical-type UV detectors are mainly Pt and 
Au (S. M. Hatch, 2013 & T. Dixit, 2016 & S. Lu, 
2014), which are noble metals and expensive (W.-J. 
Lee, 2011). It is well-known that carbon materials 
have numerous advantages, such as cheap, broad 
application prospects and high stability. In addi-
tion, some members in our group previously stud-
ied that carbon electrodes were used commendably 
for dye-sensitized solar cells (W. Ahmad, 2015).

In this work, we developed a photoelectro-
chemical-type self-powered UV detector, which 
was based on carbon electrodes for the first time. 
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respectively. After dried, the well-cleaned FTO 
glasses were soaked in 0.04  M TiCl4 solution at 
70°C for 30  min to form a compact TiO2 layer 
(L. Chu, 2015 & J.S. Zhong, 2015). P25 powder 
(1 g) or carbon powder (1 g) was mixed with 0.2 g 
acetic acid, 0.5 g ethyl cellulose, 3 g terpineol and 
some ethanol under continuous stirring by using 
a magnetic stirrer. And then, the mixture was 
grinded for about 20  min, and finally ultrasoni-
cally treated for about 10 min to make the expected 
pastes. Subsequently, the TiO2 paste and carbon 
paste were printed onto the TiCl4-treated and clean 
FTO glasses, respectively. And then, the TiO2 layer 
was heated at 125°C for 15 min, at 325°C for 5 min, 
at 375°C for 5 min, and at 450°C for 30 min, and 
the carbon layer was heated at 125°C for 15 min 
and at 325°C for 30 min.

2.3 Fabrication of the UV detector

The electrolyte was comprised of 0.6  M PMII, 
0.05 M LiI, 0.03 M I2, 0.1 M GuSCN, and 0.5 M 
4-TBP in the solution of acetonitrile and valeroni-
trile (V: V = 85: 15). For UV detectors, the carbon 
electrode was buckled on the TiO2 photoelectrode, 
separated, and sealed by using a 50  μm plastic 
sheet, where the internal space was filled with 
above-mentioned liquid electrolyte.

2.4 Characterization

The surface morphologies of the TiO2 and car-
bon electrodes were characterized by using Scan-
ning Electron Microscopy (SEM, FEI NOVA 
NanoSEM 450). The phase identification was 
examined by using an X-Ray Diffractometer 
(XRD) (Bruker D8 Advance X-ray diffractome-
ter). The ultra-high pressure mercury lamp (Model 
CHF-XM500, Beijing Changtuo Technology Co., 
Ltd.) provided 365 nm UV light (7 mW/cm2). An 
electrochemical workstation (AUT84315, Nether-
lands) was used to obtain the current–voltage curve 
and current response under pulsed UV irradiation.

3 RESULTS AND DISCUSSION

Fig. 1a and b show SEM images of TiO2 and car-
bon film electrodes. The results show the typical 
mesoporous films with uniform space and without 
agglomeration of nanoparticles. The nanoparticles 
propose an enormous specific surface area for suf-
ficient contact with the electrolyte and the uniform 
space is beneficial for the injecting of the elec-
trolyte. Thus, the TiO2 and carbon nanoparticle 
mesoporous film could be used as an efficient UV 
sensitive layer and counter electrode, respectively. 
The XRD patterns of TiO2 and carbon electrodes 

in Fig. 1c and d reveal that the solvents and thick-
ening agent in the pastes disappeared completely 
during annealing. P25 was mixed phases of anatase 
and rutile, carbon was the amorphous phase, and 
the phase of FTO substrates has the peaks of 
S(110), (101), (200), and (211) in the patterns.

Fig.  2 is the curve of current versus voltage 
under dark and UV irradiation conditions. When 
the device was irradiated by using UV light, current 
was significantly enhanced. More importantly, at 
zero bias voltage, the device has a significant cur-
rent with UV irradiation. The results indicate that 
the UV detector is a self-powered device, which 
can work without external energy.

In fact, this UV detector is a photoelectrochemi-
cal type, whose schematics and work principle are 
shown in Fig. 3a and b. Firstly, electron–hole pairs 
were generated after absorbing ultraviolet light of 

Figure 1. SEM images of a: TiO2 photoelectrodes and 
b: carbon electrodes. Representative XRD patterns of 
c: TiO2 photoelectrodes and d: carbon electrodes.

Figure 2. Current–voltage curves of the detector with 
or without UV illumination.
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TiO2 nanoparticles; and then, the electrons flow to 
conductive substrate through the TiO2 layer, and 
the holes flow to the electrolyte. Meanwhile, the 
carbon electrode exhibits catalytic activity for elec-
trons. The electrodes and holes carry out oxidation 
and reduction reactions between redox couples to 
ensure the continued operation of the self-powered 
UV detector.

Fig. 4a shows the current response of the UV 
detector under pulse UV irradiation at zero bias 
voltage. The device has a rectangular square wave 
signal with or without UV irradiation. The result 
indicates the self-powered UV detector with high 
responsibility and stability. To reveal the response 
and recovery time more clearly, the enlarged 
response and recovery currents are shown in 
Fig. 4b. The response and recovery times are the 
times needed to reach (1–1/e) and to drop to 1/e 
of the maximum photocurrent (J.J. Hassan, 2012), 
respectively, which are 0.06 and 0.17 s. The results 
indicate that the self-powered UV detector has 
high sensitivity and stability. As a consequence, the 
self-powered UV detector has a simple preparation 
process, low prices, high sensitivity, good stability, 
and high performance, which is a desired kind of 
the commercial UV detector.

4 CONCLUSION

In summary, the carbon electrode was first used 
in photoelectrochemical-type UV detectors, which 

has advantages of simple preparation process, low 
cost, high performance, and stability. More impor-
tantly, the UV detector is self-powered. In light 
of the simple fabrication, zero energy consump-
tion, and outstanding UV-sensitive performance, 
we look forward to great potential applications in 
various fields, such as flame detection, UV radia-
tion surveillance, binary switch, optical communi-
cations, and switch of UV light.
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ABSTRACT: High sulfur pet coke power generation through circulating fluidized bed technology is 
discussed in this paper. When compared with coal, pet coke has the following characteristics such as high 
carbon content, high sulfur content, high heat value, low ash content, and low volatile matter. CFB power 
generation technology is considered to be a good method to use high sulfur pet coke. A six times 300 MW 
sub-critical unit (6 × 300 MW) is proposed in this project.

2 DESIGN INPUT

Pet coke used in this project is adopted from 
two nearby refineries. Each refinery can produce 
6000 tons pet coke per day. Elements analysis and 
other analyses are shown in Tables 1 and 2.

When compared with coal, pet coke studied in 
this project has the following characteristics such as 
high carbon content, high sulfur content, high heat 
value, low ash content, and low volatile matter.

According to local emission requirements, the 
plant emission shall satisfy World Bank Targets, 
which is given in Table 3.

1 INTRODUCTION

Pet coke is a by-product produced during heavy/
residual oil’s delayed coking process. Its main com-
ponent is the element C, accounting for more than 
80 wt%. The rest of the elements are H, O, N, and 
metallic elements. It has characters such as high 
heat value, high carbon content, low ash content, 
low volatile matter, etc. With respect to the sulfur 
content existing in the pet coke, content more than 
3% is called high sulfur pet coke (Zhu 2012). High 
sulfur pet coke is normally used as fuel, and there-
fore, it is also called fuel grade pet coke (Miao et al. 
2014). However, due to the large amount of pollut-
ant emission, such as SOx and NOx, the large-scale 
use of high sulfur pet coke is limited. The ideal way 
to use high sulfur pet coke should consider both 
efficiency and cleanliness. IGCC power generation 
technology and CFB power generation technol-
ogy are both considered to be good options to use 
high sulfur pet coke (Ding 2014, Xu et  al. 2011, 
Wang & Leng 2009). When compared with IGCC 
technology, CFB power generation technology has 
advantages such as high combustion efficiency, 
high availability, large load adjustment range, and 
less corrosion to equipment and nature. There 
are already some commercial pet coke-fired CFB 
plants operating in the world.

Saudi Arabia is the world’s biggest oil producer 
in contrast to most of the world’s oil reserves. Its 
pet coke production grows continuously along with 
the growth of crude oil production. However, since 
the quality of crude oil declines continuously, the 
rate of production of high sulfur pet coke grows 
rapidly. Commissioned by one Saudi Arabia oil 
company, our company is carrying out research on 
the CFB power generation scheme by using high 
sulfur pet coke produced in this oil company’s 
refinery. The aim of this paper is to provide refer-
ence for related research.

Table 1. Elements’ analysis of pet coke (count as per air 
received base) wt%.

Car Har Oar Nar Sar Mar Aar

80.1 3.2 0.1 1.3 6.7 8.5 0.1

Table 2. Others’ analysis of pet coke.

Item Result Item Result

Volatile matte Max. 12% Density 881 kg/m
High heat value 35631 kJ/kg HGI Min. 40
Vanadate 867 ppmv Vanadate 

plus Nickel
1775 ppmv

Table  3. Baseline Emission Targets (DA-Degraded 
 Airshed-Region with poor air quality).

Item Upper limit

Excess O2 in dry flue gas 3%
Particulate Matter (PM) 30 mg/Nm3

SO2 200 mg/Nm3

NO2 200 mg/Nm3
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3 PET COKE FIRED CFB POWER 
GENERATION

3.1 Process description

The process of  CFB power generation by using 
pet coke is roughly as follows: pet coke and 
limestone are crushed and then fed by using a 
feeding device to a combustion chamber. Pet 
coke is heated by using cycled high temperature 
materials and is burned soon. Limestone is used 
as a desulfurizing agent and supplement as the 
bed material at the same time. In the combus-
tion chamber, the bed material, with the fuel, 
is fluidized with primary air which turbulently 
transports the solids up to the entire height of 
the combustion chamber. Combustion of  the 
fuel takes place as it rises and heat is transferred 
to the membrane water-wall tubing that forms 
the walls of  the combustion chamber. The hot 
combustion gases with the entrained solids are 
released at the top of  the combustion chamber 
into the cyclone separator. The separator sepa-
rates the solids from the combustion gases and 
returns the solids, including any unburned solid 
fuel, through the non-mechanical loop seal to 
the combustion chamber where they mix with 
incoming fresh fuel. The long solids residence 
time at combustion temperature and the reten-
tion and continuous recirculation of  the solids 
ensure high combustion efficiencies for a wide 
range of  fuels and result in an ideal system for 
the mixture of  fine limestone with the fuel for 
efficient SO2 retention in solid ash form.

Limestone is allowed to react continuously and 
therefore, it is necessary to continuously feed lime-
stone with the fuel. The sulfation reaction requires 
that there is always an excess amount of limestone 
present. The amount of excess limestone that is 
required is dependent on a number of factors, 
such as the amount of sulfur in the fuel, the tem-
perature of the bed, and the physical and chemical 
characteristics of the limestone. The ideal desul-
phurization efficiency can reach more than 90%. 
According to the situation, flue gas desulphuriza-
tion measures can also be considered to be added 
onto the tail flue channel to satisfy SO2 emission 
requirements.

Provisions are made for primary and secondary 
air supply to the combustion chamber. The pri-
mary air is supplied through the wind box to the 
fluidizing grid and provides the main fluidization 
air flow. The secondary air provides a staged com-
bustion effect to ensure high combustion efficien-
cies and to minimize NOx production. In addition, 
the Selective Non-Catalytic Reduction (SNCR) 
denitration system can also be adopted to meet 
NOx emission requirements.

Flue gas and some fine size particulate mat-
ter leave the separator and pass through the 
convection section, which contains superheat, 
reheat, and economizer banks, along with an 
air preheater. The flue gas then enters a particle 
collector, where particulate matter is removed 
in compliance with environmental regulations. 
Clean flue gas is discharged to the stack via an 
induced draft fan.

Feedwater is sent to the CFB and heated to 
produce steam. Steam with high temperature 
and pressure is then sent to a steam turbine and 
obtains the power from the steam turbine genera-
tor. Details of the process are shown in Figure 1. 
Pet coke-fired CFB power generation technology 
has the following characteristics such as large load 
adjustment range, high availability, less corrosion 
to equipment and nature. Power and steam can be 
released as output at the same time.

3.2 Research progress

CFB technology using pet coke as fuel has been 
developed rapidly since 1980s. Till now, there are 
already dozens of power plants that are being com-
mercial operated. Usage of pet coke in CFB boilers 
can be mainly divided into two ways, one is pure 
burning of pet coke and another is mixed burning 
pet coke with coal (Dong et al. 2014). At present, 
the main problems of pure pet coke burning meth-
ods are as follows: high carbon content in fly ash, 
little amount of cycle material, instability of bed 
temperature, high temperatures of the dense–phase 
zone, limited boiler load, slag of the bed material 
in the return feeder and cyclone separator, high 

Figure 1. Process diagram of CFB power generation by 
using pet coke.
1-Pet coke; 2-limestone; 3-limestone feed device; 4-pet 
coke feed device; 5-bottom ash; 6-CFB combustion 
chamber; 7-cyclone separator; 8-primary air; 9-second-
ary air; 10-boiler superheater; 11-boiler economizer; 
12-air preheater; 13-ash discharge; 14-steam; 15-feedwa-
ter; 16-primary air fan; 17-secondary air fan; 18-steam 
turbine; 19-steam turbine generator; 20-power; 21-parti-
cle collector; 22-fly ash; 23-induced draft fan; 24-stack.
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temperature corrosion at the separator center pipe, 
ash deposited on the heating surface, etc. (Pei et al. 
2013, Zheng & Chen 2004). The high carbon con-
tent in fly ash can be controlled through measures 
such as strict control of the material particle size, 
thereby choosing an appropriate material circula-
tion ratio and adjusting the secondary air volume. 
Problems, such as little amount of cycle material, 
instability of bed temperature, high temperature of 
the dense–phase zone, and limited boiler load, can 
be dealt with through measures such as improving 
the separation efficiency of the cyclone separator, 
adding sand in the bed material, and adjusting 
the ratio of primary and secondary air. Currently, 
there are no effective measures to overcome other 
problems (Pei et al. 2004, Li et al. 2005, Tang & Li 
2004, Xiang & Yuan 2004, Liu et al. 2002, Yuan & 
Liu 2002). Further studies are still needed to pro-
ceed with.

4 SCHEME OF THIS PROJECT

Based on the pet coke production of two refineries 
and the heat value of the pet coke, it is assumed 
that thermal efficiency of the whole power plant is 
about 40%; it can be preliminarily evaluated that 
the scale of this power plant is around 1980 MW. 
Considering the mature mode of commercial prod-
ucts (steam turbine and CFB boiler), a six times 
300  MW unit (6  ×  300  MW) is proposed in this 
project. Related parameters of the steam turbine 
and CFB boiler are described as follows:

4.1 Steam turbine

As provided by the supplier, the information of 
the steam turbine is as follows: sub-critical, once 
reheated, four cylinders with one single flow High 
Pressure turbine (HP), one single flow Intermedi-
ate Pressure turbine (IP) and one double flow Low 
Pressure turbines (LP), with single axial, single 
back pressure condensing, water cooling condens-
ing mechanisms. Main parameters of the steam 
turbine are given in Table 4.

4.2 CFB Boiler

To match with the steam turbine’s capacity, six sub-
critical CFB boilers are selected. The Boiler Maxi-
mum Continuous Rating (BMCR) is set to be the 
same as that of the turbine Valve Wide Open (VWO) 
operating condition and is equal to 1.05 times that of 
the Turbine Maximum Continuous Rating (TMCR) 
operating condition. The information of the boiler 
provided by the supplier is as follows: sub-critical, 
single steam drum, natural circulation, balanced 

draft, autoignition, and combustion-supporting. 
Relevant details are given in Table 5.

4.3 Other systems

Other auxiliary systems, such as the combustion 
system, steam and water system, pet coke handling 
system, limestone handling system, ash removal 
system, water supply system, chemical water treat-
ment system, waste water treatment and drainage 
system, firefighting system, air conditioning and 
ventilation system, electrical system, instrumenta-
tion and control system, environmental protection, 
etc., are all designed according to related standards 
and design inputs to balance the plant.

Table 4. Main parameters of the steam turbine (TMCR 
operating conditions).

Item Unit Parameter

Mode N300-16.67/565/565
Rated output 

(TMCR + 0%)
MW 300

Maximum output 
(VWO + 0%)

MW 315

Rated steam pressure 
(main steam)

MPa 16.67

Rated steam temperature 
(main steam)

°C 565°C

Rated steam pressure 
(reheat steam)

MPa 4.16

Rated steam temperature 
(reheat steam)

°C 565

Rated main steam flow t/h 925
Maximum steam flow t/h 975
Rated exhaust pressure kPa 10
Feed water temperature °C 273.2
Heat rate kJ/kWh 8017.7
Rated speed r/min 3600
Regenerative system 3 HP heaters, 

4 LP heaters and 
1 deaerator

Table 5 Main parameters of the boiler (BMCR operat-
ing condition).

Item Unit Parameter

Maximum steam flow t/h 975
Superheat steam outlet pressure MPa 16.67
Superheat steam outlet temperature °C 565
Reheat steam flow t/h 860.5
Reheat steam inlet pressure MPa 4.75
Reheat steam outlet pressure MPa 4.37
Reheat steam inlet temperature °C 372.6
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5 CONCLUSION

High sulfur pet coke is normally used as fuel. 
When compared with coal, pet coke studied in this 
project has the following characteristics: high car-
bon content, high sulfur content, high heat value, 
low ash content, and low volatile matter. CFB 
power generation technology is considered to be 
a good method to use high sulfur pet coke. It has 
advantages such as high combustion efficiency, 
high availability, large load adjustment range, 
and low corrosion to equipment and nature. The 
scale of this project is evaluated around 1980 MW. 
A six times 300 MW sub-critical unit (6 × 300 MW) 
is proposed. Mode of the steam turbine is N300-
16.67/565/565. Six sub-critical CFB boilers, under 
BMCR operating conditions that are equal to 
1.05  times that of TMCR operating conditions, 
are selected to match with the steam turbine.
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Design of the pilot-scale double effect evaporator 
for high-concentration sodium hydroxide production
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ABSTRACT: The objective was to use the pilot plant double effect evaporator in order to concentrate 
75,000 gallons of aqueous sodium hydroxide from 10 wt% to 40 wt%. The purpose of the experiment 
was to determine the steady-state operating temperatures and pressures in order to calculate the overall 
heat transfer coefficients, U, and determine steady-state cooling water rates to the condenser. In order to 
accomplish the experimental purpose of running the pilot plant at steady-state operation, the accumula-
tion rates of mass and heat were calculated and plotted over time. The closest time step to steady state 
was at 4500 ± 6 seconds from the start of data collection. The mass accumulation for this data set and 
the energy accumulation were obtained from the experimental data. The heat transfer coefficient for the 
first effect, second effect and condenser were compared to each other, which were found to be within the 
expected literature values. The cooling water rate provided to the condenser was calculated. Using these 
results, a design was proposed with a feed rate of 0.8 kg/s of the 10 wt% NaOH into the first effect and a 
cooling water flow rate of 0.004 kg/s. This resulted in an output flow rate of 0.2 kg/s 40 wt% solution, with 
a steam consumption of 1.35 kg/s and a steam economy of 0.4 kg vapor/kg steam.

functions of the operating parameters of the cycle. 
Figures: thermodynamic performance based on 
temperature of high pressure generator. 3. Design 
and computer simulation on multi-effect evapo-
ration seawater desalination system using hybrid 
renewable energy sources in Turkey. The multi-
effect evaporation was simulated with Visual Basic 
programming language based on data obtained by 
18  stations for ten years. The comparison of the 
result with the literature values showed the accord-
ance. Also, it compared the solar and wind energy 
as the energy source of evaporator. Multiple effect 
units; energy figure: process flow diagrams of 
multi-effect; flowchart. 4. Thermodynamic analy-
sis of a trigeneration system consisting of a micro 
gas turbine and a double effect absorption chiller. 
A mathematical model of double effect absorption 
chiller was built using a MATLAB programming 
language to estimate the thermodynamic perfor-
mance. The trigeneration system was evaluated at 
different operating conditions: ambient tempera-
tures, generation temperatures and microturbine 
fuel mass flow rate. More about microturbine 
than double effect. 5. Simulation and Control of 
a Commercial Double Effect Evaporator: Tomato 
Juice The commercial double effect tomato paste 
evaporation system was simulated. The open 
loop simulation showed that the sample evapora-
tor provided stable process. Backward feeding. 
6. Dynamic Simulation of a Nonlinear Model of 

1 INTRODUCTION

Analysis of steady-state operation of double effect 
evaporator and prediction were made on the pro-
cess of sodium hydroxide solution. 1. Double 
effect distillation and thermal integration applied 
to the ethanol production process. The ethanol 
production process was simulated using Aspen 
Plus® software. The process included double effect 
distillation technology which achieved the reduc-
tion in the steam consumption. The study assessed 
the double effect distillation in ethanol production 
process, and its impact on energy consumption 
and electricity surplus production in the cogenera-
tion system. The economic assessment was also 
done based on equipment cost. As a result, the 
reduction in steam consumption was calculated. 
Figures: process flow diagrams of conventional 
and double effect processes steam consumption 
and cost. 2. Prediction of energetic and exergetic 
performance of double effect absorption system. 
The topic was about solar double effect absorption 
system. The performance of double effect absorp-
tion system was analyzed and optimized using a 
computer program which has been developed by 
Engineering Equation Solver software to describe 
the mathematical model of the used absorption 
system. Also, the study predicted the Coefficient 
of Performance (COP) and exergetic efficiency of 
the system, and formulated them in equations as 
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a Double Effect Evaporator. The commercial dou-
ble effect tomato paste evaporator was simulated 
using ACSL. Feed flow rate and product solids 
concentration from the simulation were compared 
with the experimental measurements. 7. Dynamic 
Response of a Double Effect Evaporator. A simple 
mathematical model was built with unsteady state 
material and energy balances. Agreement achieved 
between experimental response of the evaporator 
and the predicted response.

The purpose of the experiments was to deter-
mine the steady-state operating temperatures and 
pressures, in order to calculate the overall heat 
transfer coefficient of each of the heaters used in 
the double effect evaporator system. Steady state 
was measured as having zero mass or energy accu-
mulation. Radiative and convective heat losses 
were also calculated for use in the energy balance 
and the design problem.

2 EXPERIMENT AND MODEL

2.1 Experimental procedure

2.1.1 Start up
Before the experiment, all valves were closed. 
Blow-down valves of pressure gauges P1-P4 were 
opened to blow out gases initially. The filling of 
evaporator started from 1st effect unit. Before fill-
ing, LLC was activated by opening valve A-14 to 
supply compressed air to LLC. After LLC was 
connected to the 1st effect, the water was fed to 1st 
heater passing through rotameter R1. The 1st dis-
engaging chamber was filled to steady state oper-
ating level. Before filling 2nd effect unit, the water 
supply to vacuum pump was opened and then 
the vacuum pump was started to create vacuum 
in condenser. The vent valve, valve of condensate 
receiver to drain were closed to ensure that con-
denser unit was not open to atmosphere. To fill 
2nd effect unit, the valve connecting 1st and 2nd 
effect was opened to feed water from 1st effect to 
2nd effect unit. The circulating pump was started 
when filling 2nd effect, which forced a circulation 
between heater and disengaging chamber in 2nd 
effect. Then the cooling water was fed to condenser 
After the 2nd disengaging chamber was half  filled, 
the steam was fed to the 1st heater. The gauge pres-
sure of steam supply was controlled to be around 
170  Kpa (Sharqawy, 2010). After the steam was 
supplied to the system, the cooling water started 
to be fed to the condenser. The flow rate of cool-
ing water was controlled to obtain 20°C tempera-
ture rise in cooling water. Condensate collected in 
condensate receiver was drained before it reached 
the liquid level of 0.70 m. After the operation of 
DEE system, the valve of steam calorimeter was 

opened to measure the condition of steam before 
and after adiabatic expansion. The measurement 
of calorimeter was taken until the temperature of 
T8 and T9 were almost equal, which meant the 
steam constantly passed through the calorimeter 
and got ready for data collection.

2.1.2 Attainment of steady state
To achieve steady state, two important independent 
variables, liquid level heights of 1st and 2nd disen-
gaging chamber were controlled to reach constant. 
The liquid level of 1st disengaging chamber was 
controlled by the liquid level controller, since the 
sensor automatically closed the feed valve as the 
liquid level increased. The liquid level of 2nd disen-
gaging chamber was controlled manually through 
turning the feed valve to 2nd effect. Through the 
calculation and analysis in section 3.2 and 4, the 
system took around 4400 s to achieve the steady 
state of mass and energy. The rate of cooling water 
was changed around 3:30 PM to obtain 20°C tem-
perature rise of cooling water passing condenser.

2.1.3 Data collection
In week 1, the double effect evaporator was filled 
with proper operation and all procedures, valves, 
and dimensions of equipment were recorded. In 
week 2, the filling of the double effect evaporator 
started at 1:40 PM. Operations such as filling and 
feeding steam were finished before 3:20 PM. Data 
collection started at 3:25 PM, and measurements 
were taken around every 10 min.

Measurements of the experiment included tem-
perature of different streams or positions (T1-T13, 
TD4, TD5), pressure of different streams or posi-
tions (P1-P5), flow rate of different streams (R1-
3, steam trap 1–2), and liquid level height of two 
disengaging chambers. Systematic errors with the 
equipment were recorded as well.

2.1.4 Shut-down [13]
The shut-down followed the procedures in handout 
[13] to ensure safety. The inlet of steam and water to 
the whole system was first stopped. Valve (S-11) for 
steam supply was closed and the remaining steam 
was vent through calorimeter. Valves for water feed 
to 1st and 2nd effect units were closed. The vacuum 
to condenser was opened fully and the condensate 
rotameter (R3) was bypassed. The condensate in 
receiver was drained through the vacuum pump. 
The circulating pump was stopped. The condenser 
and 2nd effect was vented once the temperature of 
1st effect decreased to 80°C (175°F). The vacuum 
pump was shut off, and the feed water from main 
and water supply to vacuum pump were stopped 
by closing valves WM1 and VP-2. All drains and 
interconnecting valves were opened to drain water 
remained in the evaporator. Air supply to LLC was 
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stopped by closing valve A-14. Blow-down valves 
of pressure gauges and drain valve of vacuum 
pump were opened to drain water.

2.1.5 Precaution
Water was used in the experiment instead of 
sodium hydroxide solution. Basic rules such as 
safety goggles, long pants, and close-toed shoes 
were required in the laboratory. Special precau-
tions for Double Effect Evaporator experiment 
were avoiding contacting hot pipes and hot equip-
ment. Also, to make a safe experiment when oper-
ating the equipment, the water supply for vacuum 
pump was opened. The liquid level of disengaging 
chamber and condensate receiver was monitored 
to avoid overfilling. The shutdown procedures in 
handout was followed carefully after experiment.

2.1.6 Observation and Improvement
Liquid levels of two disengaging chambers were 
observed to be in ±0.06 m, which were roughly deter-
mined to be mass steady state in 1st and 2nd effect 
units. Cooling water flow rate was one of the impor-
tant independent variables of the experiment. In the 
experiment, the flow rate of water feed to condenser 
was so fast at first that the temperature raise only 
10°C in cooling water. The cooling water flow rate 
was decreased after 4000 s of operation (around 
4:30  PM) to obtain a temperature rise over 20°C 
in cooling water, which caused difficulty to achieve 
steady state. All settings should be controlled before 
operating and data collecting. The change of condi-
tions during the operating may break the trend and 
take longer time to reach steady state.

2.2 Modeling

2.2.1 Double effect evaporator
The function of the double effect evaporator is to 
concentrate a solution by evaporation of the sol-
vent. In each effect, steam is used to heat the liquid 
stream, which is separated in a disengaging cham-
ber into vapor and condensate. In a feed-forward 
system, the vapor from the first effect enters the 
second effect heater and is used to heat the con-
densate from the first effect. The second effect is 
kept at a lower pressure than the first effect by the 
vacuum pump so that it operates at a lower tem-
perature. To characterize steady state, Equations 1 
and 2 were used to describe the mass and heat 
 balances, respectively.

∑min – ∑mout = acc (1)

∑Qin – ∑Qout = acc (2)

min and Qin represent the mass and heat terms 
entering the system, mout and Qout represent the 

mass and heat terms exiting the system, and acc is 
the accumulation term, which is defined to be zero 
at steady state. The system was solved with overall 
mass and heat balances, as well as individual mass 
and heat balances on each effect.

Using steady-state values for temperature and 
heat transferred in each effect, the overall heat 
transfer coefficient describing the effectiveness of 
the heater can be calculated from equation 3:

Ui = Qi /ΔTm,iAi (3)

Ui is the overall heat transfer coefficient the 
heater, Qi is the heat transferred from the steam 
in the heater, ΔTm,i is the mean temperature differ-
ence between the steam and the boiling point of 
the disengaging chamber, and Ai is the total area 
of heat transfer. The subscript “i” is used to denote 
that the values are specific to the heater in the i th 
effect.

Heat in the liquid and vapor streams were calcu-
lated with the following equations:

Qliquid = mL * HL (4)

Qvapor = mv * λV (5)

mL and mV represent the mass flow rate of the liq-
uid or vapor streams, respectively, HL represents 
the enthalpy of the liquid stream, and λV repre-
sents the latent heat of vaporization of the vapor 
stream. The enthalpy of a liquid stream containing 
a solute could be found as a function of concentra-
tion and temperature from enthalpy-concentration 
charts. The assumption for the vapor streams was 
that they remained at the boiling point of the liq-
uid in the disengaging chamber and exchanged 
heat by converting between liquid and vapor state. 
Latent heats of vaporization were found from tem-
perature from the following correlation:

λV = 2.501 * 106 − 2.369 * 103 * T + 2.678 * 10−1 
  * T2 − 8.103 * 10−3 * T3 − 2.079 * 10−5 * T4 

 (6)

This correlation was found to be valid for pure 
liquid water within 0.01% for a temperature range 
between 0–200°C when fit to experimental data 
[14].

3 RESULTS AND DISCUSSION

3.1 The measurements of the double effect 
evaporator

The definition of steady state is a point at which the 
accumulation of mass and energy within the system 
approaches zero. It was important to determine at 
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which point the pilot system began to operate at 
steady state. The mass accumulation terms for the 
system are displayed in in Figure 2(a-c). The mass 
flow rate data from the system was significant to 
calculate the rate of accumulation of mass in the 
overall system, the first effect, and the second effect.

To calculate the rate of accumulation of energy 
in the system, it was necessary to find how much 
steam first entered the system. This was found 
through the use of the steam calorimeter. The 
steam calorimeter data and steam quality value 
were used to estimate the energy loss during the 
process. It was also necessary to calculate the 
amount of energy dissipated out of the system 
as shown in Figure  3. It was found that convec-
tive energy loss was negligible compared to that 
of radiative energy loss, while the radiative energy 
loss was significant, due to the significant sources 
of radiative energy loss determined by the com-
parisons in different curves of Figure 3.

The energy over time values for liquid and vapor 
streams associated with the pilot system were cal-
culated using the methods were presented. The 
accumulation of energy in the system at various 
times of operation are further characterized in the 
following chapter.

Using the energy over time values in Figure 3, it 
was possible to calculate the overall heat transfer 
coefficients for the heat exchangers in the pilot sys-
tem. The overall heat transfer coefficients were calcu-
lated at the time at which the system was thought to 
be closest to steady state operation. The values for the 
overall heat transfer coefficients (as well as the param-
eters important to calculate them) are: 8200 ± 502 W 
(m2 K)−1) for the first effect heater, 2950  ±  57  W 
(m2 K)−1) for second effect heater and 135  ±  6  W 
(m2 K)−1) for condenser as shown in Table 1.

The general equation for each energy balance 
was Equation  4. The energy balance equations 
were used to monitor the rate of accumulation 
of energy in the system over time. It was approxi-
mated that the steam exiting each effect would be 
a completely saturated liquid. Because of this, the 
rate of energy input into the system by the steam. 
Knowing these values, the rate of accumulation of 
energy in the system was then calculated using the 
values rate of energy transferred to and from the 
system from Figure 3, Trial 8 and radiative energy 
loss values from Trial 6 because they were taken at 
similar times. The overall rate of accumulation of 
energy values and the values of the terms of which 
it was comprised of are featured in Figure 4 and 
Table 2.

Figure  1. Process flow diagram of the pilot plant 
 double effect evaporator.

Figure 2. Mass accumulation of double effect evapora-
tor: the accumulation of mass in the system over time for 
the (a) overall mass balance; (b) first effect accumulated 
mass and (c) second effect accumulated mass.
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3.2 Design of sodium hydroxide concentration 
procedure

The stated objective of the Figure 5 was to use the 
same pilot plant double effect evaporator system 
to concentrate 75,000 gallons of aqueous sodium 
hydroxide solution from 10 wt% to 40 wt%. This 
could be achieved with only two small modifica-
tions to the system (from Figure 1). First, the main 
water line was disconnected from the feed to the 
first effect heater and replaced with a feed line 
connecting to the supply of 10 wt% NaOH solu-
tion. The rotameter R1 would be used to set an 
upper limit on the feed mass flow rate, which is also 
controlled by the LLC to maintain steady-state in 
the 1st effect disengaging column. Additionally, 
a new pipe would need to be attached to the 2nd 
disengaging chamber to allow the concentrated 
solution to connect to other units for further pro-
cessing. This flow rate would be controlled by the 
valve connected to rotameter R4. Start-up of the 
system could be done in a similar manner to the 
experimental procedure, described in experimental 
section. The first disengaging chamber would be 
allowed to fill to the steady-state level controlled by 
the level controller. Next, the second disengaging 

chamber would be filled from the first disengag-
ing chamber by opening the valves through R2 and 
the circulating pump. The circulating pump would 
be powered on until the 2nd disengaging chamber 
was approximately half  filled. The vacuum pump 
would be switched on, but the rotameter valve R4 
would not be opened until the system had reached 
approximately steady state operation.

The derivations of Equations  4 were used to 
calculate the correct feed mass flow rate and cool-
ing water flow rates from the mass balances, heat 
balances, and the capacity 30 equation for each 
effect. Assumptions were used to define the system 
and allow for a steady-state solution. The system 

Figure 3. Radiative energy loss data: Contains signifi-
cant radiative energy loss values from equipment in the 
pilot system. The method for calculating these values and 
determining which values were significant is detailed in 
the model section.

Table 1. Heat transfer coefficient.

1st Effect unit
(±502 W(m2 K)−1)

2nd Effect unit
(±57 W(m2 K)−1)

Condenser
(±6 W(m2 K)−1)

8200 2950 135

Figure 4. Energy balance of double effect evaporator: 
rate of accumulation of energy values vs. elapsed time 
for the (a) overall energy balance; (b) first effect energy 
balance and (c) second effect energy balance.
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Figure 5. Modified process flow diagram of pilot plant 
double effect evaporator used in design problem.

was solve using a trial-and-error method in Excel. 
The feed was assumed to start at room tempera-
ture (20°C), with a mass flow rate of 0.8 kg/s. This 
mass flow rate was chosen with the assumption that 
slower mass flow rates would waste more energy 
through radiative heat losses. The flow rate through 
the circulating pump was chosen such that the linear 
velocity through the pump was at least 1 m/s in order 
to prevent fouling effects in the more concentrated 
second effect, as suggested by (Geankoplis, 2003) 
(page 299). The steam entering the first effect heater 
was assumed to start at 100°C (rounded up from the 
values reported in Table 2), and it was assumed to 
have the same quality value of 0.996 (from Table 2). 
The enthalpy of the steam entering was calculated 
from steam quality, and it was assumed to exit with 
the same enthalpy as the saturated liquid. Convective 
heat losses were assumed to be negligible compared 
to radiative heat losses. Radiative heat loss in piping 
was assumed to be negligible compared to losses in 
the heaters, columns, and condenser.

Cooling water flow rates were chosen to give 
a temperature drop as close to 20°C as possible. 
Cooling water was assumed to enter at 13°C, 
similar to what was measured in Table  4. The 
procedure for determining steady state from the 
spreadsheet was as follows: 1. Assume a mass 
flow rate. 2. Change boiling temperature for the 
first effect along with the enthalpy at the outlet 
(from Figure 8.4-3 in (Geankoplis, 2003)) until the 
concentration exiting the first effect is within the 
range of 0.1∼0.4.3. Determine boiling point rise 
from Figure 8.4-2 (Geankoplis, 2003) and satura-
tion pressure from steam Tables. 4. Change boiling 
temperature in 2nd effect along with the enthalpy 
at the outlet (Figure 4 ( Geankoplis, 2003)) until 
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the concentration exiting the 2nd effect is 0.4. 5. 
Calculate mass flow rate of  product produced, 
verify mass balances and calculate steam economy.

4 CONCLUSIONS

A double effect pilot system initially ran with a 
cooling water flow rate through the final con-
denser that caused a temperature increase in the 
cooling water which was below the operating 
criteria of  20°C. The system ran at this condi-
tion for approximately the first 4000  seconds of 
data collection. At approximately 4000  seconds, 
the cooling water flow rate to the condenser 
was lowered from 0.5783 kg s−1 to 0.0421 kg s−1. 
This caused change in temperature of  the cool-
ing water through the condenser to increase from 
10  ±  0.6°C to 30  ±  0.6°C. Because of  this, data 
from the pilot system that can be used to char-
acterize steady state must be taken after this cor-
rection to the cooling water flow rate to the final 
condenser was made. Three data sets were taken 
after this correction. These were taken at elapsed 
times of  4500 ± 5 seconds, 4980 ± 5 seconds, and 
5400  ±  5  seconds. Analysis of  the accumulated 
mass and energy was performed to determine 
which of  these data sets gives the best portrayal of 
the pilot system at steady state operation.

Using these results, a design was proposed with 
a feed rate of 0.8 kg/s of the 10 wt% NaOH into 
the first effect and a cooling water flow rate of 
0.004 kg/s. This resulted in an output flow rate of 
0.2 kg/s 40 wt% solution, with a steam consump-
tion of 1.35 kg/s and a steam economy of 0.4 kg 
vapor/kg steam.
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Table 3. Steam quality.

Enthalpy of saturated 
steam at system pressure 
(236972 Pa)
(±0.66 kJ kg−1 K−1)

Enthalpy of saturated 
liquid at system pressure 
(236972 Pa)
(±2.02 kJ kg−1 K−1)

Enthalpy of superheated 
steam at barometric 
pressure (97697 Pa)
(±1.2 kJ kg−1 K−1)

Steam 
quality (±0.001)

2714.29 527.74 2705.53 0.996

Table 4. Design of the double effect evaporator for the NaOH concentration process.

Parameters 1st EFFECT 2nd EFFECT Condenser

Liquid flow rate in (kg/s) 0.8 2.9 CW flow rate in (kg/s) 0.004
Solids content in (wt%) 0.1 0.4 CW temp. in (°C) 13.0
Liquid flow rate out (kg/s) 0.257 0.200 CW temp. out (°C) 21.2
Solids content out (wt%) 0.312 0.400 e (Pa) 6000 6000
Boiling temperature (°C) 99.2 70.2
Saturation pressure (Pa) 50000 6000 Result
Boiling Point Elevation (°C) 20 30 Steam consumption (kg/s) 1.35
Evaporation rate (kg/s) 0.543 0.057 Steam economy 

(kg vapor/kg steam)
0.4

Steam/vapor flow rate (kg/s) 1.353 0.543
Steam/vapor temperature (°C) 100 79.21
Recycle stream flow rate (kg/s)  N.A. 2.7
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Early fault diagnosis of wind turbine gearboxes based on the DSmT
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ABSTRACT: Aiming at the problem that early faults of the gear boxes are difficult to be identified 
effectively and the conventional DST-based fault diagnosis method requires no conflict between the evi-
dence, a fault diagnosis system based on a DSmT wind turbine gearbox is proposed. The DSmT fusion 
method is used to fuse the conflicting evidences from each evidence source. An analysis of the gear box 
fault reliability value of numerical changes and determination of the fault type is carried out in this work. 
The results show that the DSmT is applied to the early fault diagnosis of the wind turbine gear box, which 
exhibits better fusion results than the DST method.

2.1 DSmT theoretical basis

Let { }…… , called the hyper-power set DΘ 
[3] in the DSmT frame, which is defined as the set 
of all composite propositions built from elements 
of Θ with ∪ and ∩ operators is such that:

1. ∅, θ θ ∈1
Θ, .θ ∈n D

2. if A B D, ,B D∈ Θ  then A B D∩ ∈B Θ  and A B D∪ ∈B Θ.
3. No other elements belong to DΘ, except those 

obtained by using rules 1 or 2.

When DSmT is applied to the wind turbine 
gearbox fault diagnosis, θi represents the failure 
mode of the fan gear box. The wind turbine gear 
box failure mode mainly wears away, gets pitting, 
gets scratches, and so on.

DSmT presents a new method for describing and 
analyzing problems. The hyper-power set in DSmT 
is based on the DST power set to relax the exclusive 
constraints. The proposition θi in frame Θ composes 
a set of finite propositions that expresses all the fea-
tures of the fusion problem (Xusheng Zhai, 2012).

2.2 Gearbox of wind turbine conflict evidence 
fusion rules

The PCR6 rule is one of the more accurate fusion 
methods in DSmT, and it can obtain better fusion 
results than PCR5 when there are more than two 
sources of evidence. Under the generalized recogni-
tion frame Θ, there is a mapping of m D( ) : [D , ],) : Dθ 0 1,
which satisfies the following three conditions:

1. M (θ) = 0, θ is an empty set;
2. m

A D∑ ( )A =θ 1,  where A∈Dθ ;
3. 0 ≤ m(A) ≤ 1, A∈D^θ;

1 INTRODUCTION

A gearbox is the key equipment that connects the 
low speed shaft and the high speed shaft. Due to 
long-term bearing of noise, high temperature, 
vibration and other complex factors, it is prone 
to faults. Since wind farms are generally designed 
in mountainous areas that are far from residential 
areas or offshore far from the land, maintenance 
is extremely difficult when it fails. Therefore, to 
master the early fault characteristics of the wind 
turbine gear box, and according to the character-
istics of early troubleshooting, one can effectively 
improve the maintenance efficiency and reduce the 
loss to a large extent.

2 DSMT THEORETICAL BASIS

DSmT (Dezert–Smarandache Theory) is an effec-
tive theory that is used to fuse the conflict evidence 
proposed by Dezert and Smarandsche in 2002, 
which mainly deals with high uncertainty, high 
conflict, and imprecise information source evi-
dence (Florentin Smarandache, 2011). DSmT can 
deal with the information fusion problem of any 
type of independent information sources repre-
sented by using the reliability function. In the sub-
sequent development of DSmT, the combination 
rules of PCR1, PCR2, PCR3, PCR4, PCR5, and 
PCR6 are proposed. Among these, PCR6 (Floren-
tin Smarandache, 2006) is a more accurate conflict 
allocation method. DSmT is able to handle com-
plex, static or dynamic fusion problems without 
being restricted by the DST framework.
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And then, m (A) is the generalized basic confi-
dence distribution function of A (Florentin Sma-
randache, 2011).

Assuming that m1(⋅) and m2(⋅) denote the gen-
eralized basic confidence distribution functions 
provided by two independent and reliable sources, 
the classical combination rule (DSmC) and PCR6 
rules for two information sources are as follows:

The classical combination rule (DSmC) is given 
as follows:

m m m DDSmCSS A B D
A B Y

( )Y = ( )A ( )B ∨ ∈∈
=

∑ 1 2m( )A /, Y Θ
Θ  (1)

Proportional Conflict allocation Rule (PCR6):
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1
,  and a 

detailed explanation of this equation can be found 
(Florentin Smarandache, 2006).

When comparing the classical combination rule 
with the proportional conflict allocation rule, we 
can see that the PCR6 method is more accurate. The 
conflict reliability between X and Y is composed of 
the conflict between X in information source 1 and 
Y in information source 2 and the conflict between 
Y in information source 1 and X in information 
source 2. With PCR6, one redistributes the partial 
conflicting mass to A and B proportionally with 
the masses m1(A) and m2(B) assigned to A and B, 
respectively and also the partial conflicting mass to 
A and B proportionally with the masses m2(A) and 
m1(B) assigned to A and B, respectively; thus, one 
gets now two weighting factors in the redistribu-
tion for each corresponding set A and B.

Since there are more than two information 
sources in this paper, PCR6 is used as the fusion 
rule in this paper.

3 EARLY FAULT DIAGNOSIS SYSTEM 
OF THE WIND TURBINE GEAR BOX

3.1 Wind turbine gear box’s early fault diagnosis 
structure

The vibration sensor is arranged at several key 
positions of the fan gearbox. The data measured by 

each sensor are firstly anti-aliased and then EMD 
is decomposed (Florentin Smarandache, 2004) 
and information entropy extraction is performed 
to obtain the corresponding eigenvector. The BP 
neural network is used to obtain the confidence 
distribution of each source of evidence, and finally 
PCR6 fusion is used to acquire the fault type.

3.2 Extraction of the feature vector

There are two steps to extract the eigenvector, which 
are EMD and IMF energy entropy extraction.

3.2.1 Empirical Mode Decomposition (EMD)
EMD decomposition can change a frequency 
irregular wave into a single frequency of a wave + 
residual wave form. For a given signal y(t), the 
EMD decomposition process is as follows:

1. Find all the maximum points of the sequence 
y(t) and fit the upper envelope of the original 
data with the cubic spline interpolation;

2. Find all the minimum points of the sequence 
y(t) and fit the lower envelope of the original 
data with the cubic spline interpolation;

3. The mean value of the upper and lower enve-
lopes is denoted by using ml, the original 
sequence y(t) is subtracted from the average 
envelope ml to obtain a new data sequence hl;

4. If  hl satisfies the IMF (Lu Shen, 2010) criterion, 
it is denoted as the first IMF. If  there are nega-
tive local maxima and positive local minima, 
this is not an Intrinsic Mode Function and 
needs to be continued. Filter until the first IMF 
component is obtained.

5. Calculate the residual signal r y c1 1rr y t c( )tt t( )t ( )t−= yy )tt  
as a new signal, repeat the previous steps, until 
all the IMF components are found.

6. After the decomposition of each component, 
the original signal can be expressed as follows:

Original wave Residual wave= +∑IMFM S

The main purpose of EMD is to smoothly process 
the signal and obtain a series of the IMF component 
from high-frequency to low frequency, in order to 
prepare for the extraction of information entropy.

3.2.2 Fault feature vector extraction based 
on EMD energy entropy

Information entropy is a subject which was formed 
and developed with the development of communi-
cation technology. In 1948, Claude Shannon first 
proposed the concept of information entropy. That 
is, the amount of information contained in a signal 
source is called information entropy. EMD energy 
entropy-based fault feature vector extraction steps 
are given as follows (Xusheng Zhai, 2012):
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1. For EMD decomposition of the vibration sig-
nal to be processed, select the main fault fea-
tures including the first n IMF components.

2. Find the total energy of each IMF component 
Ei.

E C dt i niCCiE ( )t =
−∞

+∞

∫−
2

1 2, ,2 ,�  (4)

3. Construct an eigenvector T with energy as an 
element.

T = [ ]  (5)

4. The vector is normalized

E = ⎡⎣
⎡⎡ ⎤

⎦
⎤⎤

=Σ i
n

iEi1
2 1 2/

 (6)

′ = ⎡
⎣⎢
⎡⎡
⎣⎣

⎤
⎦⎥
⎤⎤
⎦⎦

T E
E

E
E

E
E

nE1 2EE E, ,
E

�  (7)

And then, T' is the fault feature vector.

3.3 Wind turbine gear box early fault diagnosis 
data processing

1. Place the vibration sensor at an appropriate 
position on the test bed;

2. Filter the measurement data;
3. Obtain the eigenvector according to equation 

(2.2);
4. Through BP neural network training, we can 

obtain the output { }
g,g,

p pi ip ipip( )1 ( )2 ( )qipip ( )2  of the 
ith sub BP neural network. If  there are n fault 
patterns in the diagnosis system, then q n= +n 1.

5. DSmT decision fusion is carried out, where the 
ith input mi of DSmT is the confidence distri-
bution of the output of the ith sub-BP neural 
network, which is calculated as follows:

mi
i

j

q
i

pi

pi

( )j = ( )j
( )j

=∑ 1
p

 (8)

mi { }m mim i im( ) ( )( ) ( )qm) (mim  (9)

where x = 1, 2, …, q.

4 FAULT DIAGNOSIS OF THE WIND 
TURBINE GEARBOX

This test uses an experimental platform which 
includes a two horsepower motor, a torque sensor, 
a power meter, and electronic control equipment 
to simulate the fault of the wind turbine gear box. 
The tested bearing supports the motor shaft. A 
single point of failure was placed on the 6205-2RS 
JEM SKF bearing using EDM technology with a 
fault diameter of 0.007  inches. An experimental 
platform is shown in Figure 2.

In the experiment, the acceleration sensor was 
used to acquire the vibration signal, and the sen-
sor was placed on the motor housing by using the 
magnetic base. The acceleration sensor is mounted 
near the support housing of the drive end spindle 
of the motor housing. The vibration signal is col-
lected by using a 16-channel DAT recorder and 
processed later in the MATLAB environment. The 
digital signal sampling frequency is 12000S/s, and 
the sampling frequency of the drive side bearing 
fault data is 48000S/s. This study focuses on the 
motor drive end bearing fault research. The speed 
is 1797 rpm and the load is zero.

Figure 1. Schematic of the gearbox’s early fault diagnosis structure.

Figure 2. Picture of the test-bed physical graphics.
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Firstly, the sensor data from the nearest fault 
source are selected as the training samples, and 
12000 samples are taken as a unit to measure the 
vibration samples of the vibration system of the 
bearings under the conditions of outer ring dam-
age, inner ring damage, sphere damage, and nor-
mal state. And three sub-neural networks were 
trained on the basis of the samples. The vibration 
data of three sensors were taken as test samples to 
test the actual running state of the gearbox.

The recognition frame of DSmT is {A1, A2, A3, 
N}, which is composed of the sphere fault, inner 
circle fault, and outer circle fault, where A1, A2, 
and A3 represent the three failure modes and N 
represents the normal state. The vibration signals 
collected by using the three sensors in different 
parts of the test bed are processed by EMD decom-
position, and the first nine IMF components are 
taken. And the eigenvectors are calculated by 
using equations (4), (5), (6), and (7). And then, the 
eigenvectors are fed as input into the BP neural 
network, and the outputs of the BP network are 
transformed into confidence distributions by using 
equation (8) and (9), and then merged according to 
the DSmT decision rule or fusion rule.

As in the early weak stage, the wind turbine gear 
box fault is not particularly evident. As can be seen 
from Tables 1 and 2, some sensors detect a failure 
mode, and some are not detected, and part of the 

detected information between the sensors conflict 
with each other. In Diagnostic Case 1, the prob-
ability of the failure mode N measured by the three 
sensors is very small, but the DST fusion result 
shows that the failure mode is N, which is obvi-
ously illogical. However, the difference between the 
fault modes A1 and A2 is small, and it is obvious 
that the results of the PCR6 rule are more obvious 
than the PCR5 rule. In Diagnostic Case 2, the DST 
method cannot be applied, while PCR5 and PCR6 
can diagnose the final failure mode as “outer-ring 
failure (A3)”. However, it is clear that the PCR6 
diagnostic method is more accurate.

5 CONCLUSIONS

The characteristics of the early fault of a wind tur-
bine gear box are weak, and it is difficult to iden-
tify these effectively. In this paper, an early fault 
diagnosis system based on DSmT for the wind tur-
bine gearbox is designed. Based on the basic idea 
of information fusion, the sensor is arranged in 
several key parts of the wind turbine gear box, and 
the vibration information is obtained under the 
weak characteristics of the fault feature. And then, 
the EMD decomposition and IMF energy entropy 
extraction are used to obtain the eigenvector, com-
bined with BP neural network and PCR6 fusion 

Table 1. Diagnosis case 1 of the wind turbine gearbox early fault.

The 
sensor 
number BP network output Basic confidence assignment DST fusion PCR5 fusion PCR6 fusion

Number 1 [0.020 0.861 0.019 0] m(A1) = 0   m(A2) = 0.957
m(A3) = 0.021 m(N) = 0.022

m(A1) = 0
m(A2) = 0
m(A3) = 0
m(N) = 1

m(A1) = 0.4172
m(A2) = 0.5672
m(A3) = 0.0003
m(N) = 0.0153

m(A1) = 0.2770 
m(A2) = 0.7139
m(A3) = 0.0003
m(N) = 0.0088

Number 2 [0.874 0 0.129 0] m(A1) = 0.871 m(A2) = 0
m(A3) = 0   m(N) = 0.129

Number 3 [0.011 0.889 0 0] m(A1) = 0   m(A2) = 0.988
m(A3) = 0   m(N) = 0.012

Table 2. Diagnosis case 2 of the wind turbine gearbox early fault.

The 
sensor 
number BP network output Basic confidence assignment DST fusion PCR5fusion PCR6 fusion

Number 1 [0 0.373 0 0.529] m(A1) = 0   m(A2) = 0.414
m(A3) = 0   m(N) = 0.586

Not
applicable

m(A1) = 0.0575
m(A2) = 0.1587
m(A3) = 0.5125
m(N) = 0.2713

m(A1) = 0.0735
m(A2) = 0.1022
m(A3) = 0.6397
m(N) = 0.1846

Number 2 [0.232 0 0.567 0] m(A1) = 0.290  m(A2) = 0
m(A3) = 0.710  m(N) = 0

Number 3 [0.114 0 0.679 0] m(A1) = 0.144  m(A2) = 0
m(A3) = 0.856  m(N) = 0
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rule in DSmT thereby making the final judgment 
about the fault condition.

1. The traditional DST and other methods cannot 
effectively identify the weak faults of the wind 
turbine gearbox early, and DSmT can be used 
to synthesize the conflict evidence effectively, 
which is suitable for the early fault diagnosis of 
the wind turbine gearbox.

2. Reasonable results can be obtained when the 
PCR5 fusion rule is used for fault decision, but 
the PCR6 fusion rule is more accurate.

ACKNOWLEDGMENT

This work was supported by the Natural Science 
Foundation of Shanghai Municipal Education 
Commission of China (Grant no.13YZ140).

REFERENCES

Florentin Smarandache, Jean Dezert. Advances and 
Applications of DSmT for Information Fusion [M]. 
New Mexico: American Research Press. 2004:3–31.

Florentin Smarandache, Jean Dezert. Advances and 
Applications of DSmT for Information Fusion [M]. 
New Mexico: American Research Press. 2006:13–15.

Florentin Smarandache, Jean Dezert. Advances and 
Applications of DSmT for Information Fusion [M]. 
New Mexico: American Research Press. 2006:49–50.

Florentin Smarandache, Jean Dezert. DSmT Advances 
and Applications of DSmT for Information Fusion 
[M]. National Defend Industy Press. 2011:39–45.

Florentin Smarandache, Jean Dezert. DSmT Advances 
and Applications of DSmT for Information Fusion 
[M]. National Defend Industy Press. 2011: VIII.

Lu Shen, Fuchun Yang,Xiaojun Zhou. Gear Fault Fea-
ture Extraction Based on Improved EMD and Mor-
phological Filtering [J]. Journal of Vibration and 
Shock, 2010, 29(3).

Xusheng Zhai, Jinhai Hu, Shousheng Xie. Fault Diagno-
sis in Early Vibration of Aeroengine Based on DsmT 
[J]. Journal of Aerospace Power, 2012, 27(2).

Xusheng Zhai, Jinhai Hu, Shousheng Xie. Fault Diagno-
sis in Early Vibration of Aeroengine Based on DsmT 
[J]. Journal of Aerospace Power, 2012, 27(2).

ICCAE16_Vol 01.indb   645 3/27/2017   10:40:17 AM



ICCAE16_Vol 01.indb   ii 3/27/2017   10:29:31 AM

http://www.taylorandfrancis.com


647

Civil, Architecture and Environmental Engineering – Kao & Sung (Eds)
© 2017 Taylor & Francis Group, ISBN 978-1-138-02985-9

A study of an improved method for horizontal alignment based 
on the line element

Y.H. Li, Y.J. Liu & Y.L. Li
Dalian University of Technology, Dalian, China

ABSTRACT: Based on the building-blocks method and taking line element as the foundation unit, an 
improved method for horizontal alignment is presented. It can solve the problem that the building-blocks 
end position cannot be controlled effectively. There are four independent parameters in this method, and 
the rest of the parameters can be calculated by themselves. Multiple types of horizontal alignment can be 
displayed by using the improved method, which can increase the selectivity.

2 PROBLEMS IN LINE BUILDING-
BLOCKS METHOD

2.1 Difficulty in controlling the end point 
coordinates

The building-blocks method is often difficult to 
accurately meet the requirements of controlled 
conditions. Generally, end point coordinates of the 
new design does not coincide with the reference 
coordinates.

2.2 Single type of line element

Building-blocks based on the line element can only 
display the preset line element type (circular curve, 
transition curve, and tangential straight line), 
thereby making the design lack selectivity.

3 IMPROVMENT OF THE HORIZONTAL 
ALIGNMENT DESIGN

3.1 Parameters

In the traditional building-blocks method, the line 
element is used as the basic unit of the route design. 
In this article, the improvement is based on the tra-
ditional building-blocks method, and it emphasizes 
that the coordinate position has an effect on the 
linear position. There are eight basic parameters in 
common use, which are starting point coordinates 
B, end point coordinates E, starting tangential angle 
αB, end tangential angle αE, starting point radius RB, 
end point radius RE, line element deflection angle β, 

1 INTRODUCTION

Methods of horizontal alignment are composed 
by using the straight-line and curve method. 
The straight-line method is the easiest method 
to use, because the calculation is relatively sim-
ple. However, it is difficult to make full use of the 
circular curve and transition curve. The straight-
line method cannot deal with the complicated 
line effectively. The curve method improves the 
straight-line method, which is setting the wire 
before the curve. Considering the specifications 
and the actual requirements, taking the line ele-
ment as the foundation unit can make the line 
more fluent. The curve method, according to the 
requirements of the different line layout, can be 
divided into the fitting method, building-blocks 
method, synthetic method, chord tangent method, 
etc. The idea that the complex horizontal align-
ment can be composed by several line elements 
dates back to the 1990s, when the famous studies 
on this subject were published (Li 1993, Wu 1965). 
This research field is still quite active (Xu 1997) and 
the controlled segmentary element design method 
has been investigated. More recently, Miao et al. 
(2001) proposed a method for the highway’s hori-
zontal alignment based on the segmentary element. 
In order to add the new line element, we need to 
carry out three steps by using the building-blocks 
method: first, we should determine the curve 
type and then determine the line element control 
parameters. According to the dynamic formulation 
of the end position, the rest of parameters can be 
calculated.
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and the length of the line element L. There are four 
independant parameters at most, which are starting 
point coordinates B, end point coordinates E, start-
ing point radius RB, and end point radius RE.

3.2 The type of line element

3.2.1 The design steps
Determine the starting point parameters of the 
line, including the starting point coordinates, start-
ing tangential angle, as well as the starting point 
radius. For the first line element, it requires setting 
starting point parameters. In other cases, the end 
point of the previous line is the starting point of 
the next line, without additional settings.

Take the dynamic drawn position as an end 
point of line element. After determining the end 
point’s position, we can calculate the basic param-
eters of six types, which can provide convenience 
for the designer to choose.

4 CALCULATION OF PARAMETERS

In this section, we briefly summarize the calculated 
steps of the line element, referring for a detailed 
description to the deflection angle.

The line element deflection angle and other 
parameters of a circular curve can be calculated 
by using the analytical method. As for all kinds of 
transition curves, an iterative method is the best 
choice. In this paper, we take the reverse holonomic 
transition curve as an example.

In order to obtain a reasonable horizontal align-
ment, the calculation of the reverse holonomic 
transition curve is divided into six steps.

Step one: establish a relative coordinate system ′ ′ ′O X′ Y .
Take the tangential direction of the end point E 
as +X′, and anticlockwise 90° as +Y′. Apparently, 
the end point E and the relative coordinate origin 
should be overlap.
Step two: calculate the direction angle of vector 

BE in the relative coordinate system.
Starting tangential angle αB is known, we can set 
αB in equation (1) to calculate the direction angle 
of vector BE in the relative coordinate system.

α α α πO Bα αα α O Oπ−αα − ≠αOααααα 0, (αOα ∈ )πππ +ππ  (1)

where α1 is the vector direction angle in the carte-
sian coordinate system.
Step three: calculate the line element deflection angle. 
The reverse holonomic transition curve calcu-
lates the line element deflection angle by using 
an iterative method and the bisection method. 
Firstly, we should calculate the deflection angle by 
dichotomy:

β β α β β π=β < βmiββββ n mα β ββ< ββ axoαα  (2)

β0ββ 2( )β β+βββββ ββ+ /  (3)

Direction angle of the end point is given as 
follows:

α δ βE Bα αα = +αBα 0 0δ βδ β  (4)

where δ0 is the coefficient. If  the line element is 
turned left, δ0 = +1, else δ0 = −1.

Substituting equation (4) into equation (5), the 
tangent direction angle can be drawn as follows:

′ = +α ′′ =′ πO Eα αα =′  (5)

where ′ ′α ′′Oα  is the tangent direction angle of the 
cyclotron line origin O′.

Since the tangent direction angle, coordinates of 
origin O′ and starting point are provided, the line 
element deflection angle β can be worked out by 
using the following iterative equation:

′ ( )x R′ = x2 β ( )( )ffxff  (6)

where dx′ is the abscissa of the starting point B in 
the relative coordinates and fxff ( )ββ  is a function 
about the line element deflection angle β.

Table 1. List of the types of line element.

Type of line element Abbreviation

Tangential straight line TSL
Circular curve CC
Forward holonomic transition curve FHTC
Reverse holonomic transition curve RHTC
Forward non-holonomic transition curve FNHTC
Reverse non-holonomic transition curve RNHTC

Figure 1. Graph showing the reverse holonomic transi-
tion curve.
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dy R y′ = 2 β βR fR yff22 )ββ  (7)

where dy′ is the co-ordinate of the starting point 
B in the relative coordinates, fyff ( )ββ  is a function 
about the line element deflection angle β.

fxff i
i

i

β( )ββ = ( )− ( )i ( )
−

=

∞

∑ i i −
1

2 2i−

1 !
 (8)

fyff i
i

i

β( )ββ = ( )− ( )i ( )i
−

=

∞

∑ i i −
1 2 2i−

1 !
 (9)

′ = ′
′ =k dy

dx
f

f
yff

xff
β

β
β

( )ββ
( )ββ  (10)

where k′ is the ratio of the relative coordinates.

β β
β β= ′ = ′k f

f k f′xff
yff

( )ββ
( )ββ ( )ββ  (11)

Under the condition of the first trial, the line 
element deflection angle β, which is the tangent 
direction of the starting point B relative to the tan-
gent direction of the origin O′, can be obtained. 
Set β in equation (12) to determine whether it is 
real.

β β β−β0βββ  (12)

where β0 is the result of the first trial calculation.
Apply the following rules:

Δβ ξ =ξ −10 6e  (13)

Line element deflection angle β is exact.
Else,

Δ Δβ ξβ ξ β β β=β10 6e maβββ x, Δβ  (14)

Δβ β β=βmiββββ n  (15)

Return to the equation (3) and enter the second 
trial calculation to obtain the second computation 
of deflection angle β. Set β in equation (12). Cir-
culatory computation like this does not come to 
an end until the difference satisfies the inequality 
equation (13). The line element deflection angle β 
is exact. Step three is completed.
Step four: calculate relative coordinates of the 

starting point ( , ).′ ′Y,BE BEYY
Based on the accurate solution of the deflection 
angle, we can calculate the tangent angle of transi-
tion curve origin.

Calculate the relative coordinates ( , )′ ′Y,BE BEYY  of  
the starting point in the relative coordinate system, 
according to equation (16).

{ }′′ =
′

− ′
⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦
O O

O O

cos( ) i ( )′ ′O

sin( ) ( )′ ′O

α ′′ ′O′ ) sin( ′′
α ′′ ′O′ ) cos( ′′ { }X X−BX EEX

B EY YB E
 (16)

Step five: calculate the tangent angle αE of  the end 
point E.

Calculate tangent angle αE of  the end point E by 
setting β in equation (17):

α δ βE Bα αα = +αBα 0δδ  (17)

Step six: calculate the rest of the parameters of the 
reverse transition curve.

R
X

BR BEX

x

= ′
2β βffxff )ββ

 (18)

Substitute equation (18) in equation (19), and 
we will obtain the length:

L RBR2 β  (19)

where L is the length of the line element.

5 CALCULATED EXAMPLE

As shown in Figure 2, in the cartesian coordinate 
system, the starting point coordinates are (200, 
200), the starting tangential angle αB is 40°, and 
the end point coordinates are (400, 300).

We can use the above-mentioned steps to cal-
culate the rest parameters. The result is shown in 
Table  2, which presents the end tangential angle, 

Figure  2. Schematic of the example of the improved 
method.

Table 2. Calculation of the basic line element.

No. Types αE RB RE β L

1 TSL  40.00° ∞ ∞ 0 223.60
2 CC  −1.52° 344.86 344.86 −36.49° 219.07
3 FHTC −15.04° ∞ 116.84 −55.04° 224.47
4 RHTC  12.72° 228.57 ∞ −27.28° 217.59
5 FNHTC  −4.98° 650.00 179.81 −44.98° 221.15
6 RNHTC  8.59° 270.00 756.54 −31.41° 218.16
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starting and end point coordinates, line element 
deflection angle, and the length of the line ele-
ment. Six basic line elements can also be drawn, 
which can facilitate the coordination of routes and 
increase selectivity.

6 CONCLUSIONS

1. When compared with the traditional building-
blocks method, the coordinates of the end posi-
tion can be effectively controlled.

2. There are three independent parameters in the 
tangential straight line and circular curve. The 
rest have four independent parameters. The 
typical independent parameters are the starting 
and end point coordinates and the starting and 
end radii.

3. For the continuous design, parameters related 
to starting point are known; we only need to 
determine the end point coordinates to obtain 
the rest parameters of the line element.

4. Line element deflection angle β is the key to 
the calculation of the untypical independent 
parameters. The circular curve uses the analyti-
cal method, while the other four types use an 
iterative method.

5. We can draw six basic line elements, which can 
increase the selectivity.
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Theoretical analysis of mechanical properties and mechanical design 
for fabricated zero initial cable force friction dissipation

Q.X. Ye & A.L. Zhang
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ABSTRACT: A type of Fabricated Zero initial cable force Friction Dissipation Re-centering Brace 
(FZFDRB) is proposed. The theoretical analysis of mechanical properties was carried out and mechani-
cal design for FZFDRB was also constructed. The results show that, the brace has a simple structure. 
There is no stiffness degradation in the loading process, and the brace has a full hysteretic curve and shows 
stable energy dissipation law. When the brace stops re-centering at the residual displacement, releasing the 
high-strength bolts of the brass–slot steel friction plates can let the brace continue re-centering to zero 
point. This indicates that FZFDRB has an excellent re-centering function.

Self-centering Friction Damping Brace (SFDB) 
and performed tests accordingly. Miller et al. (2011) 
connected stranded SMA wires to ordinary cables 
to provide the restoring force, utilized them in the 
mild steel energy-dissipative buckling-restrained 
brace with three-layer steel pipes to make a new 
type of the Self-Centering Buckling-Restrained 
Brace (SC-BRB), and conducted pseudo-static 
testing on a large-scaled specimen thereof. Liu et al 
(2012) placed an energy-dissipative mild steel into 
the above-mentioned specimen and below gaps 
between inner and outer steel pipes of equal length, 
allowed pre-stressed strands to pass through the 
inner and outer steel pipes and fixed them on both 
ends of the steel pipes to create a novel type of Self-
Centering Buckling-Restrained Brace (SCBRB), 
and then tested its seismic performance via pseudo-
static testing. Chen et  al. (2014) proposed three 
kinds of large sizes of the self-centering brace 
based on SMA bars or plates, and gave the brief  
description to the construction. The author (2016) 
summarizes the advantages and disadvantages of 
currently research about the re-centering function 
brace, and points out the key problems needed to 
study in the future.

Previous studies showed that the re-centering 
braces still have the following shortcomings:

1. The re-centering material has to be pre-stressed, 
which makes the construction work more com-
plicated. The pre-stressing force of pre-stressed 
cables inevitably loses after long-term place-
ment. Tandem cables can improve the deform-
ability, but reduce the cable stiffness by half. 
Due to the relatively high cost and difficulties 
in anchorage connection, the application of the 

1 INTRODUCTION

As a component used to resist lateral force, brass 
can take on part of the lateral load in the structure, 
so as to reduce the damage degree of the structure. 
Due to its various forms and ease of processing, 
steel braces are widely researched and applied. From 
research at home and abroad, the steel brace mainly 
includes five types: ordinary steel brace, attached 
energy dissipator brace, buckling-restrained brace, 
prestressed cable brace, and re-centering function 
brace. Ordinary steel brace, attached energy dis-
sipator brace, and buckling-restrained brace may 
produce irreversible residual deformation during 
major earthquakes, and the main structure could 
not be effectively protected, the structural seismic 
performance in the subsequent aftershocks will be 
severely affected (Wakabayashi, M. & Nakamura, 
T. 1973, Yoshino, T. & Kano, J. 1971, Christo-
poulos et al. 2003). Research shows that when the 
residual deformation angle is more than 5‰, the 
maintenance cost may even be greater than the cost 
of reconstruction after the quake (Erochkol 2011). 
A pre-stressed cable brace is often the cross layout 
in the structure. It can improve the lateral stiffness 
of the framework, and make it have a certain abil-
ity of re-centering. But the pre-stressed cable brace 
has no energy dissipation capacity. Structures have 
to damage the main framework to dissipate energy 
(Zhang 2014). With the improvement of attached 
energy dissipator brace and buckling-restrained 
brace, the re-centering function brace takes the 
advantages of buckling-restrained in compression 
and energy dissipation. It can avoid the damage, 
and eliminate or reduce residual deformation of 
the structure. Zhu et al. (2006) proposed a kind of 
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shape memory alloy as the re-centering material 
is not yet mature.

2. At present, the re-centering braces normally 
adopt the structure of inner and outer dual pipes 
or even triple pipes and require the braces to be 
self-centered. According to this design concept, 
the overall brace structure is quite complicated. 
Moreover, the machining precision of the pipe 
length could also make a big difference to the 
load-bearing capacity of the brace.

To solve the inadequacies of the re-centering 
brace, a new type of the Fabricated Zero initial 
cable force Friction Dissipation Re-centering 
Brace (FZFDRB) is proposed; the structure and 
mechanical design are elaborated and the theoreti-
cal studies of mechanical properties are also made.

2 STRUCTURE, OPERATING PRINCIPLE 
AND THE RESTORING FORCE MODEL 
OF THE FZFDRB

2.1 Structure of the FZFDRB

The FZFDRB is comprised of the core part and 
outer holding pipes, of which, the outer holding 
pipes are two channel steels and the structure is 
as shown in Fig. 1. The main components are as 
follows: 1. loading end, 2. front anchoring part, 
3. dowel bar, 4. small cover plate, 5. high-strength 
strain bolt (5a. bolt 1 and 5b. bolt 2), 6. fixed chan-
nel steel, 7. damper of the brass–slot steel friction 
plates (the part in the red circle in Fig. 1 consists 
of 7a. guard plate, 7b. brass friction plate, and 7c. 
slot steel friction plate), 8. pressure transducer and 
anchorage, 9. rear anchoring part, 10. 1st group of 
cables, 11. 2nd group of cables, and 12. fixed end.

The assembly process is as follows: the cross plate 
of the loading end is passed through the cross cut 
holes of the front anchoring part and then welded 
to the left connecting plat of the dowel bar. Let 
high-strength bolts pass through the correspond-
ing preserved holes of the damper of the brass–slot 
steel friction plates, rear anchoring part, and the 
right connecting plate of the dowel bar to form the 
friction dissipation part of the FZFDRB. The 1st 
group of cables are passed through the preserved 

hole on the left connecting plate of the dowel bar 
and then fixed to the front anchoring part and the 
right end of the dowel bar, respectively by using the 
anchorages. The 2nd group of cables are passed 
through the preserved hole on the right connect-
ing plate of the dowel bar and then fixed to the 
rear anchoring part and left end of the dowel bar, 
respectively by using the anchorages to form the 
core part. The assembled core part is fastened by 
using the two fixed channel steels, high-strength 
bolts, and small cover plates.

2.2 Operating principle of the FZFDRB

Fig. 2 shows the simplified schematic diagram of 
the FZFDRB. One end of the cables is connected 
to the brass friction plate, and the other end is con-
nected to fixed end. The slot steel friction plate 
is also fixed. And so, the moving of the brace is 
equal to sliding around of the brass friction plate 
on the slots steel friction plate. It is assumed that, 
when under pressure, the brace is equivalent to a 
brass friction plate with movement to the right, 
and when under tension, the brace is equivalent to 
the brass friction plate with movement to the left. 
When the loading end of the FZFDRB drives the 
dowel bar to move right, the damper of brass–slots 
steel plates has friction energy dissipation under 
compression. At this point, the brace is equivalent 
to as shown in Fig. 4 and brass friction plates have 
right distance to the slots steel friction plate. The 
first group of cables are tensioned, and the second 
group of cables with no internal force, it naturally 

Figure  1. Schematic of the structure diagram of the 
FZFDRB.

Figure 2. Simplified schematic diagram of the FZFDRB.

Figure  3. Schematic of the composition of the 
FZFDRB restoring force model.
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prolapse. When the loading end of the FZFDRB 
drives the dowel bar to move left, the damper of 
brass–slots steel plates has tensile friction energy 
dissipation that is equivalent as shown in Fig.  5. 
The brass friction plates have left distance to the 
slots steel friction plate. The second group of 
cables are tensioned, and the red cables naturally 
prolapse with no internal force.

2.3 Restoring force model of the FZFDRB

As shown in the operating principle of the 
FZFDRB, the restoring force model of the brace 
consists of two parts: 1) one is provided by the steel 
cables, i.e. elasticity, 2) the other is provided by the 
damper of brass–slot steel friction plates, as shown 
in Fig. 3. If  only think about the force balance of 
the FZFDRB itself, a shows the residual displace-
ment when the friction force is equal to the cable 
forces in Fig. 3, and the displacement of the brace 
can be calculated according to equation (1):

a f k/  (1)

where, f is the sliding friction and k is the stiffness 
of the cables; Controlling the size of a can limit the 
brace deformation, control the residual deforma-
tion of the structure to less than 5 ‰ and guaran-
tee the building process in a repairable area. After 
the brace has stopped re-centering and artificially 
relaxing the high strength bolts of the damper of 
brass–slot steel friction plates, the re-centering 
force of the brace is equal to the friction force, 

and the re-centering function of the brace can be 
realized.

The restoring force model of the FZFDRB can 
be deduced by using the force mechanism of the 
brace. Taking the brass friction plate (shadow) 
center as the initial position to establish the equa-
tion and right is positive.

Positive, X > 0, as shown in Fig. 4: the 1st group 
of cables is tensioned, while the 2nd group of 
cables is slacked, and X extends from 0 to Lmax 

x f1 1F KF K ⋅K1K  (2)

Negative, x > 0, as shown in Fig. 4: the 1st group 
of cables is tensioned, while the 2nd group of 
cables is slacked, and x extends from Lmax to 0

x f2 1F KF K ⋅K1K  (3)

Negative as shown in Fig.  5, X  < 0: the 2nd 
group of  cables is tensioned, while the 1st group 
of  cables is slacked, and X extends from 0 to 
−Lmax

x f3 2F KF K ⋅K2K  (4)

Positive, x < 0, as shown in Fig. 5: the 2nd group 
of cables is tensioned, while the 1st group of cables 
is slacked, and x extends from −Lmax to 0

x f4 2F KF K ⋅K2K  (5)

K1 is the stiffness of the 1st group of cables,

K E A L1 1K EK AA 1LL⋅EE /

K2 is stiffness of the 2nd group of cables,

K E A L2 2K EK AA 2LL⋅EE /  (6)

A1 is the effective area of  the 1st group of 
cables;

A2 is the effective area of the 2nd group of 
cables;

L1 is the calculated length of the 1st group of 
cables;

L2 is the calculated length of the 2nd group of 
cables; and

f is the sliding friction, calculated by using the 
equation: f n N⋅n ⋅1 μ ,  wherein, n1 is the number 
of friction surfaces, μ is the friction coefficient, 
measured from the test as shown in Fig. 7, for the 
brass–slot steel friction plates, μ = 0.26, N is the 
pressure value of the friction surface, with bolt 
connection, N n P⋅n ,  where, n is the number of 
bolts, and P is the pre-tightening force of high-
strength bolts.

Figure 4. Schematic of the positive pressure diagram of 
the FZFDRB.

Figure 5. Schematic of the negative tension diagram of 
the FZFDRB.
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The same cable length and cross section are 
taken, so that the two groups of cable stiffness are 
also the same. The restoring force model of the 
brace is shown in Fig.  7. The broken line shows 
the process that when the cable force is equal to the 
friction force, the residual displacement is a mm 
and the brace stops re-centering. Loosen the high 
strength bolts at this time and the friction to zero, 
the brace continues to re-center to zero with the 
re-centering force that is equal to the friction force.

3 DESIGN OF THE STRUCTURE SIZE 
OF THE FZFDRB

Currently, the connection of the frame and brace 
usually uses a large number of bolts or welding to 
achieve rigid connection or half rigid connection. In 
such cases, when the structure has a displacement, 

the brace will be the bend member under an exter-
nal load, and the end of the brace may be easily 
buckling or even rupturing failure. In view of the 
above reasons, the FZFDRB ends adopt the form 
of articulation, thereby making the brace always 
as the axial stress components under lateral load. 
And so, the design of the brace can only consider 
the axial load. When some components of the 
brace yield or are buckling under loading, that will 
need extra re-centering force; therefore, the design 
requirements of the brace components always stay 
flexible. Fig. 8 shows the internal structure of the 
FZFDRB.

Under tension, as shown in Fig. 9a, the load-
ing end, dowel bar, guard plate, and the cables 
shown in Fig.  9a have the same axial displace-
ment Δ to the left. The axial force of  components 
is shown in Fig. 9b-e, the design formula can be 
received by using the force equilibrium equation. 
Known from the analysis of  Fig.  9e, the force 
is entirely transmitted to the fixed end from the 
loading end. And so, the internal force between 
the front anchoring part, channel steels, and rear 
anchoring part is zero, and the design of  the front 
anchoring part, channel steels, and rear anchor-
ing part cannot be considered. From the force 
analysis of  Fig.  9b–e, the axial force diagram is 
shown as Fig. 9f. The axial components should be 
designed according to strength, when the brace is 
under tension:

Figure  6. Picture showing the experiment of friction 
plates.

Figure 7. Graph showing the restoring force model of 
the FZFDRB.

Figure  8. Schematic of the internal structure of the 
FZFDRB.

Figure  9. Schematic of the internal structure of the 
FZFDRB under tension.
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Under compression: as shown in Fig. 10a, the 
loading end, dowel bar, and guard plates have 
the same displacement Δ to the right. The axial 
forces of  structural parts are shown in Fig. 10b–e. 
And so, the design equation can be obtained by 
using the force equilibrium equation. From the 
force analysis, the axial force diagram is shown as 
Fig. 9j. The axial compression of  the brace should 
be designed according to the strength and stabil-
ity control:

6. Fixed channel steel:
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The connection between the channel steel and 
rear anchoring part can be designed according to 
the shear of friction type high strength bolts:

N F nvNN b
sFF /  (16)

Because there is only contact pressure between 
the channel steel and front anchoring part, the high 
strength bolts can be used in the mechanical design.

F1 denotes the internal forces of the loading end 
section;

F3 denotes the internal forces of the dowel bar 
section;

F6 denotes the internal forces of the one channel 
steel section;

F7a denotes the internal forces of the one guard 
plate section;

F12 denotes the internal forces of the fix end 
section;

Fs denotes the internal forces of one group cable;
f denotes the friction force;
A1 denotes the cross-sectional area of the load-

ing end;
A3 denotes the cross-sectional area of the dowel 

bar;
A12 denotes the cross-sectional area of one chan-

nel steel;
A7a denotes the cross-sectional area of one 

group cable;
A12 denotes the cross-sectional area of the fixed 

end;
ψ1 denotes the stability coefficient of loading 

end;
ψ3 denotes the stability coefficient of dowel bar
ψ7a denotes the stability coefficient of one chan-

nel steel;
ψ12 denotes the stability coefficient of the fix 

end;
NvNN b  denotes the shear bearing capacity of one 

single high-strength bolt,

N n PvNN b
f ⋅⋅0 9 μ  (17)

n is the number of high-strength bolts;
nf denotes the number of friction surfaces: sin-

gle shear: 1 and double shear: 2;
μ denotes the slip resistance coefficient 

of the friction surface, according to the literature 
[11];

P denotes the pretension design value of high-
strength bolts, according to the literature [11];

Ail denotes the cross-sectional area of each part 
of the brace in tension; and

Ais denotes the cross-sectional area of each part 
of the brace in compression.

In conclusion, the size of the cross-sectional 
area of each part in the FZFDRB should meet 

max{ }A AilA isA,
Figure  10. Schematic of the internal forces of the 
FZFDRB during compression.
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4 THEORETICAL ANALYSIS OF 
MECHANICAL PROPERTIES 
OF THE FZFDRB

The selection of specimen Φ14, Φ20  galvanized 
steel wire rope, S10.9, M16 and M20 high-strength 
bolts to test the theoretical analysis of seismic per-
formance for the FZFDRB. The parameters of the 
galvanized steel wire rope and high-strength bolt 
are given in Table 1. According to the controlling 
target load method of taking the inter-laminar dis-
placement angle of 0.00375, 0.005, 0.0075, 0.01, 
0.015, and 0.02  rad in ANSI/AISC341 [12], the 
control target of the FZFDRB is the displacement. 
At each displacement amplitude (i.e., 10  mm, 
15 mm, 20 mm, 25 mm, 30 mm, and 35 mm), two 
loading cycles are carried out. The theory of hys-
teresis curves and energy dissipation coefficient βE 
under each amplitude are shown in Figure 11 and 
Table 2.

As shown in Figure  11, two hysteresis curves 
are all in the shape of quadrilateral. The stiff-
ness remains the same in the loading process. 

In the process of re-centering, when the cable force 
is equal to the friction force (the residual displace-
ment is a), the brace stops re-centering. Red and 
black dashed lines mean relaxing high strength 
bolts at this place, thereby eliminating the friction, 
and the brace continues re-centering to zero dis-
placement under the re-centering force provided by 
the cables. By using M20 high strength bolt, the 
friction is bigger, the corresponding hysteresis loop 
back area is larger, the energy dissipation ability 
is stronger, and the re-centering force is greater 
than using M14 high strength bolts. By using the 
Φ20 steel wire rope, the load stiffness of the brace 
is bigger, and the bearing capacity is stronger. And 
so, the stiffness is proportional to the cable diam-
eter, energy dissipation capacity is proportional 
to the high strength bolt’s pre-tightening force. 
The residual displacement of brace Φ14-M20 is 
12.27  mm, which is more than the 4.67  mm of 
brace Φ20-M16. Therefore, to make the struc-
ture have a better effect of energy dissipation and 
greater re-centering force, the reasonable colloca-
tion should be selected from cable force and high-
strength bolts to meet the basic requirements of 
repairable structures after earthquakes.

As shown in Table  2, the energy dissipation 
coefficient βE decreases with an increase in the 
displacement amplitude, and under each ampli-
tude, βE meets the requirements of more than 0.3 
[13]. This shows that the brace has a good energy 
dissipation effect. Under the same displacement 
amplitude, the high-strength bolt model means the 
greater the friction, greater is the energy dissipa-
tion coefficient which shows the better energy dis-
sipation effect.

Figures  12 and 13  show the force of Φ14 and 
Φ20 varies with the loading process of the brace. 
The load rule of the steel rope is always the same: 
one group of the cable force is under tension and 
the cable force of the other group is zero at the 
same time. Two groups of cable forces alternate 
in tension. The structure that uses two groups of 
cables alternating stress to avoid pre-stressed relax-
ation is feasible.

Table 1. List of energy dissipation coefficients at each 
displacement amplitude.

Test

Specimen

1 2

Diameter of the cable/mm   20   14
Area of the cable/mm2  152   89.6
Length of the cable/mm 3000 3000
Elasticity modulus/105Mpa  110  110
Class of the bolt   10.9   10.9
Diameter of the bolt/mm   16   20
Theory friction/kN  104  161.2
a/mm    4.67   12.27

Figure  11. Theory hysteresis curve of the FZFDRB 
under amplitudes.

Table 2. List of energy dissipation coefficients at each 
displacement amplitude.

Displacement 
mm

βE

Φ20-M16 Φ14-M20

10 1.77 2.20
15 1.38 1.80
20 1.13 1.52
25 0.96 1.32
30 0.84 1.16
35 0.74 1.04
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5 CONCLUSION

In this paper, a fabricated zero initial cable force 
friction dissipation re-centering brace is proposed, 
its structure, working mechanism and design 
method of structure parts are expounded and the-
oretical analysis of the seismic performance is also 
performed to arrive at the following conclusion:

1. The FZFDRB has a simple structure. The ini-
tial cable force of two groups of the galvanized 
steel wire rope is zero. When the brace is under 
tension or compression, one group of the cables 
is always tensioned, the internal force of the 
other group of cables is zero, and natural relax-
ation occurs. This structure can simplify the 
complexity process that an existing re-centering 
brace needs to pre-stress in advance, and solve 
the question of pre-stressed relaxation.

2. The hysteresis curve of the FZFDRB is in the 
shape of a quadrilateral. The energy dissipation 
law is stability. In the process of loading, the 
stiffness remains the same; there is no stiffness 
degradation phenomenon. The energy dissipa-
tion coefficient βE decreases with an increasing 
in the displacement amplitude, and under each 

amplitude, βE meets the requirements of more 
than 0.3.

3. The load stiffness is associated with the cables 
and energy consumption is associated with 
high-strength bolts. The ability of energy con-
sumption is proportional to the friction, but by 
increasing the friction, the corresponding resid-
ual deformation will also increase at the same 
time. And so, with different design requirements, 
different cables and high-strength bolts should 
be selected, thereby making the brace with bet-
ter energy dissipation effects and a higher re-
centering force, under the basic precondition of 
repairable structures after earthquake.
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ABSTRACT: The reasonable allocation of control rights of PPP is closely related to the efficiency of 
PPP. In this paper, an optimal allocation model of the residual control right of PPP is established from 
the perspective of the incentive constraint theory and incomplete contract theory, which is according 
to the ability difference and the goal difference between the public sector and the private sector and the 
uncertainty of the hydraulic PPP project. The relationship between the allocation proportion of residual 
control rights and many factors, such as the amount of investment of the private sector and public sector 
coordination, is analyzed based on the model, and a series of incentives and constraints are put forward 
based on optimization allocation of residual control rights. The research results of this paper not only 
provide theory and application basis for the optimal allocation of the residual control rights of PPP, but 
also perfect and supplement the contract design theory of the PPP model.

to the problem lies in the allocation of control 
rights. The allocation of control rights can attract 
private sector participation and take advantage 
of the private sector’s management and techni-
cal advantages. On the other hand, the allocation 
of control rights should enable the public sector 
to obtain regulatory projects and ensure public 
interest. Based on the consideration of the above-
mentioned two aspects, we can come to the con-
clusion that rational allocation of control rights 
should combine the characteristics of the hydrau-
lic PPP project and the requirements of supply effi-
ciency, thereby giving full play to the advantages of 
the public and private sectors, and coordinate the 
interest conflicts of both sides.

2 LITERATURE ON CONTROL RIGHTS 
ALLOCATION

A series of theoretical models about control rights 
have been constructed from the 1980s to the pre-
sent in the abroad, which is shown in Table  1. 
Those theories have researched on control rights 
allocation gradually from privates’ cooperation to 
co-operation between public and private sectors, 
and from private goods to impure public goods. 

1 INTRODUCTION

As the innovation mode of the supply in the 
infrastructure, Public–Private Partnership (PPP) 
has been paid attention by the theory and indus-
try widely, especially the co-operation efficiency 
between public and private sectors has attracted 
more and more attention. However, the efficiency 
of cooperation is closely related to the allocation 
of control rights (Hu 2012). The control rights 
between the public and private parties are assigned 
and transferred by using the concession agreement 
in PPP (Ye et al. 2011). The concession agreement 
drawn by the two parties is an incomplete contract 
on account of the limited rationality, the long-term 
cooperation, the incomplete information, and the 
uncertainty of the project (Rasmussen & Baird 
2001). Who has the authority to make decisions 
when the contract is not expected to occur when 
there is a situation or decision-making problems? 
Although there is a principle for “who invests, who 
makes decisions, who gains, who bear the risk”, but 
the main investments of hydraulic PPP projects are 
numerous, and their interests are not consistent. At 
this point, who has the right to make a decision? 
What should be done to improve the efficiency of 
the supply of the hydraulic infrastructure? The key 
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The scope of research is constantly expanding and 
the applicability of the conclusion is rising too, 
which laid a solid theoretical foundation for the 
study of the rational allocation of control rights 
in China.

The research on control rights in foreign coun-
tries is systematic, but its research conclusion is 
not completely applicable to the current situation 
of China’s hydraulic PPP project. The research on 
PPP control rights in our country has made some 
achievements, although it started relatively late. 
The domestic studies mainly focus on the theoreti-
cal model of the control rights allocation, which is 
derived from the incomplete contract theory or the 
principal agent theory. The control right is consid-
ered as that which is continuous from 0 to 1. The 
influencing factors of residual control rights are 
analyzed through the cooperation surplus maximi-
zation (Sun et al. 2011, Zhang et al. 2009). How-
ever, the existing research results not only simplify 
the private sector’s output variables, but also ignore 
the differences of different enterprises’ ability lev-
els and different types of projects regardless of the 
mathematical model, game model, experimental 
research, case studies, and empirical research, and 
most of them dominated are by the static analy-
sis (Chen 2010, Du & Wang 2013, Hu 2012, Sun 
et al. 2011, Zhang & Jia 2012). Although there are 
a few scholars who have discussed the influence of 
the ability to control the co-operation between the 
two sides (Cao et al. 2014), but they did not carry 
out a detailed and in-depth analysis of the differ-
ences in capacity. Some scholars have studied the 
control rights allocation of the public transporta-
tion service project, but the research on the control 
rights allocation of PPP is lacking practicality at 
this stage, whether it is applied in hydraulic facili-
ties, municipal facilities, transportation facilities 
and environmental engineering, and especially lack 
of an in-depth study of control rights allocation 
of the hydraulic PPP project. At the same time, 
the research of control rights is not related to the 

interests’ demand of the public and the private sec-
tors, and the research on how to ensure the goal 
of the private sector’s economic efficiency and the 
realization of the social benefits of the public sec-
tor is still lacking, in particular.

An optimal allocation model of residual control 
rights of PPP was constructed from the perspec-
tive of an incentive constraint theory and incom-
plete contract theory, which is according to the 
ability difference and the goal difference between 
the public sector and the private sector and the 
uncertainty of the hydraulic PPP project. The 
relationship between the allocation proportion of 
residual control rights and many factors, such as 
the amount of investment of the private sector and 
public sector coordination is analyzed based on the 
model, and a series of incentives and constraints 
are put forward based on optimization allocation 
of residual control rights.

3 OPTIMIZING ALLOCATION MODEL

3.1 Model assumptions

• Assuming that the public sector (G) and the 
private sector (E) jointly work together in 
hydraulic PPP projects, both sides invested 
money in I. The public sector invested money 
in IG, the private sector invested money in 
IE, so that the initial stake of the public sec-
tor is 0 0ππ 0 1π0π+ 0I I I IG G G/ ( ) /I ,0π 10ππ  
and the initial stake of the private sector is 
1 0− =0 +π00 I I I IE GI I E E/ ( ) /I= EI .

• Existing research over-simplified the PPP 
projects’ output or the influence variables of 
the project income (Zhang et al. 2009, Du & 
Wang 2013, Cao et al. 2014), instead of dis-
tinguishing the ability difference of the public 
sector and private sector. Based on classic Cobb–
Douglas production function in Economics, 
in this paper, specific investment Ai of  both 
the public and the private parties involved in 

Table 1. Theoretical model and influencing factors of control rights in foreign countries.

Influence factor

Theoretical model

GHM 
(Grossman & 
Hart 1986, 
Hart & Moore 
1990)

HSV 
(Hart et al. 1997)

BG 
(Besley & 
Ghatak 2001)

FM 
(Francesconi & 
Muthoo 2006)

Partner type Private and private Private and public Private and public Private and public
Product degree of public Private goods Pure public goods Pure public goods Impure public goods
Level of product value 

evaluation
— — √ √

Investment type — √ — —
Investment importance √ — — √
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hydraulic PPP projects is assumed, in addition 
to the labor and capital, including inputs of spe-
cial technology and management of the private 
sector and inputs of special information, coor-
dination, and guarantee of the public sector. 
LELaLL  and LGLb cLL  are used to distinguish the level of 
human capital investment of the private sector, 
public sector, and social public. The output (R) 
of the hydraulic PPP project is given as follows: 
R A Ii E G

bAiA ( )L LEL GLb cLLLELLL .β

• Assuming that λ and ω are respectively the eco-
nomic and social benefits of the output factor of 
hydraulic PPP projects, and then the economic 
and social benefits of expectation values are 
given as follows: Rr = λR and Rr = ωR.

• Assuming the level of effort of the private sector 
is η. If  η > 0, then the cost of efforts to 1

2
2ηaηη ;  

suppose the joint supervision cost factor in the 
public sector and the private sector is ξ ξ ,ξ ξξ > 0  
then both monitoring costs is given by the fol-
lowing relation: 1

2
2 2ξ( )2 2ξξ .2 2

• Assuming the benefits of residual control rights 
include non-monetary benefits m and monetary 
benefits n, where m > 0 and n > 0, among which 
the non-monetary benefits m are only owned 
by the public sector and the general public; the 
private sector can get part-monetary benefits. 
Residual control rights for the private sector is 
supposed as π, ;π ππ 0 1πππ  the private sector can 
obtain the monetary income of π ⋅ n.  The resid-
ual control right of the public sector is 1− π.

3.2 Model construction

In the hydraulic PPP mode, while in both the pub-
lic and the private parties, uncertain events occur 
or the contract has not been agreed upon decisions 
and problems in the process of co-operation, the 
two sides will make the choice based on the maxi-
mization of their own interests, with the premise 
of ensuring the maximization of the project’s 
total revenue. Therefore, according to the above-
mentioned assumptions, the total income of the pro-
ject can be obtained by using the following equation:

max[ ( )

( )]

A ( I) m n I

(
i E(A ( G

b +I) + −n

−

β

η ξaa (aa
1
2

1
2

2((ξ(( 2  (1)

According to the efficiency theory, when com-
bining the characteristics of hydraulic PPP pro-
jects, under the premise of satisfying the need of 
maximizing the total revenue, the private sector 
can attract social capital only in the case that the 
output is greater than the investment involved 
in hydraulic PPP projects; meanwhile, the public 
sector is also expected to obtain greater output 
than the expected social benefits. Hence, the 
following incentive constraints are observed:

( )[ ( ) ] 1
20

2+)[ + ⋅ − ≥2π)[ ) ]+)[ + ηβL((( L )) n a− η Ii E((( aL G
bLL ++

EI  (2)

( ) [ ( ) ] ( )
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) [ ( ) ] (
1
2

0

2 2
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(−

π) 0)) ))
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β(( ) n) ⋅)m (( )))

R) ≥)
i E(( G

b

SR  (3)

From the above-mentioned Equations (1)–(3), 
the Lagrange function is constructed as follows:

L A I m n I ai E G
bAiA +m −I⎡
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− ⎤
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Suppose ∂
∂ =L
λ1λλ 0,  then the optimal controls of 

the private sector are defined as follows:

π
η

η

β

*
( ) ( )

( )π

=
)
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I A( )π− ( I aηηββ
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1
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1
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ππππππ 2

0ππππ 2
 (5)

Or suppose ∂
∂ =L
λ2λλ 0,  then the optimal control 

rights of the private sector are defined as follows:

π

π ξ

π

*

( )ξξ

[ (

=

+ +

+

0ππ 2 2

0ππ

1
2

n) + m R−

L( L

i E G SR

i E(L( aLL GLb c+LL ))I nβ

 (6)

3.3 Model analysis

By using the proposed analysis of the allocation of 
the residual control rights mechanism and model 
assumptions in hydraulic PPP projects, obtaining 
mathematical equations that enable allocation of 
residual control rights are defined as equation (5) 
or equation (6) in the private sector. Based on the 
equation (5) or equation (6), further analysis is put 
forward for both parties such that the factors, such 
as capacity and goal difference, have an impact on 
the residual control rights and incentive constraint 
mechanism designing.
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a. From equation (5), we can obtain the following 
equation:

∂
∂

= >
∂
∂

π π∂
π

β* *∂, ( )+ ,
I n

A ( I)
n

R
nEI

A ( b+1 0 0∂
= = >

π∂, )+A I) Ri E(A ( G

0ππ

Whereby the public sector should be based on 
the amount of investment and equity in the pri-
vate sector to determine the allocation of residual 
control rights and incentive programs, the incen-
tive program is given as follows: When the amount 
of financing is large in the private sector, it should 
be allocated with more residual control rights, to 
encourage private sector participation in hydraulic 
PPP projects and contribute to the implementa-
tion of the ultimate realization of the PPP project 
financing; the greater the initial stake possessed by 
the private sector is, the greater residual control 
rights is allocated, to encourage the private sector 
to create more economic benefits.
b. From equation (5) or equation (6), the follow-

ing equation is obtained: ∂
∂ = − <π

β* ( ) ,A
+ I

niA
E
a

G
b c++

0  
∂
∂ = − <π

β* l
a

A I L Lln
n

iA ELaLL EL 0
Whereby we receive the allocation of residual 

control rights and the incentive constraint program 
on the basis of capacity difference between the 
private sector and public sector, and the program 
is given as follows: when the private sector has 
advantages, such as the level of technical expertise, 
management ability, and the human capital invest-
ment is higher, the probability of hydraulic PPP 
projects succeeding and being controlled is greater. 
In this case, we can appropriately reduce the allo-
cation of residual control over the private sector, 
to constrain the private sector, thereby keeping the 
level of good technical expertise and strong man-
agement and to achieve benefits; when the public 
sector has more advantages of the co-ordination 
and support ability, then the public sector should 
possess more residual control rights.
c. From equation (6), the following equation is 

obtained: ∂
∂ + +

= − <π
π β

*

[ ( )R L( L I) nSR i ELaLL G
b c+LL +

1

0ππ
0

Whereby we can receive the allocation of resid-
ual control rights and the incentive constraint pro-
gram in the public sector, and the program is given 
as follows: when the social efficiency exception is 
high, the public sector should enhance the propor-
tion of residual control rights, which strengthen 
the monitor rights to hydraulic PPP projects, so as 
to ensure the interests of the public.

4 CONCLUSIONS

Residual control rights are continuous vari-
ables from 0 to 1, not simply by either the public 

sector or the private sector owning alone. In order 
to attract social capital to participate in hydraulic 
PPP projects, to utilize the governance effect of 
control rights, and to stimulate specificity invest-
ment from the private sector, the public sector 
should share one part of the residual control rights 
with the private sector. In the whole life cycle of 
the hydraulic PPP projects, according to the type 
of uncertainty events, the degree and range of 
influence, the residual control should be dynami-
cally adjusted between public and private sectors.

In the process of hydraulic PPP projects, invest-
ment amounts and equity ratios are positively cor-
related with the allocation of residual control rights 
in the private sector; the ability advantages of the 
private sector, such as technical level, management 
ability, and effort level are in negative correlation 
with its allocation of residual control rights; The 
ability advantages of coordination, supervision, as 
well as the expectations values of the social benefits 
of the PPP project are positively correlated with its 
allocation of residual control in the public sector.

Due to the incompleteness of the hydraulic PPP 
project contract and the uncertainty of public–
private cooperation, allocation of control rights is 
a very complex system process. In this paper, influ-
ence factors that the proposed model has suggested 
is insufficient, such as we did not consider how the 
policy support and the trust degree of both public 
and private sectors affect the allocation of residual 
control rights. It will require further research to 
solve the problem.
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A study on the optimized hydraulic circulation system 
of the artificial lake

Qiannan Jin, Aiju You & Haibo Xu
Zhejiang Institute of Hydraulics and Estuary, Hangzhou, Zhejiang, China

ABSTRACT: Constructing an optimized hydraulic circulation system is an effective means to improve 
the lake water’s quality. The hydraulic circulation of the artificial lake in Shangyu was designed by 
including the external circulation system and the internal circulation system. The flow field of the lake 
was simulated and analyzed based on MIKE21 software, and the results showed that under the same 
water supplement and wind conditions, the internal circulation system combined with the morphological 
characteristics of the lake could eliminate the area of the dead water zone obviously.

In this paper, as for the artificial lake in Shangyu, 
by combining with the morphological characteris-
tics of lake, the hydraulic circulation system was 
proposed, based on the numerical simulation and 
comparative analysis of the flow field. We hope to 
provide references for similar projects.

2 PROJECT PREFACE

The planning artificial lake is located in the core area 
of the coastal town in Shangyu City. The area of the 
lake is about 80.54 hectares, the average water depth 
is 3.1 m and the normal water level is 3.1 m. The lake 
morphology is East–West, the distance from east to 
west is 2.8 km, and the widest point in the north–
south direction is 850 m while the narrowest is 90 m. 
The original rivers on the south side of the lake were 
retained and formed with the lake in series and the 
width of the rivers is 30–70 m, and the total length is 
about 3 km. The layout of the artificial lake is shown 
in Figure 1. The rivers on the south side are winding 
prone to create a dead water zone.

1 INTRODUCTION

In recent years, the artificial landscape lakes come 
forth continuously in cities, for improving the living 
environment. However, artificial lakes face high risk 
of water pollution due to their poor flow-ability and 
low self-purification ability. And the lakes are always 
designed to be irregular in shape to meet the people’s 
demand of landscape, and that is prone to create the 
“dead water zone”. In the zone, the flow is slow, the 
water cannot be replaced, and a variety of pollut-
ants are deposited, which leads to the deterioration 
of water quality, and spreading of pollutants to the 
entire lake.

The important measure to prevent dead water 
zone creation and to make water in the lake flow is 
constructing an optimized hydraulic circulation sys-
tem. It means that, besides the strict control of pol-
lution into the lake, good water should be supplied 
to the lake to update the lake water (Fu & Yu 2011, 
Kang et al. 2012), and the hydraulic circulation 
should be optimized and designed to prevent the 
adverse effects of irregular shape (You et al. 2014).

Figure 1. Layout of the artificial lake.
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3 HYDRAULIC CIRCULATION SYSTEM 
DESIGN

Hydraulic circulation could promote the lake water 
flow, thereby having three benefits: (1) play the role 
of aeration, (2) prevent the dead water zone forma-
tion of the rivers on the south side, and (3) improve 
water quality combined with the ecological system 
in the rivers, where the pollutants could be bet-
ter purified. The hydraulic circulation system was 
designed including two parts: the external circula-
tion system and the internal circulation system, 
which is shown in Figure 2.

3.1 External circulation system

The external circulation system was constructed to 
supply good water to the lake to update the lake 
water. The supplement water requirement was 
mainly used for: (1) supplement for water losses due 
to evaporation and seepage to maintain the water 
level fluctuation in an acceptable range; (2) enhanc-
ing the water flow rate and reducing water reten-
tion time to prevent lake eutrophication. A variety 
of factors should be considered to determine the 
requirement, such as, the water quality condi-
tion of the supplement water source, the pollution 
source into the lake, and the lake target water qual-
ity. Through analysis, the water diversion scale was 
determined as 30,000 t/d (0.35 m3/s). The details of 
water requirement analysis could be found elsewhere 
(You et al. 2012). The supplement water source was 
supplied into the lake through three water inlets in 
the west side of the lake. The three inlets’ flow rates 
were 0.09 m3/s, 0.17 m3/s, and 0.09 m3/s.

3.2 Internal circulation system

The internal circulation system was constructed 
to accelerate the water flow to prevent the adverse 

effects of irregular shape and the dead water 
zone of the rivers on the south side. The internal 
circulation system was composed of three weirs, 
a pump, an ecological system, and two adjust-
able outlets. Its working principle is as follows: 
60,000 t/d water was pumped from the eastern lake 
through weir 1 and filled into the ecological rivers; 
the water treated by using the plant purification 
system in the rivers were then filled into the lake 
through inner outlets 1 and 2 (weir 2 and 3).

4 NUMERICAL SIMULATION

4.1 Numerical model

MIKE21 software (DHI, Denmark) was used to 
simulate the hydraulic circulation of the artificial 
lake, and the flow field of the lake whether the 
internal circulation system and whether the con-
stant wind (southeast, 3 m/s) effect were analyzed. 
A 2-D flow model of the lake region was built by 
using on MIKE21 software.

4.1.1 Computational grid generation
A 10-m (x = y = 10 m) rectangular grid was used to 
divide the topography of the lake region. The grid-
based terrain is shown in Figure 3.

Figure 2. Schematic diagram of the hydraulic circulation system.

Figure 3. Schematic diagram of grid-based terrain.
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4.1.2 Definite solution condition
Initial conditions: the elevation of the lake was 
3.1  m and the average water depth was about 
3.0  m, according to the initial calculation of 
concentration.

Boundary conditions: the flow rate of the total 
amount of supplement water into the lake was 
0.35  m3/s, thereby maintaining the balance of 
import and export.

4.1.3 Other conditions and parameters
The simulation time step was 0.5  s, the diffusion 
coefficient was 0.5 m2/s, and the continuous water 
exchange method was adopted.

4.2 Result analysis

The velocity variation of the lake based on differ-
ent plans is listed in Table 1 and shown in Figure 4. 
The results show that wind played a leading role in 
the lake current (by comparison of plan 3 and plan 
1 and plan 4 and plan 2). The wind-driven current 
played a dominant role while the inflow–outflow 
caused by water diversion made a relatively small 
impact on the lake current. However, the latter one 
still improved the area of relatively high flow veloc-
ity significantly, especially in the circulation path 
(by comparison of plan 3 and plan 5). The effect 
of the wind field on the lake was greater than that 
on the river, so that the velocity of the river was 
much slower than the lake, and was prone to create 
the dead water zone. Therefore, with the internal 
circulation system combining with the lake mor-
phology, the dead water zone of the southern river 
could be eliminated (by comparison of plan 2 and 
plan 1 and plan 4 and plan 3). Moreover, the water 

Figure 4. Velocity of the lake based on different plans.

Table 1. Area percentage of different grades of velocity in the artificial lake.

Plans

Area percentage of greater than a certain velocity, %

3 cm/s 2 cm/s 1 cm/s 0.8 cm/s 0.6 cm/s 0.5 cm/s 0.4 cm/s 0.3 cm/s

1: no wind, without internal circulation, 
and with external circulation

 0  0  0  0  0  0  0.05  0.62

2: no wind, with internal circulation, and 
with external circulation

 0  0  0  0.32  2.85  4.02  6.06 10.79

3: southeast wind, 3 m/s, without internal 
circulation, and with external circulation

 0.25  6.96 40.52 52.36 65.83 72.5 79.42 85.72

4: southeast wind, 3 m/s, with internal 
circulation, and with external circulation

 0.5  8.76 45.01 56.54 69.03 74 79.8 84.93

5: southeast wind, 3 m/s, without internal 
circulation, and without external circulation

 1.07  8.12 27.11 34.44 44.88 51.39 58.52 65.89

2-1: compare the effects of internal circulation  0  0  0  0.32  2.85  4.02  6.01 10.17
4-3: compare the effects of internal circulation  0.26  1.8  4.49  4.18  3.2  1.5  0.38 −0.79
3-1: compare the effects of wind  0.25  6.96 40.52 52.36 65.83 72.5 79.37 85.1
4-2: compare the effects of wind  0.5  8.76 45.01 56.22 66.18 69.98 73.74 74.14
3-5: compare the effects of external circulation −0.82 −1.16 13.41 17.92 20.95 21.11 20.9 19.83
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of the lake could be further purified by using the 
river ecosystem.

5 CONCLUSION

The artificial lakes are conducive to improve the 
city landscape and ecological environment. The 
artificial lake in Shangyu was designed to be 
irregular in shape with winding rivers to meet the 
people’s demand of the landscape that is prone to 
create the dead water zone, thereby leading to the 
deterioration of water quality. By combining with 
the morphological characteristics of the lake, the 
hydraulic circulation system was proposed includ-
ing the external circulation system and the internal 
circulation system.

The hydraulic circulation of the artificial lake 
was simulated by MIKE21 software, and the flow 
field of the lake was analyzed. Under the same 
water supplement and wind conditions, the internal 
circulation system could achieve the following: the 
flow field distribution tends to be uniform, the state 
of the water flow is greatly improved, the area of 

the dead water zone is eliminated obviously, and the 
fluidity of water in the southern river increased. In 
general, the optimized hydraulic circulation system 
could effectively maintain and improve the water 
quality, and MIKE 21 software is an effective tool 
to construct an eco-design of artificial lakes.
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Development of new elastic constant estimation method using laser 
ultrasonic visualization testing
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ABSTRACT: This paper presents a new elastic constant estimation method using the laser ultrasonic 
visualization testing for anisotropic elastic solids such as CFRP (Carbon Fiber Reinforced Plastics). In this 
paper, first, EFIT (Elastodynamic Finite Integration Technique) formulations for general anisotropic elas-
todynamics are described. Next, the procedure of our developed elastic constant estimation method is 
described with anisotropic elastodynamic theory. As numerical examples, elastic constants of a CFRP 
specimen are predicted by the proposed method. In addition, simulation of ultrasonic wave propagation in 
the CFRP with estimated elastic constants is implemented by using the EFIT and the results are compared 
with those obtained by the laser ultrasonic visualization testing to validate our proposed method.

is developed. A laser ultrasonic visualization tech-
nique is incorporated to measure ultrasonic wave 
phase velocities which are required for elastic con-
stant estimation.

As numerical examples, elastic constants of a 
CFRP specimen are predicted by the proposed 
method. In addition, simulation of ultrasonic wave 
propagation in the CFRP with estimated elastic 
constants is implemented by using the EFIT (Elas-
todynamic Finite Integration Technique) and the 
results are compared with those obtained by the 
laser ultrasonic visualization testing to validate our 
proposed method.

2 PROBLEMS

2.1 Fundamental equations

Let us consider a transversely anisotropic and 
homogeneous elastic material with density ρ as 
shown in Figure  1. The geometry of the elas-
tic material is cuboid with width w, depth, d and 
height h. Elastodynamic field is excited by a laser 
ultrasonic non-contacting system with the central 
frequency f as shown in Figure  1. The displace-
ment field ui(x, t) on the field point x at time t sat-
isfies the equation of motion and the constitutive 
equation as follows:

ρ
∂ ( )
∂

= ( )�u (
t

C uijkCC l ku l,  (1)

σ ijσ ijkl k lC uijklCi uk lijkl k lCiijkl kCi k l,( )tx t, tt ( )t,  (2)

1 INTRODUCTION

In recent years, anisotropic materials have been 
attracted lots of interest for various engineering 
fields. CFRP (Carbon Fiber Reinforced Plastics) is 
known as one of the anisotropic materials and has 
been used as a main material of aircraft and as a 
seismic strengthening member of civil and archi-
tectural structures. In general, the Ultrasonic non-
destructive Testing (UT) is widely used for material 
inspection because the UT is portable for ready to 
use and transport compared to the Radiographic 
Testing (RT) which can be practiced by only suit-
ably trained and qualified personnel. However, 
anisotropic materials sometimes make it difficult 
for inspectors to detect flaws because the phase 
and group velocities of elastic waves in anisotropic 
materials depend on their propagation directions. 
Therefore, a better knowledge of anisotropy is 
a great help for accurate the UT. In general, it is 
essential to determine the elastic constants of the 
anisotropic materials should be inspected in order 
to understand the anisotropic properties. Several 
researches about elastic constant estimation meth-
ods have been done since decades ago. A problem 
of conventional elastic constant estimation meth-
ods that need to be overcome is that we have to cut 
the test specimen to investigate the phase velocity 
of waves propagating in an oblique direction. This 
disadvantage is not efficient and economic, and 
should be resolved from the point of view of envi-
ronmental aspect of waste generation.

Therefore, in this research, a new elastic con-
stant estimation method for anisotropic materials 
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where σij(x, t) is the stress field and Cijkl is the elastic 
constant. In addition, (.) and (),i denote the partial 
derivative with respect to time t and spatial varia-
ble xi, respectively. For simplicity, 2-D formulation 
is considered hereafter. Taking time derivative of 
equation (2) and using engineering notation, which 
uses x, y, z for x1, x2, x3, for the resulting equation, 
the relation between stress and particle velocity 
can be obtained as follows:
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where T1, T3 and T5 are defined by T T1 1TT 1 3 33σT11 3TT 3=T3TT  
and T5 = σ31, respectively. In addition, u1  =  u,
u w C3 w C ( )1 6=(, C …and αβ  is the Voigt form of 
the elastic constant Cijkl. Equation (1) can be rewrit-
ten using the engineering notation as follows: 
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Normally, Equations (3), (4) and (5) are solved 
by using appropriate numerical methods such as 
FEM (Finite Element Method), BEM (Bound-
ary Element Method) or FDM (Finite Difference 
Method). In this research, EFIT (Elastodynamic 
Finite Integration Technique) (Nakahata et  al., 
2011, Fellinger et al., 1995) is used to obtain elastic 
wave fields in anisotropic materials.

2.2 EFIT formulation

A brief  description of the EFIT formulation is 
given in this section. The starting point of the 
EFIT for elastodynamics is the integral form 
of equations (3), (4) and (5). The EFIT requires 
integrations over certain control surfaces S of  the 
cells as defined in Figure 2. As seen in Figure 2, 
a square cell is used as an integral surface S. For 
each cell, the normal stresses T1 and T3 are located 
at the center of the cell. Considering a spatial stag-
gered grid as shown in Figure 2, the particle veloci-
ties �u  and �w,  and the shear stress T5 are naturally 
arranged at the midpoints of the edges and the 
corners of the cell. Therefore, the stresses T1, T3 
and T5 are calculated as follows:
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Figure 2. A spatial staggered grid of the 2D EFIT.

Figure 1. A model for the laser ultrasonic visualization 
testing for an anisotropic specimen.

ICCAE16_Vol 01.indb   670 3/27/2017   10:40:46 AM



671

where γ = ( ),)  and Δt and Δd are time incre-
ment and the half  length of the unit cell size, 
respectively. The particle velocities �u  and �w  are 
calculated as well as the stresses T1, T3 and T5 as 
follows:
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For time-domain, the stresses T1, T3 and T5 
are allocated at half  time steps, while the parti-
cle velocities �u  and �w  are at full-time steps. The 
detail of the EFIT formulation is skipped due to 
the limitation of the spaces.

3 ELASTIC CONSTANT ESTIMATION

3.1 Laser ultrasonic visualization testing 

Laser ultrasonic visualization testing is one of 
the non-contacting ultrasonic methods, which 
use lasers to generate ultrasonic waves and detect 
flaws in materials. The most important advantage 
of this method is that we can directly see the state 
of ultrasonic wave propagation in real time. The 
ultrasonic visualization testing is utilized to obtain 
the phase velocities of existing waves in anisotropic 
materials.

Figure 3 shows a system of the laser ultrasonic 
visualization testing. In this research, the system 
developed by Tsukuba Technology Co. Ltd. in 
Japan, which is called LUVI, is used. In this test-
ing, only the ultrasonic waves propagating on the 
surfaces of test specimens can be visualized. No 
visualization data of wave propagation inside spec-
imens can be obtained. Therefore, some numeri-
cal simulation techniques are used in conjunction 
with the laser ultrasonic visualization inspector to 
understand wave propagation phenomena inside 
specimens. Unfortunately, wave fronts seen in visu-
alization data obtained by LUVI are not always 

clear. Consequently, the edge detection which is 
one of image processing methods is applied to 
the snapshots obtained by the laser ultrasonic 
visualization testing in order to enhance the wave 
fronts. Figures  4(a) and (b) show an example of 
snapshot obtained by the laser ultrasonic visualiza-
tion testing and its edge detection result. As seen in 
Figure 4(b), we can clearly confirm the wave front 
of quasi P-wave (qP wave) and S-wave (qS wave) 
due to the image processing. The wave velocities of 
the qP and qS waves can be obtained by the time 
difference between some edge-detected pictures. It 
is possible to estimate elastic constants if  qP and 
qS wave velocities are determined as explained in 
the following section.

3.2 Phase velocities and group velocities 
in anisotropic elastic materials

The phase velocity is equal to the group velocity 
for isotropic materials. However, the phase velocity 

Figure  3. Laser ultrasonic visualization inspector (a) 
system of LUVI (b) excitation of laser ultrasonic waves.

Figure  4. Laser ultrasonic visualization testing (a) a 
snapshot obtained by the Laser ultrasonic visualization 
testing (b) its edge detected-result.
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is not consistent with the group velocity for ani-
sotropic materials. Therefore, this fact should be 
taken into account when elastic constants of an 
anisotropic materials are evaluated. If  the phase 
velocity is known, elastic constants can be obtained 
using the following equations derived from Christ-
offel equation (Auld, 1990):

C VL LVV11CC 2ρVV  (11)

C VL ZVV33CC 2ρVV  (12)

C V VT C Z T LVV C L55CC 2 2V⊥ZC ⊥LCρ ρV VVT ZVV C ZVV 2 VV=VV C
2
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C C13CC 55CC
2 2

1
2

+

× ( )V C C CL ZVV LZZ
2

11C 33C 55CC4 2V C CVV4 V 2
11CC CC4 VVV C − ( )C C11CC 33CCCVVVV
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where VL–L and VL–Z are the phase velocities of qP 
waves traveling to the x1 and x3 direction, respec-
tively. In addition, V VTVV C L T ZVV C Z⊥LC ⊥ZCd  are the 
phase velocities of qS waves polarized in the z 
direction propagating to the x direction, and in the 
x direction propagating to the z direction, respec-
tively. VL–ZL is the phase velocity of qP wave which 
propagates with an angle of 45° in the x-z plane. 
V V VL LVV L ZVV T LVV C LL ⊥LC, ,VL ZVVL  and VT ZVV C Z⊥ZC  can be deduced 
from the results of the laser ultrasonic visualiza-
tion testing. However, the derivation of the phase 
velocity VL–ZL is somewhat troublesome because 
the wave propagation seen in snapshots as shown 
in Figure  4(b) shows the group velocity. There-
fore, in this research, the phase velocity VL–ZL was 
derived from the fact that the wave vector must 
always be normal to the ray surface.

4 NUMERICAL EXAMPLES

4.1 Laser ultrasonic testing

Laser ultrasonic visualization testing was carried 
out for the CFRP specimen, Toray T800S-2592. 
The geometry parameters of the CFRP were set 
to be width w = 5 cm, depth d = 5 cm, and height 
h = 2 cm. The density ρ was given by ρ = 160 kg/m3. 
The 45° angle probe with the central frequency 
f  =  1  MHz was used as ultrasonic wave receiver. 
Figure  5(a) shows a snapshot of the ultrasonic 
waves obtained by using the laser ultrasonic visu-
alization testing at surface B as shown in Figure 1. 
As seen in Figure  5(a), the qP wave propagating 
parallel to the x-direction shows the fastest speed 
of all directions. The tendency of wave propaga-
tion in CFRP is similar to that in graphite epoxy 
(Furukawa et  al., 2014). Estimated elastic con-
stants obtained by using the proposed method are 
shown in Table 1. As predicted, the component of 

the elastic constant C11 shows large value rather 
than other components.

4.2 EFIT simulation using the estimated 
elastic constants

Numerical examples using the 2-D EFIT were car-
ried out for the ultrasonic wave propagation prob-
lem corresponding to the laser ultrasonic testing 
demonstrated in previous section. Estimated elas-
tic constants as shown in Table 1 were used for the 
2-D EFIT simulation in this section. In this analy-
sis, the following time-domain incident wave with 
central period T ( )= ))  and angular frequency 
ω is considered:

�w T
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The time-domain incident wave is given as 
the boundary condition at the point (x, z) =  (4.9, 
2.0) cm. In addition, the stress free boundary condi-
tion is imposed over the surface of CFRP specimen 
except for the source point. Figure 5(b) shows the 
total particle velocity 

g
�u w2 2�w  at the surface B of 

the CFRP specimen obtained by the EFIT simula-
tion, which is corresponding to the result shown in 
Figure 5(a). As can be observed in Figure 5(b), the 

Figure 5. Numerical results obtained by (a) laser ultra-
sonic visualization testing and (b) EFIT simulation with 
estimated elastic constants shown in Table 1.

Table 1. Estimated elastic constants.

C11 C33 C13 C55

161.4 13.4 9.036 7.109 × 109 GPa
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ultrasonic waves propagate at different speeds for 
different directions due to the influence of aniso-
tropic property. We can confirm qP wave traveling 
with the wave front of ellipsoidal form. Although 
some of the difference can be seen in the shape of 
qS wave front, the numerical result obtained by 
using estimated elastic constants is agree with that 
from the laser ultrasonic visualization testing.

5 CONCLUSIONS

Elastic constant estimation method using the laser 
ultrasonic visualization testing was presented. As 
a numerical example, elastic constants of a CFRP 
specimen were calculated by the proposed method. 
The results from EFIT simulation using estimated 
CFRP elastic constants were consistent with the 
corresponding those from laser ultrasonic visuali-
zation testing. In near future, the proposed method 

will be extended to more complicated CFRPs with 
different type of laminations.
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system in large underground spaces
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ABSTRACT: Ventilation is an important part of the mine and other underground spaces to ensure 
personal safety. Previous rough design and managements lead to larger system energy consumption. 
A control method is proposed in this paper for the current status of the ventilation system in large under-
ground spaces not having been taken seriously and its operation being uneconomical, where the main 
duct airflow rate is variable, while the branch pipe airflow rate is constant. Based on this, an experimental 
system was built in a laboratory, taking practical engineering as the model. Through experiments, the 
system’s total energy consumption, control effect, and actual airflow rate of each branch under different 
constant pressure points in constant static pressure control mode were studied, and were then compared 
with designed values. Results showed that the optimal constant pressure point location of the ventila-
tion system in large underground spaces was where the static pressure was equaled to the average value 
of static pressures at the front and end of the main air duct, where it can be better controlled leading to 
increased energy-conservation.

time. In order to guarantee the airflow rate of each 
branch pipe while reducing total power consump-
tion, an appropriate Variable Air Volume (VAV) 
system is clearly required.

The constant static pressure method was the 
commonly used fan control method. In most 
cases, a static pressure sensor is generally located 
two-thirds downstream in a main supply air duct 
(Shim et al. 2014, Zhang et al. 2010) although it is 
no longer recommended by ASHRAE. However, 
for mines and other large-scale underground areas, 
which have long distance pipe networks, more 
complex systems and changeable operation con-
ditions, it is difficult to determine where and how 
many static pressure sensors should be placed, and 
the energy-saving effect is also difficult to guaran-
tee (ASHRAE 2011).

In this paper, an experimental system was built 
in a laboratory by taking practical engineering as 
the model. And then, different constant pressure 
points were set. Finally, by the analyzing airflow 
rate and stability of each branch and also tak-
ing energy consumption into account, the best 

1 INTRODUCTION

Several major incidents and accidents related 
to the presence of methane in underground coal 
mines with fatalities have been reported (Torano 
et al. 2009). Ventilation is a very important part 
of underground mines. Studies have shown that 
depending on the types of mines, the power con-
sumption of the ventilation system is also differ-
ent. Some mines reveal as high as 25%–40% of the 
total underground electricity consumption (Kara-
can 2007, LI & WANG 2009). Currently, large-
scale underground mines usually adopt steady 
ventilation. The mine ventilation system (Parra 
et al. 2006, Sahay et al. 2014) can be divided into 
many small regions, and meet the regional venti-
lation requirements by setting branch pipes. Since 
the thermal and moisture load in underground 
engineering undergo very little change over time, 
each region requires a certain air volume during 
operation, namely, but some regions may some-
times open and sometimes close, thereby result-
ing in the total airflow rate being mutative at any 
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location of the constant pressure point under con-
stant static pressure control mode was determined.

2 METHODS

2.1 Experimental system

Based on an engineering model in practice, we 
designed a VAV air supply system, which com-
prised a main air duct and four branch pipes 
(I, II, III, and IV), as shown in Fig. 1. A main fan 
was installed on the main air duct, and three box-
type centrifugal fans on II, III, and IV branches. 
In addition, there was also one fixed resistance 
valve, marked as 1, 2, 3, and 4, and one adjustable 
damping valve, marked as 5, 6, 7, and 8 on each 
branch system, respectively. Furthermore, a power 
meter was used to collect the electromotor input 
power. In order to test system pressure and control 
the main fan effectively, three measurement points 
were chosen, namely P1, P2, and P3 (see Fig. 1). 
The P1 constant pressure point was located at the 
main fan outlet, where air flow was stable. The dis-
tance from the P2 constant pressure point to the 
main fan was 2/3 length of the main air duct. The 
P3 constant pressure point was set at the end of 
the main air duct. In addition, a virtual static con-
trol parameter named as the P4 constant pressure 
point was set, which took the average value of P1 
and P3 static pressure points.

2.2 Parameter test

2.2.1 Static pressure
A pressure sensor was installed at P1, P2, and 
P3 constant pressure points, respectively, and the 
static pressure value of the P4 constant pressure 
point was calculated by taking the average of P1 
and P3 constant pressure point values.

2.2.2 Airflow rate
The method of testing the duct’s airflow rate was 
as follows: measure the duct dynamic pressure at 

some point and convert it into wind speed at this 
position by using equation (1), and then calcu-
late the duct airflow rate by using equation  (2). 
In  addition, for the circular pipe, we should 
arrange measuring points based on the equal area 
method (Zhao et al. 2009).

v P
a

daP= 2
ρ  (1)

Q v Sa ×  (2)

In equation (1), Pda was calculated based on 
equation (3); ρ can be obtained by measuring the 
absolute static pressure, temperature, and humidity 
within 20 m from the wind pressure measurement 
position in the tunnel, as given in equation (4).
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2.3 Static pressure set point value

Set the PID controller and the frequency converter 
to the manual working state, and open the fixed 
resistance valve of each branch pipe fully. Turn 
on the main fan, and maintain the frequency con-
verter at 50 Hz. Next, turn on the branch pipe fan 
sequentially, and adjust the adjustable damping 
valve of branch IV, III, II, and I sequentially till 
the airflow rate of each branch system reached its 
design value. Record the static pressures of each 
constant pressure point, which were taken as static 
pressure set point values.

3 RESULTS

3.1 Set point values

The set point values at each constant pressure 
point were measured, as given in Table 1.

3.2 Actual airflow rate

Maintain the static pressure at P1, P2, P3, and P4 
points at its set point values sequentially, and the 
actual airflow rates are listed in Tables 2–5.

Figure 1. Schematic diagram of a VAV air supply system.

Table  1. Static pressure set point values at each con-
stant pressure point.

Constant pressure point P1 P2 P3 P4

Pressure (Pa) 730 565 530 640
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4 DISCUSSION

In this experiment, due to the different require-
ments for airflow rates among every region in the 
system, the rated airflow rate of branch I, II, III, 
and IV was 5400 m3/h, 4800 m3/h, 4800 m3/h, and 
2800 m3/h, respectively. As can be seen from Sec-
tion  3, the actual air supply volume of branch I 
fluctuated between 5000 m3/h and 5500 m3/h, only 
except for a few points; nevertheless, it gave about 
7%–10% deviation when compared with the rated 
value of 5400 m3/h. Similarly, all deviations of the 
four branches were within ±15%, thereby meeting 
the standard requirements.

4.1 Operation stability

For each branch pipe, we calculated the standard 
deviation of ratios between the actual and rated air 
supply volumes under different operating condi-
tions, and the results are summarized as Table 6.

When the constant pressure point was located at 
P4, the standard deviation of each branch reached 
to the minimum values, which illustrated their best 
air supply stability.

4.2 Energy consumption

Fig.  2 illustrates the inverter frequency and input 
power of different constant pressure point positions.

When the constant pressure point was located 
at P3, the inverter frequency reached to the mini-
mum value of 39.05  Hz, which was significantly 
smaller than that of 50 Hz under full load opera-
tion conditions. What is more, the input power has 
also decreased from 12  kW to 4.8  kW. Likewise, 
when the constant pressure point was located at 
P1, P2, or P4, the input power has also decreased 
by 49.20%, 58.30%, and 57.50%, respectively.

Table  2. Actual airflow rate of each branch while P1 
was the constant pressure point (m3/h).

Experimental 
condition

Branch 
I

Branch 
II

Branch 
III

Branch 
IV Total

Open four 
branches

5451 4840 4835 2853 17979

Open three 
branches

   0 4908 4863 2916 12687
5483    0 4861 2909 13253
5546 4960    0 2900 13406
5504 4906 4859    0 15269

Open two 
branches

   0 5010    0 2935  7945
5617    0 4934    0 10551

Open one 
branch

5634    0    0    0  5634
   0 5091    0    0  5091
   0    0 5083    0  5083
   0    0    0 2946  2946

Table  3. Actual airflow rate of each branch while P2 
was the constant pressure point (m3/h).

Experimental 
condition

Branch 
I

Branch 
II

Branch 
III

Branch 
IV Total

Open four 
branches

5415 4812 4812 2805 17844

Open three 
branches

   0 4820 4823 2811 12454
5403    0 4836 2845 13084
5413 4835    0 2847 13095
5409 4824 4828    0 15061

Open two 
branches

   0 4852    0 2866  7718
5428    0 4864    0 10292

Open one 
branch

5476    0    0    0  5476
   0 4879    0    0  4879
   0    0 4871    0  4871
   0    0    0 2886  2886

Table  4. Actual airflow rate of each branch while P3 
was the constant pressure point (m3/h).

Experimental 
condition

Branch 
I

Branch 
II

Branch 
III

Branch 
IV Total

Open four 
branches

5407 4803 4808 2803 17821

Open three 
branches

   0 4800 4770 2823 12393
5268    0 4776 2825 12869
5135 4761    0 2827 12723
5112 4770 4857    0 14739

Open two 
branches

   0 4745    0 2817  7562
5162    0 4805    0  9967

Open one 
branch

5159    0    0    0  5159
   0 4711    0    0  4711
   0    0 4800    0  4800
   0    0    0 2885  2885

Table  5. Actual airflow rate of each branch while P4 
was the constant pressure point (m3/h).

Experimental 
condition

Branch 
I

Branch 
II

Branch 
III

Branch 
IV Total

Open four 
branches

5420 4833 4818 2829 17900

Open three 
branches

   0 4835 4828 2827 12490
5421    0 4870 2833 13124
5423 4840    0 2829 13092
5420 4837 4857    0 15114

Open two 
branches

   0 4855    0 2863  7718
5438    0 4855    0 10293

Open one 
branch

5444    0    0    0  5444
   0 4863    0    0  4863
   0    0 4828    0  4828
   0    0    0 2889  2889
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4.3 Determination of optimal constant pressure 
point location

Fig. 3 illustrates the comparison of system stability 
and system energy consumption among different 
constant pressure points positions.

As shown in Fig.  3, the P1 constant pressure 
point possessed the poor air supply stability and 
the largest energy consumption. P2 possessed a 
better air supply stability, but not the most energy-
efficient point. P3 possessed the lowest energy 
consumption but the worst air supply stability. 
The biggest advantage of the P4 constant pressure 
point is that it possessed the best air supply stabil-
ity on the basis of meeting the rated requirements 
of each branch system. What is more, its energy 
consumption was slightly higher than the P2 con-
stant pressure point, but decreased by 16.39% 

compared with P1 constant pressure point. There-
fore, the P4 point was the optimal constant pres-
sure point location in our experimental system.

5 CONCLUSIONS

In order to reduce the ventilation system energy 
consumption of the mines and other large under-
ground spaces, on one hand, an appropriate ventila-
tion system should be chosen; on the other hand, a 
suitable system operation control method should be 
adopted. In this paper, a frequency ventilation con-
trol program was proposed, taking an underground 
engineering for study. By the testing airflow rate, 
air pressure, fan input power, and other parameters 
under different operation conditions, different con-
stant pressure points, and analyzing and compari-
son, the variable main duct air volume and constant 
branch pipe air volume control mode was adopted. 
Among the four constant pressure points, the point 
at where the static pressure is equaled to the average 
value of static pressures at the front and back of the 
main air duct showed the best results.
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Table  6. Standard deviation of ratios between actual 
and rated air supply volumes for each branch pipe (%).

Constant 
pressure 
point P1 P2 P3 P4

Branch I 0.012 0.005 0.019 0.002
Branch II 0.017 0.005 0.007 0.002
Branch III 0.018 0.004 0.006 0.004
Branch IV 0.011 0.010 0.009 0.008

Figure  2. Comparison of fan frequency and input 
power for different constant pressure point positions.

Figure  3. Comparison of system stability and system 
energy consumption among different constant pressure 
point positions.
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ABSTRACT: According to XJMWD and HNWTDP, the Tugutang Hydropower Station navigation-
power hub was the last dam on the Xiangjiang River. And so, the construction and development of 
Hunan inland waterways is very important. Not only the general layout and engineering characteristics of 
its ship lock were analyzed, but also the innovations of the ship lock design are summarized. The innova-
tions of the lock head, construction diversion program by structural optimizations, and considering the 
second ship lock in the general layout were adopted in this Hydropower Station. A design reference for 
similar hubs or ship locks was provided by using the above innovations.

Dayuandu hub and in the Zhuzhou hub located 
downstream of the Tugutang hub. The expansion 
of the 1,000-tons ship-lock of four hydro-junctions 
is planned upstream. The Xiang-Gui canal will be 
constructed, which can connect the Yangtze River 
basin and the Pearl River basin.

Therefore, the Tugutang hub is the last dam in 
Xiangjiang River. An important role will be played 
by this hub in the development of the Xiangjiang 
River channel and Hunan water transport system.

The Tugutang hub is located in the town of 
Yunji, Hengnan County, 39  km upstream of the 
city of Hengyang. The hub is a project for the ship, 
as well as taking into account hydropower gen-
eration, transportation, irrigation, water supply, 
aquaculture, and so on.

The navigation structure is a 1,000-tons ship-lock 
whose annual capacity is 15 million tons. The effec-
tive measure of the lock bay is 180 × 23 × 4.0 m, 
and the position of the second-tier ship lock is 
reserved.

2 THE OVERALL SCHEME AND 
INNOVATIONS OF THE SHIP LOCK

2.1 The general layout scheme of the ship lock

According to the general layout scheme of the 
hub, the ship lock is arranged in the right-hand 
side bank of the river, and the axis of the ship lock 
is perpendicular to the axis of the dam. The main 

1 BACKGROUND AND INTRODUCTION

According to “Xiangjiang River Mainstream 
Waterway Development Plan” (XJMWDP, 2007), 
the channel from the stream outlet to Hengyang 
was planned for the level ΙΙ, and the channel from 
Hengyang to Yongzhou was planned for the 
level ΙΙΙ. With the implementation of Changsha 
hydro-junction and the first phase of Xiangjiang 
River waterway improvement, the channel from 
the stream outlet to Zhuzhou will be considered 
as level ΙΙ. Xiaoxiang, Jinweizhou, WuXi, and 
XiangQi are four hydro-junctions that had been 
built on the Xiangjiang River. The water level 
between Jinweizhou and Dayuandu hydro-junction 
is not yet joined. Therefore, the level ΙΙΙ waterway 
in Xiangjiang River can be extended to the Jin-
weizhou hydro-junction because of the construc-
tion of the Tugutong navigation-power junction, 
which will promote the economic development of 
the middle reaches and the upper reaches of the 
basin of Xiangjiang River.

In addition, a modernization of the water trans-
port system will be built in Hunan according to 
“Hunan Water Transport Development Plan” 
(HNWTDP, 2011). The system relies on the Yang-
tze River in the region and Dongting Lake. Moreo-
ver, “One vertical and five horizontal” channel–net 
will be formed. The backbone is the “one verti-
cal” channel i.e. Xiangjiang River. The construc-
tion of a 2000-tons ship-lock will soon start in the 

ICCAE16_Vol 01.indb   679 3/27/2017   10:40:58 AM



680

buildings of the ship lock include the ship lock 
head, bay, navigation wall, boat pier, separating 
wall, and so on. Figure 1 shows the overall layout 
of the ship lock.

2.2 Innovations of the design

Three innovations were embedded in the design of 
the ship lock as follows, according to the overall 
layout of the hub, engineering features, construc-
tion plans, and long-term plans:

1. According to the construction diversion scheme 
of the hub, part of the ship lock shall be in con-
struction area above the water level. In addition, 
during the construction process, a small coffer-
dam for the ship lock needs to be formed, and 
part of the main buildings near the river may be 
used to be the longitudinal cofferdam as well. 
In order to meet the above-mentioned demand, 
the structure of buildings must implement inno-
vation and optimization.

2. According to PHWTD, the 1000-ton channel 
extension in the upper reaches of the Xiangji-
ang River and Xianggui canal construction will 
be constructed in the long term. It should be 
reserved for construction conditions of the Tugu-
tang second-tier ship lock to meet with the plan of 
regional economic development. Therefore, not 
only positions are reserved for the construction 
of the second-tier ship lock in the design, but also 
buildings landside of one line lock gets structural 
innovations in order to accommodate the con-
struction of the second-tier ship lock, which can 
avoid duplication and demolition of buildings.

3. The dam of this project is located in Hengnan 
city; after the completion of the hub, it will 
become a part of the scenery in the city. Tak-
ing into account the landscape requirements, we 
need to fully optimize structural arrangement 
and control the structure height in the design 
of the upper and lower lock head. The require-
ments of the scenery will be met in the ship lock 
area after completion of the hub.

3 CONSTRUCTION DIVERSION, DESIGN 
INNOVATION, AND STRUCTURAL 
OPTIMIZATION

3.1 Scheme of construction diversion

The project includes a ship lock, 17.5 sluice gates, 
turbine generators, and other units. It is divided 
in three phases. The first phase is around the ship 
lock and 7.5 sluice gates at the right-hand side of 
the bank. The second one is separately around the 
powerhouse at the left-hand side bank. A small 
cofferdam is constructed before removing the cof-
ferdam at the first phase. Three phases closure is 
carried out after the ship lock, and the rest of the 
sluice gates are fenced. Figures 2 and 3 show lay-
outs of construction diversion.

The innovations of the ship lock design are 
mainly reflected as follows:

1. Cofferdam in the first phase includes only lock 
heads, bay, and other primary and secondary 
navigation walls; the rest of the buildings of the 
ship lock shall be constructed above the water 
level.

2. After the formation of the cofferdam in the 
second phase, the transverse cofferdam in the 
first phase must be removed. And then, the ship 
lock is not completed and therefore, we shall 
continue to build the small cofferdam of ship 
locks. And the buildings by the river side shall 
be considered to be the longitudinal cofferdam 
as well.

3.2 The pile–pillar–slab separation wall

The main buildings out of the cofferdam include 
berthing piers, separation walls, diversion piers, 
which all need to be constructed above the water 
level. The general pile cap foundation is used in 
berthing piers and diversion piers. The separa-
tion wall must have the function of water diver-
sion, which may be the structure with slab between 
the piers. The pier is designed innovatively in this 

Figure 1. The layout of the ship lock of the Tugutang hub.

ICCAE16_Vol 01.indb   680 3/27/2017   10:40:58 AM



681

project as follows: “pile foundation + pillar struc-
ture”. Figure 4 shows the separation wall’s structure.

The pile–pillar–slab separation wall indicates the 
structure with pile foundation base, the pillar as the 
upper structure, and with slab between the pillars, 
whose pile is bored piles with a diameter of 2.5 m. 
In order to simplify the mechanical characteristics, 
the cylinders with the same diameter of 2.5 m are 
used as pillars, with 15 m as the column spacing. 
Mounting slots are reserved by the upstream and 
downstream ends of the cylinder. The precast slab 
with a thickness of 0.6 m is inserted. The riprap is 
used to closure it between the slab and the bed.

Advantages of the pile–pillar–slab separation 
wall are mainly given as follows: 1) deep founda-
tions are facilitated through the construction above 

the water level; 2) the pile and pillar are designed 
with the same size for simple construction; 3) slabs 
are prefabricated firstly for a short time.

There are issues that need attention in this pro-
gram: 1) the reserved position of the mounting 
groove must be precise in order to ensure a smooth 
installation of the slab; 2) when the force was cal-
culated, the water level difference between both 
sides of the wall should be taken into account.

3.3 Chamber wall

According to the scheme of construction diversion, 
after the completion of the first phase of the sluice 
gate, the transverse cofferdam will be removed. 
The construction of the small cofferdam of the 
ship lock was proceeded, and the small cofferdam 
of the ship lock was used only to construct the 
lateral cofferdam. One part of the main structure 
of the ship lock caters the longitudinal cofferdam, 
including brake head, river-side chamber wall, and 
so on. The standard flow rate is 8000 m3/s and the 
water level is 58.10 m.

According to the arrangement and the construc-
tion needs, it can be observed that it is different 
for structural forms between the shore side and the 
river side of the chamber wall. Figure 5 shows a 
cross-sectional view of the chamber wall.

Approximately, an “L”-type gravity structure is 
constructed in the chamber wall at the river side. 
The weight of the trailing floor, upper backfill and 
water are fully used to improve the stability of the 
river-side wall against sliding. It also meets require-
ments during construction as a cofferdam.

The weight-balanced structure with an unload-
ing-board is carried out in the shore-side chamber 
wall. The bottom width of the structure is 13 m. 
The unloading-board is added at the balancing 
platform location to lower the soil pressure of the 
backfill.

Figure  2. The layout of construction diversion in the 
first and second phases.

Figure 3. The layout of the small ship lock cofferdam 
and construction diversion in the third phase.

Figure 4. Schematic of an impermeable wall with piles 
plate inserted.
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With optimized design as mentioned above, 
both sides of the chamber wall can meet the overall 
stability requirements of the various conditions.

4 THE OPTIMIZATION OF THE DESIGN 
TAKING INTO ACCOUNT THE SECOND 
SHIP LOCK

According to the plan of the general layout, the 
second ship lock will be laid on the right-hand side 
of the ship lock. And so, buildings related to the 
second ship lock mainly include the navigation 
wall, boat pier, and so on.

4.1 Main navigation wall with holes

According to the layout of the first and the sec-
ond ship locks (see Figure  1), the main naviga-
tion wall of the first and the second ship lock was 
splayed. The outer surface of the main navigation 
wall is constructed by using a boat segment. As an 
operational experience of multi-line locks, it will 
affect the approach channel’s flow condition of 
the other ship lock when the water of the first ship 
lock flows in or out. Even great negative effects on 
the operation of the miter gate of the other by big 
water head are reversed.

To avoid the situation mentioned above, the 
main navigation wall with holes in the bottom was 
designed. It will improve the flow properties of 
approach channels. Figure  6 shows the structure 
drawing of the main navigation wall.

The broadened base is used in foundation of 
the main navigation wall. The counterfort wall was 
used as the upper structure, and the plate was used 
as the boat wall. There was a hole at the bottom 
of the plate. The hole size is determined by using 
the approach channel bottom elevation and the 
lowest navigable water level. The two lines of the 
ship lock water level are balanced by using holes. 
The reason for this structure in the first ship lock 
is that it can save the amount of concrete work at 
the present stage firstly, and also it is used to avoid 

concrete demolition projects in the second ship 
lock construction.

4.2 Two-way boat pier

A boat pier was constructed above the water level 
out of the cofferdam. It is concreted on the pile 
platform. According to the layout of the first and 
the second ship locks, boat piers of the first and 
the second ship lock are laid in the same location.

In order to avoid duplication and adverse effects 
on the first ship lock by the second ship lock’s con-
struction, the two-way berthing pier for the first 
tier ship lock was designed, taking into account 
the berthing capacity of the first and the second 
ship locks at the same time. But, the bollard instal-
lation slot was reserved by the side of the second 
ship lock. Figure 7 shows the structure drawing of 
a two-way berthing pier.

Figure  5. The cross-sectional view of the chamber 
wall.

Figure 6. The chart of the main navigation wall.

Figure 7. Schematic of the bidirectional berthing pier.
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The plane size of the pier along the flow direc-
tion is 3.5 m, and vertical size is 5.5 m. The slab 
slots were reserved by the upstream and down-
stream surfaces of the pier for installation of the 
riser board when we constructed the second ship 
lock. To reduce the transverse flow velocity of the 
parking section, the boat pier can meet the require-
ments in two ways. It should be noted that the 
structure shall be calculated considering the com-
bination of the impact force and the mooring force 
in both sides at the same time.

5 DESIGN OPTIMIZATION OF THE 
LOCK HEAD

5.1 Upper lock head

According to operation requirements of the ship 
lock, a hoist room needs to be arranged on both 
sides of the lock head. But the control center of 
the ship lock should only be arranged on one side, 
in order to facilitate the operators. Thus, the pipe 
line channels must be arranged over the ship lock 
for cables and water pipes. A road bridge or pedes-
trian bridge was practiced regularly over the lock.

However, taking into account the security 
of operation, the Xiangjiang River Bridge was 
arranged 500 m downstream of the river between 
the hub. And so, the pipe line channel cannot be 
laid by the bridge. If  a footbridge over the lock was 
constructed, the investment will be added. In view 
of the factors mentioned above, the pipe line chan-
nel crossing the ship lock was arranged within the 
upper ship lock head.

Because the upper lock head was an entity con-
crete dock, the vertical shaft from the hoist room 
to the chamber’s bottom and a horizontal tun-
nel across the chamber bottom were designed. 
A  U-shaped pipeline corridor was formed, as 
shown in Figure 8.

5.2 Under lock head

Similarly with the upper lock head, the built-in 
hoist room is also used in the under lock head. 
Based on experience in similar projects, this eleva-
tion of the bottom of the hoist room may be deter-
mined by the flood control level of the hydraulic 
control device. It often leads to the elevation of the 
lock head much higher than the elevation of lock 
wall. It should be disharmony in visual. If  we take 
measures to heighten the elevation of the lock wall, 
the cost of the lock wall would greatly increase.

To solve the problem mentioned above, the 
built-in hoist room of Tugutang is separately fur-
nished. The room of the miter gate’s hydraulic 
hoist and the room of the hydraulic control are 
separated. A concrete wall is set up between these, 
with waterproof casing as the communicating pipe 

to connect these rooms. Meanwhile, the bottom 
elevation of the hydraulic control room is reduced 
to 61.00  m (the highest navigable water level is 
62.50 m). The sunken design scheme was carried 
out. Four concrete walls were arranged around the 
hydraulic control rooms. A drain pipe was set in the 
hydraulic room. A control valve was set at the end 
for drainage of the hydraulic room at a low water 
level. When the water level was above 61.00 m, the 
valve was shut off  to form an enclosed room, and 
the water was pumped, as shown in Figure 9.

The top elevation of the under lock head had 
been reduced from 67.50  m to 65.00  m. Taking 
into account the overall coordination of elevation 
in the lock region, the elevation of the lock wall 
had been increased from 64.3 m to 65.00 m, which 
is consistent with the elevation of the chamber wall 
of the under lock head, thereby avoiding the lock 
area that is visually impaired and formed by pro-
jections of the under lock head.

Figure  8. The cross-sectional view of the upper lock 
head. Not only was the cost of the pedestrian bridge over 
the lock saved, but also an open vision of the lock area 
was protected by this design.

Figure 9. The profile view of an under lock head.
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6 CONCLUSION

1. The following innovations of the construction 
diversion program and structural optimizations 
were carried out: the pile–pillar–slab separation 
walls, the lock walls as the cofferdam, and so on. 
All these decreased the investment, and produced 
a significant reduction in construction time.

2. The innovations taken into account the second 
ship lock were carried out: the main navigation 
wall with holes, the two-way boat piers and so 
on. Taking into account all conditions of build-
ing the second ship lock, these will save the cost 
of the second ship lock, reduce construction 
difficulty and adverse effects.

3. The following innovations of the lock head were 
carried out: the U-shaped pipeline corridor, the 
built-in hoist room, the waterproof hydraulic con-
trol room, and so on. The elevation of the under 
lock head was reduced and the landscape area of 
the lock was improved by these innovations.

The above innovations were not only unique, 
but also versatile. These can provide a reference for 
similar hub or ship lock designs.
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ABSTRACT: With the high speed development of information technology, the use of big data tech-
nology has been deepened into more and more areas. The outstanding problems of applying big data in 
construction industry are large scale, multi dimensions, strong supervision and serious information island 
phenomenon. How to obtain the useful business information (high value density knowledge) efficiently 
during the acquisition, storage and batch processing of large volume data is an important subject. Here 
we report a method of combining the graph algorithm and the traditional data warehouse concept to 
obtain high value density knowledge. This method uses the subjective judgment of human beings and the 
objective data analysis of the machines together to get more accurate results.

information and making full use of high value 
data. And the establishment of information clas-
sification method and keyword tag system is the 
key technology for this data platform.

The definition of information classification 
method and keyword tag system: A graph theoretic 
database structure based on IFC standard faceted 
classification. It stores all the information in the 
quality supervision platform of the construction 
project; uses data reduction and retrieves the rela-
tionship between different data on the subsequent 
development and evolution.

2 USING GRAPH DATABASE AS 
THE CORE INFRASTRUCTURE 
OF THE HIGH VALUE DENSITY 
KNOWLEDGE DISCOVERY SYSTEM IN 
CONSTRUCTION INDUSTRY

The main way to find high value density knowledge 
in the field of construction industry is analyzing, 
inquiring and exploring the relationship between 
different information classification tags attached 
on construction project data. Graph theory model 
is a priori advantage technology for handling this 
kind of “many to many to many” relation inquiries 
and the traverse computation as well as the quan-
titative analysis.

Graph theory is a branch of  Mathematics, 
which is mainly about the study of  graphs. The 
graph in graph theory is a shape which composes 
of  a number of  given points and lines (one line 

1 CONSTRUCTION INFORMATION 
CLASSIFICATION STANDARDS AND 
KNOWLEDGE TAG SYSTEM

The construction industry is the pillar industry of 
the national economy and the first major indus-
try. It covers all aspects of the building life cycle, 
closely related to a variety of urban construction 
projects. It also relates to the construction of the 
second industry and design, management, finan-
cial services and other related contents of the third 
industry. How to use big data, Internet of things, 
cloud computing, mobile Internet and other mod-
ern information technology to improve efficiency is 
an important subject relating to the development 
of the construction industry, and it is also a prereq-
uisite link in the future construction of smart cities.

The data processing during the whole life cycle 
of a construction project is a typical nonstructural 
and big data use case, fully embodies the big data’s 
4V (Volume, Velocity, Variety and Value) charac-
ter. The future development and intelligence of the 
construction industry is relying on the accumula-
tion and continuing the refinement of the con-
struction project data, digging out the relationship 
between the various data. So as to eliminate the 
information island phenomenon and break infor-
mation asymmetry. According to the character-
istics and contents of the construction industry, 
building a unified data platform (see Figure  1) 
based on the classification of construction indus-
try information and knowledge management is the 
most basic and important step for interconnecting 

ICCAE16_Vol 01.indb   685 3/27/2017   10:41:02 AM



686

joints two different points), it is usually used to 
describe certain relations of  some things, with 
points representing things, by connecting the two 
points lines represent relationship between two 
things. In the most common sense of  the term, a 
graph is an ordered pair G = (V, E) comprising a 
set V of  vertices or nodes or points together with 
a set E of  edges or arcs or lines, which are 2-ele-
ment subsets of  V (i.e. an edge is associated with 
two vertices, and that association takes the form 
of the unordered pair comprising those two verti-
ces). Usually, describing a graph is to draw points 
as a small circle, if  the corresponding vertex has 
an edge, connect the two small circles with a line. 
How to draw these small circles and connections is 
not important, it is important to correctly reflect 
which vertices are connected by edges, which ver-
tices are not connected by edges. Most areas in 
the real world can be modeled as graphs, such as 
social system, the recommended system and the 
association discovery system can be conveniently 
modeled as graphics. And the high value density 
knowledge discovery system discussed in this arti-
cle is also a great scene for using graph theory 
model.

Graph databases are based on graph theory, they 
use graph theory to construct data access model, 
the whole data set in graph databases is modeled as 
a large and dense network structure, so that graph 
databases allow simple and rapid retrieval of com-
plex hierarchical structures. Most graph databases 
based on NoSQL structures such as key-value or 
document-oriented store. These storage engines 
have the concept of tags(properties) for data ele-
ments, it naturally fits the technic requirement of 
information classification method and keyword 
tag system and allows data elements to be catego-
rized for easy retrieval.

3 DESIGNING HIGH VALUE DENSITY 
KNOWLEDGE DISCOVERY SYSTEM 
BASED ON GRAPH DATA MODEL AND 
TRADITIONAL DATA WAREHOUSE 
STAR SCHEMA CONCEPT

The value density of knowledge data isn’t an objec-
tive value. It depends on the subjective needs of 
different users. In order to obtain the required high 
value density knowledge data, users must input a 
number of constraints (classification keyword tag 
information) as the basic filter for the selection 
of knowledge data. The more flexible users can 
set the constraint conditions; the higher accurate 
knowledge data users can get from system. On the 
other hand, the knowledge data stored in the sys-
tem are combination of some scalar value, which 
is an objective fact. Since the knowledge data in 
system are limited objective value, and shared by 
all users, so that the constraints (classification 
keyword tag information) used for filter informa-
tion should also be a set of describable measures 
within a limited scope. In order to implement these 
characteristics in graphic data model logically 
and systematically, we can learn the concept of 
star schema from the traditional data warehouse 
(based on the principle of relational database stor-
age technology). The following is a brief  definition 
of several concepts related to the traditional data 
warehouse and star schema:

Fact: The fact is the data unit in the data ware-
house, and is also a unit in the multi-dimensional 
space, which is restricted by the analysis unit. Each 
fact includes the basic information about the facts 
(such as income, value, satisfaction, etc.), and is 
related to the dimension.

Dimension: The dimension is the space axis of 
the coordinate system. The coordinate system in 

Figure 1. The data processing flow of the high value density knowledge discovery system.
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the data warehouse defines the data unit, which 
contains the facts. In the data warehouse, the time 
is always one of the dimensions, other descriptive 
information with business implications are also 
main attributes used for defining dimension.

Star Schema: Star schema is a model that uses 
relational database to realize multidimensional 
analysis space (see Figure  2). It is a multidimen-
sional data relationship, which is composed of 
a fact table (Fact Table) and a set of dimension 
table (Dimension Table). Each dimension table 
has a dimension as the primary key, all of these 

dimensions’ primary key composite the primary 
key of fact table. The non-primary key attribute 
of the fact table is called Fact, which are gener-
ally numeric or other data that can be calculated, 
and dimensions are mostly text, time or other data 
types. By organizing data in this way, fact can be 
clustered and computed according to the different 
dimensions (part or all of the primary key of the 
fact table). By using this method, users can ana-
lyze the situation of business topics from different 
points of view.

On the macro, the internal components of star 
schema of the traditional data warehouse are 
essentially characterized by a graph. It just uses 
relational model in the specific data query and 
access operation. Inspired by this, we can use the 
graph data model to design an “improved” version 
of the star schema based on the graph database 
(see Figure 3) to serve the needs of the high value 
density knowledge discovery system.

The following is the main technical features of 
this new star schema model:

1. On design logic level, the model uses Fact to 
represent the concept of knowledge data and 
Dimension to represent the concept of con-
straint conditions.

2. On system implementation level, the model uses 
the vertex in the graph theory model to create 
the fact. The fact vertex is used to identify the 
objective scalar value of the knowledge data. 

Figure  2. The internal database tables relationship of 
the star schema model.

Figure 3. How to use graph data model to implement a “improved” star schema model.
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These values are stored in the fact vertex as 
attributes.

3. On system implementation level, the model uses 
the vertex in the graph theory model to create 
the dimension. The dimension vertex is used to 
identify the constraint conditions users used to 
obtain high value density knowledge data. The 
dimension vertex only stores information asso-
ciated with the constraint conditions. It does not 
store any data related to the knowledge data.

4. On system implementation level, the model uses 
the edge of graph theory to describe the rela-
tionship between Fact and Dimension. By set-
ting the direction and different attributes of the 
edges, users can use the graph theory algorithm 
to screen the complex relationship between 
the fact vertices and the dimension vertices 
concisely.

5. Users can perform associated information dis-
covery operations (multi node and multiple 
path correlation calculation algorithm in graph 
theory) on a particular dimension vertex to 
obtain the required high value density knowl-
edge data (the fact vertices returned earlier by 
graph theoretic algorithms have higher value 
density).

6. Users can perform attributes query against fact 
vertices to select required knowledge data (similar 
to the traditional relational database data query).

7. When a specific fact vertex is obtained, accord-
ing to their own subjective judgment, users can 
adjust and optimize the dimension vertices 
which are related to improve the accuracy of the 
value density of knowledge data under specific 
constraints.

4 CONCLUSIONS

The high value density knowledge discovery sys-
tem which implemented on the framework we 
reported in this paper has the support of graph 
theory data model and algorithm. It can provide 
more powerful features and faster performance 
than the traditional relational model on discover-
ing the association information under the multi 
dimension condition (the process of obtaining the 
high value density knowledge data). And by refer-
encing the star schema concept in data warehouse 
field that has already been validated by IT indus-
try, we can reduce the theoretical and practical 
risks of system design and implementation. At the 
same time, using the terminologies and operational 
methods that are familiar to the industry to obtain 
high density of knowledge data is conducive to the 
large-scale promotion and the use of the system.
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ABSTRACT: Presently, the green hospital design concept has attracted much attention, but the green 
hospital design work in cold regions involves more difficulties, so new technologies and methods for 
realizing “Green” hospital standards and effective design strategies for realizing the green hospital 
engineering in cold regions are also the research focus and difficulty in the medical design field. In this 
study, the design strategies for the green hospitals in cold regions that comply with the evaluation standards 
for green hospital buildings in cold regions are discussed, with the cold region hospitals that have been 
completed in recent years or are under research as the research objects, with the Standard for Evaluation 
of Green Hospital Buildings and Heilongjiang’s Standard for Evaluation of Green Hospital Buildings as 
the benchmark, through discussion about the cold adaptability and land-saving strategies involved in 
the green hospital planning and design, the energy conservation involved in green hospital construction 
measures and material selection, the sustainability of the green hospital water-saving measures and the 
humanization and environmental protection performance standard index in terms of indoor acoustic 
environment, light environment and thermal environment of green hospitals.

The current architectural development trend 
is for green buildings, and architects in various 
countries are exploring ways to apply green tech-
nology to buildings. However, the question of how 
to create green buildings is an issue which is hard 
to solve in cold regions. Nowadays, most medical 
buildings involve large energy consumption, seri-
ous environmental pollution and lack of care for 
patients. With the cold regions in North China as 
the research object in this paper, based on the spe-
cial climatic conditions in such regions and numer-
ous green building theories at home and abroad, 
coupled with basic research on the medical envi-
ronment within hospitals in cold regions, to further 
the practice of gradually meeting green hospital 
standards and characteristics of medical buildings, 
design strategies are presented which are suitable 
for green medical buildings in cold regions.

2 BASIC PRINCIPLES OF GREEN 
HOSPITAL BUILDINGS

Green hospital buildings refer to hospital build-
ings that provide people with healthy, useful and 
efficient spaces and which co-exist with nature 
harmoniously, featuring maximum resource 

1 INTRODUCTION

In China’s building climate regionalization, the cli-
mate in cold regions is cool in summer and cold 
in winter. The energy consumption for heating in 
winter occupies the main part of annual energy 
consumption. Viewing the current building ther-
mal insulation in China, compared with developed 
countries with similar climatic conditions, the unit 
building energy consumption in cold regions in 
China is 4∼5 times that in developed countries, 
2.5∼3 times for roofing, 1.5∼2.5 times for exterior 
windows, and 3∼6 times in terms of air permeabil-
ity of doors and windows. In terms of architec-
tural design, blind pursuit of beauty is the main 
cause of increased building energy consumption. 
Besides, apparently, the division of building energy 
consumption types in cold regions is not thorough 
enough in many aspects in China. For example, 
in terms of space requirements for and habits of 
using medical buildings, the use of most office 
buildings peaks during the day, but the density of 
using such buildings involves uncertainty at night. 
Such use features can directly influence the energy 
consumption of buildings. Therefore, the issue 
concerning the ecological design of public build-
ings calls for detailed research and discussion.
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conservation, environmental protection and pollu-
tion reduction in the whole life cycle of each build-
ing. Green hospital buildings belong to a “Green 
Building” system and involve special requirements 
for hospital buildings. A green building is the result 
of the incorporation and introduction of “Ecolog-
ical and Sustainable Development and Intelligent 
and Efficient Energy Conservation” into the hos-
pital building field and is a new development trend 
for future hospital buildings.

According to GB/T50378-2014 Standard for 
Evaluation of Green Buildings, whose trial imple-
mentation commenced in July 2011, GB/T51153-
2015 (Standard for Evaluation of Green Hospital 
Buildings), which was formally implemented as a 
global standard in August 2016, and relevant evalu-
ation standards for green hospitals, the space treat-
ment of green hospital buildings should be based 
on several important principles, including match-
ing the site, land conservation, tree conservation, 
energy conservation, indoor and outdoor design 
efficiency, economy and environmental comfort. 
The matching site and land conservation issues 
can be solved through environmental optimization 
design involving underground space utilization, 
site ventilation, noise, sunlight and daylight, as 
well as site ecological environment creation (native 
plants, stratified greening, roof greening, perme-
able ground, etc.).

2.1 Site planning

The problem considered in this study was a 
hypothetical 10-m-diameter tunnelling situation. 
The Standard for Evaluation of Green Hospital 
Buildings provides that site environmental noise 
shall meet the National Standard GB3096 (Envi-
ronmental Quality Standard for Noise) in terms 
of planning. Such buildings intended as ward 
buildings and dormitories shall not be adjacent 
to urban trunk roads, and additional sound insu-
lation measures shall be taken. In order to realize 
human design factors, 5% of the land planned for 
construction shall be provided for patients, visi-
tors and hospital staff  as relaxation space directly 
linked to the natural environment. A wind speed 
of less than 5 m/s shall be guaranteed in the pedes-
trian areas around the above buildings, and in cold 
and severely cold and windy regions, considera-
tion shall be given to providing windproof waiting 
facilities at the main hospital entrances and exits 
intended for patients. In the case of flat roofing, 
the area of greening or high-reflectivity material 
when used for roofing shall be at least 50% of the 
calculable roofing area. Room entry design for 
ambulances shall be provided at the entrances and 
exits of emergency departments of hospitals in 
cold and severely cold regions.

2.2 Architecture design

In terms of architecture, the thermal performance 
of building envelopes should meet building energy 
conservation design standards, while heating, ven-
tilation and air conditioning system design should 
comply with the National Standard GB50189 
chapter  5 Standard for Energy Efficiency Design 
of Public Buildings; and it is acceptable for such 
special areas as operating rooms and ICUs not 
to comply with Article 5.3.26. Hospital buildings 
should not have Line-Of-Sight (LOS) interference, 
especially between ward buildings and surround-
ing buildings, with spacing greater than or equal to 
20 m. Full use of underground spaces of buildings 
should be made, and such spaces should occupy at 
least 20% of the floor area.

2.3 Indoor environment designing

In terms of indoor environment, the main func-
tional rooms in a building should have good vision, 
and the day-lighting coefficient should meet the 
requirements in the existing National Standard 
GB50033 (Standard for Day-lighting Design of 
Buildings), i.e. at least 60%. The required illumina-
tion, unified glare value and general color render-
ing index of indoor lighting are three major factors 
that influence lighting quality and they need to 
meet the relevant provisions of GB50034 (Stand-
ard for Lighting Design of Buildings) and JGJ49 
(Code for Design of General Hospital Buildings).

Adjustable sunshade and thermal insulation 
measures should be taken. For the transparent 
parts of exterior windows and curtain walls, the 
area of controlled sunshade and thermal insula-
tion adjustment measures should be up to a pro-
portion of 25%.

As for the rooms with no special requirements 
for air pollution control, it is preferable to adopt 
natural ventilation measures and suitable air filtra-
tion systems, while it is desirable to select purifica-
tion and filtration equipment with rational filter 
resistance, dust filtering efficiency and germ filter-
ing efficiency.

The indoor noise level in the main functional 
rooms should not exceed the standard average value 
in the existing National Standard GB50118 (Code 
for Sound Insulation Design of Civil Buildings).

3 DESING STRATEGIES FOR GREEN 
HOSITALS IS COLD REGIONS

The design work for green hospitals in cold regions 
involves many difficulties, and I will summarize 
and analyze the green design strategies for many 
completed cold region hospitals involved in my 
participation or research.
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3.1 Attention to cold adaptation and land 
conservation-based green hospital planning 
and design

The national land saving policies are adhered to 
and implemented in the design, and the functional 
relationships between buildings and the general 
layout of each building are rationally organized, 
culminating in layout relations between buildings 
which are mutually independent but closely linked. 
Based on land use, supporting engineering like 
landscape roads are rationally designed, and apart 
from the main buildings, land used for develop-
ment is reserved, and at the same time, a large area 
of green space landscape is reserved as relaxation 
space, thereby realizing the dual purposes of land 
conservation and full utilization.

The square, buildings and green spaces in the 
entire courtyard, are subject to unified planning 
ideas, and under the premise of providing sufficient 
car parking spaces in the hospital, it is preferred to 
reserve as many sunny precincts as possible, with 
surrounding buildings and spatial gradients used 
as wind barriers and for wind induction, with more 
green vegetation for climate regulation. A south 
facing layout is adopted for buildings to ensure 
better sunshine. Underground parking arrange-
ments, ambulance indoor entry design, etc. can 
help to shield hospital patients from the cold in 
winter. Attention is paid to the addition of indoor-
outdoor transition areas, such as foyer arrange-
ments at main entrances and exits, and hallways 
or antechamber transitions at secondary entrances 
and exits. Such areas as staircases, balconies, base-
ments and roof terraces should match the thermal 
buffer area design

In terms of landscape, a green and ecological med-
ical care environment is obtained by means of land-
scape gardens, much afforestation, and idyllic scenes 
with water body and micro-topography designs.

3.2 Attention to the construction measures 
and material selection of green 
energy-saving hospitals

Economical and practical thermal insulation mate-
rials are selected to ensure the thermal insulation 
of exterior walls of buildings. For example, ther-
mal insulating rock wool boards with good thermal 
insulation and energy-saving and fire prevention 
performance can be selected. An extruded benzene 
board-based thermal insulation layer is adopted 
for roofing, while heat-insulating profile UPVC 
plastic steel windows are used as exterior windows, 
and single-frame three-layer double-hollow glass 
is adopted, having good air tightness and thermal 
insulation performance.

All stairwells are heated; for heating and non-
heating rooms, relevant energy-saving structure 

standard atlas are selected for such detailed 
structures as floor slabs, walls, parapets, plinths, 
canopies and deformation joints, and for thermal 
insulation between exterior doors & windows and 
walls, which can meet any restriction requirements. 
Energy-saving equipment is selected for supporting 
facilities involving power supply, heat supply and 
water supply, and green environmentally-friendly 
materials are used as pipe materials of ventilation 
systems, thermal insulating materials, bonders, etc.

3.3 Attention to sustainable development-based 
energy-saving measures for green hospitals

Recycled water is provided for greening, land-
scape water bodies, washing and underground 
water sources through establishment of a rainwa-
ter collection system, comprehensive utilization 
of rainwater resources, and water conservation. 
In addition, in the water supply mode adopted in 
the Panjin City Central Hospital Project, water 
is directly supplied to some water points from 
municipal facilities and frequency-convertible feed 
water booster pumps are used as booster pumps 
in the other parts; energy-saving sanitary ware 
and water distribution components are selected in 
this practice, and at the same time, each building 
monomer and water consumption departments 
in each building monomer uses water meters for 
charge collection, thereby limiting the waste of 
water. Also, water pond and water tank overflow 
level alarms are provided, which is a good water-
saving strategy.

3.4 Attention to humanistic care-based indoor 
environmental design of green hospitals

In the hospital street and medical care port mode, 
consulting space design is integrated and optimized 
to improve the extent of streamline identification, 
and consulting and medical treatment efficiency. 
For example, Panjin City Central Hospital uses a 
hospital street-based consulting mode for its clinic 
and medical technical building, with the consult-
ing rooms of each department distributed on both 
sides of the hospital street to reduce cross interfer-
ence and facilitate identification. At the same time, 
the top day-lighting skylight design of the large-
scale atrium, the hospital street and the consulting 
space design combined with natural landscape are 
also important design methods for improving the 
comfort of the consulting environment.

In terms of air conditioning, based on the room 
function zoning and the principle of separation of 
clean and dirty material, air conditioners, exhaust 
fans and induction units-based combination of a 
mechanical exhaust system and natural ventila-
tion is adopted. This ensures meeting the required 
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degree of air purification in each functional space 
of the hospital, with the minimum per capita fresh 
air volume being 20 cubic meters/hour.

The table below shows the room ventilation 
plan we made while designing the “Jinzhou Cen-
tral Hospital” Program.

In terms of the indoor acoustic environment, 
light environment and thermal environment, cor-
responding environmental protection measures are 
also taken to realize effective control, with basic 
indoor indicators basically meeting or exceeding 
the requirements of the Standard for Evaluation 
of Green Hospital Buildings. As for the acoustic 
environment, besides the use of sound-insulating 
materials for building envelopes, super low-noise 
water drainage plastic pipes are used for indoor 
water drainage systems, HDPE double-wall cor-
rugated pipes are used for outdoor water drainage 
systems, and soundproofing plus anti-vibration 
measures are provided for fans. In the main tool 
room, the interior noise level meets the existing 
National Building Standard GB50118 (Code for 
Sound Insulation Design of Civil Buildings), with 
all standard values met.

In terms of light environment adjustment, high-
efficiency high-color rendering three-band straight 
tubular fluorescent lamps are used, with noise-free 
electronic ballasts used together with them, and 
anti-reflection lamps used in the special medical 
treatment rooms, creating a good light environ-
ment, with lower electricity consumption and 
reduced line loss.

Electric hot air screens are provided at the 
entrance for indoor heating of hospitals, and a 
ground radiation system (electric heating floor film) 
plus radiator-based heating mode is used in pub-
lic spaces for winter heating featuring low energy 
consumption. In summer, an air conditioning 

system is combined with refrigeration. The  table 
below shows the indoor environment indicators of 
the Cancer Hospital Affiliated to Harbin Medical 
University, which exceeds the specific data require-
ments in the Standard for Evaluation of Green 
Hospital Buildings, indicating a comfortable hos-
pital medical treatment environment.

4 CONCLUSIONS

In this paper, based on the writer’s practical expe-
rience, through in-depth thinking and research 
in three aspects, i.e. adaptation to cold in special 
climate environments; use of green structure tech-
nology and new materials to realize the energy con-
servation and material conservation of buildings; 
attention to medical patients’ psychological and 
physiological feelings and multi-aspect regulation 
of acoustic and photothermal effects to realize 
high-comfort indoor physical environment design, 
energy conservation, high efficiency and perfect 
function. A preliminary method for design of green 
medical buildings that fully adapts to the climatic 
conditions in cold regions has been constructed.

Research on improving the design of medical 
buildings in cold regions, a complex public building 
type, will be an important undertaking to improve the 
medical treatment environment in cold regions, and 
to achieve environmental protection and low energy 
consumption of medical buildings in cold regions.
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Table 1. Room Air Changes of Jinzhou Central Hospi-
tal (Design Program).

Room name

Number 
of air 
changes Room name

Number 
of air 
changes

Consulting 
Room

 5 Bathroom 10

Cleaning 
Room

10 Soiled Linens 
Room

 5

Pharmacy  2 Lift Motor 
Room

10

Underground 
garage

 6 Kitchen 30

Decontamination 
Room

10 Underground 
Restaurant

 2

Disinfection 
Room

10 Treatment 
Room

 5
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ABSTRACT: In order to solve the problem of traditional residual current devices, a scheme of intelligent 
residual current devices was developed. In this paper, the basic principle of intelligent residual current devices 
is introduced, and then the hardware part of the PIC16F886 MCU system and the software architecture are 
described. The data showed that the intelligent residual current devices could monitor the real-time residual 
current and cut down the power supply quickly when there was a residual current caused by the fault, so that 
the devices could solve the residual current problem in the low-voltage distribution network.

residual current value exceeds the reference value, 
the main circuit will be cut down. Some residual 
current devices experience an overload or short 
circuit protection and over-voltage protection (Gu 
Qiaoli (2006), Wu Shaoqin (2010)).

Figure  1  shows the schematic of residual cur-
rent devices. It is a three-phase, four-wire, and low-
voltage distribution network; according to circuit 
theory, when the system is operating normally, the 
three-phase circuit is symmetrical. In this case, the 
output of the zero sequence current transformer 
TA is zero, that is,

I I I Ia bII c oII+IbII =IoII 0  (1)

1 INTRODUCTION

In low-voltage distribution networks, especially in 
the rural low voltage power grids, due to improper 
use of electrical appliances, electrical accidents, 
such as electric shock or short circuit, occur fre-
quently. In order to protect people’s lives and to 
ensure safety in low-voltage power supply net-
works, the installations of residual current devices 
are performed in the distribution network. But 
there are still some problems in traditional residual 
current devices which are installed in the system, 
such as the circuit breaks frequently, because of 
which the application of residual current devices in 
the distribution network is limited (Deng Xiaolin 
(2007), Gu Huimin (2006)). In order to solve the 
residual current problem in the low-voltage distri-
bution network, it is important to develop an intel-
ligent residual current device which can adapt to 
changes in low-voltage distribution networks.

2 PRINCIPLES OF RESIDUAL CURRENT 
DEVICES

In residual current circuit devices, the residual cur-
rent is detected as well as the value of residual cur-
rent is compared with a reference value. When the Figure 1. Principles of residual current devices.
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By the principle of electromagnetic induction, 
each phase current in the line and the neutral line 
current generated in the zero-sequence current 
transformer’s magnetic flux phase is equal to zero, 
that is,

ϕ ϕ ϕ ϕbϕ ϕϕ oϕ ϕϕ+ +ϕ bϕ + =ϕ oϕ 0  (2)

In this case, the output of the zero-sequence 
current transformer TA is zero, and current pro-
tection does not act. The normal power supply will 
not be cut down.

When short circuit or other electric shock occurs, 
the three-phase current will be no longer symmet-
rical. Residual current occurs, and the amount will 
no longer be equal to zero, that is,

I I I I Ia bII c oII rII+IbII =IoII  (3)

The amount of each phase lines’ current and 
neutral current and residual current is Ir. In this 
case, the zero-sequence current transformer mag-
netic field will have the potential existence. The 
magnetic flux of the magnetic field generated by 
the potential of each phase is actually the current 
in the line and the neutral line current in the zero-
sequence current transformer’s iron ring phase 
generator’s flux core and that,

ϕ ϕ ϕ ϕ ϕbϕ ϕϕ oϕ ϕϕ rϕ+ +ϕ bϕ + =ϕ oϕ  (4)

Therefore, the output of the zero-sequence cur-
rent transformer’s secondary winding will not be 
zero. The voltage signal is proportional to the size 
of the residual current; when there is a more seri-
ous system failure, the larger the residual current is, 
the higher the zero-sequence current transformer’s 
output voltages will be. The voltage is compared 
to a threshold voltage of the zero sequence cur-
rent transformer’s output; when the fault current 
reaches the setting value, the zero sequence current 
transformer output voltage exceeds the threshold 
voltage, the comparison circuit outputs a logic 
drive level start relay, and the relay circuit breaker 
will cut off  the power supply quickly to achieve the 
residual current protection (Zhang lixu (2009)).

3 HARDWARE DESIGN OF INTELLIGENT 
RESIDUAL CURRENT DEVICES

3.1 Hardware design of the overall program

The hardware system of intelligent residual current 
devices includes the following: a micro-controller 
for signal conditioning parts, keyboard circuit, 
display circuit signal processing module, program-
ming interface, operating circuit, and the power 

supply section. The structure of this hardware is 
shown in Figure 2.

Zero sequence current transformer, Current 
Transformer (CT), voltage transformers (PT) 
respectively collect the residual current, load cur-
rent and bus voltage signals, and then output the 
voltage with a linear relationship to the amplitude 
of the current signal.

The signal processing module with the filtering 
and amplification processing to the signal obtains 
a suitable subsequent stage in the signal processing 
circuit.

In order to achieve an intelligent residual cur-
rent protection, the micro-controller with internal 
hardware and software resources is used to achieve 
a residual current automatic switching gear, which 
is to meet the requirements of the operating envi-
ronment adaptation. Meanwhile, the single-chip 
analog signal-conditioning circuit’s signal sent 
was sampled and digitally processed, thereby dis-
playing real-time voltage and current, in order to 
achieve good interactive features.

An action execution unit receives the I/O port 
of the MCU, to achieve the operation of the 
relay driver circuit breaker and cut down the fault 
circuit.

A digital display and status indicator with LED 
digital display and light-emitting diodes are con-
trolled by using the micro-controller.

The program is downloaded via ICD2 with a 
5-pin port, which connects the MCU to the PC’s 
USB port, and then it will be programmed into 
the micro-controller FLASH memory by using the 
MPLAB integrated development environment.

3.2 Design of the MCU module

As shown in Figure 3, PIC16F886 micro-controller’s 
clock source modes can be classified as follows: the 
external or internal. The external clock modes rely 
on external circuitry for the clock source, an oscil-
lator module (EC mode), quartz crystal resonators 
or ceramic resonators (LP, XT, and HS modes) 
and Resistor–Capacitor (RC) mode circuits. The 

Figure  2. Hardware structure of the residual current 
devices.
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internal clock source module has two internal oscil-
lators: 8 MHz High-Frequency Internal Oscillator 
(HFINTO-SC) and 31 kHz Low-Frequency Inter-
nal Oscillator (LFINTOSC); external or internal 
clock sources can be selected via the bit-select of 
the System Clock Select OSCCON register (SCS) 
(Microchip Technology (2005, 2002, 20-07)).

Since the external oscillator module requires a 
more complex I/O port and the peripheral circuit, 
the micro-controller internal oscillator is used as 
a clock source in this design; the clock frequency 
is selected to 8 MHz, and the corresponding bit is 
simply set in the OSCCON register.

3.3 ADC conversion

PIC16F886’s ADC module can achieve an accu-
racy of 10-bit in digital–analog conversion. An 
analog input channel device uses a common 
sampling and holding circuit. The sampling and 
holding circuit is connected to the output of the 
converter input. A full approximation ADC gener-
ates a 10-bit binary result and saves the result in the 
ADC result registers (ADRESL and ADRESH). 
Software reference voltage conversion is connected 
to VDD or an external voltage reference pin is pro-
vided. The power supply voltage VDD is used as 
the ADC reference voltage in this design.

Conversion relation from the principle and the 
ADC reference voltage magnitude (+5V) can be 
drawn from the AD converter input voltage and by 
converting binary values i.e.,

NADC VR VVV RVV= × −1023 ( )Vin Vii RVVVRV / ( )  (5)

where Vin is the input voltage, VR+ is the refer-
ence voltage (+5V), and VR− is a ground voltage, 
i.e. VR−  =  0. The conversion relationship is given 
as follows:

NADC Vinii= ×204 6.  (6)

3.4 Design of the residual current signal 
processing and amplifying circuit

Figure 4 shows the schwmatic of  the signal recti-
fying and amplifying circuit. The amplifier circuit 
is divided into two parts, by using two integrated 
operational amplifiers, which are used in the 
design of an integrated four operational amplifier 
TL084. The operational amplifier with low signal 
distortion has a lot of  advantages, such as the low 
input offset voltage, low offset current, low zero 
drift, and less noise (National Semi-conductor 
(2001)).

Since the voltage signal after the amplifica-
tion stage after the AC signal is bipolar, while the 
micro-controller AD can be treated as a DC volt-
age signal 0∼+5V; therefore, the AC signal should 
be rectified into a DC signal. In order to improve 
the measurement accuracy of small signals, the 
integrated operational amplifier amplification and 
depth of the negative characteristics of the feed-
back generated are used to overcome errors due to 
non-linear diode voltage and dead brought. The 
circuit diagram is shown in Figure 4.

In this circuit, the first part is composed of a 
high-precision half-wave rectifier, by using diodes 
D3 and D4 to achieve the half-wave rectifier, in 
which R3 and R4 should be equal, R3 = R4, oth-
erwise the positive and negative half-wave will be 
asymmetrical, and thus the rectified waveform will 
be bad.

When Vi > 0 and Vd < 0, D4 works and D3 is 
turned off, so that,

V Vo iV VV V  (7)

When Vi < 0 and Vd > 0, D4 is turned off  and 
D3 works, so that,

Vo1 0=  (8)

The second part is the adder circuit made by 
using an operational amplifier, seen from the cir-
cuit parameters:

Figure 3. Schematic of the micro-controller system.

Figure  4. Schematic of the precision-rectifying and 
amplifying circuit for signal processing.
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Vo iVV o( )V ViVV oVV+ 1  (9)

When ViVV > 0,

V Vo iVV i iVV( )V ViVV iVV2− V2  (10)

When ViVV < 0,

V VoVV iVV( )ViVV 0+ = −  (11)

So that,

V Vo iV VV V  (12)

This circuit can achieve the full-wave rectifica-
tion and transform AC residual current signals 
into DC signals.

4 SOFTWARE DESIGN OF INTELLIGENT 
RESIDUAL CURRENT DEVICES

The functional requirements of intelligent residual 
current protection are as follows: the devices can 
display the real-time value of residual current and 
other electrical parameters, when electric shock or 
short circuit occurs, and it can cut down the power 
supply quickly. The devices can be set automati-
cally and the residual current and the load current 
can be operated manually through the key posi-
tion, depending on the size of the over-current 
delay characteristics. The design based on the 
PIC16F886 micro-controller is used to control the 
internet module. The MCU control software is 
written by using C language and then it is developed 
by utilizing the microchip’s MPLAB integrated 
development environment. Finally, the program 
is downloaded to the micro-controller FLASH 
through the compiler and the ICD2 machine code 
is also used to achieve intelligent protection.

According to the functional requirements of the 
system with a modular design idea, the software 
part is divided into the following modules: system 
initialization module, data acquisition module, 
data processing module, digital display and sta-
tus display module, and movement gear switching 
module operation logic module. When the system 
works, it should make an initialization, and then it 
goes into the main loop, in which some tasks are 
operated, such as data acquisition and processing, 
current and voltage display, and the switch gear 
operation, in order to meet real-time requirements 
to ensure the normal operation and data processing 
of each module, by using a timer to interrupt and to 
control the execution of each module. Design and 
implementation of each module should be carried 
out with a lot of debugging.

5 TEST OF THE RESIDUAL CURRENT 
DEVICES

5.1 Residual current measurement experiment

The system hardware and software were 
debugged successfully, and then the IDB-1B 
residual current protection tester produced by 
Shanghai Siyuan equipment production com-
pany was used to generate a corresponding AC 
current source as a standard for residual cur-
rent devices. The residual current RMS experi-
ment was made to obtain a lot of  experimental 
data in Table 1. According to the table, the test 
data show that the residual current devices could 
achieve an accuracy of  at least 2.0% in measur-
ing the residual current.

5.2 Protection action characteristic test

The residual current devices operation has inverse 
time operation characteristics, i.e. with an increase 
in the measured fault current, the delay acts more 
quickly, which can quickly cut off  a serious fault. 
According to this requirement, it is necessary to 
protect the operating characteristics of the test, 
such as measurement data given in Table 2.

From Table 2, it can be observed that the resid-
ual current protection is achieved with inverse time 
characteristics in the action; the greater the fault 

Table 1. Residual current measurement data.

Input residual 
current 
(mA)

Show value of the 
residual current 
devices (mA)

Absolute 
errors 
(mA)

Relative 
errors 
(%)

 10  9.8 −0.2  −2.0
 50  49.3 −0.7  −1.4
100  98.9 −1.1  −1.1
150 148.6 −1.4  −0.9
200 199.5 −0.5  −0.3
300 302.4  2.4 +0.8
400 404.8  4.8 +1.2
500 504.4  4.4 +0.9
600 605.7  5.7 +0.9

Table  2. Protection action characteristic test data 
(Tset = 0.3S).

Times of overload 
residual current

The maximum 
value of cut-off  
time (ms)

Test value of the 
residual current 
devices (ms)

1 300 240
2 200 159
5  40  32
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current was, the lesser the break time would be. 
The test results were given within the required time 
limit, so that the devices could solve the residual 
current problem in the low-voltage distribution 
network.

6 CONCLUSIONS

In this paper, the principle of the residual current 
devices is introduced; it described the development 
scheme of intelligent residual current devices based 
on the PIC16F886 micro-controller. And then, the 
circuit design of the hardware and software, which 
make parts of the program were also discussed. 
The hardware and software were debugged, the 
performance indicators of the system were also 
tested, and the experimental results showed that 
the device exhibited a good performance and high 
reliability to ensure electricity supply in the low-
voltage distribution network.
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ABSTRACT: The micro-vibration induced by a CMG (Control Moment Gyro) is very important for 
spacecraft. Vibration validating testing before launch is always necessary. However the boundary condi-
tions of the validation measurement on the ground are different from space. One of the main differences 
is the presence of an atmosphere versus vacuum in space. Therefore, one should consider the structural 
vibrations due to the CMG acoustic excitation on the ground, which doesn’t exist in space because there 
is no acoustic medium in vacuum. To research the micro-vibration due to CMG acoustic excitation, an 
equivalent acoustic source was designed in this paper, which can reproduce the CMG acoustic perform-
ance and therefore can be used to evaluate the contribution of the CMG acoustic excitation to the total 
vibration in the future. FRF matrix inversion based on PCA was used to derive the drive voltage of 
the speakers on the equivalent sound source. A comparison of the acoustic energy level and directional 
characteristics was done between the CMG and the equivalent sound source. Moreover, a new assurance 
criterion based on the microphone auto power linear spectrum was used to simplify the accuracy valida-
tion. It was shown that the equivalent sound source can accurately represent the CMG acoustic excitation 
from 80 Hz to 800 Hz.

evaluate CMG disturbance forces/torques by 
detecting the disturbance displacements or accel-
erations. Many other researchers have tried to 
build analytical CMG dynamic models, and then 
based on the model, many different kinds of pas-
sive or active isolators were designed to minimize 
the load of the CMG acting on structures. (Belvi, 
1995; Keith, 1995; Zhang, 2014; Tomio, 2006).

Anyhow, satellite micro-vibration must be meas-
ured and evaluated thoroughly to implement appro-
priate designs for the pointing and tracking systems. 
The micro-vibrations on LANDSAT-4 (Sudey, 
1985), OLYMPUS (Manfred, 1990), and ETS-VI 
(Morio, 2001) satellite in orbit were reported from 
1984 to 2001. Moreover, micro-vibration compari-
sons between in orbit and on ground measurements 
were conducted on ARTEMIS (Munoz, 1997; 
Galeazzi, 1996) in 1997, on the SPOT-4 (Privat, 
1999) satellite in 1999, and on OICETS (Morio, 
2010) in 2010. During the data comparison between 
in orbit and on ground, it was found that the satel-
lite micro-vibration performance in space is differ-
ent from on the ground. Morio Toyoshima (Morio, 
2010) found that the in-orbit micro-vibration is 

1 INTRODUCTION

Because of the large torque amplification capa-
bility and good momentum storage performance 
of a CMG (Control Moment Gyro) attitude con-
trol system, it has been widely used on satellites 
for moving target tracking or imaging capturing, 
which need rapid attitude manoeuvrability and 
high attitude precision and stability. (Bhat, 2009).

However, the micro-vibration caused by the 
CMG;s broadband excitation can decrease point-
ing accuracy and the tracking control’s stability for 
optical inter-orbit communication and astronomi-
cal telescope devices. (Kamesh, 2010; Luo, 2013) 
These disturbances are attracting more and more 
attention, because they are significant in the mid-
high frequency range and excite flexible modes 
of the spacecraft, which cannot be controlled or 
reduced by the attitude and orbit control systems.
(Steven, 1995) Therefore, spacecraft that use Con-
trol Moment Gyroscopes (CMG) for attitude con-
trol tend to have high sensitivity to pointing and 
jitter, creating a need for isolation. In recent years, 
some researchers have studied the methods to 
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greater, and thought it was caused by energy dis-
sipation into air as heat or sound, which will not 
happen in space. It was also considered that the 
contribution of acoustical noise in the ground test 
might not be negligible. Acoustical noise does not 
exist in orbit but these effects might be included in 
the ground based measurement results.

In a ground based experiment, the vibration 
of a structure excited by a disturbance source can 
be separated into two parts. One part is structure 
borne vibration due to its structural force excita-
tion. The other part is acoustic borne vibration 
due to its acoustic excitation. (Gajdatsy, 2010)

To evaluate the real vibration performance in 
space, the acoustic-borne vibration which will 
not exist in space needs to be subtracted from the 
ground testing result because there is no atmos-
pheric medium and therefore no acoustic excita-
tion in space. However, during operation of the 
CMG, the two kinds of excitation will act simulta-
neously. It’s not possible to separate them directly. 
Therefore, if  we could design an equivalent sound 
source, the acoustic energy of which is the same as 
the CMG, but which does not generate vibration, 
it could be put into the cabin structure to measure 
the vibration purely caused by acoustic excitation, 
then the difference of the micro-vibration perform-
ance in space and on the ground due to acoustic 
influence can be analysed.

In this paper, in order to design an equivalent 
sound source to simulate the CMG acoustic excita-
tion, based on the acoustic signals from the micro-
phones surrounding the CMG, a matrix inversion 
with PCA will be used to derive the drive voltages 
for the speakers on the equivalent sound source. The 
reproduction accuracy will be discussed for both 
energy level and directional characteristics aspects.

2 METHOD AND PRINCIPLE

2.1 Identify the acoustic characteristics 
of the original source

First of all, the acoustic characteristics of the origi-
nal source need to be identified. Put the original 
acoustic source under a microphone array and get 
each microphone’s sound pressure signal and then do 
Fast Fourier Transform (FFT) transform to get each 
microphone’s spectrum, pi (i = 1, 2,…, m, the number 
of microphones), from which its sound power and 
its directional characteristics can be obtained.

2.2 Frequency Response Function (FRF) testing 
from the speakers on equivalent source 
to microphones

According to the original source’s directional char-
acteristics, appropriate numbers of speakers will be 

used to build up an equivalent sound source. Put 
the equivalent sound source under the same micro-
phone array, the FRF from each speaker’s drive 
voltage to each microphone, hi,j (i = 1,2,…, m, the 
number of microphones; (j = 1,2,…, n, the number 
of speakers), will be measured.

2.3 Derive the drive voltage for the equivalent 
sound source

To simulate the acoustic excitation from the 
original source, the appropriate drive voltage of 
the speakers on equivalent sound source need to 
be determined. The derivation of the voltage for 
the equivalent sound source can be considered a 
dynamic load identification, which is a kind of 
inverse problem. There are many kinds of methods 
for dynamic load identification, but roughly they 
can be divided into two types, frequency domain 
methods and time domain methods. (Gursoy, 
2009; Yan, 2009) Because time domain methods 
are theoretically complex and are very sensitive 
to boundary conditions, currently for engineering 
applications, frequency domain methods are still 
widely used for stationary load identification.

However, due to the frequency response matrix 
being ill-conditioned, the numerical precision and 
stability of the frequency domain approach are 
often not as good as expected. (Mao, 2010) In this 
paper, PCA technology was used to handle the 
matrix conditioning problem.

Given, pj (j = 1, 2,…, n,  the drive voltages for the 
equivalent sound source.

Therefore, the equation below can be obtained:

di ihh j jd
j

⋅h∑∑ ,  (1)

P = H D  (2)

where pi, hi,j and dj represent Fourier spectra for 
their re spective frequencies. Calculations are con-
ducted in the same way for all target frequencies.

If  the number of microphones, m, is equal to the 
number of drive voltages, n, the transfer function 
matrix H becomes a square matrix. Then, both 
sides of Eq. (2) can be multiplied by the inverse 
matrix of H to enable the drive voltage D to be 
calculated, as shown in Eq. (3).

D = H P1  (3)

However, the accuracy of the calculation of the 
drive voltage D declines markedly in this method 
when noise is present in the measured transfer 
function matrix H, or when there is a high correla-
tion among the transfer functions. Therefore prin-
cipal component analysis was used here to provide 
a solution for these issues.
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By means of principal component analysis, sin-
gular value decomposition is first applied to the 
transfer function matrix H measured between each 
microphone and drive voltage. The matrix will be 
decomposed into singular values, which will reveal 
the correlations between the principal compo-
nents. The singular values in the matrix, S express 
the magnitude of the principal components in its 
diagonal elements.

H = U S V 1⋅S −  (4)

Before matrix pseudo-inversion, the principal 
components that are much smaller in comparison 
to the others are considered noise and should be 
discarded. If  not, the small singular values will 
become big after matrix inversion, which will make 
phenomena with low importance become impor-
tant and therefor the result will be unreliable.

After the small principal components have been 
discarded, the new regressed singular value matrix 
Sr, and unitary matrices Ur and Vr are formulated, 
and Eq. (5) is used to calculate the pseudo-inverse 
matrix of the transfer function matrix H, from 
which the noise components are removed.

H V S U1
rVV 1

r
1

r
−V ⋅V 1  (5)

It is desirable to set the number of microphones, 
m, higher than the number of drive voltages, n, 
(m ≥ 3 n) to exclude the noise components included 
in the transfer functions and the microphone sig-
nals by means of principle component analysis.

S U PrVV 1
r

1
r⋅V 1 ⋅U− S1  (6)

2.4 Validation of the equivalent sound source

We can put the equivalent sound source under the 
microphone array and drive the speakers by the 
voltages obtained from 2.3, measure the micro-
phone signals to compare it to the original acous-
tic source to validate whether the equivalent sound 
source can replicate the acoustic emission of the 
original source.

3 EXPERIMENTAL TEST

Because of CMG’s size not small enough com-
pared to the cabin structure, and its directional 
acoustic properties, CMG cannot be considered 
a point acoustic source. By reason that CMG is 
always mounted on a plate, it can be approximated 
by 5 separated sources. Therefore, an equivalent 
sound source with five speakers was designed to 
simulate CMG acoustic radiation (see Fig. 1). 

The size and mass distribution of the equivalent 
sound source is similar to the CMG. To validate 
whether the equivalent sound source can really 
represent the CMG’s acoustic performance, a 
measurement based on ISO 3744 was done. If  the 
signals of the 20 response microphones around the 
CMG and equivalent sound source are the same, 
we can conclude their sound power and directional 
characteristic are the same.

3.1 CMG noise measurement

The CMG was put under a microphone array 
(see Fig. 3). The signals of 20 microphones were 
measured to be used to calculate the five drive volt-
ages of the equivalent sound source. Moreover, its 
sound power level and directional characteristics 
were also obtained to be compared with the equiv-
alent sound source.

3.2 FRF measurement

For each of the five speakers, a broadband random 
signal with 800  Hz bandwidth was output sepa-
rately to an independent amplifier, and then the 
FRFs between the output voltages from the signal 
generator and the 20 microphones surrounding the 
equivalent sound source were measured (see Fig. 2 
and Fig. 3) while Hv estimator was used.

3.2.1 Signal/noise ratio check
To verify the speakers’ frequency range, the coher-
ence between speakers and microphones needs to 
be checked. For each speaker, the coherence curves 
of 20 microphones were averaged. The averaged 
coherence results of five speakers are shown in Fig. 
4. It can be found that the signal/noise ratio is good 
from 80  Hz to 800  Hz. However, because of the 
speaker’s limited size, the sound below 80 Hz can-

Figure  1. Sketch of the CMG (left) and equivalent 
sound source (right).

ICCAE16_Vol 01.indb   701 3/27/2017   10:41:13 AM



702

not be radiated. Therefore, the equivalent sound 
source can be used to simulate the CMG noise 
from 80 Hz to 800 Hz.

3.2.2 System linearity check
Because the sound pressure level of the micro-
phones during FRF measurements could be dif-
ferent from the CMG, the linearity of the system 
needs to be checked. White noise signals with three 
different RMS levels (0.01 V, 0.05 V, 0.2 V) were 
output. As an example, the amplitude and also the 
phase of the FRF between the first microphone 
and drive voltage of one side speaker from 80 Hz 
to 800 Hz are compared in Fig. 5. We can see the 

amplitude and phase are coincident, so the system 
is linear in the range 80–800 Hz.

3.2.3 FRF measurement
After system linearity and signal/coherence checks, 
FRFs between each of the 20 microphones and the 
5 speakers were measured. Totally, there are 100 
FRFs measured between each of the 5 source drive 
voltages and each of the 20 microphones as Eq. (7).

H20 5× =

h h h h h
h h h h h

h h

1 1hh 1 2hh 1 3hh 1 4hh 1 5hh

2 1hh 2 2hh 2 3hh 2 4hh 2 5hh

20hh 1 2hh

, ,1 1 , ,3 1 ,

, ,1 2 , ,3 2 ,

,

� � � � �

0 200 20 3 20 4 20 5, ,2 20 , ,4 20h h202 3 22 h22

⎡

⎣

⎢
⎡⎡

⎢
⎢⎢

⎢
⎢⎢

⎢
⎢⎢

⎣⎣
⎢⎢
⎣⎣⎣⎣

⎤

⎦

⎥
⎤⎤

⎥
⎥⎥

⎥
⎥⎥

⎥
⎥⎥

⎦⎦
⎥⎥
⎦⎦⎦⎦

 (7)

3.3 Equivalent sound source noise measurement

As per 2.3, the five speakers drive voltage spec-
trums were derived through FRF matrix inversion, 

Figure  2. Principle of FRF measurement from drive 
voltage to microphones.

Figure  3. Noise identification and transfer function 
measurement in Anechoic room.

Figure  4. Averaged coherence results for the five 
speakers.

Figure  5. FRF amplitude and phase comparison for 
different of level acoustic excitation: (a) FRF Amplitude 
Spectrum; (b) FRF Phase Spectrum.
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as below. Subsequently, the output time signals 
were obtained by inverse FFT. (See Fig. 6) Finally, 
the equivalent sound source was put under the 
microphone array again while the derived voltage 
signal was applied on the five speakers. The equiva-
lent sound source can be validated by comparing 
the microphone signals with the signals measured 
when the CMG was present.

4 VALIDATION

Based on the 20 microphone signals, a validation 
based on energy level and also directional charac-
teristics is done below.

4.1 Sound power comparison

According to ISO 3744, the sound power of an 
acoustic source can be derived as Eq. (8),

L L S
Sw pL +LpL
⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

10
0SS

log  (8)

where LpL  is the sound pressure level averaged over 
the measurement surface; S is the area, in square 
meters, of the measurement surface; S0 = 1 m2.

The sound power of the CMG and the equiva-
lent sound source was calculated separately as 
shown in Fig. 7. It can be seen that the equivalent 
sound source can reproduce the energy level and 
spectrum characteristics of the CMG. On each 
peak frequency, the level difference was less than 
1  dB. Moreover, the CMG’s total sound power 
level is 58.1dB, compared to 57.4dB for the equiva-
lent sound source, the difference still less than 1dB.

However, the equivalent sound source cannot 
reproduce the background signal of the CMG 
which is the reason of 1dB total sound power dif-
ference. The reason is that the background signal 
level is too low. Therefore, compared to the ane-
choic room background noise, the signal/noise 
ratio is not good enough.

4.2 Each microphone signal comparison

To validate whether the equivalent sound source 
can also reproduce the CMG’s acoustic direc-
tional characteristics, each microphone’s signal was 
compared.

Figure  6. Five speakers’ drive voltage: (a) Frequency 
Spectrum; (b) time Signal.

Figure 7. Sound power comparison: equivalent sound 
source (a) and CMG (b).
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a range of frequency ωi; EQS means equivalent 
sound source; T means vector transverse; |.| means 
norm of vector.

An APAC close to 1 means good reproduction 
accuracy. The APAC for each microphone point is 
shown in Fig. 9. It can be seen that the APAC of 
all microphones are above 0.78, and the averaged 
APAC is 0.86, which means the reproduction accu-
racy should be acceptable.

Moreover, there is a trend: the higher the micro-
phone number, the lower the APAC value, which 
is similar to the Sound Pressure Level (SPL) vari-
ation. The reason for that could be, because the 
higher number microphones were put closer to the 
top of the CMG, due to the CMG directivity char-
acteristic, the signal/noise ratio was worse, there-
fore the reproduction accuracy was decreased.

5 CONCLUSIONS

In this paper, a method to design an acoustic 
source to each microphone simulate the CMG was 
proposed. Based on the acoustic signal from the 
microphones around the CMG, and the FRFs from 
the drive voltages of the speakers on the acoustic 
source to the microphones, an FRF matrix inver-
sion by PCA was applied to calculate the required 
speaker drive voltages to simulate the CMG acous-
tic performance.

The accuracy of the reproduction was validated 
for both energy level and directivity aspects. We 
proved that the equivalent sound source can gener-
ally reproduce the acoustic excitation of the CMG.

Because of the frequency range of the speakers, 
the equivalent sound source in this paper cannot 
be used below 80 Hz. As a matter of fact, for sound 
below 80 Hz, the speaker size will be too large so 
that its geometry and weight cannot be simi-
lar to the CMG, which makes it not suitable for 

Figure  8. The microphone signals from the CMG 
and equivalent sound source: (a) CMG; (b) equivalent 
source.

Figure  9. Auto Power Based Assurance Criterion 
(APAC) and SPL of each microphone.

The results of all 20 microphone spectra from 
the CMG and the equivalent sound source are 
shown in Fig. 8. It proves that the distribution of 
the acoustic energy not only over frequency but 
also spatially is substantially the same. Since the 20 
microphones were positioned on every direction of 
the test objects, the equivalent sound source can be 
deemed to accurately reproduce the acoustic direc-
tional characteristics.

4.3 Auto Power Based Assurance Criterion 
(APAC)

To simplify the validation of the reproduction accu-
racy, a new metric, Auto Power Based Assurance 
Criterion (APAC) was designed as per Eq. (9), which 
will represent an overall correlation result for the 
entire frequency range for each microphone point.

APAC j j

j j

( )j =
( ) ( )i
( ) ( )i

AP AP

AP AP
CMPP EjG ( )i QS

CMPP G Ej( )i QS

) ⋅ ( iAPE)i APP QS

) ⋅ ( iAPE)i APP QS

T

 (9)

where AP(ωi)j is a row vector, which represent the 
auto power linear spectrum at microphone j for 
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measuring the CMG acoustic borne micro-vibra-
tion in the cabin. Therefore, this method is cur-
rently limited to the frequency range above 80 Hz.
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A study of the magnetic field distribution with saddle-shaped coil 
of the electromagnetic flow meter

Hua Jia, Yueming Wang, Wentao Li & Yaoyao Zhang
School of Information Engineering, Inner Mongolia University of Science and Technology, Baotou, China

ABSTRACT: The saddle-shape excitation coil is available in the electromagnetic flow meter usually. 
To discuss the saddle-shaped excitation coil, firstly the magnetic fields in the space generated respectively 
by straight, elliptical, and circular excitations of the coil segment are analyzed by using the Biot–Savart law. 
On this basis, the magnetic field distribution inside the electromagnetic flow measurement sensor produced 
by the saddle-shaped excitation coil is investigated and discussed. Finally, a comparative analysis between 
magnetic field distributions excited by rectangular and saddle-shape coils inside the instrument is suggested.

dB I dl rdd
r

= μ
π
0μ

24


�
 �
�
�

 (1)

where r
�

 is the radius vector that the current ele-
ment I dldd


�
�
�
 directs to point P, r is the distance from 

point P to the current element I dldd

�
�
�

,  and μ0μ  is the 
permeability of vacuum.

The magnetic induction at point P in the space 
which any current carrying conductor generates 
could be obtained by using the superposition 
principle.

B I dl rdd
r


�

�
 �
�
�

� �∫ ∫dBd� �� �dBdddBd μ
π 24

 (2)

3 INTERAL MAGNETIC FIELD 
INVESTIGATION ON THE 
SADDLE-SHAPED COIL

Different shapes of coil excite different magnetic 
fields; thus, the theoretical analysis of saddle-shaped 
coils is carried out to provide theoretical basis to the 
design of the electromagnetic flow meter.

3.1 Magnetic distribution calculation 
of saddle-shaped coils

Roughly speaking, a saddle-shaped coil is formed 
by two straight segments and two arc segments. 
And so, according to the magnetic induction 
superposition principle, the magnetic induction 
at point P in the space can be acquired by add-
ing magnetic induction generated by using two 
straight segments and two arc segments at point 
P in the space.

1 INTRODUCTION

The electromagnetic flow meter is an important 
flow measurement instrument, and the excitation 
coil design is one of the key technologies used in 
anelectromagnetic flow meter. Tingxiang Chen 
and Baosen Huang have calculated the magnetic 
field excited by several kinds of inhomogeneous 
type coils (Chen, 1982); Xutong Qiao and Lijun 
Xu gave the design of exciting Coils for multi-
electrode electromagnetic flow meters (Qiao, 2002); 
Ningde Jin built simulations about magnetic field 
distributions of outward flow meters (Jin, 2009); 
Yueming Wang and Lingfu Kong carried out an 
optimization analysis for the excitation coil of 
concentrating flow meters (Wang, 2011; Kong, 
2012; Li, 2012); and Chen Zhao and Bin Li sug-
gested a line approximation algorithm to analyze 
the magnetic field distribution of saddle excitation 
coils in EM flow meter sensors (Zhao, 2008). Due 
to restrictions with installation space, the excita-
tion coil of the saddle-shape structure is frequently 
used in the flow meter sensor, especially catering to 
a new sort of downhole flow meter. In this paper, 
the electromagnetic flow meter sensor’s internal 
magnetic induction with saddle-shaped excitation 
coil is studied by using the Biot–Savart law, thereby 
providing a consulting reference to the magnetic 
field distribution inside the electromagnetic flow 
meter with saddle-shape excitation coil.

2 BIOT–SAVART LAW

From the Biot–Savart law, the magnetic induction 
generated by current element I dldd


�
�
�
 at point P in 

space is decided by using the following equation:
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Figure  1  shows the sketch map of the saddle-
shaped coil. In Figure 1, the sub-graph (a) shows 
flow sensor schematic diagram with saddle-shaped 
excitation coil, and sub-graph (b) shows the carte-
sian coordinate system’s schematic diagram with 
one of saddle-excitation coil. As shown in figure, 
L1 and L3 are the two straight segments and L2 
and L4 are the two arc segments (L2 and L4 could 
be part of the ellipse or circle). Four pieces are 
connected each other into a form of coil circuit. 
To study the problem in universality, in this work, 
we define L2 and L4 ellipses (for circle is a special 
type of ellipse when the long and short radii are 
equal; we can study on elliptic coil and circle coil is 
also solved as which is pre-digested of the elliptic 
model). The x-axis and the y-axis are perpendicular 
to the z-axis; and so, x-axis, y-axis, and z-axis con-
stitute a rectangular coordinate system. In electro-
magnetic flow meters, there are two identical coils 
that are symmetrically distributed. We can get the 
magnetic induction at one point by using the prin-
ciple of superposition, and then the magnetic field 
distribution inside the instrument is described.

The Biot–Savart law is used to calculate the 
value of magnetic induction at point P in space. 
The function of L1 and L3 mentioned above are 
described as follows:

L1 y b  
L3 a y b z

: ,x a , [z , ] ;
: x -a , [z , ];

ya [
=y-a [

⎧
⎨
⎧⎧

⎩
⎨⎨

c,
c,,  (3)

In this work, for universality, the description of 
coordinates for both L1 and L3 consist of a, b, and c.

The measuring electrodes are completely cov-
ered by using the magnetic field of the excitation 
coil, and so the study focuses on the inside space 
of the coverage only. If  a current element I dldd


�pp
�
�pppp
 in 

the coil whose coordinate position is ( ς ,  η, ζ), and 
one arbitrary point P in the space whose coordi-
nate position is (x1, y1, z1) are defined, the dis-
tance from p to any current element I dldd


�,,
�
�
 in coil 

could be defined as follows:

r z+ +( )x −x ( ) ( )−z1
2

1
2

1
2ς y+)) ( ))y −y2

1 ξ ))  (4)

Substituting equation (3) in equation (4), we can 
calculate the distance from P to any point in the 
excitation coil.

According to the Biot–Savart law, the magnetic 
induction and its direction excited at point P in space 
by excitation coils of L1 and L3 are solved as follows:

Point P’s magnetic induction and direction 
caused by excitation coils of L1 is given as follows:
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where

k c z
y

c z
y

1 1

1
2

1
2

1
2

1

1
2

1
2

1
2

= +
+2 +2

+
+2 +2

( )a x1− x1 ( )b y1y1 ( )c z1+

( )a x1− x1 ( )b y1y1 ( )c z1

Point P’s magnetic induction and direction 
caused by excitation coils of L3 is given as follows:
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(6)
Figure 1. The schematic diagram of the saddle-shaped 
coil excitation.
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where,
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y

c z
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We can also use the Biot–Savart law to solve the 
magnetic induction at point P in space excited by 
two arc segments (L2 and L4) and then acquire the 
final magnetic induction distribution by using the 
superposition principle.

The functions for L2 and L4 (parts of ellipse) are 
shown in equation (7). In the equation, the projec-
tion of L2 and L4’s long and short radii along the 
x-axis is e and along the y-axis is f, and they have 
a projection respectively along the z-axis –c and c.
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r stands for the distance from the center to the cur-
rent element I dldd


�
�
�
( ς ,  η, ζ) in the ellipse, according 

to elliptic equation in this work is given as follows:
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It should be noted that the θ in equation (8) is 
an eccentric angle.

Figure 2 shows the vector calculation diagram of 
an elliptic excitation coil. As shown in the figure, the 
point P(x1, y1, z1) could be any point in the sensor 
space, the current element I dldd


�
�
�
 belongs to the elliptic 

equation (L2 or L4), the center point of the elliptic 

equation is point O, r
�

 is the vector that connects 
point P to the current element I dldd


�
�
�
’s initial point, 

Pr

 �
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 is the vector that connects the center point O of 
the elliptic equation (L2 or L4) to the point P, r01
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the vector that connects point O to the current ele-
ment I dldd
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’s initial point, and r02
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connects point O to the current element I dldd
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’s ter-
minal point, dl
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I dldd

�
�
�

’s terminal point, and dθ is the angle between 
r01

 �
 �
 �

 and r02

 �
 �
 �

.  And so, we can obtain the following 
vector conjunction with Figure 2.

The equation (9) has expressed the vector Pr

 �
 �
 �

 
as follows:

Pr ( )

 �
 �
 �

= + + (x i y j k1 1+i y 1  (9)

where i, j, and k are the direction vectors; equation 
(10) expresses the vector r01


 �
 �
 �
 and equation (11) 

expresses vector r02

 �
 �
 �

 (because dθ is quite small, 
which means the approximate treatments such as 
cosdθ ≈1  and sind dθ θd  are possible).

r e i f j01

 �
 �
 �

= ecos iθ θi fi jjii si fii in  (10)

r e d i f d j
e d i f

02

 �
 �
 �

= e
= e +

cos( )i f+ f i )d
(cos in )dd (si cos

θ θd+ ))d
θ s θi fi)) (sin θθθ d jθθθ  (11)

And we can also obtain vector dl

�
�
�

,  as given in 
equation (12), and the vector r

�
 is given in equa-

tion (13)

dl r r e d i f d j

� 

�
� �



 �� 
 �
 �
 �
= r = −02 01 si ci f osθ θdd iidd ii θd jd j  (12)

r r f j k
� 
�

�

 


��



 �


 ��

= +Pr ( cx ex os ) ( i ( )c( −z01 1 1yce os ) 1fθ −y) ()i 1yy)i  
 (13)

Equation (9)–(13) are substituted into equation 
(2); the magnetic induction and direction caused 
by the excitation of two arc segments coils (L2 and 
L4) at point P in space is expressed as equation 
(14).
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(14)

It should be noted that θ is the eccentric angle 
of the elliptic equation. In the equation, θ1 and θ2 
in the integrator are the initial and terminal points 
of the eccentric angle.Figure 2. Vector diagram of the elliptic excitation coil.

ICCAE16_Vol 01.indb   709 3/27/2017   10:41:24 AM



710

For the case of the circular shape coil, we can 
make out magnetic induction and direction by just 
substituting e = f  in equation (14).

According to the superposition theorem, the 
gross magnetic induction and direction generated 
by each part of the excitation coil at the point P is 
given as follows:

Bx Bixii

By Biyi

Bz Bizii

i

i

i

=

=

=
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∑

∑

∑

1

8

1

8

1

8

 (15)

where, i is defined as the identity number of each 
edge of the excitation coil; x, y, and z, respectively 
stand for the axial component of magnetic induc-
tion of point P on the x-axis, y-axis, and z-axis.

Similarly, the magnetic induction and direction 
of any point inside the sensor space can be calcu-
lated by using the above-mentioned method.

3.2 Magnetic induction distribution simulation 
for saddle and other shape coil

In the simulation experiment, substitute a = 0.6R, 
b = 0.6* 3 R and c = 5R, where R is the radius 
of the sensor. Numerical simulation of the mag-
netic induction distribution of the saddle-shaped 
excitation coil is given as follows: Figure 3 shows 
the distribution of By (magnetic induction along 
direction of y-axis) inside the measuring tube 
where z = 0. The sub-map (a) is the distribution of 
By inside the measuring tube where z = 0 and the 
sub-map (b) is the potential diagram of By inside 
the measuring tube where z = 0.

Obviously, the magnetic induction distribution 
changes along with the variation of position and 
shape (different values of a, b, c, e, and f); however, 
under a new condition (set different values of a, 
b, c, e, and f), the magnetic induction distribution 
can also be acquired by using the above-mentioned 
method.

3.3 Comparison between the saddle 
and rectangular excitation coil

Table 1 shows the magnetic induction distribution 
performance comparative analysis between rectan-
gle and saddle excitation coils.

In accordance with the method described above, 
more simulation of the magnetic induction distri-
bution generated by different shapes and parame-
ters (set different values of a, b, c, e, and f) has been 
established for comparison. In this section we built 

a simulation for rectangular excitation coils which 
has the same size as saddle-shaped excitation coils 
mentioned in the previous section (a, b, and c are 
respectively 1.2R, 1.2R, and 5R). Table 1 gives a 
comparative analysis of the magnetic induction 
distribution performance between rectangle and 
saddle excitation coils inside the measuring tube 
where z = 0.

The evaluation index given in the literature 
(WANG, 2011) is provided in Table 1. It is clearly 
seen that the saddle-shaped excitation coil has 
more advantages than the rectangular one under 
the same parameters by using the evaluation index 
from Table  1. In addition, the excitation coil of 
the saddle-shaped structure can save the sensor’s 
installation space, which is suitable for installation 
in a relatively small position.

Figure 3. The distribution diagram of By (Y-direction 
of magnetic induction) with the saddle-shaped excitation 
coil in the measuring tube, where z = 0.

Table  1. The magnetic induction distribution perfor-
mance comparative analysis.

Performance 
coil

Mean 
value

Standard 
deviation

Coefficient 
of variation

Uniformity 
of By

Rectangular 5.072 0.6345 0.1251 12.19%
Saddle-shaped 6.187 0.5888 0.0952 24.38%
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4 CONCLUSION

In this paper, the magnetic induction distribution 
in the space is analyzed by using the Biot–Savart 
law which produces straight line segments, oval arc 
and circular arc, and the magnetic induction dis-
tribution of saddle-shaped coil is investigated by 
calculation and simulation on this basis. Finally, 
the magnetic induction distribution performance 
is compared between rectangle and saddle-shape 
excitation coils inside the measuring tube in the 
same position.

In this paper, a study on the excitation coils 
of  different shapes with different parameters is 
carried out, to provide a reference method of 
calculation of  the magnetic field distribution 
inside the sensor, which provides technical sup-
port for the design of  the sensor’s excitation coil 
with different shapes, parameters, and positions. 
Meanwhile, through the analysis of  the internal 
magnetic field of  the sensor, the approach may 
help for the optimization in the design of  coil 
parameters.
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A study on a localizable CMOS temperature sensor based on wireless 
transmission

Liying Chen, Jiaqi Li & Yaoxian Li
School of Electronic and Information Engineering, Tianjin Polytechnic University, China

ABSTRACT: A CMOS temperature sensor is proposed, which is used in the wireless sensor and trans-
mission network based on RFID technology. The current target’s information can be tested timely and 
efficiently by using the intelligent electronic equipment in the Wireless Sensor Network. Meanwhile, the 
waste of human resources will be reduced. In this paper, the principle and hardware structure of the 
system are described. The results show that the CMOS temperature sensor’s performance is good by 
being used in the RFID wireless sensor network. The accuracy of temperature is under 0.015°C in the 
range between −40 and 125°C. The error of the location system is within 0.4 meter in 5 × 5 meters range. 
Real-time transmission and data display can be achieved by using this sensor.

a target’s temperature in a specific time; some-
times it may have a large error. The other is the 
electronic thermometer which receives the tem-
perature signals through a thermistor. This kind 
of  thermometer has the same disadvantages as 
that with liquid-filled thermometers. What is 
more, both thermometers cannot be integrated 
into other electronic equipment. Comparatively 
speaking, the CMOS temperature sensor has so 
many advantages, such as small volume, low cost, 
and low-power dissipation. The most impor-
tant is that it can integrate into other electronic 
equipment. Because of  that, CMOS temperature 
sensors are used worldwide and will gradually 
replace other thermometers.

In this paper, research on combining tempera-
ture sensors with RFID orientation technology has 
been carried out for many years worldwide. In 2009, 
Cecilia Amador, Jean-Pierre Emond, and Maria 
Cecilia do Nascimento Nunes published papers 
about RFID technology being used in receiving the 
data of Pineapple temperature change from tem-
perature sensors. In 2016, Andrea Luvisia, Alessan-
dra Panattonib, and Alberto Materazzib discovered 
the relationship between the temperature change 
and the change of microorganisms in soil by RFID 
technology (Luvisi, 2016; Feng, 2014).

A design is proposed in this paper to improve 
the insufficiency mentioned above. The design is 
a system which combines the RFID location tech-
nique and CMOS temperature sensor, and it real-
izes both location and temperature data received 
in real time. In addition, it also displays the infor-
mation on the screen. The design could be used in 

1 INTRODUCTION

With the rapid development of the Internet of 
Things (IOT), and with temperature sensors being 
widely used in many fields, such as the biological 
medical industry, vehicle-mounted system, the 
temperature measurement of industry, agriculture 
and fire-alarm systems, it becomes very increas-
ingly important to trace the temperature of the tar-
get in real time. However, the current temperature 
tracking system lacks the characteristic of quick 
rhythm, which is convenience and veracity.

Radio Frequency Identification (RFID) tech-
nology has been considered as a way to increase 
the efficiency of  the location in the tempera-
ture sensor field. There are many benefits in the 
RFID system, such as using small tools, real-
time data transmission etc., which can allow data 
transmission for a long time (Amador, 2009). 
There are many location methods of  the RFID, 
in which the most classic one is the LAND-
MARC algorithm. The LANDMARC algorithm 
is a very simple one with high accuracy of  loca-
tion and low complexity of  hardware. And so, 
the LANDMARC algorithm is the foundation in 
most current location algorithms; in other words, 
the location algorithm originated from LAND-
MARC (Kung, 2015).

Two kinds of  sensors are widely used in the 
area of  temperature sensors. One is liquid-
filled thermometer, the fluid material of  which 
is hydrargyrum or kerosene. The liquid-filled 
thermometer with big volume is mainly used in 
hospitals and homes, which is only fit to measure 
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many occasions, such as hospitals, markets, facto-
ries, etc. To solve problems, first, the design can 
be used in fire prediction in factories and markers. 
Second, the design can track the temperature of 
every patient anywhere at hospital to determine 
its position timely, and then lead to finding and 
curing. Third, wireless sensing of  biomedical 
equipment can become true by substituting the 
temperature sensor with any other physiology 
signs testing equipment.

2 SYSTEM STRUCTURE

The temperature sensor system includes mainly 
two blocks, which are the temperature sensing 
block and wireless communication system (Yue, 
2012). The temperature sensing block includes 
reset circuit, CLK, PTAT voltage source, and digi-
tal transmission port. The wireless communication 
structure includes active frequency identification 
label, RF receiving block, location block, and PC 
data processing. The diagram of the whole system 
structure is shown in Figure 1.

The temperature sensing block collects the ana-
log temperature data of the current environment; 
meanwhile, the digital transmission port can turn 
analog signals into digital signals. It sends the 
digital data to the active frequency identification 
label. And then, the label sends the digital data to 
the RF receiving block through the antenna of the 
label. Finally, the data will be processed and shown 
in the PC screen.

Simultaneously, the readers of the location 
block receive the RSSI of the active frequency 
identification label and then send the RSSI to the 
PC terminal. The RSSI data will be processed by 
using a specific location algorithm. In the end, the 
location information is received and also shown on 
the screen.

3 TEMPERATURE SENSOR BLOCK

The temperature sensor is designed with 0.18  μm 
UMC CMOS technology. The circuit structure 
includes reset circuit, CLK, PTAT voltage source, 
and digital transmission port (Ohzone, 2007; Kim, 
2013). After the circuit began to work, first, the circuit 
is reset. Second, the PTAT voltage source produces 
an analog voltage signal which is proportional to 
absolute temperature. Third, the digital transmission 
port outputs a series of parallel digital signals, when 
it turns the analog signal into digital one. Finally the 
digital signals will be sent to the RF label. In addition, 
the function of CLK is to provide a clock signal for 
the digital transmission port and RF label.

If  that I1, I2, and I3 are the electricity of pnp1, 
pnp2, and R2 (in the figure of this article, the let-
ter P represents PMOS transistors and the letter 
N represents NMOS transistors). The differential 
operational Amplifier (AMP) works on deep nega-
tive feedback mode, which compels to its positive 
and negative ports’ voltage equally. When the cir-
cuit is stable, the relationship of each parameter is 
shown as follows:

I R V VEBVV2 2I RI R 2 1VEBVV+VVV  (1)

V VEBVV TVV1 ln( I I1 SI 1)  (2)

V VEBVV TVV2 ln( I I2 SI 2 )  (3)

VTVV k qT  (4)

where IS1 and IS2 are the reverse saturation cur-
rents of pnp1 and pnp2. k is the Boltzmann’s 
constant, T is the absolute temperature, and 
q  =  1.60  ×  10–19 Coulomb. When the voltages of 
P1 and P2’s grids are equal, the expression for the 
output voltage is given as follows:
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Figure 1. Diagram of the system structure. Figure 2. Circuit diagram of the PTAT voltage source.
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When the voltages of P1 and P2’s grids are 
equal, the expression for the output voltage is 
shown as follows: β3/β2 = I3/I2, β1/β2 = I1/I2, where 
A1 and A2 are the emitter areas of the pnp tran-
sistor. Other parameters are all constant except T. 
And so, Vout is a voltage which is proportional to 
the parameter T.

The starting circuit is constituted by using P4, 
P5, P6, N1, and C1. During the time that VCC 
changes from 0V to supply voltage, N1 amounts 
to a certain capacitance. When the power starts 
to work, the grid of N1 is under low voltage con-
ditions. Thus, P4, P5, and P6  start to work, and 
the electric current will help to enable P1 and P2. 
Finally, the circuit starts to work. However, with 
the grid of N1 being charged, the gird will remain 
under high voltage conditions. Meanwhile, P5 and 
P6 will be cut-off, and the starting circuit will end 
the job (Crepaldi, 2010).

The output voltage and error of CMOS tem-
perature sensor are simulated by using the Spec-
tre of Cadence software. The simulation curve 
of the error is shown in Figure 3. From Figure 3, 
1650 points are tested. The error of output is 
within ±0.015°C when the change of temperature 
is between −40 and 125°C. The simulation curve 
of the output voltage is shown in Figure 4. From 
Figure 4, there are also 1650 points are tested. The 
relationship between temperature and the volt-
age shows that when the change of temperature 

is between −40 and 125°C, the output is between 
350 mV and 570 mV. The voltage range of output 
can be processed easily. In addition, when the sup-
ply power is 1.8V, the power consumption is under 
1.5 uW. Therefore, this design can be used to sat-
isfy the demand of application. Finally, the layout 
is designed and displayed, as shown in Figure 5.

4 WIRELESS COMMUNICATION 
STRUCTURES

The function of the wireless communication sys-
tem is to connect the user terminal and the sen-
sor for increasing the transmission distance. In 
this paper, a wireless communication system is 
proposed which is set up with advanced equipment 
based on RFID. This system includes RF receiving 
block and location block. And an active tag in the 
system can be used to simplify the equipment.

4.1 RF receiving block

The RLM300 UHF RFID reader–writer is used 
in the RF receiving block, which has the advanced 
RFID analog circuits. It has the power processing 
chip with DSP technique. The protocol standard 
of this block is ISO 18000–6C and the working fre-
quency is between 840 MHz and 960 MHz. RLM300 
provides the API of Windows OS, the function of 
which is to receive the digital signals sent by using an 
active frequency identification label in this block and 
then the RLM300 sends it to the PC directly to pro-
cess the data. From Figure 6, which shows the struc-
ture of RLM300, the data are the data-flow between 
PC and RLM300. And the antenna receives the 
temperature data sent by using the active frequency 
identification label (Guédon, 2015).

Figure 3. Simulation curve of errors.

Figure 4. Simulation curve of output voltages.

Figure 5. Layout of the CMOS temperature sensors.
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4.2 Location block

The basis of the location block in this article is 
RFID technology. The method is that the readers 
measure the RSSI of THE target tag, and locate 
the position of the tag by using the LANDMARC 
algorithm. The model founding includes 16 refer-
ence tags, a target tag, and four readers, which is 
shown in Figure 7. The data from readers will be 
transmitted to the processor and then sent to the 
PC. The reader equipment of this system is Intel 
R1000, which is produced by Intel. The RSSIs of 
16 reference tags and a target tag are read with the 
LANDMARC location principle. And then, the 
RSSIs are sent to the PC. Finally, the localization 
is realized.

The LANDMARC algorithm is given as follows:
Assume that there are n readers, m reference tags, 

and one target tag. And the coordinates of target 
tag are (x, y). We define the RSSI matrix of target 
tag as S = [S ] (j=(( 1 n),j  where Sj is the RSSI of the 
jth reader. The matrix Q = [Q ] (i=1 n) (j=(( 1 nij  
is the RSSI of the ith reference tag read by the jth 
reader. The matrix E EiE  is the Euclidean dis-
tance between the target tag and the ith reference 
tag. Gett the minimum of EiEE ( )i k ,  where k is 

the number of nearest tags from the reference tag 
to the target tag. The coordinates of the reference 
tags are ( , )( ).x y, i ki iy,  The coordinates of the 
target tag are defined as ( , ) ( , ),x y, x( yr r(x( rr

k
′

=∑∑ 1
 

where wr is the weight of the kth reference tag. 
The expression of wr is w Er r iri
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addition, the systematic error estimation is given by 
the following relation: e x y yi i i+( )x xix −x ( )yyi −yi .0

2
0

2

5 RESULTS AND ANALYSIS

Based on the principle mentioned above, we tested 
the performance of the system in the temperature 
sensor block. When comparing the CMOS tem-
perature sensor and other electronic thermom-
eters, we tested 50 groups of different temperature 
values. The consequence is that the maximum 
error between them is 0.25°C. And the average 
one is about 0.1°C. Figure  8  shows the chart of 
the errors.

In the side of the location, the 50 groups’ data 
are tested in a 5 m*5 m indoor area. The environ-
ment of the area is complicated. The consequence 
is that the maximum error is 0.6 m and the errors 
of the regional center are about 0.3 m. The details 
are shown in Figure 9.

Figure 6. Schematic of the structure of RLM300.

Figure 7. Schematic of the block of the location block.

Figure 8. Chart of the errors.

Figure 9. Graph showing the errors of location.
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6 CONCLUSION

The CMOS temperature sensor represents easy-to-
use and cheap tools, which can solve the problems 
of current thermometers such as large volume, high 
loss of power, and the problem about the tempera-
ture data cannot be transmitted on time. A CMOS 
temperature sensor system is proposed, which is 
used in wireless sensor networks. The system can 
receive and transmit data immediately and timely. 
And it also can locate the temperature sensor. The 
consequence of the test is that the error of tempera-
ture measurement under 0.015°C and location is 
under 0.6 m. These can be shown on screen simul-
taneously. This successful design can be a basis of 
researching other human signal testing equipment.
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Finite element analysis of the roller coaster wheel bridge based 
on virtual prototype technology

Yongming Wang, Jun Ye, Xuetan Xu & Song Song
School of Mechanical Engineering, Anhui University of Technology, Maanshan, China

ABSTRACT: The wheel bridge of the roller coaster is a key component, which connects the wheel frame 
and vehicle frame, and so its security is related to the entire roller coaster running safety. When the roller 
coaster is running in high speed, the forces of the wheel bridge are changeable instantaneously. The tradi-
tional static analysis method cannot meet the demand of the security assessment. Therefore, based on virtual 
prototype technology, a dynamics analysis was carried out on the roller coaster in this paper, and then the 
force curves of the wheel bridge were obtained. The finite element analysis model of the wheel bridge was 
established in ANSYS Workbench, and then the forces were applied. Finally, the displacement diagram and 
stress nephogram of the wheel bridge were obtained. The results indicate that the strength safety factor of the 
wheel bridge meets the amusement facilities safety specification stated in national standard GB8408-2008.

ring. The corresponding constraints of the com-
ponents are listed in Table  1. The corresponding 
loads were applied on the components, such as the 
gravity, the friction between the wheel and orbit, 

1 INTRODUCTION

The roller coaster is deeply loved by young people 
for its high speed and strong irritation. The roller 
coaster belongs to high-speed running equipment, 
and the wheel bridge is its key component. The 
wheel bridge connects the wheel frame and vehicle 
frame, and so its security is very important. How-
ever, the forces of the wheel bridge are very compli-
cated, which are influenced by the orbital shape, the 
running condition of the carrying car, the weight 
of the carrying car, the gravity of the tourists, the 
running speed, and so on. Because the stresses of 
the wheel bridge are changeable instantaneously, an 
ideal analysis result cannot be obtained by using the 
traditional static method (Wang, 2010). The virtual 
prototype technology provides an effective way to 
solve this problem (Liang, 2008; Shen, 2007).

2 KINEMATICS AND DYNAMICS 
SIMULATION OF THE WHEEL BRIDGE

The structure of the roller coaster wheel bridge is 
shown in Figure 1.

According to design requirements, the total 
length of the roller coaster orbit is 567 m, the max-
imum height of the roller coaster orbit is 30 m, the 
distance of two orbits is 960 mm, and the maxi-
mum running speed is 80 km/h. As shown in Fig-
ure 2, two space curves were used to simulate the 
roller coaster orbit in the global coordinate system 
of ADAMS. The orbit is mainly composed of the 
platform, the lifting section, the transition section, 
the floating ring, the vertical ring, and the spiral 

Figure  1. Schematic of the structure of the roller 
coaster wheel bridge.

Figure 2. The orbital space curve of the roller coaster.
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the traction of the carrying car, and the wind loads 
(Li, 2009; Tian, 2006; He, 2006). In order to ensure 
the accuracy of the simulation data collection, 
the sampling frequency must be more than 20 Hz 
according to the sampling theory, i.e. the simula-
tion step’s length must be less than 0.05. Consider-
ing the computer performance and the simulation 
time, the simulation step length was set to 0.01.

Based on the ADAMS kinematics and dynam-
ics simulation, the reference system of the former 
wheel bridge was selected as the measuring marker, 
and then the forces of the wheel bridge imposed by 
the wheel frame and frame body were measured. 
According to the simulation results, the force of 
the wheel bridge imposed by the right wheel frame 
in the Z-direction was almost zero, and so it was 
ignored. The force curves of the wheel bridge 
imposed by the left wheel frame in the X, Y, and Z 
directions are shown in Figure 3.

As shown in Figure  3, the force curves of the 
wheel bridge in X, Y, and Z directions are almost 
constant during the time of 0 s–26.33 s. It is because 
the roller coaster is running in the chain-lifted seg-
ment, and the carrying car is rising at a constant 
speed by the traction. When it reaches the highest 
point, the traction hook unhooks the carrying car, 
and the carrying car is going to run under the influ-
ence of gravitational potential energy. With the 
change of the radius, height, and the lateral angle 
of the orbit, the wheel bridge begins to bear the 
complex stress. During the time of 26.33 s–44.95 s, 
the changes of the radius, height, and the lateral 
angle of the orbit are very little, and so the forces 
of the wheel bridge change with a small fluctua-
tion. As the carrying car goes ahead, the orbit 
shape is complex and changeable, and so the forces 
of the wheel bridge fluctuate greatly.

Figure  3(a) shows that the roller coaster is 
beginning to pass through the second spiral ring 
segment at the time of 55.93  s. Except for some 
individual cusps, the maximum force of the wheel 
bridge in the X direction is 18114.25 N at that time.

Figure  3(b) shows that the roller coaster is 
beginning to pass through the second spiral ring 

segment at the time of 56.74  s. Except for some 
individual cusps, the maximum force of the wheel 
bridge in the Y direction is 3983.52 N at that time.

Figure 3(c) shows that the roller coaster is also 
beginning to pass through the second spiral ring 
segment at the time of 58.14  s. Except for some 
individual cusps, the maximum force of the wheel 
bridge in the Z direction is 7936.31 N at that time.

The force curves of the wheel bridge imposed 
by the right wheel frame in X and Y directions are 
shown in Figure 4. Figure 4 (a) shows that the roller 
coaster is beginning to pass through the second 

Table  1. List of the corresponding constraints of the 
components.

No. Component Constraints

1 Orbit and ground Fixed
2 Left wheel and orbit PTCV
3 Right wheel and orbit PTCV
4 Left wheel frame and wheel bridge Fixed
5 Right wheel frame and wheel bridge Fixed
6 Wheel bridge and frame Rotation
7 Wheel bridge and tail connector Rotation
8 Connecting rod and clevis Rotation

Figure 3. The force curves of the wheel bridge imposed 
by the left wheel frame.
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spiral ring segment at the time of 57.13 s. Except 
for some individual cusps, the maximum force of 
the wheel bridge in the X direction is 16873.95 N at 
that time. Figure 4(b) shows that the roller coaster 
is also beginning to pass through the second spi-
ral ring segment at the time of 57.13 s. Except for 
some individual cusps, the maximum force of the 
wheel bridge in the Y direction is 3109.28 N at that 
time.

The force curves of the wheel bridge imposed 
by the vehicle frame in X, Y, and Z directions are 
shown in Figure 4.

Figure  5(a) shows that the roller coaster is 
beginning to pass through the second spiral ring 
segment at the time of 59.26  s. Except for some 
individual cusps, the maximum force of the wheel 
bridge in the X direction is 5197.32 N at that time. 
Figure 5(b) shows that the roller coaster is begin-
ning to pass through the vertical ring segment at 
the time of 46.98  s. Except for some individual 
cusps, the maximum force of the wheel bridge in 
the Y direction is 5866.7 N at that time. Figure 5(c) 
shows that the roller coaster is also beginning to 
pass through the vertical ring segment at the time 
of 46.98  s. Except for some individual cusps, the 

maximum force of the wheel bridge in the Z direc-
tion is −23151.53 N at that time. Based on the data 
obtained from the above-mentioned simulation, 
the strength analysis of the wheel bridge was car-
ried out in the following.

3 STATIC ANALYSIS OF THE WHEEL 
BRIDGE

According to the structure of the wheel bridge 
shown in Figure  1, its simplified 3D model 
was established and imported into ANSYS 

Figure 4. The force curves of the wheel bridge imposed 
by the right wheel frame.

Figure 5. The force curves of the wheel bridge imposed 
by the vehicle frame.
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Workbench. The first step was to divide the mesh, 
and then exert the constraints and loads. The finite 
element mesh model of the wheel bridge is shown 
in Figure 6.

According to its location on the roller coaster, 
the wheel bridge mainly bears the loads exerted 
by the wheel frame and the vehicle frame. 
According to ADAMS simulation, the loads 
are given in Table 2. The constraints and load-
ing positions of  the wheel bridge are shown in 
Figure 7.

FEM results show that the maximum defor-
mation of the wheel bridge is 0.0056–0.0063 mm, 
which mainly occurred near the contact area 
between the wheel shaft and wheel bridge. The 
wheel bridge mainly bears bending deformation, 
and its deformation nephogram is shown in Fig-
ure 8(a). The stress nephogram of the wheel bridge 
is shown in Figure 8(b). Figure 8 shows that there 
is stress concentration at the connection part of the 
wheel bridge. According to the Von Mises equiva-
lent stress analysis, the maximum stress value is 
24.31 MPa.

Figure 6. The finite element mesh model of the wheel 
bridge.

Figure 7. Constraints and loading position of the wheel 
bridge.

Table 2. List of force parameters of the wheel bridge.

Direction Time/s Force/N

The left wheel frame in the X 
direction

55.93   18114.25

The left wheel frame in the Y 
direction

56.74   3983.52

The left wheel frame in the Z 
direction

58.14   7936.31

The right wheel frame in the X 
direction

57.13   16873.95

The right wheel frame in the Y 
direction

57.13   3109.28

The wheel frame in the X direction 59.26   5197.32
The wheel frame in the Y direction 46.98   5866.71
The wheel frame in the Z direction 46.98 −23151.53

Figure  8. Finite element analysis results of the wheel 
bridge.

The material of the wheel bridge is Q235-B, and 
its tensile strength σb = 420 MPa and yield strength 
is σs = 235 MPa. According to GB8408-2008, the 
safety factor of the wheel bridge is selected as 
[n] = 5, and the impact coefficient K = 2. According 
to the design requirements, the safety factor of the 
wheel bridge n should be greater than the allowable 
safety factor [n].

n
K

b= =b = > [ ]nσ b

σ max .
.420

2 2× 4 3. 1
8 6. 4  (1)

According to equation (1) calculation results, 
the safety factor of the wheel bridge meets the 
requirements of the strength design.
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4 CONCLUSIONS

Based on virtual prototype technology, kinemat-
ics and dynamic simulation analysis of the wheel 
bridge was carried out. On this basis, the static 
analysis of the wheel bridge was completed. 
According to the simulation results, the maximum 
stress of the wheel bridge is 24.31  MPa and the 
strength safety factor of the wheel bridge is 8.64. 
The strength safety factor of the wheel bridge 
meets the amusement facilities’ safety specification 
given in national standard GB8408-2008. And so, 
the structure of the wheel bridge meets the require-
ments of safety evaluation.
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Multi-axis coordination control based on siemens S7-CPU315T
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ABSTRACT: Hot billets automatic marking equipment is an important part of the casting production 
lines, which is used to mark a group of particular characters on the billet side or its end surface according to 
the manufacturer, steel materials, production date and other information, and when quality problems arise, 
it can promptly trace back to the billet production information, in order to solve quality problems in the 
enterprise quickly and efficiently. In this paper, a multi-axis coordinated motion control system has been 
established by using Siemens CPU315T-2DP motion controller. The virtual cam technology of the Technol-
ogy CPU is used to control two shaft (or multi-axis) coordinated motion, which can guarantee the trajectory 
curve coordinate movement between the two real axes. Experiments show that Siemens CPU315T-2DP with 
motion control functions can be designed a multi-axis coordinated control system flexibly, by means of poly 
nomial fitting can easily design the trajectory curve or CAM. The Siemens PLC control system itself has 
the wealth of motion control information, such as the state of motion of each axis, the axis configuration 
parameters, limits setting information. etc., and the real axis motion control accuracy can be up to 1 μm.

In this paper, using Siemens PLC as the core 
controller, it aims to research a set of billet auto-
matic identification equipment, in order to control 
the virtual axis to lead two real axes synchronous 
forward according to pre-designed virtual cam.

2 SYNCHRONIZATION AXIS AND 
VIRTUAL CAM

A synchronization axis is a following axis which 
follows a leading axis. Synchronization axis tech-
nology object is to use the motion and position 
values of a leading axis as a master set-point. The 
synchronization axis contains all functions of the 
speed-controlled and positioning axes. The master 
set-points and slave values are coupled without 
physical conversion in the relevant programmed 
unit. For example, if  the system operates with a 
linear leading axis (in mm units) and a slave rotary 
axis (in degree units), then one millimeter corre-
sponds to one degree at a conversion ratio of 1:1.

A following axis can be interconnected with 
multiple master set-points using the synchroniza-
tion object. However, only one master set-point 
can be evaluated actively at any time. The master 
set-point can be returned by positioning axes, or 
by a synchronization axes (real or virtual), or by 
external encoders.

Interpolation of a cam disk is a basic require-
ment for using it in synchronous operation. The 
continuity in the definition ranges of leading axis 
values and in the ranges of the following axis is 

1 INTRODUCTION

Any iron and steel enterprises all need to mark a 
group of particular characters on the billet side or 
its end surface according to the manufacturer, steel 
materials, production date and other information, 
and when quality problems arise, it can trace back 
to the billet production information timely, in order 
to solve quality problems in the enterprise quickly 
and efficiently (Pan, 2010; Chen, 2011). Billet pro-
duction line is in a high temperature, large dust 
and moisture environment, using the automatic 
identification device instead of manual operation, 
the marking information can be more specific 
and clear, it is not only to improve the efficiency, 
but also to lighten the labor intensity of workers, 
which is an inevitable trend of development.

The Technology CPU integrates Motion Con-
trol functions in a SIMATIC CPU in order to 
combine the function of a SIMATIC CPU S7-300 
with PLC open-compliant Motion Control func-
tions. The control unit of the Technology CPU 
performs the tasks known from a standard CPU 
of the S7-300 family, and S7-Technology is an 
options package used to configure Motion Con-
trol functions. The Technology CPU operates the 
DP (DRIVE) PROFIBUS interface in synchro-
nous mode. The integrated technology controls, 
evaluates and monitors all hardware components 
at DP (DRIVE) and the cam track is configured 
and activated by calling the technology function 
blocks. The switching state of the individual out-
put cams can also be read and edited.
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checked. This check prevents redundant assign-
ment of values to a definite value. These areas are 
padded according to the interpolation mode and 
cam disk type.

Virtual cam takes advantage of the flexible pro-
gramming function of controller to modify the 
cam motion so as to adapt the needs of different 
occasions. This not only improves the adaptability 
of the organization, but also effectively avoids the 
problem in the process of cam manufacturing to 
prevent from movement distortion (Yu, 2000). As 
shown in Figure 1 is the principle diagram of using 
virtual cam to operate two axes to realize plane tra-
jectory control. According to the rotation angle θ 
and ϕ of  cam curves, which correspond to different 
plane positions, they can control indirectly motors 
to complete trajectory control.

In general, cam curve is often composed of 
straight line, sine curve and other lines. The func-
tion relation between the cam rotation angle and 
follower distance is:

y F ( )ϕ )  (1)

The inverse function is:

Φ = f(y) (2)

In addition, using polynomial to express cam 
curve as follows:

y C C C C Cn
n+C +C0 1CC CC+CC 2

2
3CC 3ϕ ϕCC2CCC ϕ ϕCnC  (3)

Therefore, according to equation 3, follower dis-
tance can be got by cam angle and reversed cam 
angle can also be obtained by the follower motion. 
The realization of virtual cam mainly includes three 
parts, which is to set the master and slave axis, the cam 
curve design and the cam path control implement.

3 BUILDING CONTROL SYSTEM

3.1 CPU315T configuration and control system

Using S7-CPU315T unique master and slave control 
mode, it needs to generate two real axes connected to 
S7-CPU315T by cam disk synchronization. Then, 

the virtual main axis drives motor shaft correspond-
ing virtual cam disk, so that the axis can coordinate 
motion according to the preset trajectory. System 
control scheme is shown in Figure 2.

The motor real axis and virtual control axis are 
configured by S7-Technology software. For virtual 
axis, since it has no end actuators, and reference 
of other axis’ position, so should be configured 
as the virtual main axis. The second is to create 
two linear real axes X, Y to drive servo motor. At 
the same time, according to the requirements of 
the cooperative move, the two axes configure for 
synchronous linear axis, then proper communicate 
parameter and type of encoder are configured; 
and the corresponding technical system data is 
also generated. The control relationship between 
axes is as shown in Figure 3. System network con-
figuration is as shown in Figure  4. The control 
system is also designed with the WinCC operator 
interface HMI.

Figure  1. Cam control motion trajectory principle 
diagram.

Figure 2. The control system scheme of S7-CPU315T.

Figure 3. Relationship between servo controller, motor 
and S7-CPU315T control system.

Figure 4. Network configuration system.
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3.2 Virtual cam based on polynomial fitting

S7-Tech can be used to plan cam curve by inter-
polation points and polynomial function. Accord-
ing equation 3, this system mainly uses the method 
of polynomial to define cam curve. Equation 4 is 
polynomial cam curve formula based on Siemens 
S7-CPU315:

y a a x a x a x a x a x
A x

= +a + +a x + +a x
+ +A x
0 1a+ 2

2
3

3
4

4
5

5

sin( )ω ϕx +xx )  (4)

In order to avoid tedious coefficient calculation, 
cam curve can be planned for linear and circular 
arc form as far as possible. In this way, the equa-
tion 4 is simplified as:

y a a x A x= +a +x+ A0 1a+ sin( )ω ϕx +xx )  (5)

After defining cam curve according to equation 
5  in x,y cam disk, different position coordinates 
of X-Y plane can be got. Then, reversed rotation 
angle can be achieved by equation 3 to drive indi-
rectly servo motor.

Cam configuration and parameter settings, 
coupling relation between master and slave axis 
through the cam plate are built by S7-Tech soft-
ware and completed by configuration and axis 
synchronized window. Figure 5 defines cam plate 
polynomial curve of X axis.

S7-Tech provides the uniaxial, multiaxial and 
complex move control functions. For example, 
MC-CamIn function block can be called to control 
the virtual axis leading the real X-axis and Y-axis 
in accordance with the preset CAM curve synchro-
nous movement. Furtherly it also need to set the 
master, slave and cam table of the modules accord-
ing to DB block given by configuration. In addi-
tion, the parameters such as speed, acceleration, 
deceleration can be set according to the require-
ments of system.

3.3 Programming design

The program flow chart is as shown in Figure 6.

The system requirement of S7-CPU315 is to 
control servo motor to do coordinated motion 
in the two-dimensional plane, in which includes 
system initialization, zero point setting, motion 
parameters set and motion process control, etc. 
Initialization process mainly call the MC-Power 
function block to start axis and the MC-Home 
function block to make the axis back to zero. 
Motion process need to call MC-Moveabsolute, 
MC-CamIn and MC-CamOut function blocks to 
realize the main axis absolute location and slave 
axis coordinate move. Furthermore the MC-Halt 
and MC-Stop function blocks are called to halt or 
stop move process. Program flow chart is shown in 
Figure 6 and function modules used in the move-
ment process are shown in Table 1.

4 THE EXPERIMENTAL RESULTS 
AND ANALYSIS

The S7T-Config Trace tool always uses to analysis 
the dynamic response of an axis and its positioning 
error. This tool not only records the actual position 
and the command position, and its error, but also 
records the actual speed and the command speed, 
and many other parameters which can be used to 
analyze the stability of a motion axis (Li, 2013).Figure 5. Configuration interface of X-axis cam curve.

Figure 6. Programming flow chart.

Table 1. Name and function of functions.

Name Function

MC-Power Start/Stop axis
MC-Home Zero/Setting axis
MC-Moveabsolute Absolute position
MC-Halt Normal stop
MC-Stop Emergency stop
MC-CamIn Start cam
MC-CamOut Stop cam
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Figure 7 is the virtual axis to lead the real servo 
X-axis synchronous trajectory curve; it clearly 
shows the synergistic effect between the virtual axis 
and the X-axis.

Siemens T—CPU can use PID control to realize 
the closed loop control of the system. Figure 8 can 
clearly see that PID rapidly adjustment the speed 
of a real X-axis, but when the speed and the accel-
eration parameter of a virtual main axis and a real 
axis are set, it must consider the facts such as syn-
chronous demand and system stability. It’s because 
the bigger acceleration, the greater the impact, and 
the more unfavourable to system stability.

Figure 9 is the set position curve and the actual 
position curve of the real X-axis, it’s clearly that 
cam curve defined by mathematical polynomial 

method can meet the marking location needs rap-
idly and precisely, and the following error of the 
control system is up to 0.001 mm, this high accu-
racy no doubt can be achieved for accurate posi-
tioning requirements of the identification system. 
Of course, Y-axis also can be achieved.

According to the relationship between the com-
mand position and the actual position of an axis, it 
can analyze the response speed. And in accordance 
with the acceleration process of an axis, it can also 
determine that the system is subjected to impact 
severity, in other words, determine the dynamic 
stability of a system.

5 CONCLUSIONS

In this paper, a multi-axis coordinated motion con-
trol system has been established by using Siemens 
S7-CPU315  motion controller. The virtual cam 
technology of the Technology CPU is used to con-
trol two shaft (or multi-axis) coordinated motion, 
which can guarantee the trajectory curve coordi-
nate movement. Experiments show that Siemens 
CPU315T-2DP with motion control functions can 
be flexibly designed a multi-axis coordinated con-
trol system, by means of a polynomial fitting can 
easily design the trajectory curve or CAM, and the 
real axis motion control accuracy can be up to 1 μm.

The dynamic response of an axis and its posi-
tioning error can be analysed by the S7T-Config 
Trace tool. This tool not only records the actual 
position and the command position, but also 
records the actual speed and the command speed, 
and many other parameters which can be used to 
research the stability of a motion axis.

According to the relationship between the com-
mand position and the actual position of an axis, 
the response speed can be analyzed, and also in 
accordance with the acceleration process of an axis, 
the dynamic stability of a system can be determined.
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ABSTRACT: Accurate PhotoVoltaic (PV) power forecasting can provide reliable guidelines for power 
dispatching and construction planning of PV power generation, which is also important to the sustain-
able development of solar utilization. According to the characteristics of PV power generation and the 
factors impacting PV output power, the human body amenity is proposed. The forecasting performance 
of the Least Squares Support Vector Machine (LSSVM) model largely depends on the parameters of the 
kernel function and penalty factor. In this paper, a hybrid PV power forecasting model combining Fruit 
fly Optimization Algorithm (FOA) with LSSVM is proposed to solve this problem, where the FOA is used 
to automatically select the appropriate parameter values for the LSSVM PV power forecasting model. The 
numerical results verify the effectiveness and accuracy of the proposed model and improved algorithm.

forecast the output power of PV, and this method 
was proved to outperform the SVR model with 
default parameters, regression forecasting model, 
and back propagation artificial neural network. 
Hsu and Chen (Hsu, 2003) implemented a knowl-
edge-based expert system to support the choice of 
the most suitable forecasting model, and the use-
fulness of this method was demonstrated by using 
a practical application.

The human body amenity, which refers to 
take no effective measures under the premise of 
protection, can describe the degree of comfort 
by the person in the natural environment (Wu, 
2003). This index can effectively use the various 
meteorological factors, reduce the input of the 
network, and improve the precision of forecast-
ing. The Least Squares Support Vector Machine 
(LSSVM) extended by using the Support Vec-
tor Machine (SVM) is a powerful regression tool 
with a dynamic network structure (Cortes, 1995). 
The Fruit fly Optimization Algorithm (FOA) pro-
posed by the scholar Pan (Pan, 2012) is a novel 
evolutionary computation and optimization tech-
nique. This new optimization algorithm has the 
advantages of being easy to understand and to be 

1 INTRODUCTION

Along with our country paying more attention 
to environment and energy sources, PhotoVoltaic 
(PV) power generation becomes more important 
in theory and actual use because of little pollution 
and high energy utilization. Accurate PV power 
forecasting can relieve the conflict between elec-
tricity supply and demand. Short-term forecasting 
will contribute to arrange the output of the con-
ventional electric power supply by using the elec-
tric power dispatching system (Damousis, 2004; 
Ai-Hamadi, 2005; Almonacid, 2009). Lu and Qin 
(Lu, 2011) applied metrical information including 
temperature, pressure, humidity, and solar irradi-
ance as inputs to predict the day type, and then cal-
culated the power output of PV power generation 
under day types. However, the cycle of this fore-
casting model is very shorter, only in per hour.

Moreover, owing to the rising of intelligence 
techniques, many new intelligence forecasting 
algorithms were used for PV power generation 
forecasting. Keerthi and Lin (Keerthi, 2003) pro-
posed a hybrid model combining support vector 
regression and differential evolution algorithm to 
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written into program code, which is not too long 
when compared with other algorithms. Therefore, 
in this paper, an attempt is made to use the FOA 
to automatically select the parameters’ value of the 
LSSVM for improving the LSSVM’s forecasting 
accuracy in the short-term PV power forecasting.

2 HUMAN BODY AMENITY

As we all know, the output power of PV generation 
is in positive correlation with the solar irradiance. 
When compared with the solar irradiance, tempera-
ture, humidity, and wind speed are easier to obtain 
by the devices (Li, 2010; Qin, 2006). Therefore, the 
human body amenity is adopted to replace so many 
influenced factors, reduce the input of the network, 
and simplify the network model in this paper.

Generally speaking, the meteorological factors 
such as temperature, humidity, and wind speed 
have a great effect on the human body. Hence, the 
human body amenity is a non-linear equation based 
on these elements. Usually it is described as follows:

D f g h( )T ( )U ( )V  (1)

where D is the human body amenity, T is the tem-
perature (°C), U is the average daily humidity 
(%rh), and V is the wind speed (m/s), which always 
assumes it as the average value of the maximum 
and minimum wind speed.

According to the empirical formula, the equa-
tion (1) can be represented as follows:

D T V TNTT+T ( )U− +V1 8 0 55( 3 2. .+T8 0  (2)

Where TN is the reference temperature (°C), which 
slightly varies with the region. In this paper, we 
take TN = 30 (°C) as the reference temperature of 
Jiangsu province in China.

3 LEAST SQUARES SUPPORT VECTOR 
MACHINE WITH FRUIT FLY 
OPTIMIZATION

3.1 Least Squares Support Vector Machine 
(LSSVM)

The Support Vector Machine (SVM) is a trainable 
and machine learning method, which is used to solve 
the problem of pattern recognition and has better 
generalization abilities (Gestel, 2001; Du, 2008).

Set { }x yi iyiy ( )i l,i  as the training sample 
set; among these, x Ri

n  as the n-dimensional 
input vector, yi as the output value of one-dimen-
sional input vector, and l is the sample number.

The LSSVM model has two parameters, such 
as kernel function σ and penalty coefficient γ that 
need to be determined, which are very important 
in using the LSSVM model for forecasting. The 
parameters of σ and γ determine the squared 
bandwidth of the Gaussian RBF kernel and the 
trade-off  between the training error minimization 
and smoothness, respectively. Many researchers 
selected the parameters by priori knowledge or 
individual experience, which may be un-efficient 
for forecasting. Therefore, we should develop an 
automatically efficiently method for selecting the 
appropriate parameters in the LSSVM model.

In order to achieve this goal, in this paper, the 
Fruit fly Optimization Algorithm (FOA) is used to 
automatically determine the parameter values of 
the LSSVM model.

3.2 Fruit fly Optimization Algorithm

Fruit fly Optimization Algorithm (FOA) is a new 
swarm intelligence method, which was proposed by 
Pan (Pan, 2012). The FOA is a new method for find-
ing global optimization based on the food finding 
behavior of the fruit fly. The fruit fly is superior to 
other species in vision and osphresis. The food find-
ing process of the fruit fly is as follows: firstly, it smells 
the food source by the osphresis organ, and flies 
towards that location; and then, after it gets close to 
the food location, the sensitive vision is also used for 
finding food and other fruit flies’ flocking location, 
and it flies towards that direction. Figure 1 shows the 
food-finding iterative process of the fruit fly swarm.

The FOA belongs to a kind of interactive evo-
lutionary computation, and also is a part of the 
artificial intelligence. Therefore, it has been widely 
applied to solve the problems in military, engineer-
ing, management, and financial affairs.

3.3 Fruit fly optimization algorithm for the 
parameters selection of the LSSVM model

Selecting appropriate values of the kernel function σ 
and penalty coefficient γ are particularly important. 

Figure  1. Graph showing the food-finding iterative 
process of the fruit fly swarm.
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In this paper, the FOA was used for selecting the 
suitable parameter values of the LSSVM model in 
order to effectively improve the short-term photo-
voltaic power forecasting accuracy.

The flowchart of the FOA for the parameters of 
the LSSVM model (abbreviated as FOALSSVM) 
is shown in Figure 2.

4 EXAMPLES COMPUTATION AND 
COMPARISON ANALYSIS

In this paper, the FOALSSVM algorithm was sim-
ulated by the MATLAB and one demonstration 
project of PV power generation in Jiangsu prov-
ince was selected to prove the effectiveness of the 
proposed FOALSSVM algorithm.

The capacity of the PV power generation system 
is 380 kW. It was chosen as the local meteorological 
data and historical output power of PV generation 
as the training sample in July, and then forecasted 
the output power of the PV generation in step size 
of 15 minutes. As shown in Figure 3, it has pro-
vided the output power curves of PV power gen-
eration from July 13th to July 18th.

The operation curves of PV generation show 
that the effective working period of PV generation 
is from about 6 o’clock in the morning to 19 o’clock 
in the afternoon, while the output power of the PV 
generation is zero in the rest time of a day. There-
fore, the output power forecasting of the PV gen-
eration can be only restricted in the working period.

The procedures for applying the proposed 
FOALSSVM algorithm to forecast the output 
power of the PV generation are described as follows:

Step 1: The process of sample data.
In this paper, the sample data were normalized to 
obtain data in the range from 0 to 1 by using the 
following formula:

X x x
x x

i li ix

i ix
= min

a mix in

, ,i ,  (3)

where ximax and ximin are the maximal and minimal 
value of each input factor, respectively.
Step 2: Train the LSSVM model.
In the FOALSSVM model, the parameter values 
of the LSSVM are dynamically tuned by the FOA. 
The initial parameter values of the LSSVM were 
set up in the range of [0.01, 1]. After 100 times of 
iterative evolution, the optimal parameter values 
of the LSSVM model are obtained in Table 1.
Step 3: Forecast the output power of PV generation.
According to the result of FOA tuning of the 
parameters of the LSSVM model, the parameters 
of kernel function σ and penalty coefficient γ are 
chosen as 0.18 and 5.48 to forecast the output power 
of PV generation, respectively. The final forecasted 
output power of PV generation is shown in Figure 4.

The historical output power data and the pre-
dictive meteorological data of  the day are fed as 
input to forecast the output power of  July 19th in 
15 minutes, and compared with the actual output 
power of  the PV generation station. The Abso-
lute Percentage Error (APE) and Mean Absolute 
Percentage Error (MAPE) are adopted to analyze 
and measure the performance of  the forecasting 

Figure 2. Flowchart of the FOALSSVM model.

Figure 3. Curves of PV power generation data.

Table 1. The parameter values of the three algorithms.

Parameter SVM LSSVM FOALSSVM

σ 0.2 0.5 0.18
γ 1 10 5.48
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models in the PV power forecasting system, which 
can be calculated by using the following equation:

εAPε E
r e

r

Y Yr e

Yr

= ×100%  (4)

ε εMAε PE APε E
i

n

n =
∑1

1

 (5)

Table 1 shows the forecasting results of PV gen-
eration by the SVM, LSSVM, and FOALSSVM 
algorithms in 15  minutes, respectively. Among 
these, the MAPE of short-term PV power fore-
casting based on FOALSSVM is 6.32%, while the 
values based on SVM and LSSVM are 8.93% and 
7.67%, respectively. Figure 4 gives the forecasting 
results with the SVM, LSSVM, and FOALSSVM 
algorithms. Figure 5 describes the error analysis of 
the three forecasting algorithms.

From the forecasting results, we can arrive at the 
following conclusions:

1. It can be clearly seen that all the three forecast-
ing algorithms capture the output trends of 
the PV generation, but the performance of the 
FOALSSVM algorithm is better than the others.

2. From 6 to 8 o’clock in the morning, the fore-
casting errors are relatively larger. Because 

humidity has an effect on the PV power gen-
eration system, the curve of output power is 
unstable. However, there is an obvious corre-
lation between the human body amenity and 
humidity, which causes the good forecasting 
performance by the FOALSSVM in this time 
quantum.

3. In the afternoon, the PV generation is cov-
ered by a part of cloud, which leads the out-
put power of PV generation in high volatility. 
Therefore, there exist larger deviations between 
the forecasting results and the actual output.

Generally speaking, the proposed human body 
amenity and FOALSSVM algorithm can narrow 
the deviation between the forecasting results and 
the actual values, and it outperforms the SVM and 
LSSVM algorithms in the short-term PV power 
forecasting. When compared with the LSSVM 
algorithm, the FOALSSVM which uses the FOA 
to select the parameter values of the LSSVM can 
improve the forecasting accuracy effectively.

5 CONCLUSIONS

The LSSVM algorithm has been widely used in 
a variety of fields, but it is rarely found that the 
LSSVM has been applied to the PV power fore-
casting. In this paper, a hybrid model based on 
the human body amenity and LSSVM with FOA 
is proposed for the short-term PV power forecast-
ing. The human body amenity can effectively use 
the various meteorological factors, reduce the 
input of the network, and improve the precision of 
forecasting. Meanwhile, the FOALSSVM model 
uses the FOA to automatically select the appropri-
ate parameter values of the LSSVM in order to 
improve the forecasting accuracy. For comparison, 
another two models such as SVM and LSSVM are 
selected. The simulating results show that the FOA 
can select the appropriate parameter values of the 
LSSVM model, which could effectually improve 
the forecasting accuracy of PV output power. 
When compared with the SVM and LSSVM algo-
rithm, the values of APE and MAPE are obviously 
smaller than that of other two algorithms.
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ABSTRACT: Cloud manufacturing is a new manufacturing paradigm developed from existing advanced 
manufacturing models and enterprise information technologies under the support of Internet of Things 
(IoT) such as Radio Frequency Identification (RFID) technology. This paper presents an RFID-enabled 
Complex Event Processing (CEP) model for the Cloud manufacturing shopfloor by defining the basic and 
complex event to describe the typical operations and behaviors in the Cloud manufacturing environment. 
Firstly, RFID technology is used for creating the Cloud manufacturing shopfloors where typical events 
could be presented by CEP. Secondly, by defining different events, this paper categorizes various manage-
ment such as workers, materials etc, so that the CEP model could be used for demonstrating various typi-
cal production logic. Two demonstrative cases are given in this paper for displaying the implementation 
of the proposed model in an RFID-enabled Cloud manufacturing shopfloor.

vices for the whole lifecycle of manufacturing that 
refers to big manufacturing that includes the whole 
lifecycle of a product (e.g. design, simulation, pro-
duction, test, and maintenance) (Tao,2011).

The Cloud manufacturing shopfloors play a 
very important role in supporting the sharing of 
various resources and capacities (Zhong, 2013). 
 Figure  1 shows a typical Cloud manufacturing 
shopfloor production. In this environment, tradi-
tional resources are converted into Smart Manu-
facturing Objects (SMOs) by using the Radio 
Frequency Identification (RFID) technology (Qu, 
2012; Dai, 2012; Zhong, 2015). However, there are 
large number of complexities and varieties such 
as differences of workers’ skill, large quantities of 

1 INTRODUCTION

Cloud manufacturing is a new manufactur-
ing paradigm developed from existing advanced 
manufacturing models and enterprise information 
technologies under the support of cloud com-
puting, Internet of Things (IoT), virtualization 
and service-oriented technologies, and advanced 
computing technologies so as to transform manu-
facturing resources and capabilities into various 
services, which can be managed and operated in 
an intelligent and unified way to enable the full 
sharing and circulating of them (Xu, 2012). Cloud 
manufacturing can provide safe and reliable, high 
quality, cheap and on-demand manufacturing ser-
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directed by David Luckham (Lan, 2015). In par-
allel there have been two other research projects: 
Infospheres in California Institute of Technol-
ogy, directed by K. Mani Chandy, and Apama in 
University of Cambridge directed by John Bates 
(Huang, 2013). The commercial products were 
dependents of the concepts developed in these and 
some later research projects and community efforts 
started in a series of event processing symposiums 
organized by the Event Processing Technical Soci-
ety, and later by the ACM DEBS conference series. 
One of the community efforts was to produce the 
event processing manifesto (Tao, 2014; Zhang, 
2014; Zhong, 2014).

Based on the RFID-enabled Cloud manufac-
turing shopfloor production mode, the CEP in 
this paper is constructed as shown in Figure  2. 
From the bottom to the top, there are several lay-
ers such as hardware abstraction, event and data 
management, and application abstract. Each layer 
has different functionalities to enable the CEP in 
the Cloud manufacturing shopfloor work well. 
Hardware Abstraction Layer (HAL) is used for 
connecting the physical environment and abstract 
components. HAL manages the RFID readers, 
hardware connections and deletes the duplicated 
or error RFID data. Additionally, it provides the 
standard RFID data for the Event And Data Man-
agement Layer (EDML).

EDML is responsible for analyzing and pro-
cessing the RFID data from HAL. It picks up the 
basic event from enormous data and interprets 
them so as to providing more rich information to 

Figure  1. An RFID-enabled cloud manufacturing 
shopfloor.

Figure  2. CEP mechanism for RFID-enabled Cloud 
manufacturing shopfloor.

materials, machine deviations, technical challenges, 
and the control of various SMOs (Wang, 2012).

Within the RFID-enabled Cloud manufactur-
ing shopfloors, great myriad of events will occur. 
An event is an interaction of two SMOs such as 
a reading operation. So that all the predefined 
events will be constructed by large number of 
SMOs’ basic data. How to present the events is an 
practical question with great significance in Cloud 
manufacturing.

Complex Event Processing (CEP) is a method 
of tracking and analyzing streams of data about 
things that happen (events) and deriving a conclu-
sion from them that combines data from multiple 
sources to infer events or patterns that suggest 
more complicated circumstances (Zhang, 2009). 
CEP is able to identify meaningful events and 
respond to them as quickly as possible (Zhong, 
2008). Therefore, this paper introduces an RFID-
enabled CEP model for the Cloud manufacturing 
shopfloor according to the production logic from 
real-life case. This model includes the RFID pro-
cessing mechanism and models to deal with large 
number of events happened from SMOs. A logic 
CEP presentation is then proposed to reflect the 
requirements from different end-users.

The rest of this paper is organized as follows. 
Section  2 introduces the basic idea of CEP. Sec-
tion 3 presents an RFID-enabled CEP model. Sec-
tion 4 illustrates the implementation of this model. 
Section 5 concludes this paper by highlighting our 
contributions and future research directions.

2 COMPLEX EVENT PROCESSING (CEP)

The CEP has roots in discrete event simulation, the 
active database area and some programming lan-
guages (Zhong, 2015). The activity in the industry 
was preceded by a wave of research projects in the 
1990s and the first project that paved the way to 
a generic CEP language and execution model was 
the Rapide project in Stanford University, which is 
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the upper level like Application Abstract Layer 
(AAL). There are two sub-layers: basic event pro-
cessing layer and CEP layer. The previous layer is 
responsible for sending the standard RFID data to 
Object Name System (ONS) so as to get the real-
time status of the SMOs. The latter is for process-
ing the obtained basic events according to the time 
and production logic.

AAL mainly focuses on various applications in 
distributed environments so as to providing reliable 
data communications. Moreover, the interpreted 
events could be issued to different parties so that 
they can be widely used.

3 AN RFID-ENABLED CEP MODEL

Basic event is the message presenter which car-
ries the united information. It could be presented 
by a four tuple set e = <terminal Id, antenna Id, 
tag Id, time>. Where, terminal Id is the reader ID 
which indicates the readers’ type so as to differen-
tiate each device, antenna Id is the label of each 
antenna. Each reader may have several antennas. 
Tag Id presents a tag which contains the bound 
objects’ information so as to differentiate the 
SMOs. Time is the time stamp recording the event. 
Basic event includes the worker event, material 
event, and machine event.

Complex event is the meaningful messager 
which is consisted by basic events. E(e1, e2, e3,…, 
en) = {operator (terminal Id1, terminal Id2,…, ter-
minal Id n), operator (antenna Id1, antenna Id2,…, 
antenna Id n), operator  (tag Id 1, tag Id 2,…, tag Id n), 
operator (time 1, time 2,…, time n)}. Operator is 

an event code. Thus, based on the definition, the 
CEP model for RFID-enabled Cloud manufactur-
ing shopfloor will use the following logic (as show 
in Table 1) to present various events in the produc-
tion environment.

4 IMPLEMENTATION

This model is used in a typical RFID-enabled 
Cloud manufacturing shopfloor which is 
equipped with some digital devices for creating 
an intelligent environment. Different users and 
departments are defined by the CEP following 
the Table 2.

Based on Table  2, various CEP could be used 
for guiding the operations. Figure. 3 demonstrates 
a typical implementation of this model using a 
demonstrative case. An operator will enter into the 
RFID-enabled Cloud manufacturing shopfloor. 
He/She will be sensed by the antenna 1∼4. Assume 
the basic events are e1∼e4. Thus, we can get the 
entry and exit complex events:

E1 = (e1| e4) & (e2| e3), Max {time 1, time 4} < 
Min { time 2, time 3}

E0 = (e1| e4) & (e2| e3), Min {time 1, time 4} > 
Max {time 2, time 3}

Another implementation as shown in Figure 4 
which demonstrates an inspector carries an RFID 
mobile PDA to do the quality check from three 
machine operators. Assume that the no. i product 
is sensed by the PDA which is an event ei. Then the 
complex event is:

E = e1 & e2 & … ei & … & en, time e1<Min{time 
e2 … time en}.

Table 1. RFID CEP basic logic.

Logical relation Representation method Relation description Application example

and & Two or more basic events 
occurring at the same time.

Employees tag and at least a 
material tag should be iden-
tified by PDA at the same 
time when employees receive 
materials.

or | At least one event occur in two 
or more basic events.

The same process can be pro-
cessed in any of the same type 
of equipment.

period requirements X < Min { time1, time2,..., 
time n} < Max { time1, 
time 2,..., time n} < Y

Basic events must occur within 
a certain period of time.

To complete a manufacturing 
order in a prescribed period 
of time.

time sorting constraint time 1 < time 2 < ... < 
time n

Basic events must occur in a 
particular order.

There is a time sequence relation 
in the process of a product.

enumeration Count {e1, e2,..., en} Calculate the number of tags. Statistics on the number of 
components of processing 
equipment.
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Table 2. RFID CEP for different management.

Task CEP class Task description Event model

Material 
management

Material receiving 
events

To monitor and control 
the use of material

E = e’1 & e’2 … & e’i… & e’n, time 
e’1 < Min {time e’2, … time e’i,…
time e’n}. e’i = ei1|ei2…|eij…|ein. eij 
represents the basic event that tag i 
is identified by the j antenna of the 
same RFID reader.

Material flowing 
events

To monitor the flow 
of material

E = (e11| e14) & (e12| e13), Max 
{ time e11, time e14} <Min{time 
e12, time e13}. e11 and e14 repre-
sent that the same tag is identified 
by two different antennas, both at 
one end of the shop floor aisle, of 
the same RFID reader. On the 
contrary, the rest two basic events 
are both identified by different 
antennas at the other end

Production 
management

Production schedule 
control events

To monitor the 
processing status 
of all parts.

E = e’1& e’2 … & e’i … & e’n, time 
e’1 <time e’2 … <time e’i… <time 
e’n. e’i = ei1|ei2…|eij…|ein. eij rep-
resents the basic event that tag i is 
identified by the j antenna 
of the same RFID reader.

Assembly events To monitor the 
assembly of products

E = e’1 & e’2…&e’i…&e’n, time e’1 
< Min{time e’2,…time e’i,…time 
e’n}. e’i = ei1|ei2…|eij…|ein. eij 
represents the basic event that tag i 
is identified by the j antenna of the 
same RFID reader.

Production efficiency 
events

To monitor the 
production capacity 
and equipment 
processing capacity

E = Count{e’1, e’2, e’3,..., e’n}. 
e’i = ei1|ei2…|eij…|ein. eij repre-
sents the basic event that tag i is 
identified by the j antenna of the 
same RFID reader.

Product quality 
events

To monitor inspect 
work and completion 
acceptance

E = e’1& e’2…&e’i…&e’n, time e’1 
<Min{time e’2,…time e’i,…time 
e’n}. e’i = ei1|ei2…|eij…|ein. eij 
represents the basic event that tag i 
is identified by the j antenna of the 
same RFID reader.

Staff  
management

Staff  attendance 
events

To monitor staff  
attendance and staff  
access to production 
areas

E = (e11| e14) & (e12| e13), Max{time 
e11, time e14} <Min{time e12, time 
e13}. e11 and e14 represent that the 
same tag is identified by two dif-
ferent antennas, both at one end 
of the shop floor aisle, of the same 
RFID reader. On the contrary, the 
rest two basic events are both iden-
tified by the  different antennas at 
the other end.

Device 
management

Device management 
events

Equipment working 
status and machining 
quantity

E = e11|e12…|e1j…|e1n, X <Min{time 
e11, time e12,…time e1j,…time 
e1n} <Max{time e11, time e12,…
time e1j,…time e1n} <Y. e1j rep-
resents the basic event that devices 
tag is identified by the j antenna of 
the same RFID reader.
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Figure 3. A demonstrative case for entry and exit.

Figure 4. A demonstrative case for inspection.

5 CONCLUSIONS

This paper introduces an RFID-enabled CEP 
model for the Cloud manufacturing shopfloor. 
This model uses basic and complex event to present 
the typical operations and behaviors in the Cloud 
manufacturing environment. There are several con-
tributions or innovations in this research. Firstly, 
RFID technology is used for creating the Cloud 
manufacturing shopfloors where typical events 
could be presented by CEP concept. Secondly, by 
defining different events, this paper categorizes 
various management such as workers, materials 
etc, so that the CEP model can be used for demon-
strating various typical production logic.

Future research will be carried out as follows. 
First of all, this approach will be validated by using 
real-life data to present the real-life operations and 
logics in the Cloud manufacturing shopfloors. 
Secondly, more theoretical aspects will be focused 
in the near future to enhance the feasibility and 
practicality of the proposed CEP model. Finally, a 

prototype system will be worked out by using the 
model to support different visibility or traceability 
of various materials or SMOs.
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Optimization of extraction of polysaccharides from mulberries by using 
high-intensity Pulsed Electric Fields

Shenglang Jin
College of Tourism, Huangshan University, Huangshan, China

ABSTRACT: The high intensity Pulsed Electric Fields (PEFs) was used to extract polysaccharides from 
mulberries. The factors affecting the extraction yield, such as electrical field intensity, extracting tempera-
ture, pulse number, and the ratio of the material to liquid, were analyzed under specific conditions and 
the optimal extracting parameters were obtained as follows: the electrical field intensity is 40 kV/cm, the 
extracting temperature is 80°C, pulse number is 10, and the ratio of the material to liquid is l:30. Under 
these conditions, the extraction yield of total polysaccharides was 82%. The PEF and conventional extrac-
tion method were compared. The extraction yield of polysaccharides by using the conventional method 
was 54%, and the microwave-assisted extraction yield of polysaccharides was 67%. The study demon-
strates that the PEF is a reliable and great efficiency tool for the fast extraction of polysaccharides from 
mulberries. Extraction of these compounds from mulberries is a crucial step for use of these compounds 
in the food. The PEF-assisted extraction by pressing of polysaccharides from fresh mulberry stands as an 
economical and environmentally friendly alternative to conventional extraction methods, which require 
the product to be dried, use large amounts of organic solvents, and need long extraction times.

viruses, toxins, and hormones. Some researchers 
now focus on the polysaccharides of mulberries. 
Generally, traditional extraction methods are very 
time-consuming and require large quantities of 
solvents (Chen, 2011). Consequently, the demand 
is increasing for extraction techniques that improve 
the yield, shorten the extraction time, and reduce 
the use of organic solvents. Pulsed Electric Field 
electro-technology (PEF) is an emerging technol-
ogy in the field of food preservation. PEF can be 
widely used to analyze the functional components 
of natural products, with advantages of non-thermal, 
fast, efficient, low-power, and low-pollution. PEF-
assisted extraction has shown promise as a tech-
nology for obtaining valuable compounds from 
soft vegetal materials.

Up to now, however, the extraction of polysac-
charides from mulberries by PEF-assisted extrac-
tion technology has not been reported. In this 
study, the influence of the different factors on the 
extracting yield was investigated.

2 MATERIALS AND METHODS

2.1 Materials

The ripe mulberry fruits were sampled in 
Huangshan County, Anhui Province, China. 

1 INTRODUCTION

The mulberry tree, a typical plant of genus Morus, 
has been widely cultivated for its leaves that serve 
as an indispensable food for silkworm. There are 
about 3,000 accessions of mulberry germplasm 
resources in China. Of which, over 60 accessions 
can be used as the mulberry fruit (Li, 2005). Some 
varieties introduced from mid-Asia have white 
fruit. Mulberry has been used as medicine from 
ancient times. The root bark and mulberry leaves 
have been used as herbal medicine (Machii, 1989). 
The mulberry fruit contains polysaccharides, 
organic acids, free amino acids, vitamins, micronu-
trients and other components (Elmaci, 2002).

Polysaccharides play a substantial role in the 
food industry, especially as the health ingredient 
in healthy food (Li, 2006). Polysaccharides have 
been proposed as the first biopolymers formed 
on Earth. These are classified on the basis of 
their main monosaccharide components and the 
sequences and linkages between them, as well as 
the anomeric configuration of linkages, the ring 
size (furanose or pyranose), the absolute configu-
ration (D- or L-), and any other substituents pre-
sent. Later work has shown that polysaccharides 
are involved in a number of important biochemi-
cal functions, such as cell–cell interaction and com-
munication, the attachment for infectious bacteria, 
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After sampling, the fruits were immediately carried 
to the laboratory, placed in plastic bags, and stored 
below 4°C in a refrigerator. Their size was about 
1 cm long and their color was purple.

2.2 Reagents and chemicals

The reference standard of rutin was purchased 
from the National Institute for Control of Phar-
maceutical and Biological Products (purity ≥ 98%). 
Ethanol, sodium nitrite, aluminum nitrate, sodium 
hydroxide, and other reagents were obtained from 
Tianjin Haiguang Chaemical Co., Ltd., respec-
tively. All solvents were distilled prior to use.

2.3 Instruments and equipments

An AEU-210 electronic analytical balance 
(Xiangyi Balance Instrument & Equipment Co., 
Ltd.), FWl00 high-speed universal grinder  (Tianjin 
City Taisite Instrument Co., Ltd.), SHZ-D (III) 
 circulating water vacuum pump (Gongyi Yingyu 
Yuhua Instrument Factory), LD5-2A centrifuge 
(Beijing Medical Centrifuge Factory), and GZX-
9140M E digital blast oven (Shanghai Xunda 
Industrial) were employed in this research.

2.4 Drawing standard curve

Suck the control solutions 0, 0.1, 0.2, 0.3, 0.4, 
and 0.5  mL precisely and place them in 10  mL-
centrifuge tubes, respectively. The method of 
anthrone is adopted and the absorbance is detected 
(K  =  620  nm). Construct the standard curve by 
plotting the mean absorbance obtained from each 
standard against its concentration with absorb-
ance value on the horizontal (y) and the vertical 
(x) axis. Calculate the regression equation of the 
standard curve:

y = 6.4609x − 0.0024, r = 0.9997 (1)

2.5 Statistical analysis

Results reported in this paper are the average of 
at least two measurements found in two independ-
ent experiments. To determine the influence of the 
electric field strength, the results were analyzed by 
multiple regressions starting from a second-order 
polynomial model using the software Statgraph-
ics Plus 5.1 (Statistical Graphics Corporation, 
USA). A backward regression procedure was used 
to determine the parameters of the models. This 
procedure systematically removed the effects that 
are not significantly associated (P > 0.05) with 
the response until a model with only a significant 
effect was obtained.

3 RESULT AND DISCUSSION

3.1 Characterization of PEF-induced damage in 
the cells of mulberries

Zp was used to select the optimum PEF treatment 
conditions to permeabilize the mulberry cells. 
This index, which is based on the changes of the 
conductivity of intact and PEF-permeabilizated 
tissue, has been used previously for this purpose 
in diverse vegetable tissues. Fig. 2 shows the influ-
ence of PEF treatment times on the Zp of  the mul-
berry tissue at different electric field strengths. The 
increase in the electric field strength and treatment 
time results in an increment of the Zp to the high-
est value of 0.33 for the most intense treatment 
conditions tested. Independent of the applied 
electric field strength, the Zp value increased sig-
nificantly with an increase in the treatment time 
to approximately 60 μs. Above these values, the 
increment of the treatment time scarcely affected 
the Zp value. The general trend of the influence of 
the electric field strength and treatment time on the 
Zp value observed in this research is in good agree-
ment with previously reported data for other vege-
table tissues, such as potatoes, apples, and onions. 
However, in these tissues higher values (>0.8) for 
the Zp were obtained even by using lower electric 
field strengths (≤30 kV/cm). Therefore, the results 
obtained in this investigation seem to indicate 
that the permeabilization of mulberry tissue cells 

Figure  1. Influence of the electric field strength and 
treatment time on the cell disintegration index (Zp) of 
mulberries.

Figure  2. Relationship between the cell disintegra-
tion index (Zp) of mulberries treated by PEF and liquid 
release by centrifugation.
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requires applying more intense PEF treatments 
than those for other vegetable tissues.

Due to the low disintegration index deter-
mined for the mulberry tissue even at electric field 
strengths as high as 70  kV/cm, the other experi-
mental method based on the release of the intracel-
lular liquid from the PEF-treated tissue was used. 
The increment of the liquid leakage in the PEF-
treated samples dependent on the treatment inten-
sity can be interpreted as a consequence of the 
PEF-cell permeabilization. Quantification of the 
liquid released from a PEF-treated material sub-
jected to a given centrifugation has been proven to 
be useful in the testing cell membrane’s permeabil-
ity. Fig. 2 shows that a solid correlation (r = 0.97) 
was obtained between the Zp and the quantity 
of the liquid released by centrifugation when the 
same treatment conditions (electric field strength 
and treatment time) were applied. This good cor-
relation indicates that the Zp index measuring the 
degree of cell permeabilization over a short period 
of time is a suitable procedure to select the PEF 
treatment conditions that induce the highest per-
meabilization of mulberry cells.

3.2 Effect of electric field intensity on the 
extraction yield

The effect of different electric field intensities on 
the extraction yield was detected at a pulse number 
of 4, at the ratio of the material to liquid (ratio 
of mulberry to absolute alcohol) of 1:10, and at a 
temperature of 40°C. The extraction yield was the 
highest at an electric field intensity of 40  kV/cm 
and then decreased appreciably with an increase in 
the electric field intensity (Fig. 3). This is due to 
the fact that the phenomenon of cavities increases 
along with the enhancement of the electric field 
intensity, which accelerates the polysaccharides in 
mulberries. With an increase in the electric field 
intensity, from the micro-perspective, the potential 
difference between the inside and outside of the 
cell membrane became larger, and the electropo-
ration of the cell membrane occurred. A higher 
electric field intensity could cause more solvent 
to enter the cell membrane and permeate the cell 

membrane. Thus, increasing the electric field inten-
sity could increase the extraction yield. However, 
when the electric field intensity increased from 20 
to 40  kV/cm, the extraction yield of polysaccha-
rides decreased. The reason might be that some of 
polysaccharides were decomposed in higher-inten-
sity electric fields.

3.3 Effect of pulse number on the extraction yield

The effect of different pulse numbers on the 
extraction yield was detected at an electric field 
intensity of 30 kV/cm, at a ratio of the material to 
liquid of 1:10, and at a temperature of 40°C. The 
result showed that extraction yield increased with 
an increase of the pulse number, but after a certain 
time when osmotic-pressure of the cell reached a 
balance, the extraction yield maintained invari-
ableness (Fig. 4). Therefore, pulse number of 8 was 
chosen in the following experiments.

3.4 Effect of the ratio of material to liquid on the 
extraction yield

The effect of different ratios of the material to 
liquid on the extraction yield was detected at an 
electric field intensity of 30 kV/cm, pulse number 
of 4, and temperature of 40°C. The extraction 
yield increased with an increase in the ratio of the 
material to liquid (Fig. 5). The extraction yield at 
the ratio of the material to liquid of 1:40 was 6.8% 
higher than that at a ratio of 1:30. The reasons 
might be that, at lower material to liquid ratios, the 
concentration of polysaccharides in the solution 
would be low, and the polysaccharides’ exchange 
between the solid and solvent had reached equilib-
rium. Since a big ratio of the mulberry to absolute 

Figure 3. Influence of the electric field intensity on the 
extraction yield of polysaccharides from mulberries.

Figure 4. Influence of pulse number on the extraction 
yield of polysaccharides from mulberries.

Figure 5. Influence of the material liquid on the extrac-
tion yield of polysaccharides from mulberries.
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alcohol might increase the difficulty in reclaiming 
alcohol, the ratio of the material to liquid at 1:40 
is suggested, according to the experimental results.

3.5 Effect of temperature on the extraction yield

The effect of different temperatures on the extrac-
tion yield was investigated at an electric field inten-
sity of 30 kV/cm, at a pulse number of 4, and at a 
ratio of material and liquid of 1:10. The extraction 
yield increased with an increase of temperature 
(Fig. 6). The yield of extraction at 80°C increased 
by 4.2% when compared with that at 70°C. The 
result showed that it is not necessary to maintain 
higher temperature conditions during the extrac-
tion process. Too high temperatures will be a dis-
advantage for the stability of polysaccharides from 
mulberry, and thus the extraction temperature 
should be maintained under 80°C.

3.6 Synthetic factors

On the basis of experiment and analysis of single 
factor, electric field intensity, temperature, pulse 
number, and the ratio of the material to liquid were 
selected separately to set up three levels of experi-
ments (Table 1), and the influence of each factor 
on the extraction yield was observed. Design and 
results of orthogonal experiments are shown in 
Table 2.

Figure  6. Influence of temperature on the extraction 
yield of polysaccharides from mulberries.

Table 1. Factors and levels of orthogonal experiments.

Levels

Factors

Temperature 
(°C)

Pulse 
number

Ratio of the 
material to 
liquid (g:mL)

Electrical 
field intensity 
(kV/cm)

1 60  6 1:20 35
2 70  8 1:30 40
3 80 10 1:40 45

Table 3. ANOVA analysis results.

Source of 
variance SS F Fa Significance

A 132.667 28.427 28.427 *
B 202.667 43.426 43.426 *
C 234.000 50.139 50.139 *
D   4.667  1.000  1.000
Error   4.67

Note: A—temperature; B—pulse number; C—the ratio 
of the material to liquid; D—electrical field intensity. All 
freedom degrees are equal to 2, a = 0.05. * represents sig-
nificant difference.

From Table  2, we can draw a conclusion that 
the order of influence of different parameters on 
the extraction yield is as follows: the ratio of the 
material to liquid > pulse number > temperature > 
electric field intensity. The optimum condition is 
A3B3C2D2, which means that the extracting tem-
perature is 80°C, pulse number is 10, the ratio of 
the material to liquid is 1:30, and the electric field 
intensity is 40  kV/cm. Variance analysis showed 
that extracting temperature, pulse number, and 
the ratio of the material to liquid also had remark-
able influences on the extraction yield of poly-
saccharides from mulberries (Table  3). This was 
consistent with the results of the single factor test, 
indicating that the optimized extraction conditions 
were reliable. The verification experiment showed 
that under the optimal conditions, the extraction 
yield of polysaccharides from mulberries can reach 
up to 82%.

Table 2. The results of orthogonal experiments.

No. 
of test

Factors
Yield/
%A Br C D

1 1 1 1 1 47
2 1 2 2 2 53
3 1 3 3 3 49
4 2 1 2 3 56
5 2 2 3 1 45
6 2 3 1 2 65
7 3 1 3 2 49
8 3 2 1 3 58
9 3 3 2 1 70
K1 49.667 50.667 56.667 54.000
K2 55.333 52.000 59.667 55.667
K3 59.000 61.333 47.667 54.333
R  9.333 10.666 12.000  1.667

Note: A—temperature; B—pulse number; C—the ratio 
of the material to liquid; D—electrical field intensity.
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3.7 Comparison of PEF and the conventional 
extraction method

The yield of PEF-assisted extraction was higher 
than the conventional extraction method. Under 
the same experimental conditions (80°C, material-
solvent ratio of 1:30) as well as the same filtering, 
concentration, and determination procedures, the 
extraction yield of flavonoids was 54%, and the 
microwave-assisted extraction yield of flavonoids 
was 67%.

4 DISCUSSIONS

PEF technology has been applied widely in the 
extraction of effective components of many mate-
rials. Some experiments have been carried out to 
develop the PEF extraction method. PEF extrac-
tion has been regarded as a fast, reliable, and inex-
pensive technique, and it is more applicable in the 
extraction of materials than the conventional tech-
niques of extraction. Therefore, materials would 
produce huge energy by themselves and accelerate 
chemical reactions. Extracting the active materials 
from natural products by PEF-assisted extraction 
technology had the advantages of high extraction 
efficiency, strong selectivity, good repeatability, 
little time consumption, few solvents, low energy 
consumption, environmental benefits, and so on. 
Therefore, PEF-assisted extraction is expected to 
offer a new way for the production and analyses 
of the plant extractions and the modernization of 
pharmaceutical engineering.

Our study demonstrates that the PEF is a reli-
able and greatly efficient tool for the fast extrac-
tion of polysaccharides from mulberries, and the 

optimized PEF-assisted extraction parameters are 
as follows: extracting temperature of 80°C, pulse 
number of 10, the ratio of the material to liquid of 
1:30, and the electrical field intensity of 40 kV/cm. 
The highest extraction yield is about 82%.
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Stress analysis of the interference fit in helical gear transmission

Tao Zhao
Zhonghuan Information College Tianjin University of Technology, Tianjin, China

ABSTRACT: The material mechanics method is important for structure analysis and for reducing the 
volume and weight of the driving parts in gear transmission. In this paper, a mathematical model is 
presented for the calculation and analysis of the interference fit joint. The formulation for the gear and 
shaft are provided in the paper. The calculation includes two aspects: first, calculating the contact stress 
in the matching surface and the minimum interference required under a known load; second, calculating 
the maximum allowable interference for the connecting parts in which no deformation or rupture occur. 
This method may also be applied to other interference fit joints.

tightly to pass the axial force or torque. After 
being assembled, a surface pressure is created 
between the enveloping parts and enveloped parts 
due to the elastic deformation of  the material. 
Work is dependent on the pressure produced by 
the friction to transmit torque, axial force, or both 
of  the two complex loads. As a result, only if  the 
contacted pressure on the surface of  the interfer-
ence fit joint is precisely calculated, the allowable 
load will be accurately determined. In this article, 
gear and shaft are used as interference fit joints. 
Figure  1 describes the geometric model of  the 
interference fit of  helical gears and shaft, and 
the theoretical model is simplified as a thick wall 
 cylinder model.

The enveloped parts with an inside diameter 
of  di is pushed into an enveloping part with an 
outside diameter of  da. Nominal diameters of  the 
hole and shaft are within their tolerance zone. 
The difference between the two parts is the magni-
tude of  interference δ, and the coupled diameter 
value is df.

1 INTRODUCTION

The interference fit joint, which is also known 
as the tight fit connector, uses the interference 
fit between the parts to achieve the connection 
result. Stress analysis is a commonly used research 
method for the preliminary design of the structure 
size. Because the assembly interference quantity 
between the gear and shaft directly affects the 
working performance of gear transmission, a pre-
cisely mathematical model is important.

Many analytical techniques have been proposed 
and successfully applied in the interference fit 
joint, for instance, the analysis of  the preload and 
magnitude of  the interference fit joint, the retting 
analysis for the relative sliding mode and stress 
distribution in the shaft and thick wall cylinder 
model.

The goal of this paper is to present a mathemati-
cal model that is aimed at achieving the compu-
tation of the amount of interference. The actual 
installation interference should be between the min-
imum interference and the maximum. The damage 
reason of the pinion is obtained by theoretical cal-
culation, and the analysis validation is conducted 
by the finite element analysis software ANSYS.

2 THEORETICAL ANALYSIS OF 
INTERFERENCE FIT

2.1 The interference fit joint analysis

The interference fit is a way to realize the tight 
joint through the interference between envelop-
ing parts (hole) and enveloped parts (shaft). It is 
mainly used for assembling hole and shaft parts 

Figure  1. Schematic of the geometric model for the 
interference fit.
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As is shown in Figure  3, the combination of 
compaction pressure will be produced in the 
interface that forms the interference fit fastening 
because of the magnitude of interference δ. When 
the connection sustains an axial force or torque, the 
frictional resistance and the frictional torque are 
generated for transmitting the external load. The 
pressure Pf of  the joint surface is not only related 
to the extruding magnitude of interference δ and 
material property (elasticity modulus E and Pois-
son’s ratio μ), but also with relation to the physical 
dimension (the coupled diameter df and copulate 
length Lf), structural dimension (inside diameter di 
of  the enveloped parts and outside diameter da of  
enveloping parts).

2.2 Computation method of the interference fit

Calculate the former model with the theory of 
mechanics of  materials. The elasticity modulus 
Ea and Poisson’s ratio μa are calculated for the 
enveloping parts, the elasticity modulus Ei and 
Poisson’s ratio μi are calculated for the enveloped 
parts.

The diameter variable quantity of the envelop-
ing parts ea is given as follows:

e
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The diameter variable quantity of the enveloped 
parts ei is given as follows:

e
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The effective magnitude of interference δ is 
given as follows:

δ = +e e+a ie+  (3)

The minimum pressure of  the enveloping parts 
for the transmitting load pf min, is given as follows:

p
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d L ff
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2 2F+

1
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In the equation, the transmitting torque is T, the 
transmitting axial force is F, and the friction coef-
ficient is f.

The minimum diameter variable quantity of the 
enveloping parts ea min is given as follows:
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The minimum diameter variable quantity of the 
enveloped parts ea min is given as follows:

e
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The minimum effective magnitude of the interfer-
ence for transmitting load δe min is given as follows:

δ e aδ iemin maa in min= +eea  (7)

According to the analysis of the thick wall cyl-
inder model by using the mechanics of materials, 
Figure 4 describes the distribution of stress and the 
relationship between the magnitude of interference 
δ and the pressure of joint surface Pf.

The interference of pf can be calculated from the 
following equation:
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(8)

Figure 2. Schematic of the thick wall cylinder model.

Figure 3. Schematic of the enveloping parts and envel-
oped parts.
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3 NUMERICAL EXAMPLE

The calculation of the numerical example is based 
on the above-mentioned mathematical model. 
Geometrical parameters of helical gear transmis-
sion are shown in Table  1. The basic parameters 
and machine settings of the example are adopted 
from the literature. The maximum stress of the 
gear hub is σ kσ Mpa= 551 85. ,Mpa85  which exceeds the 
yield limit of the pinion that is σ s Mpa= 500 .  And 
so, the gear wheel may undergo a fracture when it 
is working.

4 FINITE ELEMENT ANALYSIS

Authenticate the calculation of the model by using 
finite element analysis software ANSYS. Fig.  5 
and 6 show the installation of the property of the 

contact surface such that normal penalty stiffness 
is 0.1; friction coefficient is 0.125; and the contact 
surface offset is 0. 18. Fig. 7 imposed the boundary 
conditions and the load.

It can be seen from Fig.  8 that 2–3 teeth par-
ticipate in the gear mesh of the transmission, coin-
ciding with the operation circumstance. The stress 

Figure  4. Schematic of the stress distribution of the 
interference fit joint.

Table  1. Geometrical parameters of helical gear 
transmission.

Name Symbol Pinion Main gear

Number of teeth z 21 101
Tooth width b 169 167
Normal module mn 9 9
Normal pressure angle an 20 20
Helical angle β 8 8
Reference diameter d 191 918
Contact ratio ε 2.33 2.33

Figure 5. Stress direction of the pinion and shaft.

Figure  6. Stress direction of the mesh surface of the 
gear.

Figure 7. Graph showing the contact stress distribution.
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of the root is 540 MPa. Exceeding the yield limit 
of the pinion may create the tooth root fracture 
failure.

5 OPTIMIZATION DESIGN OF THE 
DRIVE SHAFT BASED ON RELIABILITY

In order to avoid the fracture in the root of the 
helical gear tooth, the reliability design method is 
adopted in the structure optimization design. There 
are two ways to improve the structure: increase the 
root circle diameter of the helical gear tooth, or 
reduce the assembly interference. Because there is 
a corresponding function relationship between the 
root circle diameter and assembly limit interference 
quantity; any single change in variables affect the 
value of another, and so the use of the amount of 
interference δ and root circle diameter df of  small 
gear tooth as design variables.

X x dT
f

Tx[x[xx ] [ , ]d fd1 2xx, δ  (9)

Failure modes of the interference fit including 
the relative slide in the mating surfaces of the shaft 
and pinion, plastic deformation of the pinion, or 
plastic deformation of the shaft. These are random 
events. As long as one occurs, it will lead to the 
abnormal working of the entire system. With series 
relationship of all, the reliability of the entire sys-
tem is given as follows:

R R R R( )X ( )X ( )X ( )X= ×R )X ×1 2R RR( )X ×RR )X 3RR  (10)

The goal is to make the reliability of the interfer-
ence fit system maximum, and the objective func-
tion is given as follows:

min ( ) ( ) ( ) ( )f x( X( X(X( X()X(1 2( )X( 3  (11)

If  the three random events are assumed to be 
normally distributed, we can come to the conclu-
sion that
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Φ is the inverse function of the standard nor-
mal distribution function, δ, δmin are the actual 
interference amount and the minimum quantity, 
δeqmax, δeimax are the maximum effective interference 
amount of the small gear and the shaft which will 
not occur plastic deformation, C C Cv vCC a vCC iδ ,CvCC a  are the 
variation coefficients of the yield strength gear 
and the shaft and the interference quantity. Given 
the system reliability requirements is R = 0.9988, 
according to the reliability allocation method 
of serial system, three random events of reliabil-
ity is calculated respectively as R1  =  0.9997674, 
R2 = 0.99998665, and R3 = 0.9990324. The result-
ing target constraint conditions are as follows:

G Cv1GG 2 1
1 0( )X ( )R1RRmin mCvCC in= −CCCC ≥

− − − −
δ δ− δ δ2 22 2

δ  (15)
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δ δei max−ei max δ δei

2 22
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 (17)

G d df fd d4G 0( )X = dd ≥  (18)

G d df fd d5G 0( )X = dd ≥∗  (19)

The objective function is given as follows:
function
f = myfun(x)

Figure 8. Results of finite element analysis.
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f = 1-normcdf((x(1)−27.7/(1−x(2)^2)−48.8)/
(0.1*(x(1)^2+(27.7/(1−x(2)^2)+48.8)^2)

*normcdf((−x(1)+575/(3+x(2)^4)^0.5)/ 
(0.8*(x(1)^2+575^2/(3+x(2)^4))^0.5))

*normcdf((−x(1)+207/(1−x(2)^2))/
(0.08*(x(1)^2+(207/(1−x(2)^2))^2)^0.5))

The constraint conditions:
function[c,ceq] = mycon(x)
c = [−x(1)+27.7/(1−x(2)^2)+48.8+0.35*(x(1)^2

+(27.7/(1−x(2)^2)+48.8)^2)^0.5;
x(1)−575/(3+x(2)^4)^0.5+0.36*(x(1)^2
+575^2/(3+x(2)^4)^0.5; 
x(1)−207/(1−x(2)^2+0.248*(x(1)^2
+(207/(1−x(2)^2))^2)^0.5; 
0.6865−x(2);
x(2)−0.7005];

ceq = [];
Call the objective function and constraint 
conditions
x0 = [220, 0.70];
lb = [103.24, 0.6865];
ub = [352.27, 0.7005];
options = [];
[x,fval,exitflag,output] = fmincon(‘myfun’,x0,[],[],[],
[],lb,‘mycon’,options)
The results:
x = 0.1875 186.7155

By using “MATLAB” software to calculate, the 
root circle diameter obtained is 178.8  mm. The 
optimization of the gear size and coupling inter-
ference quantity improves the defects of the initial 
design and achieve the expected purpose.

6 SUMMARY

In this paper, a mathematical model is presented 
for the calculation and analysis of the interference 

fit joint. The theoretical analysis of the interfer-
ence fit joint is captured by the formulation for 
the gear and shaft provided in the paper. The cal-
culation is in accordance with the finite element 
analysis results. Through the optimization design, 
the interference fit system achieved the highest 
reliability. Finite element analysis was carried out 
on the optimization model validation, and the 
results show that the optimized structure can avoid 
the small gear tooth root fracture and meet the 
strength requirements. This method may also be 
applied to other interference fit joints.
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A review of transformerless DC–DC boost converters for renewable 
energy sources
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ABSTRACT: The renewable energy sources and energy storage devices deliver output voltage at a range 
of around 12–125 VDC. Before being connected to the grid, such a low voltage level should be stepped up 
to a sufficient level according to different electrical network standards among countries. Boost DC–DC 
converters are used for the voltage adjustment, and have become the key parts in the energy system power 
chain as the overall performance of the system is affected by their efficiency. The major consideration in 
DC–DC conversion is often associated with high efficiency, reduction of stresses involving semiconduc-
tors, low cost, simplicity, and robustness of the involved topologies. In this review, we first analyze the 
conventional boost converter and then focus on the kinds of transformerless boost converters. Advan-
tages and disadvantages of each boost converter topology are presented to help the designer with struc-
ture selection. A comparison and discussion of different DC–DC boost topologies are carried out across 
a number of parameters and presented in the end of this paper.

The classical or conventional DC–DC boost con-
verter is widely employed in voltage step-up, and 
is also being studied in many books on power 
electronics (Mohan, 2007; Erickson, 2007). But 
for high-power applications, the boost converter 
is not a feasible solution because the load power 
is processed by using only two semiconductors, 
while appreciable current and/or voltage stresses 
exist. Particularly, in high-current applications, 
conduction losses lead to the significant reduction 
of efficiency because these increase with the square 
of the RMS current through the semiconductors. 
Although the parallelism of switches or even con-
verters is possible, current sharing is compromised 
because of the intrinsic differences of the involved 
elements (Klimczak, 2008).

Considering the limitations of the classical 
boost converter, several studies have been carried 
out in the literature to improve key issues, such 
as the static gain, voltage stress across the semi-
conductors, efficiency, power capacity, and many 
other aspects of the original topology. The simul-
taneous search for the terms ‘DC–DC’ and ‘boost 
converter’ in IEEEXPlore® Digital Library demon-
strates the relevance of this subject, revealing that 
more than 5000 papers have been published in con-
ferences and journals over the last few decades.

In Session II, a topology of the conventional 
boost converter is presented and analyzed. And 
then, in Session III, some of the most popular 
improved transformerless DC–DC boost convert-
ers available in the literature are introduced and 

1 INTRODUCTION

In the last few decades, renewable energy sources 
like PhotoVoltaic (PV) modules, fuel cells and 
energy storage devices, such as super capacitors 
have been widely developed. However, the majority 
of these commonly used renewable energy sources 
deliver electric power at the output voltage range 
of 12V–125V, which cannot be directly connected 
to the grid for use. Typically, such low voltages are 
necessary to be stepped up to a voltage of around 
300V–400V, varying with the different electrical 
network standards among countries (Abusara, 
2013).

In the past, a centralized inverter was responsi-
ble for connecting several modules or other renew-
able energy sources into the grid. At the moment, 
centralized technology has been replaced. Boost 
DC–DC converters are now applied to adjust the 
voltage to a sufficient level, so that the attached 
cascade DC–AC inverter, which is coupled to the 
grid (1-or 3-phase), can be supplied (Kjaer, 2005). 
Therefore, the boost DC–DC converters have 
become the key part of a renewable energy system 
as the overall performance of the system is affected 
by their efficiency.

In applications where galvanic insulation is not a 
must, non-isolated DC–DC converters can be used 
to achieve voltage step-up or step-down, with con-
sequent reduction of size, weight, and volume asso-
ciated to the increase of efficiency because of the 
lack of a high-frequency transformer (Hu, 2014). 
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classified. The classification of these differentia-
tions is based on their topologies. Session IV gives 
a comparison and discussion of these different 
DC–DC boost converter topologies across num-
bers of parameters. Finally, a conclusion is drawn 
in Session V.

2 CONVENTIONAL DC–DC BOOST 
CONVERTERS

A conventional boost converter is shown in Fig. 1 
(Kim, 2009), where the intrinsic series resistance 
of the inductor is represented by RL. By using the 
volt-second balance principle and considering the 
operation in continuous-conduction mode, it is 
easy to demonstrate that the static gain Gv is given 
by equation (1).

G
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V D DvGG oVV

iVV
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1
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where Vo is the output voltage, Vi is the input volt-
age, Ro is the load resistance, D is the duty cycle, 
ranging from 0 to 1, and η is used to represent the 
theoretical efficiency of the boost converter.

As shown in equation (1), both static gain and 
efficiency depend on RL, D, and Ro. Some inter-
esting conclusions can be led with the analysis 
of equation (1). Firstly, the static voltage gain 
Gv theoretically is infinite when the duty cycle D 
reaches 1. But switch turn-on period becomes long 
as D increases thereby causing conduction losses 
to increase. The power-rating of the conventional 
single switch boost converter is limited to switch-
rating. Secondly, if  RL  =  0, the static gain is the 
same as that of an ideal boost converter and the 
converter is lossless as its efficiency is 100%. In 
practical terms, RL  ≠  0 and both static gain and 
efficiency decrease as RL is increased. Finally, 
the conventional boost converter is a simple and 
adequate approach for applications with medium 
power requirements, as a significant reduction of 
efficiency may be caused by the equivalent series 
resistance of the output capacitor, reverse-recovery 
losses, and the rectifier diode.

3 IMPROVED TRANSFORMERLESS 
DC–DC BOOST CONVERTERS

Due to the effect of power switches, rectifier diodes, 
equivalent series resistance of inductors and 
capacitors and high voltage stresses on the power 
switches, conventional DC–DC boost converters 
are unable to provide high step-up voltage gain. In 
this part, some topologies of improved transfor-
merless DC–DC boost converters are introduced.

3.1 Soft switching boost converters

In conventional designs, hard switching leads to 
switching losses, which, especially for high values 
of the switching frequency, cause a reduction in 
the energy conversion efficiency. Converters with 
soft switching technology have a slightly improved 
voltage gain in comparison to conventional boost 
converters. As shown in Fig. 2, the converter oper-
ates in ZVS (Zero Voltage Switching) mode (Park, 
2010), while there is another kind of soft switch-
ing boost converter operating in ZCS (Zero Cur-
rent Switching) mode. This topology dramatically 
reduces switching losses and thus achieves better 
efficiency. The disadvantage of that topology is the 
complexity of the circuit, as some resonant com-
ponents are added including a switch and an extra 
inductor. Though the driving sequence is a bit 
more complex, both switches operate at the same 
ground potential, so that additional separation at 
the driver side is needless.

3.2 Interleaved boost converters

A four-phase interleaved boost converter is shown 
in Fig. 3 (Chen, 2009). As discussed in the litera-
ture (Crews, 2008), this topology has the advan-
tages such as simplicity, smaller input and output 
current ripples, lower switching losses, higher effi-
ciency, and smaller inductor size. The input cur-
rent ripples are small because each interleaved cell 
shares the input current, and they help in increas-
ing the life of PV modules.

Considering that a generic number of phases N 
can be used, N represents the number of cells. By 

Figure 1. Topology of the conventional boost converter. 
RL is the equivalent resistance of the inductor. Figure 2. Topology of a soft switching boost converter.
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splitting the current into N power paths, conduction 
losses (I2R) can be reduced, by increasing the over-
all efficiency when compared to a conventional con-
verter. Moreover, the duty cycle of a single switch 
does not exceed 1/N, and smaller inductors can be 
used along with the decrease in the power rating of 
switches and diodes. Switches are turned on and off  
one by one when driving sequentially, thereby ena-
bling low output voltage ripples. When the ripples 
have already been small, further reductions may 
be unnecessary. And then, it is possible to make 
some different trade-offs, for instance, reducing the 
switching frequency by a factor N (to increase the 
conversion efficiency) and reducing the inductance 
per cell by the same factor N (reducing the con-
verter size). As a result, the system will present a 
per-cell ripple that is N2 times larger than that of 
a single-cell converter, but the net interleaved rip-
ple will remain the same. Therefore, interleaving is 
recommended to increase the conversion efficiency 
and power density associated with the reduction of 
the ripple current (Garth, 1971).

The main disadvantage of this topology is rela-
tively low voltage gain, usually not higher than 
two. To improve the voltage gain, interleaved struc-
tures can be mixed with transformers (Li, 2010) or 
the inductors can be coupled (Yu, 2009).

3.3 Boost converter with coupled inductors

In non-isolated DC/DC boost converters, cou-
pled inductors can act as a transformer to avoid 
extreme duty cycles and to reduce the current rip-
ple in high-gain boost conversion (Li, 2009). Fig. 4 
shows a high-voltage gain boost converter by using 
coupled inductors, whose voltage gain is in propor-
tion to the winding turns ratio and can be properly 
adjusted (Zhao, 2003). These converters can eas-
ily achieve high voltage gain by using low RDS−οn 
switches working at a relatively low level of volt-
age. However, the leakage inductance may lead to 
high-voltage spikes, which will increase the switch 
voltage stress resulting in serious EMI (Electro-
Magnetic Interference) noise and reducing efficiency. 
The input current is also pulsating in this case.

Thanks to the active clamp circuit used, the leak-
age energy can be recycled. A clamping circuit is 
used to reduce the voltage stress across the main 
switch because of the leakage inductance of the cou-
pled inductor. This is an approach recommended to 
low-input voltages and high-voltage step-up since 
efficiency is typically low because of the voltage 
ringing, while EMI levels are appreciable because of 
the pulsating input current (Silva, 2009).

At the kilowatt power level, the power dissipa-
tion within the components becomes an important 
issue especially in case of inductive components. 
Interleaved solutions can tackle that problem as the 
input current is shared between the cells. The cou-
pled inductors can be integrated into a single mag-
netic core to reduce the passive component size.

3.4 Converter with voltage multiplier cell

A Voltage Multiplier Cell (VMC) is an electrical 
circuit that converts electrical power from a lower 
voltage to a higher voltage, typically by using a net-
work of capacitors and diodes. In Fig. 5, an inter-
leaved boost converter with VMC is presented (Li, 
2010). A voltage multiplier cell is inserted in the 
conventional interleaved boost converter structure 
that is composed of two diodes, capacitor, and 
secondary windings of coupled inductors. In such 
a topology, a high voltage gain can be achieved 
by adjusting the turns ratio of  the two same cou-
pled inductors instead of  extreme duty cycles (Li, 
2010). It allows good trade-offs between the num-
ber of  VMCs and the turns ratio of  the coupled 

Figure 3. Topology of an interleaved boost converter.

Figure 4. Topology of a boost converter with coupled 
inductors.

Figure  5. Schematic of the topology of a boost con-
verter with voltage multiplier cell.
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inductor. By utilizing current-sharing technique 
by interleaving at the input, this topology allows 
the use of  smaller inductors and lower power-
rated switches. Low RDS−οn switches can be used to 
improve the converter performance. The presented 
circuit works in the turn-on ZCS mode, which can 
reduce switch losses and EMI noise as well.

3.5 Non-inductive boost converter

Without the inductive components, meaning no 
transformers are applied, there are remarkable 
benefits in circuit size, cost, weight reduction, and 
thus the reduction of overall complexity of the con-
verter. What is more, the non-inductive boost con-
verter is able to work at higher temperatures than 
inductor-based counterparts. In Fig. 6, a new con-
verter without inductive components is presented 
(Qian, 2011), developed for the requirements of 
high efficiency and ability to work in high tempera-
tures. The voltage gain is accomplished by VMCs 
that operate basing on the switching capacitor 

principle. The disadvantage of this topology lies in 
the need of the relatively big number of switches, 
which is 12 in this case. Moreover, due to the capac-
itive load, the switches are exposed to high current 
stress. However, the possibility to use low-voltage 
rated switches and the lack of inductors make it 
possible to achieve the compact and cost effective 
solution in the DC–DC boost converter design.

4 COMPARISON AND DISCUSSION

A brief  comparison of the transformerless 
DC-DC boost converters mentioned in Session III 
is presented in Table 1 with performance proven in 
hardware prototype. Those highlighted are the best 
efficiencies and voltage gains reported in this work. 
The solution chosen by the designer depends on 
particular design constraints. The demands should 
be confirmed first, and then it comes to determine 
the most robust and best performance topology.

As shown in Table 1, the output powers of these 
converters are no more than 2.50  kW, which is 
quite small. The reason may be concluded as that 
the output power is processed by only two semi-
conductors and losses become appreciable, espe-
cially those regarding the intrinsic resistance of the 
filter inductor. In this case, most transformerless 
DC–DC boost converters are not recommended 
for high-power or high-current applications. In 
practical projects, interleaving of several convert-
ers may be a solution to high-power requirement 
and reduce the size of filter elements.

For high voltage gain and high efficiency appli-
cations, topologies of converters with coupled 
inductors and VMC are what should be focused 
on. As given in Table  1, their voltage gains are 
nearly 10, which are even competitive among con-
verters with transformers.

When compared to non-inductive converters, 
converters with coupled inductors show great 
advantages among the aspects listed in Table  1. 

Figure 6. Schematic of the Topology of a non-induc-
tive boost converter.

Table 1. Comparison of transformerless DC–DC boost converter hardware prototypes.

Topology Figure η [%]
PMAX
[kW]

Gain 
[V/V]

fs 
[kHz]

VI 
[VDC]

VBUS 
[VDC]

Number 
of switches

Number 
of diodes

Soft-switching boost 
converter

2 96.2 0.60 3.0   30 130 to 170 400  2 3

Interleaved boost 
converter

3 97.3 2.50 1.3   25 250 320  4 4

Converter with coupled 
inductors

4 92.3 1.00 8.0 100 48 to 75 380  1 2

Converter with voltage 
multiplier cell

5 94.7 1.00 9.5 100 40 to 56 380  4 2

Non-inductive boost 
converter

6 94.0 0.45 5.6 100 12   68 12 0
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Multiple inductors can be integrated into a single 
magnetic core in order to reduce the very dimen-
sions of the power circuit. However, it does not 
mean that non-inductive converters are useless. 
There is an important parameter, called working 
temperature, which is not presented in this com-
parison. As non-inductive boost converters can 
work in high temperatures, it is worth thinking 
about for designers when it comes to high tempera-
ture applications.

5 CONCLUSION

Start from the basis of  the conventional DC–DC 
boost converter, a series of  improved transformer-
less DC–DC boost converters is introduced and 
discussed in this paper. These improved topologies 
are mostly proposed to solve some key issues, such 
as efficiency, voltage gain, and power handling 
capacity. Some of  the most important techniques 
typically step the voltage up without the need of 
extreme duty cycles and may use interleaving of 
multiple cells to increase the output power levels.

High efficiency of boost DC–DC converters 
can be achieved by decreasing the duty cycle (lower 
conduction losses) and reducing voltage stress on 
switches (cheaper and lower RDS−οn switches) by 
applying the soft switching technique (minimizing 
switching losses) and utilizing active clamp circuits 
(recycling the energy stored in parasitic inductances).

Coupled inductor topology provides a com-
pact design with the features rarely to be found in 
other topologies. First of all, the energy stored in 
parasitic leakage inductance of coupled inductors 
is recycled there. Avoiding the use of electrolytic 
capacitors improves the reliability of that solution. 
An active clamp circuit decreases the voltage stress 
on the switch. And finally, only one switch at a low-
side is needed and so the driving scheme is simple.

Topology of using VMC technology is a com-
pact and robust solution. The leakage energy is 
recycled by utilizing a passive clamp. Due to the 
voltage multiplier cell, the switch voltage stress 
is reduced and voltage gain extended. Input cur-
rent ripples are low and input current sharing is 
obtained due to an interleaved input structure 
thereby allowing a lower duty cycle to be used.

REFERENCES

Abusara, Mohammad A., and Suleiman M. Sharkh. 
“Design and control of a grid-connected interleaved 
inverter.” IEEE Transactions on Power Electronics 28.2 
(2013): 748–764.

Chen, Chunliu, Chenghua Wang, and Feng Hong. 
“Research of an interleaved boost converter with four 

interleaved boost convert cells.” 2009 Asia Pacific Con-
ference on Postgraduate Research in Microelectronics & 
Electronics (PrimeAsia). IEEE, 2009.

Crews, Ron, and Kim Nielson. “Interleaving is Good for 
Boost Converters, Too.” Available in: www. powerelec-
tronics.com (2008).

Erickson, Robert W., and Dragan Maksimovic. Fundamen-
tals of power electronics. Springer Science & Business 
Media, 2007.

Garth, Dean R., et al. “Multi-phase, 2-kilowatt, high-volt-
age, regulated power supply.” Power Electronics Special-
ists Conference, 1971 IEEE. IEEE, 1971.

Hu, Xuefeng, and Chunying Gong. “A high voltage gain 
dc–dc converter integrating coupled-inductor and 
diode–capacitor techniques.” IEEE Transactions on 
Power Electronics 29.2 (2014): 789–800.

Kim, E-H., and B-H. Kwon. “High step-up resonant push-
pull converter with high efficiency.” IET Power Electron-
ics 2.1 (2009): 79–89.

Kjaer, Soeren Baekhoej, John K. Pedersen, and Frede 
Blaabjerg. “A review of single-phase grid-connected 
inverters for photovoltaic modules.” IEEE transactions 
on industry applications 41.5 (2005): 1292–1306.

Klimczak, Pawel, and Stig Munk-Nielsen. “Compara-
tive study on paralleled vs. scaled dc-dc converters in 
high voltage gain applications.” Power Electronics and 
Motion Control Conference, 2008. EPE-PEMC 2008. 
13th. IEEE, 2008.

Li, Weichen, et al. “A non-isolated high step-up converter 
with built-in transformer derived from its isolated coun-
terpart.” IECON 2010–36th Annual Conference on 
IEEE Industrial Electronics Society. IEEE, 2010.

Li, Wuhua, et al. “Application summarization of coupled 
inductors in DC/DC converters.” Applied Power Elec-
tronics Conference and Exposition, 2009. APEC 2009. 
Twenty-Fourth Annual IEEE. IEEE, 2009.

Li, Wuhua, et al. “Interleaved converter with voltage mul-
tiplier cell for high step-up and high-efficiency conver-
sion.” IEEE Transactions on Power Electronics 25.9 
(2010): 2397–2408.

Mohan, Ned, and Tore M. Undeland. Power electronics: 
converters, applications, and design. John Wiley & Sons, 
2007.

Park, Sang-Hoon, et al. “Analysis and design of a soft-
switching boost converter with an HI-bridge auxiliary 
resonant circuit.” IEEE Transactions on Power electron-
ics 25.8 (2010): 2142–2149.

Qian, Wei, et al. “A multilevel dc-dc converter with high 
voltage gain and reduced component rating and count.” 
Applied Power Electronics Conference and Exposition 
(APEC), 2011 Twenty-Sixth Annual IEEE. IEEE, 2011.

Silva, Felinto SF, et al. “High gain DC-DC boost converter 
with a coupling inductor.” 2009 Brazilian Power Elec-
tronics Conference. IEEE, 2009.

Yu, Wensong, et al. “High efficiency converter with charge 
pump and coupled inductor for wide input photovoltaic 
AC module applications.” 2009 IEEE Energy Conver-
sion Congress and Exposition. IEEE, 2009.

Zhao, Qun, and Fred C. Lee. “High-efficiency, high step-up 
DC-DC converters.” IEEE Transactions on Power Elec-
tronics 18.1 (2003): 65–73.

ICCAE16_Vol 01.indb   757 3/27/2017   10:42:12 AM

http://wwww.powerelectronics.com
http://wwww.powerelectronics.com


ICCAE16_Vol 01.indb   ii 3/27/2017   10:29:31 AM

http://www.taylorandfrancis.com


759

Civil, Architecture and Environmental Engineering – Kao & Sung (Eds)
© 2017 Taylor & Francis Group, ISBN 978-1-138-02985-9

The linear fatigue cumulative damage analysis of the welding seam

Yuyu Wang
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ABSTRACT: The welding seam’s fatigue failure under random vibration is considered; therefore, based 
on the Miner’ rule and rain flow counting method, in this paper, a random vibration analysis of the weld-
ing seam is performed by ANSYS Workbench with an analytical model of the vehicle exhaust pipe. Finally, 
the linear fatigue cumulative damage of the welding seam was concluded. And the analysis method in this 
paper provides guidance for the welding seam design.

2 MINER’S RULE

In 1945, M A Miner popularized a rule that had 
first been proposed by A. Palmgren in 1924. The 
rule, variously called as the Miner’s rule or the 
Palmgren–Miner linear damage hypothesis states 
that, where there are k different stress magnitudes 
in a spectrum, Si (1 ≤ I ≤ k), each contributing ni(Si) 
cycles, then if  Ni(Si) is the number of cycles to fail-
ure of a constant stress reversal Si (determined by 
uni-axial fatigue tests), failure occurs when:

C n N l ti ki
k

=n l ti∑ 11
1 2/ (NiNNN , ,ti 1 , , )  (1)

C is the fraction of life consumed by exposure 
to the cycles at a different stress level; in general, 
C is experimentally found to be between 0.7 and 
2.2. Usually for design purposes, when the damage 
fraction reaches 1, failure occurs (Zhang, 2013). 
This can be thought of as the proportion of life is 
consumed by using a linear combination of stress 
reversals at varying magnitudes.

3 S–N CURVE

For fatigue analysis, a test-based S–N curve is 
needed. Most common equations for represent-
ing the S–N curve are power function (Zhao, 1993; 
Chen, 2005), as given below:

σa = σ’f (2Nf)b (2)

σa = C + Dlog Nf (3)

The equation gives a straight line on log-linear 
coordinates. The commonly used S–N curves are 
described under GB50017; BS7608-1993 Code of 
Practice for Fatigue Design and Assessment of 
Steel Structural; Fatigue Design Recommendations 

1 INTRODUCTION

The reliability analysis of components under ran-
dom vibration mainly includes two methods: time 
domain and frequency domain (Andrew, 1998). 
The analysis based on time domain features, such 
as uncertain amplitude, unrepeated vibration 
waveform, and large volume of data to be proc-
essed, namely, for a certain time t, the vibration 
amplitude and frequency are stochastic. However, 
because the amplitude and frequency have cer-
tain statistical laws, the frequency domain analy-
sis method based on the power spectral density is 
simple in calculation and does not require cyclic 
counting. The frequency domain analysis method 
has been broadly applied to estimate the fatigue 
life of the dangerous location of components in 
automobile, aerospace, machine manufacturing 
industries, etc. (Li, 2005).

The welding structure is located where is most 
vulnerable to fatigue failure, which is stemmed 
from the defects, such as incomplete penetration, 
slag inclusion, undercut, cracks, etc. in the weld-
ing seam. This “innate” fatigue crack source can 
directly transverse the fatigue crack initiation stage, 
thereby dwindling the process of fatigue fracture. 
The severe concentrated stress and higher residual 
welding stress in the welding seam will make the 
welded structure more vulnerable to the fatigue 
fractures, thanks to the fatigue cracks (Qin, 2013).

The random vibration of the vehicle exhaust 
pipe during the movement was simulated by using 
the ANSYS Workbench random vibration analy-
sis module based on the Miner’s rule and rain flow 
counting method. The simulative analysis gave the 
inherent frequency of the vehicle exhaust pipe and 
the cumulative damage value of linear fatigue in 
the welding seam of the vehicle exhaust pipe to 
provide the ground for the weld design of the vehi-
cle exhaust pipe.
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for Steel Structures; AWS D1.1/D1.1M-2006 Struc-
tural Welding Codes Steel; The NEW IIW Fatigue 
Design Recommendations Newly Revised and 
Expanded (Hobbacher, 2007); Manual of Stand-
ard and Recommended Practices Section C Part II: 
Specifications for Design, Fabrication, and Con-
struction of Freight Cars.

4 RANDOM VIBRATION ANALYSES

4.1 Radom vibration load

The random vibration of the vehicle at driving is 
affected by various factors, including roughness 
of the road surface, characteristics of tires, char-
acteristics of the suspension system, travel speed, 
engine operating conditions, the driver’s operat-
ing level, etc. (Zhang, 2007). The vehicle exhaust 
pipe mounted on the frame is connected with the 
supercharger at one end, and connected with 
the post-processor of the engine at the other end. 
The exhaust pipe must withstand its own gravity 
as well as the random vibration load while driving 
the vehicle.

4.2 3D model

Before carrying out the finite element analysis of 
random vibration, 3D models of parts, such as the 
vehicle exhaust pipe, square flange, clamp, bracket, 
and bellows, were built by using Creo software, as 
illustrated in Fig. 2.

4.3 Finite element model

A 3D model of the vehicle exhaust pipe was 
exported into ANSYS Workbench to set up the fil-
let weld model as illustrated in Fig. 2.

The material properties of the vehicle exhaust 
pipe, square flange, clamp, and bracket are defined 
in Table 1. The bellows connected to the exhaust 
pipe is simulated by using the spring unit and its 
property is shown in Table 2.

The exhaust pipe of the vehicle, which is a 
kind of the thin-plate part, is grid-classified by 
shell units; The mesh is divided by using the shell 
unit. The square flange, clamp, and bracket are 
grid-classified by using the solid units; the num-
ber of elements is 35446 and the number of nodes 
is 42341. The finite element model of the vehicle 
exhaust pipe is shown in Fig. 3.

4.4 Modal analysis

The modal analysis, which is modern method to 
study the dynamic characteristics of  structures, Figure 1. 3D model of the vehicle exhaust pipe.

Figure 2. Schematic of the welding seam model of the 
vehicle exhaust pipe.

Table 1. Material properties.

Material
Young 
modulus

Poisson 
ratio

Density 
kg/m3

304 200000 0.3 7700

Table 2. Bellow properties.

Axial stiffness Radius stiffness

18 N/mm 5 N/mm

Figure 3. Schematic of the finite element model of the 
vehicle exhaust pipe.
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is an important branch in the vibration theory. 
It is also a system identification method that 
is applied in the engineering vibration field 
(Zhang, 2011). The boundary condition of  the 
actual loading condition is defined in the modal 
analysis for the vehicle exhaust pipe. The bracket 
of  the vehicle exhaust pipe is connected with the 
frame, the square flange is connected with the 
supercharger, and the clamp is connected with 
the vehicle muffler. In the finite element analysis, 
the mounting holes of  the mounting bracket, the 
bolt holes of  the square flange, and the end face 
of  the clamp are set as 0 in the offset value in 
all directions. The coordinate system is defined 
as follows: in the X direction that is the vehicle 
advancing direction corresponds with the brak-
ing condition; in the Y direction that is the vehi-
cle’s transverse direction corresponds with the 
camber condition; in the Z direction that is the 
vertical direction corresponds with the bumpy 
conditions. The appropriate frequency is given 
by modal analysis for modalities of  all orders at 
0–2000  Hz. The inherent frequency of  the for-
mer six orders in the modal analysis is indicated 
in Table 3 for the exhaust pipe of  vehicles. The 
vibration plot of  the former six orders is shown 
in Fig. 4.

4.5 Random vibration analysis

The modal analysis results are input data for 
random vibration analysis. The bracket of the 
exhaust pipe is connected with the frame and its 
power spectral density function described under 
ISO16750-3 VII 4.1.3.2.3.2 is used as its load input 
condition, as shown in Table 4. The square flange 
of the exhaust pipe is connected to the super-
charger and its power spectral density function 
described under ISO16750-3 VI 4.1.3.2.2.3 is used 
as its load condition.

The S–N curve at the G level under BS7608 is 
used as an input, as shown in Fig. 5.

According to the defined coordinate system, the 
power spectral density function is applied in X, Y, 
and Z axles at the vibration time of 94 h in each 
direction, the life at 500,000 km was simulated and 

Table 3. Natural frequencies of the vehicle 
exhaust pipe.

Modal Natural frequency/Hz

1  54.07
2  87.803
3 110.85
4 128.47
5 156.08
6 172.75

Table 4. ISO16750-3 VII 4.1.3.2.3.2.

Frequency (Hz) Power spectrum density (G2/H)

 10 18
 20 36
 30 36
 180  1
2000  1

Figure 4. Schematic of the modal shapes of the vehicle 
exhaust pipe.
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Table 5. ISO16750-3 VII 4.1.3.2.2.3.

Frequency (Hz) Power spectrum density (G2/H)

 10 14
 20 28
 30 28
 180 0.75
 300 0.75
 600 20
2000 20

Figure 5. Graph showing the BS7608 S-N curve.

Figure 6. Graph showing the equivalent stress plot.

Figure 7. Graph showing the rain flow plot.

the cumulative damage value at X, Y, and Z direc-
tions was calculated. With the finite element analy-
sis, the stress value σi of  all the welding seams can 
be given. With comparison of S–N curves of the 
welding seam, the fatigue cyclic life Ni of the weld-
ing seam as appropriate to each stress value can 
be given. With the rain flow counting method, the 
times σi under the stress value ni can be given dur-
ing the random vibration analysis of the welding 
seam. With Miner’s rule, the accumulative damage 
of linear fatigue can be given for the exhaust pipe, 
as shown in Table 6.

The cumulative damage values of linear fatigue   
of welding seam 1, 2, 3, and 4 are all less than 
one in the braking direction, camber, and bumpy 

directions. The maximum cumulative damage value 
of the linear fatigue appears in the camber direc-
tion 0.414 at weld 4. The distribution plot of the 
equivalent stress of the weld 4 is shown in Fig. 6; 
the rain flow plot of weld 4 is shown in Fig. 7. The 
cumulative damage value meets the design require-
ments as it is less than what is described under the 
acceptance rule 1.

Table 6. Linear cumulative damages and frequencies of the welding seams.

Welding seam

Braking condition x Camber condition y Bumpy condition z

Linear cumulative 
damage

Frequency 
(Hz)

Linear cumulative 
damage

Frequency 
(Hz)

Linear cumulative 
damage

Frequency 
(Hz)

Welding seam 1 7.86e-2  54.1 2.79e-3  54.1 0.139  54
Welding seam 2 7.57e-10  54.1 1.41e-9 156.1 1.29e-6 128.4
Welding seam 3 4.60e-5 110.8 8.45e-5  87.8 2.36e-5  87.8
Welding seam 4 0.25 110.8 0.414  87.8 0.165  87.8
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5 CONCLUSIONS

In this paper, a 3D model of the vehicle exhaust 
pipe is built by using Creo. The modal analysis and 
random vibration analysis are performed by using 
ANSYS workbench for the exhaust pipe and the 
accumulative damage of linear fatigue at the weld-
ing seam is given. In this paper, a method is pro-
vided for the welding seam design.
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Application of wavelet analysis and resonance demodulation 
in mechanical fault diagnosis
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ABSTRACT: The vibration signal of the mechanical failure is always submerged in the noise signal of 
the whole system, and it is unable to accurately separate the fault characteristic frequency by frequency 
domain analysis. The traditional resonance demodulation method is widely accepted as a powerful tool 
in the fault diagnosis of rotating machinery. The method of wavelet decomposition combined with reso-
nance demodulation is described in this paper, which is used to extract the fault feature. The test data of 
the fault bearing is collected, and the feasibility of the method is verified.

2 THEORETICAL METHODS

2.1 Wavelet multi resolution analysis

Wavelet analysis is a time–frequency analysis method, 
in which the window size is fixed but the shape can be 
changed, namely time and frequency windows may 
change (Zhang, 2010). The spectrum of the fault 
signal is refined by multi-resolution analysis, which 
makes full use of the superior performance of time–
frequency localization, which makes the fault fea-
ture information more obvious. The low frequency 
part of the discrete signal is further decomposited 
by multi-resolution analysis, and the high frequency 
part is not considered. A three-layer wavelet decom-
position tree structure is shown in Figure 1.

2.2 Resonance demodulation technique

The collected signals are processed to obtain the 
fault characteristic frequency based on the principle 
that the impact force generated by the collision of 
the faulty parts cause the inherent vibration of the 

1 INTRODUCTION

In the technology of condition monitoring and 
fault diagnosis of mechanical equipment, the 
research on the theory and method of vibration 
signal processing is the basis of extracting fault 
feature and effectively developing fault diagnosis. 
However, in the running process of rolling bear-
ings, signal acquisition is inevitably interfered by 
a large number of non-monitoring site vibration, 
thereby resulting in effective information of sub-
merged bearings; this kind of phenomenon can 
be observed in the early stage of rolling bearing 
fault behavior (Su, 2012). Rolling bearing is one 
of the most widely used mechanical parts in all 
kinds of rotating machinery, and its running state 
often directly affects the performance of the whole 
machine (including precision, reliability, and life 
span). Rolling bearing is the wearing part; accord-
ing to statistics, 30% of the rotating machinery 
fault is caused by the rolling bearing; fault moni-
toring and diagnosis have been the subject of 
domestic and foreign technical fields (Wang, 2012). 
When the bearing undergoes local damage or 
defect, in the operation process, the damaged parts 
and other parts collide. This impact will produce 
attenuation impulse, and the impact force pulse 
frequency range is relatively wide, so as to stimu-
late the high frequency vibration of bearings. This 
natural vibration of high frequency is the carrier 
of the bearing vibration, and its amplitude should 
be modulated by the pulse excitation force caused 
by these defects, so that the ultimate bearing vibra-
tion waveform performance is the complex ampli-
tude modulation wave (Wang, 2011). Therefore, 
the fault characteristic signal can be obtained by 
using the resonance demodulation method.

Figure  1. Three-structured of the three-layer wavelet 
decomposition.
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system. The steps of the resonance demodulation 
technique of the signal are as follows: selecting a fre-
quency band pass filter which is equal to the natu-
ral frequency of the selected component. The initial 
vibration signal collected by the vibration sensor is 
processed by the band-pass filter, and the natural 
vibration frequency component is extracted as the 
research object. Next, we detect the high frequency 
signal through the envelope detector, to eliminate 
the high frequency attenuation vibration frequency 
components, which contains only the rolling bearing 
fault feature of the low-frequency envelope signal. 
Finally, the envelope signal is obtained by using the 
traditional Fourier spectrum analysis, the location 
of the rolling bearing fault can be determined by 
using the observation of the spectrum (Wang, 2011; 
Wang, 2001). The basic principle of the resonance 
demodulation technique is shown in Figure 2.

2.3 The tombination of wavelet analysis 
and resonance demodulation

The high frequency vibration signal is extracted by 
using a digital filter through the traditional reso-
nance demodulation method. Due to the fact that 
the signal collected by the actual sensor is flooded 
with a lot of noise, the result is not satisfactory. 
The method of wavelet decomposition and recon-
struction can replace the digital filter to extract 
high frequency signals to achieve better results. 
Wavelet multi-resolution analysis of the signal is 
decomposed into a number of frequency signals, 
through the requirements of the selection of a fre-
quency achieved by the work of filtering.

3 BEARING FAILURE FREQUENCY

The frequency of the rolling element passing the 
outer ring is given as follows:

f
z

f
d
D

COSo sff ff= −f ⎛
⎝
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
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1 α⎞⎞
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 (1)

The frequency of the rolling element passing the 
inner ring is given as follows:
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The frequency of the rolling element passing on 
the holder is given as follows:

f D
d

f d
D

COSb sff
d

ff= −ff ⎛
⎝
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠2

1
2

2
2α ⎞⎞  (3)

d is the diameter of the ball, D is the diam-
eter of the ball center’s rotary track, fs is the 
active shaft  rotation frequency, and α is the con-
tact angle.

4 BEARING FAULT EXPERIMENT

To conduct the single-stage gearbox vibration 
test, the driving gear Z1 is set at 36, driven gear 
Z2 is set at 28, and the meshing frequency is set at 
688 Hz, Bearing parameters are as follows: num-
ber of  rolling elements Z = 6, d = 10, D = 37, and 
α = 60°, and the active shaft rotation frequency 
fs is 19.11 Hz. The outer ring on the active shaft 
bearing was damaged, as shown in Fig.  4. The 
acceleration sensor is attached to the bearing 
seat.

Figure  2. The basic principle of  resonance  demo-
dulation.

Figure 3. Picture of the single-stage gearbox vibration 
test.

Figure  4. Picture showing the damage of the outer 
ring.
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Experimental procedure:

− acquisition of the vibration signal.
− the wavelet is used to decompose the collected 

signal, decompose the high frequency vibra-
tion component, and carry out the wavelet 
reconstruction.

− using the Hilbert transform to extract the signal 
envelope demodulation.

− spectral analysis of the obtained envelope signal 
to obtain the fault characteristic signal.

5 EXPERIMENTAL RESULTS AND 
ANALYSIS

Calculation result: the frequency of the rolling ele-
ment passing the outer ring fo is 49.5856 Hz, and 
the frequency of the rolling element passing the 
inner ring fi is 65.0811 Hz; the frequency of the 
rolling element passing on the holder fb is 34.7099 
Hz.

The Fourier transform of the signal is col-
lected by the frequency spectrum, as shown in 
Figure 5, from which the fault feature cannot be 
found directly. As can be seen from the chart, at 
a frequency of 688 Hz, there is an obvious peak, 
according to the experimental setup that is that the 
gear meshing frequency, the useful components 
required should be in the vicinity of the following 
two peaks. The useful signal should be in the sec-
ond layer of the high-frequency frequency band, 
after the three-layer wavelet decomposition.

The collected signal is decomposed by using 
the db4 wavelet, and the wavelet is extracted and 
reconstructed. The reconstructed signal is shown 
in Fig.  6, and the 2-layer high frequency d2 is 
extracted as the useful frequency component.

By carrying out the envelope of high-frequency 
signal by Hilbert transform, the envelope spectrum 
analysis can be a significant fault characteristic fre-
quency. As shown in Figure7, the fault character-
istic frequency is 48 Hz, which is almost equal to 
calculation 49.5856 Hz, which verifies the feasibil-
ity of the method in this paper.

Figure 5. Graph showing the spectrum curve.

Figure 6. Each layer reconstruction signal after wavelet 
decomposition.

Figure 7. Fault feature spectrum curve of wavelet anal-
ysis and resonance demodulation.

Figure  8. Fault feature spectrum curve of resonance 
demodulation without wavelet decomposition.

If  the signal does not carry out the wavelet 
decomposition, the direct use of the original sig-
nal is to carry on the back of the step; the signal 
obtained by the curve is shown in Fig. 8. This situ-
ation can provide accurate results, but the signal 
wave crest is smaller than the wavelet decomposi-
tion, which fail easily in a lot of interferences.

The different wavelet decomposition coefficients 
are chosen to carry out the following steps:
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Fig.  9  shows the results obtained from the 
reconstructed signal of the selected d3 coefficients. 
Fig. 10 shows the results obtained from the recon-
structed signal of the d1 coefficients. It can be seen 
that the choice of the frequency segment has a 
great influence on the correctness of the results of 
the resonance demodulation.

Figure 9. Fault feature spectrum curve obtained from 
the reconstructed signal of the selected frequency d3.

Figure 10. Fault feature spectrum curve obtained from 
the reconstructed signal of the selected frequency d1.

6 CONCLUSION

In this paper, the feasibility of the method is veri-
fied by the method of gear box experimental analy-
sis. However, the selection of the wavelet frequency 
segment mainly depends on experience and obser-
vation, which cannot be accurately obtained. This 
will lead to inaccurate results. The method needs to 
be improved to find the frequency segment of the 
transient impact.
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A study on the modeling of the slider-crank mechanism based 
on parameter identification
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ABSTRACT: In order to solve the problem of the interval in the slider–crank mechanism and improve 
its position accuracy, this article will establish a simplified model of the slider–crank mechanism based on 
its simple mechanism, and make full use of the sensor to measure the movement parameters of each com-
ponent of the slider–crank mechanism. And then, in this article, the system parameter of the slider–crank 
mechanism is identified via the parameter identification method, and finally the slider–crank mechanism 
with interval will be set up and analyzed through the simulation experiment. The comparison results show 
that the model building via the parameter identification possesses high accuracy and a simple modelling 
process. Meanwhile, this kind of modelling method can afford a new thinking for the modelling of the 
complex and non-linear electromechanical system.

mechanism and carry out a simulation analysis 
(Zhang, 2012). But all of these methods have a lot 
of disadvantages, such as the complex modeling 
process, heavy computation, involving many disci-
plines and so on. Meanwhile, it is difficult to set up 
their simulation model.

In this paper, the slider–crank mechanism is 
regarded as the research object, and the motion 
and connection relationship between its module 
component and other components are analyzed. At 
the same time, in this paper, the movement physical 
quantities of its each component will be measured 
by using the sensor and then analyze the measur-
ing curve according to the parameter identification 
method and identify the system parameters, and 
eventually establish a model of the slider–crank 
mechanism with clearance.

2 SIMPLIFIED MODELING AND 
IDENTIFICATION PRINCIPLE

2.1 Simplified model of the slider–crank 
mechanism

Figure 1 shows the experiment equipment of this 
article, in which the crank length of the experimental 
device L1 is 35.8 mm, quality m1 is 0.32 kg, the center 
of mass moment of inertia I1 = 1185.4 kg ⋅ mm2, 
the length of the hole center on both ends of the 
link L2 is 245.88 mm, quality m2 is 0.175 kg, the 
center of the mass moment of inertia relative to 
the link I2 is 4751.3 kg ⋅ mm2, slider quality m3 is 
0.895 kg, the difference semi-diameter of the hinge 
pin and shaft sleeve between the link and slide 

1 INTRODUCTION

The slider–crank mechanism is an evolution form 
of the hinged four-bar linkage and is commonly 
used in the transformation of the rotary motion of 
the crank to the reciprocating linear motion of the 
slider. It has been widely used in engineering prac-
tice because of its simple structure, ease of manu-
facturing, and reliable operation (LIU, 2008). But 
in the process of design, manufacture, installation, 
and employment, it has clearance between kin-
ematic pairs in the slider–crank mechanism (Bai, 
2011). Meanwhile, because of the external factors, 
the clearance will produce friction among each 
component and eventually lead to a decrease in the 
position accuracy of the slider–crank mechanism 
and its reliability. Therefore, to improve the posi-
tion accuracy of the slider–crank mechanism, it is 
necessary to study and solve the gap problem of 
the slider–crank mechanism. For now, the com-
mon method to solve this problem is to establish its 
mathematical model and then improve the position 
precision of the slider–crank mechanism through 
the relevant method of control theory, such as Ai 
Zhihao who used the matrix method to establish 
the dynamics equation of the slider–crank mech-
anism and its mathematical model is based on 
Lagrange equation and Hamilton principle (Ai, 
2008). Luo Jiman and Sun Zhili established the 
mathematical model of the slider–crank mecha-
nism from the perspective of kinematics based on 
the theory of reliability engineering and probability 
design of the mechanism (Luo, 2002). Zhang You 
took advantage of the Newton–Euler method to 
build the mathematical model of the slider–crank 
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block e is 0.5  mm, and the shaft pin radius R is 
4 mm.

The whole slider–crank mechanism was driven 
by using a servo motor. Therefore, the rotation 
of the servo motor stimulated the whole mecha-
nism. In order to further reveal the motion law of 
the mechanism under this stimulation, we have to 
accurately set up its mathematical model.

Figure 2 shows the diagram of the slider–crank 
mechanism with no clearance, and the crank angle 
is θ1, link angle is θ2; the length of the crank and 
link are L1 and L2 respectively; the slider displace-
ment is L3.

The closed vector loop equation of the slider–
crank mechanism with no clearance is given as 
follows:
� � �
L L L1 2LL 3LL=L2LL  (1)

The vector equation is decomposed on the axis 
X and Y as following:

L L1 1LL 2 2 3LLθ θL1 2 21 2 =2θL 2cL2LL os  (2)

L1 1LL 2 2 0i iθ1 2 2θ L θ1 2 i =2θL 2sL2LL in  (3)

Figure 3 shows the diagram of the slider–crank 
mechanism with clearance. The clearance in the 
location C represents the clearance between the 
link and slider. Moreover, the clearance of the loca-
tion C is the biggest in the experiment mechanism 
and has the greatest influence on the mechanism. 
While the location A and B also has clearance in the 
actual mechanism. If  considering these clearances, 
the model of the mechanism, which is established 
by using the method of mechanism modeling, is 
too complicated for practical applications. And so, 
the parameter identification method is beneficial 
to establish a more precise mechanism model.

Because of the clearance on locations A, B, and 
C, we assume that the clearances in those three 
locations are disassembled to the link and the 
crank respectively in the process of movement, so 
that the length of the link and the crank not only 
is a real-time change value but also a function of 
time. If  we can gain the law in which the length 
of the crank and link is changed with the time, we 
can receive the movement regulation of the slider 
through equation (2), and the laws we get must be 
consistent with the motion rule of the actual slide. 
Thus, this means that the accurate motion model 
of the mechanism has been built. This kind of 
modeling method has great significance for rapidly 
setting up a mathematic model of the mechanism 
and understanding its movement principle. More-
over, its modeling process is no longer as complex 
as the mechanism modeling, and it improves the 
efficiency and accuracy for the modeling of the 
complex electromechanical system.

From what we have mentioned above, we can 
know that the length of the crank L1 and the link 
L2 is the known quantity in the equations (2) and 
(3), so that the change rule of slider displacement 
L3 can be deduced. If  we regard L1 and L2 as vari-
ables and want to get their change rule, we have to 
rewrite the equations (2) and (3) to equations (4) 
and (5):

]θ θcos1 2sθθ cos 1

2
3

L11
L22

L33
⎡
⎣⎢
⎡⎡
⎣⎣

⎤
⎦⎥
⎤⎤
⎦⎦
=  (4)Figure 1. Picture of the experiment equipment.

Figure 2. Diagram of the slider–crank mechanism with 
no clearance.

Figure 3. Diagram of the slider–crank mechanism with 
clearance.
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[sin i ]θ θsin1 2nθθ sin 1
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Comprehensive equations (4) and (5) to equa-
tion (6):
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L11
L22

L33  (6)

2.2 The principle of parameter identification

Parameter identification is generally defined as that 
if  the input and output of the system is the only 
thing we know, we can get the important param-
eters of the system by solving the unknown param-
eters in the system, so that the original unknown 
parameters of system can become clearer. From its 
identification, we can know that we need the spe-
cific data of the input and output of the system 
in order to identifying a system. And then, we can 
be aware of the types of the model according to 
the known conditions and also need to understand 
the identification algorithm; Figure  4  shows the 
principle of identification.

Figure 4 shows that the input signal of the sys-
tem P is u(k), the output signal is y(k); v(k) is the 
disturbance signal, z(k) as the measuring error of 
the output signal of the actual system, P is the 
error, which is gained from a comparative study 
between the output of the identification model on 
the basis of the input and output of the actual sys-
tem and the measured output of the actual system; 
e(k) is the input of the identification method. The 
result is used to improve the model of the identifi-
cation system.

The method of the least squares identification 
is commonly used in the identification algorithm; 
the principle of the least squares identification is 
shown as follows:

For a general linear system, if  we set its vari-
able as y, x1, x2, …, xn, the parameters needed to 
be identified are listed as the θ1, θ2, …, θn, and the 

following equation is arrived at (Ding, 2011; Xiao, 
2002):

x xn nx+ +θ θ+x θn1 1xx 2 2xθθ .....  (7)

If  the variable y, x1, x2, …, xn is a function of 
time, each sampling time is a fixed equation:

y t x xn nx( )t ( ) ( )t ..... ( )t= + +.....θ θθ ( )t( )t +x )t θn1 1θθ xx 2 2xθθ  (8)

3 ESTABLISHMENT AND VALIDATION 
OF THE PARAMETER IDENTIFICATION 
MODEL

3.1 Analysis of the measured results

To accurately get the law of the length of the crank 
and link, which change with time, the related sen-
sor is particularly applied to measure the quan-
tity of the corresponding components, as shown 
in Figure 5, and the data acquisition is shown in 
Figure 6.

Figure 6 shows the platform of experimental data 
acquisition, three analog input modules are analog 
input signals, which is used to collect the output 
data of sensor for the crank angle, link angle, and 
slider displacement. Before collecting, the interval 
time needs to be set, when the parameters of the 

Figure 4. Schematic of the principle of the parameter 
identification.

Figure  5. Picture of the object of the experiment 
device.

Figure  6. Schematic of the RTW platform of data 
acquisition.
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module in each data point have been received. It is 
usually set as 0.005 s. Moreover, the voltage of the 
output analog signal has been set at 0.3V, the speed 
of the crank is 5 r/min; and acquisition time is 60 s. 
After successfully connecting the compile platform, 
the power of the experimental platform and sensor 
has been switched on. And then, the experiment 
was started. Finally, the experimental data were 
saved after the test.

The experimental data obtained from measure-
ment are the voltage signals of the sensor. There-
fore, it must be converted into the angle signal by 
using equation (9) and then fitted of the data by 
Originpro 8, as shown in Figures 7–9.

2θθ 25 025π ( .0(π 0π 0 . )625V  (9)

In this equation, θ2 is the angle of the link and V 
is the output voltage of the angle sensor.

3.2 Modeling parameter identification 
and verification

The sine and cosine value of the crank angle 
and link angle are calculated separately through 

measuring the crank angle, link angle, and the slider 
position. After that, the length of the crank and link 
can be worked out according to equation (8), and 
the identification results are shown in Figures 10 
and 11.

After obtaining the change rule of the length 
of the link and crank, it can be put into the ideal 

Figure 7. Graph showing the angle curve of the link.

Figure  8. Graph showing the position curve of the 
slider.

Figure 9. Graph showing the angle curve of the crank.

Figure 10. Graph showing the length curve of the crank 
after parameter identification.

Figure 11. Graph showing the length curve of the link 
after parameter identification.
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model. And then, this kind of law has been inte-
grated into the model calculation. However, before 
integrating, the initial speed of the servo motor 
should be set as 5 r/min, and the fixed step of the 
simulation should be 0.005  s. Moreover, the fre-
quency of the input model in the Workspace also 
should be 0.005  s. and the simulation time has 
been set as 60 s. Thus, the simulation has been con-
ducted after setting all the parameters. The simula-
tion platform is shown in Figure 12.

The simulation results should be conformed to 
the slider displacement in the experiment accord-
ing to the theory of parameter identification. Fig-
ure 13 shows the comparison results between the 
calculated results and the measured results of the 
slider displacement.

From Figure  13, we can know that the slider 
displacement, which is gained from the simulation 
model after joining the parameter identification, 
basically agrees with the change trend of the slider 
displacement in the actual measured graph. How-
ever, the error between the farthest position and 
the nearest position of the slider is big and even 
the mean square error arrives at 0.520067  mm, 

which belongs to a reasonable range. The main 
reasons of this phenomenon are: firstly the too 
slow rotation speed that makes the shaft sleeve 
slower and need more time while the shaft sleeve 
reversely passes through the gap between the shaft 
pin and the shaft sleeve; secondly, due to the long 
process of the direction, the farthest position and 
the nearest position have been in an unstable tran-
sient state, so that the data which are collected in 
the slider displacement are not so accurate; thirdly, 
even though the calculable details collected from 
the link was fitted in order to facilitate the calcula-
tion, the fitting data still have differences with the 
original data, which leads to the result of calcula-
tion inaccuracy; fourthly, the types of error will be 
accumulated and even overlaid in the calculation, 
so that there will be errors between final simulation 
results and the actual measurement result.

To sum up, the slider–crank mechanism model 
building by using the parameter identification has 
more advantages than that of by the method of 
the mechanism model. Although the mechanism 
modeling method can be used in the establish-
ment of the model on the basis of the laws and 
theories of the corresponding subjects, these also 
have some shortcomings, such as the process of the 
mechanism modeling is more complicated and the 
larger amount of calculation by comparing Fig-
ure 2 with Figure 14 (Shen, 2015) and the building 
simulation model is more complex by comparing 
Figure 12 with Figure 15 (Shen, 2015). This mod-
eling method is not applicable for the complex 
system and not convenient for the computational 
simulation, and so the application of this method 
is limited. However, the method of the parameter 
identification all depends on the input and output 
of the system. Thus, the speed of the establishing 
model is quick and the modeling process is sim-
pler, as shown in Figures 2 and 12. If  we just know 
the simplified model of the mechanism in advance, 
we can carry on the parameter identification for 
the system, and get rid of the excessive consump-
tion of the computational expense and time for 
the complex modeling. This method not only pro-
vides a new idea for the mathematical model of the 
complex electromechanical system, especially the 
mathematical model system with strong non-linear 
behavior, but also can be used more widely.

4 CONCLUSIONS

Through the analysis of  the connection condition 
between the components status and the move-
ment principle of  the slider–crank mechanism, the 
clearance position in the slider–crank mechanism 
has been determined. Meanwhile, the simplified 
model of  the system has been established. Moreo-

Figure 12. Schematic of the simulation platform of the 
model after identifying the parameters.

Figure  13. Graph showing the simulation results and 
measured results of the slider displacement.

ICCAE16_Vol 01.indb   773 3/27/2017   10:42:27 AM



774

ver, in this paper, the sensor is used to introduce 
the measurement of  the corresponding physi-
cal quantities and obtain its characteristic curve, 
analyze the characteristic curve of  the system by 
using the method of  the parameter identification, 
so that the model of  the slider–crank mechanism 
is established and the simulation experiment 
is carried out. This study shows that the results 
obtained by using the model, which is built by 
using the parameter identification method, is 
different from the results gained in the actual 
measurement. It has errors while the error is in a 
reasonable range. When compared with the mech-
anism modeling method, this modeling method is 
simpler and easier to realize industrialization and 
has certain engineering application value, thereby 
providing a new thought for the modeling of  the 
complicated and non-linear mechanical and elec-
trical system.
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ABSTRACT: The glint problem existing in amplitude comparison of the mono-pulse radar leads to 
angle-measuring errors. However, the radiometer detects the target only by using the radiation energy, 
which is not affected by such a problem. In this paper, the design principle of the sum–difference patterns 
of the three-channel millimeter wave radiometer on the W-band, and the angle measurement technique of 
the radiometer are mainly discussed. By carrying out the experiment of detecting airborne metal targets, the 
radiometer recognizes the target radiation and pinpoints it. The center of the target is identified from the 
sum channel signal, and the pitch and azimuth angle are measured by comparing the signals of two differ-
ence channels to that of the sum channel.

2 THE PRINCIPLE OF SUM–DIFFERENCE 
PATTERNS MILLIMETRE WAVE 
RADIOMETER

2.1 The design principle of the millimetre 
wave radiometer

The radiometer receives the radiation energy of the 
natural material (Sato, 2008). The detection system 
of the millimeter wave receives the millimeter wave 
thermal radiation energy of the electromagnetic 
spectrum object emitted by the radiometer of high 
sensitivity. And then, target recognition can be 
realized by the energy difference of the target and 
background (Li, 2009). In this paper, we design an 
AC all-power radiometer of sum–difference pat-
terns at 3 mm.

The all-power radiometer can be divided into 
two major categories of DC coupling and the 
AC radiometer according to the structure charac-
teristics. The DC coupling radiometer makes the 
DC level after detection as the signal of identify 
target directly. The AC radiometer makes the DC 
level through a blocking capacitor, what is used 
to determine the target is the exchange coupling 
signal. An alternating current radiometer is more 

1 INTRODUCTION

One of the most widely used mono-pulse directional 
method is amplitude sum–difference patterns (Sher-
man, 1984). The biplane mono-pulse radar of the 
amplitude sum–difference patterns tracks the target 
effectively by using the three channel receiver’s in a 
unique manner with high angle measuring accuracy 
and strong anti-interference performance (Zhou, 
2014). But in the near field, the glint problem affects 
the angle measurement accuracy, which cannot be 
overcome for the tracking radar (Liu, 2013; Ma, 
2009). The fast median filtering algorithm of the 
small window can make some suppression in the 
glint problem (Guo, 1996; Dunlop, 1981). In this 
paper, the use of the millimeter wave radiometer 
to measure the angle can completely compensate 
the glint problem in the near field. In this paper, 
the design and identification principle of the sum–
difference patterns of the three-channel millimeter 
wave radiometer are introduced, and verifies it by 
carrying out an experiment of detecting airborne 
metal targets. Finally by carrying out digital signal 
processing to the received signal, we can identify the 
center of the target and get the pitch and azimuth 
angle of the target.
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likely to achieve as eliminating the calibration of 
the DC level when compared with direct current 
radiometer. The body of the sum–difference pat-
tern radiometer is a three-channel radiometer, 
which is implemented by the antenna and the 
sum–difference network of the wave-guide. The 
schematic diagram of the AC all-power radiometer 
of sum–difference patterns is shown in Figure 1.

The AC radiometer of sum–difference patterns 
connects three radiometers by magic T, shares a 
local oscillator through the power splitters. The 
received electromagnetic wave of four antennas 
enters into the magic T. After sum–difference 
conversion, sum and differential signals can be 
obtained and then be put into three radiometers, 
respectively. In the radiometer of a single channel, 
the mixer converts the RF signal down to the IF 
signal. And then, by amplification and detection, 
the AC component can be extracted through the 
blocking capacitor, which is the required signal 
processing analysis.

The output voltage after low amplification of a 
single channel radiometer is given by the following 
equation:

U C Gk Td dU C aTTΔC GkBdC  (1)

where Cd is the detector sensitivity, G is the total 
gain, k is the Boltzmann constant, B is the band-
width, and ΔTa is the apparent temperature of the 
target and background temperature difference in 
the antenna. What we monitor and process is just 
the output voltage of the radiometer.

The antenna beams, respectively, scan the target 
and background back and forth. And then, the sum 
channel radiometer outputs the energy changes of 
four beams and the difference channel radiometers 
respectively output the energy changes in the pitch 
and azimuth plane. The recognition method of the 
sum channel of the sum–difference radiometer is 
the same as the ordinary radiometer. But it is dif-
ferent from the conical scan radiometer, which is 

pinpoint target by the conical scanning. The sum–
difference radiometer obtains the orientation of 
the target in a plane through two differential ener-
gies of the beam.

2.2 The principle of identification

The radiation energy of metal objects detected by 
using the millimeter wave detection system mainly 
comes from the environmental radiation energy 
reflected by the metal. The reflectivity (Kim, 2013) 
and the environmental radiation energy are related 
to the detection angle, and so the metal objects 
radiation energy is a function of the angle.

The objects emissivity ε is in a linear relation-
ship with the reflectivity Γ and transmittance τ.

ε τ+ + =Γ 1  (2)

Because the transmittance of most objects is 
small, it can be approximately regarded as zero, 
and then

ε + =Γ 1  (3)

As shown in Fig.  2, assuming that the four 
antenna beams respectively are 1, 2, 3, and 4, the 
square represents the metal objects, the sky tem-
perature is 50  k, and the ground temperature is 
300 k (room temperature is 23°). The metal target 
can be seen as a non-emitter. And so, in the analy-
sis, we can approximately think that the emissivity 
is εT ≈ 0, and the reflectivity is ρT ≈ 1.

When surface-to-air metal target identification 
occurs, assuming air without a cloud, when to 
detect a target, the temperature near the antenna 
is given by the following equation:

T T T TBTTT T T T gTT T gTT+ ⋅Tε ρTT TTT + T ρ  (4)

Not to detect a target, the temperature near the 
antenna is given by the following equation:

T TBsTT sTT  (5)

The temperature contrast of the metal target 
and sky is given by the following equation:

ΔT T TT sT TT T gTT−T  (6)

Figure 1. The schematic diagram of the AC all-power 
radiometer of sum–difference patterns.

Figure  2. Schematic of the process diagram of the 
antenna scanning the target.
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Figure 2 is the process diagram of the antenna 
scanning the target. The sum channel energy is
Σ = +1 2+ 3 4+ ,  azimuth difference energy is
Δa = −( ) ( ),+ +  and pitch difference energy 
is Δ p = −( ) ( ).+ +  When compared to the 
metal, the sky is cold. Hence, in the process of 
the antenna close to or far away from the goal, 
Σ is from low to high and high to low, the target 
center can be obtained from its peak. Δa is obtained 
from the negative energy gradually to the positive 
energy. Δp is always negative energy, but the size is 
changing. Therefore, azimuth and pitch angle can 
be obtained respectively by using the sum–differ-
ence amplitude radio.

The energy change presented on the AC radi-
ometer is a differential process, and so the result is 
a positive or negative pulse, as shown in Figure 3.

3 RADIATION SIGNAL MEASUREMENT 
AND ANALYSIS

The experiment with radiometer and metal plane 
mode is carried out to verify the identification abil-
ity of the sum–difference patterns millimeter wave 
radiometer. As shown in Figure 4.

First, by hanging the metal plane model in the 
air, the radiometer detects the target after aiming 
at the plane. Due to the antenna followed by magic 
T, the received sum and difference energy inputs 
into three receiver channels, respectively. After the 
frequency conversion and amplification, the signal 
waveform can be monitored by using an oscillo-
scope. The radiometer detects the energy differ-
ence between the metal plane and the sky. We can 
monitor the signal waveform of three channels by 
using an oscilloscope, which is shown in Figure 5. 
Figure 5(a) is the sum channel signal, (b) is the azi-
muth difference channel signal, and (c) is the pitch 
difference channel signal.

We can see from Fig. 5 that, once the radio meter 
detects the metal plane, it will output a signal. And 
the output voltages of three channels are differ-
ent. The peak value of the sum channel signal is 
V V∑VV 2 4. ,V  the peak value of the azimuth channel 
signal is V mVaVV 500 ,  and the peak value of the 
pitch channel signal is V mVpVV 700 .  Therefore, 

Figure  3. The differential effect scheme of energy 
change.

Figure 4. Picture of the experimental scheme.

Figure  5. Radiometer of the sum–difference patterns 
signal waveform.
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the amplitude of the sum channel signal is greater 
than the difference, and the amplitude difference 
between two signals reflect the angle target devia-
tion from the center of the antenna. To measure the 
angle, we make the peak time of the AC energy as 
a reference point. According to the principle of the 
sum–difference radiometer angle measurement, 
the target angle can be calculated and determined.

After the target radiation signal required, we 
perform digital signal processing, thereby choosing 
DSP F2812 (Han, 2009) chip as the core chip. The 
total signal processing board is composed of DSP 
F2812 and its peripheral circuit. First, signal sam-
pling is carried out by the AD module of 2812 to 
transform the analog signal to the digital signal. In 
the AD sampling, the choice of the sampling rate 
is a key problem.

The calculated equation of the sampling rate is 
given as follows:

f
M

sff
TPS

= ( )DIV ( )HISPCL
( )T ×

30 ) ÷ (HISPCLK ×HISPCLK
PR + 2

 (7)

where, DIV is the setting of the PLLCR register 
to change the PLL double-frequency coefficients 
of the CPU. HISPCP is the setting of the SysCtrl-
Regs register to change the prescaler standard of 
the high speed clock. T1PR is the setting of the 
EvaRegs register to change the value of the cycle 
register T1PR. TPS is the setting of the T1CON 
register to change the clock frequency of the timer. 
The T1PR is often changed to alter the AD sam-
pling frequency as it is simple and easy. And the 
sampling frequency is set according to the input 
analog signal frequency.

After AD sampling, the digital value corre-
sponds to the analog voltage and it can be calcu-
lated as follows:

digital = −4095 3*(anolog ADCLO) /  (8)

For once experimental signals, the sampling 
results of sum, azimuth, and pitch channel are 
respectively displayed on CCS and are shown 
in Fig.  6(a)–(c). Also, the sum channel signal is 
greater, while the two difference signals is smaller 
and have some difference. We can see from 
Figure 5 that there is some noise in the signal.

After digital sampling, signal processing can be 
performed on the digital signal. First, for the sum 
channel signal, we find the first signal by the ris-
ing edge. And then, we continuously compared the 
signal value to find the maximum value until the 
fall edge. The fall edge is determined by the con-
secutive declining three signal values. Finally, if  the 
maximum value reaches or exceeds the threshold 
value, the peak value can be required. Also, we can 

output a pulse signal in each peak position, and 
then the corresponding recognition signal is gener-
ated, as shown in Figure 7. We know that, when 
the antenna aims at the center of the target, the 
received energy is the maximum. Therefore, the 
target center can be determined by the maximum 
energy of the sum channel.

And then, we need to determine the deviation 
angle of  the antenna. We can get the peak value 
of  two difference channels the same as the sum 
channel. And then, the sum channel signal as a 
reference signal, respectively contrasted with the 
signal amplitudes of  two difference channels, we 
can obtain the amplitude ratio. And then, azimuth 
and pitch angle can be calculated according to the 
corresponding relationship between the ampli-
tude ratio and angle. The angle measuring result 
is shown in Figure  8. The azimuth angle a  =  5° 

Figure 6. Sum–difference channels’ sampling signal.
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and the pitch angle p = 9°. Figure 6 shows that the 
peak value of  the azimuth channel is a little less 
than the pitch channel, and so the azimuth angle 
deviation is less than the pitch angle in the result.

4 CONCLUSION

The millimeter wave radiometer of sum–difference 
patterns eliminate the influence of the mono-pulse 

Figure 7. The recognition signal in the sum channel.

Figure 8. Angle measuring results.

glint problem and improve the angle measuring pre-
cision. The experiment of the radiometer detecting 
the air metal target verified the directional ability 
of the system.
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ABSTRACT: Tension control is the key methodology for the lamination process of lithium batteries. 
However, the isolation film is easily broken when the tension is too great, and when the tension is too small 
it is prone to wrinkle retraction resulting in an irregular phenomenon. The paper describes the establish-
ment of a model according to the structural characteristics of the lithium battery lamination machine, and 
the building of an experimental platform. The control strategy was designed by using active unwinding 
methodology, combined with the classic PID control method for experimental verification. The motion 
of the platform was used as the main axis, and the motor of the storage material axis and the other servo 
motors were used as the slaver axis. Compared with the existing passive unwinding methods, this novel 
active continuous unwinding and master-slave synchronization method realizes high speed continuous 
unwinding, and keeps the tension stability in the process of intermittent reciprocating lamination.

matrix to derive the special coupling matrices by a 
linear state error feedback controller. Another study 
(Ding, 2011) proposed two horizontal master-slave 
synchronization platforms based on time delay feed-
back control, and in yet another study (Salarieh, 
2009), the master slave synchronization technique 
was extended to the multiple synchronization prob-
lems, and the algorithm was designed by a feedback 
control strategy. Later studies (Yang, 2015) estab-
lished the thrust equation of the linear motor. Other 
researchers (Albert, 2007) established the dynamic 
mathematical model of the traditional AC synchro-
nous servomotor and linear motor dynamic math-
ematical model, and found that the linear motor has 
better positioning accuracy of the profile than a ball 
screw. The rationality of trajectory planning directly 
affects the vibration of the whole system. Studies 
(Liang, 2014; Li, 2009) have optimized the trajectory 
of the linear motor. The main function of the feed-
forward control is to predict the development trend 
of the signal, and the master axis is often ahead 
of the slave axis in the master-slave synchronous 
motion because of the time lag. In the high-speed 
motion of the linear motor, it is called the tracking 
error. A study (Chen, 2007) introduced the feed-
forward gains of speed and acceleration, which 

1 INTRODUCTION

Tension control methods are applied to various fields 
of industry, and over the years many advanced con-
trol algorithms have been proposed. The first such 
one to appear in the literature (Lee, 2012) proposed 
an advanced taper tension control method. This 
established the mathematical model of stress changes 
that the material belt section went through in the 
transmission process, and designed a pair of rollers 
to control strip force in the process of transmission 
by adjusting the single stick angle: the system of ten-
sion was controlled by a passive tension swing rod on 
the winding production line to enhance performance. 
Later studies (Chen, 2004) proposed an algorithm of 
tension control for the web feed machine based on 
the sliding mode control, and a further study (Park, 
2014) used different fuzzy adaptive gain control 
methods to control the winding tension.

Synchronization motion control commonly used 
in master-slave synchronization technology for 
the design and study of chaotic systems can also 
be successfully applied. The literature (Wua, 2006) 
proposed two non-autonomous horizontal plat-
form systems of master-slave synchronization con-
trol, by proving the criteria of a general coupling 
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can forcefully enhance the tracking ability of the 
repetitive controller and improve on the errors of the 
system. The feedforward control rate is introduced 
into the industrial system to improve the overall per-
formance of the system (Kang, 2010; Zheng, 2016).

This paper studies the tension control method of 
the lithium battery lamination machine, in which 
there is a continuous active unwinding and an inter-
mittent reciprocating motion of the laminated plat-
form. Subsequent chapters are arranged as follows: 
second section analyzes the lamination machine 
structure characteristics, and establishes the kin-
ematics model of the whole system. The third section 
focuses on the design and study of the control strat-
egy, using the traditional PID control algorithm to 
achieve the variable speed unwinding. The fourth sec-
tion describes the experimental platform for verifying 
the accuracy of control strategy and the mathematics 
model. The research results from this study have been 
applied in practice for production equipment.

2 SYSTEM MATHEMATICAL MODEL

Figure 1 shows the laminate machine experimental 
platform working principle diagram for this study. It 
mainly comprises the unwinding roller, the tension 
roller and its storage shaft, the laminate platform and 
its lifting part, and the pressure knife and an isolating 
membrane. The main goal of the research is to con-
trol the tension of the isolation membrane so that it is 
stable when the laminate platform is working at high 
speed. This section of the paper mainly analyzes the 
structural characteristics of the lamination machine 
and establishes its kinematics mathematical model 
as well as part of the dynamic mathematical model. 
Software is used to simulate the system’s motion.

2.1 Unwinding mathematical model

Changes in the unwinding diameter need to be 
analyzed because the changes occur in real time in 
the process of unwinding. The unwinding diam-
eter and isolation membrane motion diagram is 
shown in Figure  2, while the flattened isolation 
membrane is shown in Figure 3.

The total length of the initial isolation mem-
brane can be calculated according to the diameter 
of the coil and the thickness of the isolation film:

L ( [(D/2) (D /2) ]) m0
2

0
2π( −  (1)

The relationship between the volume and the 
linear velocity of the film:

D ( )t ( )2 ( )v 2)v tv / (+ (π  (2)

Under the premise of ensuring uniform speed, 
the relationship between the volume change of the 
roll rate and the roll rate is further deduced:

n v D

v

⋅v

= v ( ) ( )⎛
⎝

⎞
⎠
⎞⎞

60

60 + (
1

1 (⎝ ) (+ ( 2

/

/ /( )⎛2 ( )⎝

π

( )v(( )t)t)v t)t  (3)

2.2 The mathematical model of tension swing rod

The tension swing rod is mainly used to control the 
tension of the whole system at a constant tension 
with the help of PID adjustments and the initial 
unwinding diameter calculation. The force dia-
gram is shown in Figure 4.

Figure  1. Working principle of the experiment plat-
form.

Figure  2. Roll dimension and membrane motion dia-
gram.

Figure 3. Isolation film flattening size diagram.
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The tension swing is driven by a rotary motor, 
O, as a rotation center, and f  the isolation mem-
brane tension. In order to ensure the isolation 
membrane tension is constant, it is necessary to 
apply a driving force in the rotary motor, which is 
mainly affected by the isolation membrane tension 
and tension pendulum inertia effect, for the estab-
lishment of the dynamic mathematical model. Ten-
sion swing rod total moment of inertia is:

J mm ( )xx
+ ( ) ( )

1 ( +x 2

1 ( 2 ( 2
1)RR 2 2

2 0 5 mm ( )R R−R + m (1 (R 2 (
/

[ .0 ])x Rx R+x 2  (4)

where m1 is the tension swing rod quality and m2 
is the roll quality on the tension swing rod. In the 
constant tension control system, the driving force 
of the motor is balanced with the tension of the 
isolation membrane. The driving torque required 
by the tension swing drive motor is calculated as:

T F J= F ( )xx .0+)R 51RR 2β  (5)

where β is the angular acceleration of the current 
moment of tension swing rod; in the practical 
application it is possible to get feedback from the 
servo system. From the above formula, in the ideal 
case, the tension swing angular acceleration is 0, 
and the motor drive force is only related to the ten-
sion of the isolated film.

2.3 Mathematical model of laminated platform 
and mathematical model of linear motor

According to a recent study (Liang, 2014) the 
dynamic state space equation of linear motor can 
be expressed as:
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 (6)

where idl and iql indicate the armature currents, and 
vdl and vql are the armature voltages for d-axis and 
q-axis, respectively. Similarly, Ldl and Lql represent 
the armature inductance of each axis respectively. 
λl, τl, M, B represent maximum magnetic flux of 
PM, poles pitch of linear motor, mass of arma-
ture, and friction coefficient, respectively. Distur-
bance loading discussed here includes friction and 
propulsion ripple, in which for simplicity the rip-
ple propulsion can be considered as a periodic sine 
wave.

There are some large impacts in the system 
when the laminated platform is in high speed recip-
rocating motion. In order to avoid the impacts and 
vibrations this study used a dissymmetrical S curve 
to plan a trajectory and added a dynamic model 
of the linear motor to simulate the system. The 
motor simulation curve is shown in Figure 5 and 
the tracking error curve in Figure 6.

2.4 Mathematical modeling of the storage shaft

The kinematic mathematical modeling of the stor-
age shaft is mainly on the isolation membrane 
length change. The mathematical relationship of 
isolation membrane length change includes all three 
parts of the movement: the lamination platform, 
the pressure knife, and the unwinding shaft. The 
simulation trajectory of the linear motor combined 

Figure 4. Force diagram of tension swing rod.

Figure 5. Running track of the lamination platform.

Figure 6. Simulation tracking error curve.
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Figure 7. Running track of the storage shaft.

Figure 8. Simulation tracking error curve.

Figure 9. Lamination machine control strategy.

Figure 10. Diagram of feed forward control of the linear motor.

with the linear motor model is shown in Figure 7 
and the tracking error curve in Figure 8.

3 CONTROL STRATEGY

Master-slave synchronization is defined as setting 
one as the master axis and the other as the slave 
axis in a multi axis control system; the velocity of 
the master axis changes the slave velocity. The stor-
age shaft position is calculated according to the 
lamination platform and pressure knife position in 
this study, so the movement of laminated platform 
is set as the spindle.

Combined with the mathematical model estab-
lished in the previous section, the control strategy 
diagram of master-slave synchronization is shown 
in Figure 9. The motion of the platform is used as 
the master axis, and the movement of the storage 
master is calculated according to the position of 
the master.

It is found that the increase of the current loop 
gain can improve the tracking performance of the 
linear motor. So we put feed forward on the cur-
rent loop. A diagram of the feed forward control 
of the linear motor is shown in Figure 10.
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4 EXPERIMENT

The experimental platform is shown in Figure 11. 
The tension swing rod provides constant torque 
control, and so with the passive state of change of 
angular displacement it will move when the tension 
fluctuates. So the displacement of the tension swing 
rod reacts to the stability of tension fluctuations.

The actual curve of the displacement of the ten-
sion swing rod is shown in Figure 12. The tension 
swing angle range is only 0.15 degrees, which can 
be determined by the system tension being almost 
at a constant state throughout the whole process.

In the transmission process of the isolation 
membrane, the line velocity of the isolation mem-
brane at a constant is based on the premise that 
tension must be stable. In the unwinding veloc-
ity curve is shown in Figure  13, the unwinding 
suddenly accelerates at the beginning followed 
by small-scale fluctuations. The fluctuations are 
impacted by PID rules, which dictate that the 
unwinding velocity is basically uniform.

The experiment of the overlapping separation 
membrane was carried out in the experimental 
platform with a set cycle time of 0.55 S, The effect 
of overlapping in the microscope observation 
chart is shown in Figure 14.

Figure 11. Experimental platform.

Figure 12. Displacement wave curve of tension swing 
rod.

Figure 13. Velocity curve of the unwinding.

Figure 14. Effect of overlapping isolation membrane.

According to the observed data used to calculate 
other indices, the positive and negative deviation 
and process capability index is a very important 
indicators. For computing these data, some impor-
tant parameters are summarized in Table  1. In 
the production process of lithium batteries, it is 
required that the isolation membrane CPK > 1.3, 
so as this study’s CPK  =  2.936 the performance 
requirements is met.

5 CONCLUSION

This paper describes the model of the kinematics 
and dynamics of active continuous unwinding 

Table 1. Regularity data table of isolation membrane.

Itemz
Left OH
Max (um)

Right OH
Max (um)

Alignment
metric

Spec 1.25 1.25  0
USL 1.75 1.75  0.25
LSL 0.75 0.75 −0.25
Max 0.95 1.74  0.09
Min 0.79 1.60 −0.02
Mean 0.85 1.67  0.02
Range 0.17 0.14  0.11
Sigma 0.043 0.035  0.026
CP 3.876 4.762  3.252
CPK 0.800 0.761  2.936
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and laminated platform intermittent reciprocating 
motion. It also explains the master-slave synchroni-
zation control method of a platform for experiment 
and analysis, with a lamination cycle of 0.55  S. 
The experiment has achieved very good results.
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Design and kinematics analysis of a novel liquid-brewing steamer 
feeding robot

Jiashuang Zhang, Bin Li, Tongchen Zhang & Xinhua Zhao
Tianjin Key Laboratory for Advanced Mechatronic System Design and Intelligent Control, 
Tianjin University of Technology, Tianjin, China

ABSTRACT: In this paper, a novel steamer feeding robot is designed and studied. When compared to 
the currently used steamer feeding robot, the feeding process of the proposed robot is continuous, and 
this way will greatly improve the efficiency and quality of the feeding process. Firstly, the mechanical 
structure and kinematics of the novel steamer feeding robot are introduced and analyzed. And then, the 
control system of the robot is introduced. Finally, experiment evidences are given to prove the efficiently 
of brewing by using this robot.

(Qian, 2013). The current brewing industry gener-
ally uses the traditional artificial steamer, through 
which the workers spread the materials layer by 
layer. And so, the operator labor intensity and the 
liquor stability is poor. The feeding link of most 
winery is still manually operated at present. Heavy 
manual labor is the characteristic of this process. 
Changing the traditional way of feeding to upgrade 
the liquor industry is imminent. And after years of 
research, we developed some feeding robots that 
can be practically applied. These kinds of robots 
use the existing joint type robot as the main opera-
tional body, and installed the feeding mechanism at 
the end of the manipulator. We complete the feed-
ing operation by controlling the robot’s anthropo-
morphic operation. But this kind of robot in the 
operation process is the interrupted type of carry-
ing on the material and then spreading. If steam is 
released during this period, robots will not be able 
to feed in time, and this will greatly reduce the liq-
uor out rate. In addition, due to the limited opera-
tion of the robot body, it is difficult for the part of 
the wine barrel edge to achieve uniform material. 
“Babel gap” will appear (Wang, 1992; Qian, 2013; 
Serdar, 2014; Liu, 2009).

This article is aimed at the feature of the feed-
ing operation with “light, loose, uniform, thin, 
accurate, and flat”; and design an intelligent feed-
ing robot combined with infrared vision technol-
ogy and PLC control technology. In this paper, 
its mechanical structure and kinematics are intro-
duced and analyzed firstly. And then, the introduc-
tion of its control system is carried out too. Finally, 
the actual test of liquor-brewing with this robot is 
taken to prove the possibility of brewing.

1 INTRODUCTION

Currently, robotics is one of the world’s most pop-
ular fields of the study; many mature robot prod-
ucts have been widely applied in many aspects such 
as space flight, aviation, busywork in sea and land, 
underground exploitation, manufacturing, computer-
aided medical instrument, biological engineer-
ing and micromechatronics system, and so on. 
More and more experts and producers have been 
concerned about the robotics studies and appli-
cations. On one hand, the studies on the robotics 
have become systematic and deep, in terms of the 
robot theory, the design, kinematics, dynamitic, 
workspace, dimensional synthesis, etc., are the hot 
points of robotics studies. On the other hand, the 
applications of robotics have extended into more 
extensive domains, such as the Chinese traditional 
labor-intensive industry (Gu, 2006).

Liquor-making is a traditional labor-intensive 
industry in China. The whole process of liquor-
making is mainly composed of cereals fermentation, 
feeding, steam distillation, filling, packaging, and 
transportation. Among these links in the produc-
tion chain, the feeding operation is a very important 
link in the process of liquor-brewing. Its operation 
quality will directly determine the liquor yield and 
liquor quality. During the brewing process, we must 
spread the brewing raw materials as a uniform and 
loose layer in the wine barrel to ensure that brew-
ing raw materials do not “run steam” and “pressure 
steam” in the process of distillation. Because of the 
high viscosity of brewing raw materials and because 
the barrel is large, round, and small, it is difficult to 
obtain the charging equipment with the operation 
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2 MECHANICAL DESIGN AND 
DESCRIPTIONS

As we know, the robot must keep moving to the 
designated position in the circular wine barrel 
when feeding. And so, it is necessary to ensure that 
the robot can rotate around the “Z” axis, with the 
accuracy and stability of motion at the same time. 
The rotation of the mechanical arm is realized by 
installing the servo motor to control the gear rota-
tion; the arm needs to rise for a distance for the next 
round of feeding after finishing a layer of material, 
and so in order to ensure that the feeding mecha-
nism and the material layer are not in contact with 
each other, we must provide a vertical direction for 
the robot’s translational degrees of freedom. And 
so, we use the servo motor to drive the rotation of 
the column and the ball–screw mechanism to real-
ize the rise of the mechanical arm, and thinking of 
the global stability, we have designed four columns; 
one of them installed for the screw is for rising, and 
another is for support.

In the way of spreading, the feeding robot has 
been applied actually and is commonly used the 
hopper. When the material in the hopper is used 
up, the robot moves to the material to supple-
ment, and then continues to feed. In the process 
of the supplement, the robot cannot give a rem-
edy to the “leakage” phenomenon in the barrel. 
Therefore, in this paper, the robot manipulator is 
specially designed. Each of them is hollow inside 
and provided with a feed screw. It drives the con-
tinuous movement of the feeding screws to real-
ize the transfer of the material in the mechanical 
arm through the auger motor. At the same time, 
the two mechanical arms are connected. The raw 
material can be passed through the two mechanical 
arms without leakage. There is a feed inlet that is 
directly connected with the feeding conveyor belt 
installed at the robot’s forearm to ensure the conti-
nuity of feeding.

The feed operation needs to be “light, loose, 
uniform, thin, accurate, and flat”. But the material 
out of the rear arm flows fast and spreads non-
uniformly. And so, we design a spreader by using 
the leaf structure to make the material enter the 
barrel lightly, loosely, and uniformly. And it 
ensures the quality of the feeding process.

According to the above-mentioned structure 
requirements, the robot is built and assembled by 
Solidworks. Add the motor and other parts into 
the assembly; and we can get the three-dimensional 
model of the feeding robot, as shown in Figure 1. 
It is composed of a chassis, four upright posts, 
two mechanical arms three servo motors that con-
trol chassis and mechanical arm rotation and two 
auger motors that control feed screws rotate. The 
chassis not only plays the role of supporting the 

whole robot, but also can be driven by the servo 
motor 1 to achieve the rotation on the horizon-
tal plane; the mechanical arm 1 is connected with 
the chassis through the upright post, it controls 
the mechanical arm to achieve the vertical up and 
down movement driven by using servo motor 2, 
the two mechanical arms are connected through a 
gear mesh, the mechanical arm 2 rotary is driven 
by using servo motor 3.

3 INVERSE AND FORWARD POSITION 
ANALYSES

3.1 Establishment of the direction matrix

When we are studying the feed movement of the 
robot, upward movement is not a decisive factor. 
And so, we ignore the upward mobility, and focus 
on the rotary motion of the spreader. And then, 
simplify the structure of the robot and we obtained 
the structure diagram, as shown in Figure 2.

It consists of a base S and two arms (PR and 
RS). Among these, the base and mechanical 
arm and the two mechanical arms are connected 
through a rotating pair (S and R), and the two axes 
of rotation are parallel to each other, respectively, 
thereby establishing the coordinate system with the 
base consolidation (x0, y0, z0) and the end of arms 
(x1, y1, z1), (x2, y2, z2). The clockwise joint angle is 
negative, and the counter clockwise angle is posi-
tive, as shown in Figure 2. And it is expressed with 
D–H table in Table 1.

3.2 Analysis of positive kinematics

Assume that the Z axis is perpendicular to the 
direction of the paper. And according to Table 1, 

Figure  1. Schematic of the steamer feeding robot 
system.
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we obtain the homogeneous rotation transforma-
tion matrix from the coordinate system (x0, y0, z0) 
to (x2, y2, z2) as given in Equation (1).
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By dot multiplying the position vector 
( ( , , , ))p l( 2ll 0 0,, 1  and Eq. (1), we can obtain the posi-
tion vector of the end of the connecting rod (P) in 
the base coordinate system (x0, y0, z0) as follows:
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And it can be rewritten as follows:
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3.3 Analysis of inverse position

After establishing the kinematic equations men-
tioned above, if  the end position of the manipula-
tor is known, we can obtain the joint angle of the 
robot arm (θ1 and θ2) by using the kinematic equa-
tions. This is the inverse kinematics of the manipu-
lator. Inverse kinematics can be used to control the 
joint angle and the end position of the robot arm. 
For this feeding robot, its inverse kinematics is the 
process of known xp, yp for θ1,θ2.

Firstly, based on Equations (3) and (4), and per-
forming the proper expansion and simplification 
yields the following equation:
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Substituting Equation (6) in Equation (3) yields 
the following equation:
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According to Equation (8), we can obtain θ1 
which is as follows:
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In the same way as solving θ1, Equation (10) and 
(11) are obtained, and at last completed the calcu-
lation of θ2 as Equation (12).
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Fgure 2. Schematic of the structure.

Table 1. D-H parameters of the robot.

Connecting rot α A D θ

1 0 l1 0 θ1

2 0 l2 0 θ2
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4 ANALYSIS OF THE WORKSPACE

The feed operation requires the robot to reach 
any point within the barrel. But according to the 
results of the positive and inverse position analysis 
mentioned above, we find that when the two arms 
are in the same line, the robot is in singular con-
figuration. Except this, many other factors could 
influence the working space of the robot. And so, 
we respectively introduce these interferences and 
give the corresponding constraints.

1. Input angle: when the robot operates, the fore-
arm may interfere with the conveyor or other 
equipment. And so, the swing angle of the fore-
arm is often restricted to a certain angle. And 
so, the robot’s working space is limited, so that 
the original part of the work space cannot be 
achieved. In this paper, the research on the robot 
forearm’s swing angle sensor range is limited in 
the range of –60o–80o by using a photoelectric 
limit sensor. When the swing angle of the cur-
rent arm reaches the upper and lower limit posi-
tions, the trigger sensor stops the robot. When 
the robot works regularly, the robot will not 
trigger the limit sensor.

2. Singular configuration: when the singularity 
occurs, the robot is in a state of “sickness”, 
and the working space will show some holes. 
According to above-mentioned equations, when 
the two arms are in the same line, the robot is in 
a singular position. But due to the spreader and 
the limitation of the chassis we set, the robot will 
not arrive at the singular position and will clear 
up the effect of the singular configuration.

5 REALIZATION AND TESTING 
OF THE ROBOT

According to the mechanical structure and struc-
ture parameters designed above, the factory pro-
cesses the robot and connects the conveyor belt 
system to the upper end of the feed inlet. And on 
the basis of the mechanical system, in order to 
realize the function of feeding, we add the control 
system and the infrared vision system to the robot 
(Tian, 2013; Hu, 2001), as shown in Figure 3.

5.1 Working process of the robot

Before feeding, the control system resets the 
manipulator to the initial position. And then, 
when the robot begins to feed, the control system 
controls the mechanical arm’s movement circle and 
the circle around the inside barrel to spread layer 
by layer; and after finishing two material layers, the 
infrared vision system starts to leak and displays 
an uneven position picture according to the actual 

situation in the barrel, and then send the feeding 
information to the control system for controlling 
the robot’s body to fill these positions. After the 
completion of the feeding of one layer, the control 
system controls the robot’s rising by a layer dis-
tance, and then continues to carry on spreading the 
material layer by layer until the robot finishes feed-
ing all of the entire barrel (Li, 2015; Zhang, 2015).

5.2 Experiment and summary

In order to detect the actual operation effect of the 
robot, the factory is powered on the spot to make 
the liquid. In the process of brewing, the robot can 
spread uniformly layer by layer; the vision system 
can detect the location of leakage accurately; and 
control the spreader to the accurate leak position. 
The leakage photos are taken by using the visual 
system, as shown in Figure 4.

According to the actual brewing results, this 
new feeding robot can simulate the artificial feed-
ing process. During the operation, only one person 
will be required to shovel the material into the con-
veyor belt. It reduces the labor intensity of workers 
and saves labor cost. The yield and quality of the 
liquor brewed by using the robot is similar to tra-
ditional artificial feeding.

Figure 3. Picture of the steamer feeding robot.

Figure 4. Picture of the leakage.
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6 CONCLUSIONS

In this paper, the urgent need of the feeding robot 
in the liquor-brewing industry is to design a new 
feeding robot, and carry out the related theoreti-
cal research work. Firstly, the mechanical structure 
design of the robot is carried out; and then, on this 
base, the forward and inverse solution analysis is 
carried out, and the working space is also analyzed. 
In the last part of this work, the control system of 
the robot is designed, and the field practice is car-
ried out to verify the practicability of the robot. 
The experiment shows that the design of this robot 
is helpful for improving and perfecting the liquor 
production process, solving the poor working envi-
ronment, recruitment difficulties, and other prob-
lems that the liquor industry faces. And there are 
also some guidelines for the further application of 
robot technology in the liquor-brewing industry.
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ABSTRACT: Aiming at solving problems of great influence on hydraulic cylinders’ flow rate caused 
by load pressure and poor synchronization at composite action, a new type of parallel multi-gear pump 
is put forward in this paper. According to the relationship between the number of center gear teeth and 
driven gears, the pump can be divided into three kinds. And then, the expressions for outlets’ instantane-
ous flow rate of the three kinds of multi-gear pumps are derived. By using the dynamic mesh technique 
in Fluent software, transient simulation on flow characteristics of the multi-gear pump under various 
working conditions is carried out. The instantaneous and mean flow velocities of the three kinds of 
multi-pumps are analyzed. The results show that the mean flow rate is in a linear relationship with outlet 
pressure, and the flow rate of a sub-pump outlet is only related to its pressure but not that of the other 
sub-pumps. Sub-pumps have no influence on each other. The working states of every sub-pump of Class 
I are completely synchronous. The working states of sub-pumps of Class II are divided into groups, and 
the working form is packets that are synchronous and cooperative among groups.

driven gears. Driven gears are uniformly distrib-
uted around the center gear and mesh with it. 
Being powered by using the center gear, driven 
gears rotate with high speed. And then, a series of 
sub-pumps are formed. Let z1 be the number of 
center gear teeth and N be the number of driven 
gears. The multi-gear pump is composed of N sub-
pumps. Every sub-pump has one outlet and one 
inlet. And then, the N inlets converge to one inlet. 
Therefore, the multi-gear pump has N outlets and 
one inlet.

Sub-pumps are clockwise named as NO. 1, 
NO. 2, …, NO. N. Draw the line which connects 

1 INTRODUCTION

Hydraulic transmission is widely used in agricul-
tural machinery because of its advanges such as 
large power, flexible installation, easy adjustment, 
low breakdown rate, convenient to realize continu-
ously variable transmission, and so on (Li, 2012; 
Saleh, 2015). The actions of multiple actuators are 
simultaneous in most modern agricultural machin-
ery (Zhao, 2014; Yang, 2005; Zhang, 2015; Liang, 
2012; LV, 2014), which are controlled by using a 
multi hydraulic circuit system using one pump. The 
hydraulic system has problems that the flow rate is 
greatly influenced by load pressure and synchroniza-
tion of the composite action is poor (Dong, 2010).

In this paper, a new type of parallel multi-gear 
pump is proposed, which can avoid the interference 
of pressure and flow among actuating cylinders. The 
design and classification of the multi-gear pump are 
carried out, and the expressions of each outlet are 
derived. By taking the Fluent software as a platform, 
the flow characteristics of the multi-gear pump under 
various working conditions are studied. The results 
provide theoretical basis for the multi-gear pump 
application in the multi-hydraulic circuit system.

2 DESIGN AND CLASSIFICATION OF THE 
NEW TYPE OF MULTI-GEAR PUMP

As shown in Figure 1, the new type of multi-gear 
pump is composed of one center gear and several 

Figure  1. Schematic illustration of the new type of 
multi-gear pumps.
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centers of  the center gear and the NO. 1 driven 
gear in a horizontal manner, and also the symme-
try line of  the first tooth of  the center gear. And 
then, the two lines coincide. When the line which 
connects centers of  the center gear and NO. 
i driven gear coincides with the symmetry line 
of  any tooth of  the center gear, the instantane-
ous states of  the NO. i and NO. 1 are completely 
synchronous. But if  two lines do not coincide 
anywhere else, the instantaneous states of  all 
sub-pumps contained in the multi-gear pump are 
not synchronous.

Let k be the greatest common divisor of z1 and 
N. Based on the analysis mentioned above, the 
multi-gear pump is divided into three kinds.

1. k = N, that z1 is divisible by N, and then the 
instantaneous states of N sub-pumps are fully 
synchronous. Define this kind of multi-gear 
pump as Class I.

2. 1 < k < N, such that z1 is not divisible by N, but z1 
and N is divisible by k simultaneously; and then, 
the working states of N sub-pumps are divided 
into groups. The working states of sub-pumps 
are packets that are synchronous, but coopera-
tive among groups. The number of groups is N/k, 
and there are k sub-pumps in every group. The 
number of intervals among the k sub-pumps is 
(N/k-1), that is the working states of NO. i, NO. 
(N/k + i), NO. (2N/k + i), …, NO. [(k-1)N/k + i] 
sub-pumps are synchronous. Define this kind of 
multi-gear pump as Class II.

3. k  =  1, the instantaneous states of all the sup-
pumps contained in the multi-gear pump are 
different. Define this kind of multi-gear pump 
as Class III.

According to the analysis mentioned above, the 
classification of the new type of multi-gear pump 
is related  to the number of center gear teeth and 
driven gears, but not the number of driven gear 
teeth.

3 OUTLETS’ INSTANTANEOUS FLOW 
RATE OF THE NEW TYPE OF 
MULTI-GEAR PUMPS

3.1 Position analysis of meshing points

The meshing of  the center gear and a driven gear 
is shown in Figure  2. Point A is the beginning 
mesh point. Point B is the ending mesh point. 
Point C is the meshing pitch point which is fixed. 
Point D is the mesh point when the next pair of 
teeth begin to mesh at point A. Point M is the 
instantaneous mesh point of  the two gears for 
oil expulsion. fi is the distance between point M 
and point C.

1. The instantaneous mesh point positions rela-
tionship of sub-pumps contained in the Class I 
multi-gear pump can be determined as follows:

f f f fi Nf ff f1 2f ff f =f2ff = f= f�= f  (1)

2. The instantaneous mesh point positions rela-
tionship of sub-pumps contained in the Class II 
multi-gear pump can be determined as follows:

f f f f
N k

if ff k N=f kf f( )ff Nff k iff k i [(ffff ) ]N k i( )N k i
ff
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( ,i , , )2  (2)

f
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[ ]b N cib −N
=

i
1ff  (3)

wherein, define bi as the distribution factor, and c 
as the tooth number difference factor.
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wherein, define ROUNDUP( ) as the round  up 
and integral function, and MOD( ) as the taking 
remainder function.
3. The instantaneous mesh point positions rela-

tionship of sub-pumps contained in the Class III 
multi-gear pump can be determined as follows:

f a fiff [ ]b N cib ⋅bib =i −i 1ff  (5)

wherein, bi and c can be obtained from equation 
(4).

After collecting and analyzing equations (1), (2), 
(3), and (5) and their related parameter equations, 
the general formula of the instantaneous mesh 
point positions of sub-pumps for the N-link pump 
is obtained as follows:

Figure  2. Schematic showing meshing of the center 
gear and a driven gear.
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where the value of f1 is expressed as follows: with 
point C as the zero point, to the left of point C 
(AC direction) is negative and to the right (direc-
tion CD) is positive. And then, the value range of 
f1 is given as follows:
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The meshing point positions of the three kinds 
of multi-gear pumps show different characteristics 
along with different numbers of center gear teeth 
and driven gears.

3.2 Instantaneous flow rate equations of outlets

Based on the Finite Volume Method (FVM) 
(Huang, 2009), the instantaneous flow rate equa-
tions of N outlets can be obtained as follows:

Q
B

r
r

r
r

fex a a1
1

1
2 1

2rr
2
2

1 1 2

2

2

1rr

2rr
1ff2

1= +r1
1
2 − r1rr ′

− +1
⎛
⎝
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

ω αr1 2 1rr 2
2

α ′
( )r1 2rr+r1rr cos

22

1
1
2 1

2
2
2

1 1 2

2

2

1

2
1

⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦

+1
2= 1 − 1 ′

− +1

�

Q
B

r2

r r2
2 − 1

r1
rexi a2 a

α
2 1 2

2r1ω1

α ′
( )1 2+ r2+1 cos 22rrrr

2

1
1
2 1

2
2
2

1 1 2

2

2

⎛
⎝
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦

+1
2= 1 − 1

f

Q
B

r2

r r2
2 − 1

iff

exN a2 a

�
α

2 1 2
2ω1 r1 ( )1 2+ r2+1 cos22

1

2

21
′
− +1
⎛
⎝
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦

⎧

⎨

⎪
⎧⎧

⎪
⎪⎪

⎪
⎪⎪

⎪
⎨⎨

⎪⎪

⎩

⎪
⎨⎨

⎪
⎪⎪

⎪
⎪⎪

⎪
⎩⎩

⎪⎪

α ′
r1
r2

fNff

 
 

(8)

where,
B is the width of the center gear and driven 

gears.
ω1 is the angular velocity of the center gear.
r1 is the graduated circle radius of the center 

gear.
r2 is the graduated circle radius of the driven 

gear.
ra1 is the addendum circle radius of the center 

gear.
ra2 is the addendum circle radius of the driven 

gear.
α is the pressure angle of gears.
α′ is the meshing angle of the gear pair.

According to above-mentioned equations, when 
geometric and motion parameters of the gear 
pair are all constant, the instantaneous flow rate 
equations of outlets have their only variable that 
is fi. According to equation (6), the instantaneous 
flow rate equations share only one variable, that 
is f1. Just for Class II and Class III multi-pumps, 
the instantaneous flow rate phases of outlets are 
different.

4 SIMULATION AND ANALYSIS OF 
OUTLETS FLOW CHARACTERISTICS 
OF THREE KINDS OF MULTI-PUMPS

After building models for three kinds of multi-
pumps, the simulation of flow characteristics is 
carried out by using CFD ICEM, Fluent and 
CFD-Post modules in ANSYS software.

4.1 Models building and data post-processing of 
three kinds of multi-pumps

The procedures of models building and data post-
processing are as follows:

1. Building geometric models.
Building geometric models as three cases for three 
kinds of multi-pumps. Module m of  center gears 
and driven gears is three. The teeth number of the 
driven gear z2 is 10. The modification coefficient 
x2 of the driven gear is 0.5. The number of driven 
gears N is 6. The teeth number of the three center 
gears are selected as 42, 43, and 44 for the three 
cases respectively, and the modification coeffi-
cients x1 are all 0. Among these, the case of z1 = 42 
is considered as Class I, z1  =  44 is considered as 
Class II, and z1 = 43 is considered as Class III. The 
dimensions of the inlet and outlet are 14 mm and 
12  mm, respectively. The radial gap between the 
housing and addendums of the center gear and 
driven gear is designed to be 0.1 mm.
2. Building calculation models.
After transferring the geometric models built as 
mentioned above to the CFD ICEM module, the 
mesh of flow domains (as shown in Figure  3) is 
divided properly by using triangular unstructured 
meshes globally. By using the dynamic mesh tech-
nique in Fluent, transient numerical simulation on 
the flow characteristics will be carried out. The cal-
culation model is set for transient flow and k-ε tur-
bulence mode, and the pressure–velocity coupling 
method is called as PISO. The density of oil is 
866 kg/m3. The viscosity is 0.0414 Pa•s. The gauge 
pressure values of six inlets are all set to 0 MPa. 
By using the UDF macro command, the rotating 
speed of the driven gear is 209.44 rad/s, and rotat-
ing speeds of the center gear of Class I, II, and 
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III are 49.867  rad/s, 47.6  rad/s, and 48.707  rad/s, 
respectively. The time step size is set as 1e-5, and 
the data files are auto saved every 25 steps.
3. Computing data post-processing.
After transferring the data files generated by using 
the Fluent module to the CFD-Post module, data 
post-processing is carried out. Due to the fixed 
dimension of outlets, the instantaneous flow charac-
teristics can be expressed by using flow velocity, and 
the displacement characteristics can be expressed by 
using the mean flow velocity. By setting up monitor-
ing points at the center of six outlets, the variation 
law of flow velocity with time is obtained.

4.2 Simulation analysis of Class I multi-pumps

By setting different gauge pressure values of six out-
lets in the Fluent module, flow characteristics simu-
lation under different conditions are carried out.

1. The pressure values of six outlets are diagonally 
the same and different with adjacent outlets. 
The condition 1 is as follows: gauge pressure 
values of NO. 1, NO. 3 and NO. 5 outlets are all 
3.5 MPa, and NO. 2, NO. 4 and NO. 6 outlets 
are all 2 MPa. The instantaneous flow velocity 
curves of six outlets are shown in Figure 4.
 From Figure 4, we can learn that the three outlet 
instantaneous velocity curves of 3.5 MPa coincide, 
and also the three curves of 2 MPa. The six curves 
form two groups. The greater the pressure, the 
lower is the flow velocity. The phases of six outlet 
instantaneous flow velocity curves are the same.

2. The pressure distribution of six outlets present 
offset loads. The condition 2 is as follows: gauge 
pressure values of NO. 1, NO. 2 and NO. 3 outlets 
are all 3.5 MPa, and NO. 4, NO. 5 and NO. 6 out-
let are all 2 MPa. The instantaneous flow velocity 
curves of six outlets are shown in Figure 5.
 From Figure 5, we can learn that the curves of 
condition 2 exhibit the same characteristics as 
condition 1.

3. The pressure values of six outlets are differ-
ent. The condition 3 is given as follows: gauge 
pressure values of NO. 1, NO. 2, NO. 3, NO. 4, 

NO. 5 and NO. 6 outlet are 4.5 MPa, 4 MPa, 
3.5 MPa, 3 MPa, 2.5 MPa, and 2 MPa respec-
tively. The instantaneous flow velocity curves of 
six outlets are shown in Figure 6, and the mean 
flow velocity trend curve under different pres-
sure values is shown in Figure 7.
 From Figures  6 and 7, we can learn that, the 
six outlet instantaneous flow velocity values are 
degressive and the mean flow velocity decreases 
linearly along with an increasing in pressure.

4. Under different conditions, the instantaneous 
velocity values of the outlets whose pressure 
values are 2 MPa are compared. By collecting 
the outlets data of conditions 1, 2, and 3, the 
outlet instantaneous velocity curves are shown 
in Figure 8.
 From Figure 8, we can observe that the instan-
taneous flow velocity curves of six outlets are 
coincident under different conditions. The result 
shows that the instantaneous flow velocity of an 
outlet is only related to its own pressure, but not 
the other sub-pumps.

4.3 Simulation analyses of Class II and Class III 
multi-pumps

Class II and III multi-gear pumps are simulated 
and analyzed under conditions which are the 

Figure 3. Schematic of the flow domain. Figure 4. The outlet instantaneous flow velocity curves 
of Class I multi-pump under condition 1.

Figure 5. The outlet instantaneous flow velocity curves 
of Class I multi-pumps under condition 2.
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same as that of Class I. The rest characteristics of 
flow rate are the same as that of Class I, except 
the phases of the outlet’s instantaneous velocity 
curves. Therefore, we list only the conditions such 
that the six outlet pressure values are the same for 
Class II and Class III multi-pumps.

1. The condition of Class II multi-pumps is as 
follows: gauge pressure values of outlets are all 
2 MPa. The instantaneous flow velocity curves 
of six outlets are shown in Figure  9, and the 
mean flow velocity values are given in Table 1.
 From Figure 9 and Table 1, it can be observed 
that the six outlet instantaneous flow velocity 
curves form three groups as follows: NO. 1 and 
NO. 4 outlets as a set, NO. 2 and NO. 5 out-

lets as a set, and NO. 3 and NO. 6 outlets as 
a set. The wave amplitudes and periods of the 
three group curves are the same, but there is a 
1 ms phase difference between each other. The 
six outlet mean velocity values are almost the 
same. The result shows that the states of six sub-
pumps are divided into three groups, and each 
group has two sub-pumps.

2. The condition of Class III multi-pumps is as 
follows: gauge pressure values of outlets are all 
2 MPa. The instantaneous flow velocity curves 
of six outlets are shown in Figure 10, and the 
mean flow velocity values are given in Table 2.
 From Figure 10 and Table 2, it can be observed 
that wave amplitudes and periods of the six 
instantaneous flow velocity curves are the same, 
but there is a 0.5 ms phase difference between 
each other. The six outlet mean velocity values 
are almost the same. The result shows that the 
six sub-pumps are in different states.

Figure 6. The outlet instantaneous flow velocity curves 
of Class I multi-pumps under condition 3.

Figure 7. The outlet mean flow velocity trend curve of 
Class I multi-pumps under condition 3.

Figure 8. The outlet instantaneous flow velocity curves 
of Class I multi-pumps under different conditions.

Figure 9. The outlet instantaneous flow velocity curves 
of Class II multi-pumps.

Table  1. The outlet’s mean flow velocity of Class II 
multi-pumps.

Outlet NO. 1 NO. 2 NO. 3 NO. 4 NO. 5 NO. 6

Mean flow 
velocity 
(m/s)

1.396 1.405 1.396 1.395 1.403 1.394

Figure  10. The outlet instantaneous flow velocity 
curves of Class III multi-pumps.
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5 CONCLUSION

In this study, a new type of multi-gear pumps is 
put forward. The design of the new type of multi-
gear pump and transient numerical simulation on 
the flow characteristics are carried out. The results 
of the study are as follows:

1. According to the relationship between the 
number of center gear teeth and the driven 
gears, the pump can be divided into three kinds. 
The working states of six sub-pumps of Class I 
multi-pumps are completely synchronous. The 
working states of six sub-pumps of Class II 
multi-pumps are divided into groups, and the 
working form is packets that are synchronous 
and cooperative among groups. The working 
states of six sub-pumps of Class III multi-
pumps are different from each other.

2. The outlet mean flow velocity decreases linearly 
with an increase in pressure. The mean flow 
velocity values are the same when the outlet 
pressure values are the same. It indicates that 
the flow velocity of an outlet is only related to 
its own pressure value but not the other sub-
pumps. The sub-pumps contained in one multi-
gear pump has no effect on each other.

3. The characteristics of the multi-pump indicate 
that the pressure and flow interference among 
actuating cylinders can be avoided by using the 
new type of multi-gear pump in a multi-loop 
hydraulic system, and finally construct cylin-
ders according to their respective stroke and 
movement time.
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ABSTRACT: In the torsional fatigue test, the fracture location of steel wires is a critical factor influenc-
ing the effectiveness of the test. Based on the actual force of steel wires, in this paper, an attempt is made 
to carry out the finite element analysis, thus obtaining the stress variation of the cylinder busbar of steel 
wires. The additional stress influencing area of the clamping force is labeled, and the fracture location of 
steel wires in the actual test is adopted for verification. Finally, the run-length testing method shows that 
the fracture location of steel wires in the test area is randomly distributed.

Through the finite element analysis of steel 
wires, the stress distribution that is affected near 
the clamping area can be obtained.

3 FINITE ELEMENT ANALYSIS

3.1 Geometric model

The solidworks is applied in this paper to establish 
the geometric model of steel wires, as shown Fig. 1.

For the convenience of applied torque and 
clamping force, a 10 mm-long area is left on the steel 
wire whose diameter is 4.0001 mm, which is slightly 
larger than elsewhere. However, it cannot affect the 
result of finite element simulation (the unit size 
divided below is far larger than 0.0001 mm).

3.2 Meshing and boundary conditions 
(Li, 2012; Xia, 2015; Lv, 2001)

Considering the precision and model, the torsional 
steel wire belongs to the long and thin model, but the 
stress variation of the round section is huge, and so 
the bar unit cannot be adopted. The spatial solid ele-

1 INTRODUCTION

In previous torsional tests of steel wires, the clamp-
ing area is usually designed to be thicker than the test 
area, so as to avoid the influence of additional stress 
in the clamping area. However, due to the surface 
stress state, the drawing degree and dimension of the 
spring material are generally different from other steel 
wires, and it is hard to be made into test samples that 
are thin in the middle for fatigue tests. In this paper, 
through the torsional fatigue test of spring steel wires, 
the high-stress spring fatigue performance can be 
obtained quickly. The steel wire is directly clamped to 
the test machine in the torsional fatigue test of steel 
wires. Since there is additional stress in the clamping 
area, the obtained fatigue data cannot reflect the real 
fatigue life of steel wires. But the authenticity of the 
fatigue data can be judged by using the fracture loca-
tion of steel wires. (Shao, 2013; Zhang, 1997)

2 PRINCIPLE (SONG, 2012; XIE, 2006)

The stress of the object caused by the load distrib-
uted in a small area (or volume) of the elastomer 
has no effect on the area that is away from the load-
ing area, and its stress only makes a difference to 
the resultant force and the moment. The load can 
only affect the stress distribution near the loading 
zone. In the torsional test of steel wires, the clamp-
ing force is even with the moment and resultant 
force is 0. Thus, the additional force only affects 
the stress distribution near the clamping area.

Figure 1. Schematic showing the geometric model of a 
steel wire.
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ments of the four-nodes tetrahedron and eight-nodes 
hexahedron can be used together, and the automatic 
meshing can be used. In fact, the automatic switch 
between the tetrahedron mesh and hexahedron mesh 
can be conducted with this method. When the sweep-
ing is available, the sweeping meshing will be executed; 
otherwise, the tetrahedron can be applied.

Since the diameter of the clamping area is 
slightly larger than that of other areas in this paper, 
the sweeping method cannot be applied for divi-
sion in the whole model. In the arrows of Figure 1, 
a tetrahedron element is used. Its advantage is 
that its strong geometric adaptability and various 
irregular geometric models can be divided by it. 
And so, the four-node tetrahedron element unit 
becomes an indispensable unit type of the finite 
element analysis, and it can be used in the arrows 
of Figure 1. Because the tetrahedron element is a 
constant-strain element, many units are required 
to make up for the weaknesses of the function by 
itself  in the big strain gradient area. Therefore, in 
the finite element analysis of the torsion shaft, the 
four-nodes tetrahedron element is used together 
with the eight-nodes hexahedron element, in order 
to ensure the precision of results. Furthermore, 
it can help to save the computing resources and 
reduce the calculation cost. In the local coordinate 
system, the standard unit of the eight-node hexa-
hedral element is an eight-node cube. The coordi-
nate origin is in the core of the cube with the edge 
length being 2 mm. The finite element model of the 
torsion shaft after meshing is shown in Figure 2.

3.3 Finite element calculation and results

Due to the constantly changing torque of the tor-
sional steel wire in the test, the static analysis for 
the steel wire is meaningless. Instead, based on 
the actual situation, the transient dynamic analy-
sis with the alternate torque is applied. According 
to the fact, a section of load and time process is 

applied to the steel wire in this work. Seven load 
steps have been applied to the steel wire within 
1/8 s, as shown in Table 1. Through the application 
of alternating loads, the transient dynamic analysis 
is carried out (Cai, 2012).

Because the left side of the steel wire is clamped 
on the static end in the actual test (as shown in Fig-
ure  1), six free degrees can be locked. The right-
hand side cylinder diameter in Figure 1 is slightly 
larger than that of other areas. The alternating load 
can be applied as well as the 334 MPa additional 
force, so that the force of the steel wire will be com-
pletely consistent with that in the actual test.

According to the transient dynamic analysis of 
the finite element analysis for the torsional steel wire 
and the load–time process that is applied, the steel 
wire strain nephogram in a period is obtained, as 
shown in Figure 4. At the moment of the largest tor-
sion angle, the maximum shear stress shows near the 
clamping area, but no dramatic change occurs due 
to the clamping force, and only 18 MPa is increased.

The stress diagram in the bus direction of the 
steel wire is extracted from the result. In the bus 
direction, one point of stress is taken every 1 mm 
to create the curve, as shown in Figure  5. It can 
be seen from the figure that, the additional stress 
influence is significant within 11 mm near the steel 
wire clamping area.

Figure 2. Schematic of the finite element model after 
meshing.

Figure 3. Schematic of the finite element model after 
amplification.

Table 1. The load–time process extracted according to 
the actual test.

Time/s 0 1/128 3/128 8/128 13/128 15/128 16/128

Load/MPa 0 500 1000 1000 1000 500 0
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4 LABELING OF THE STEEL WIRE 
FRACTURE LOCATION IN THE TEST

4.1 Test materials and methods

The 55CrSi steel wire is adopted by this experi-
ment as the test material. Its specific components 
are shown in Table 2, and others are Fe.

Since there’s no specific test specification for the 
torsional fatigue test of steel wires, some labeling 
tests can be carried out in the early stage to deter-
mine the test specification of one diameter stand-
ard. The oil-quenching steel wire made by 55CrSi 
steel is used in this paper for the torsional fatigue 
test. Specific parameters are shown in Table 3.

Parameters confirmed in the test include the test 
frequency f  (referring to ref. 1) shown in equation 
(1), and the clamping force F. The additional force 
needs to ensure that there is no slip of the steel wire 
affected by the alternating torque, which should 
not be too large to make the influence of the addi-
tional force significant.

According to the restrictive frequency fn calcu-
lated in ref. 1, a safe value ζ = 0.8 can be selected to 
obtain the following equation:

f
T

anff =
( )d

( )J JM LJ J
1
4

1
384

2 ( d1 2
nTT (

 (1)

And so, f < fn. The clamping force can be measured 
by using the work pressure of the hydraulic power 
pack and labeled by the test, as shown in Table 4.

In the experiment, it is found that the torque test 
can proceed smoothly within the clamping force 
scope, the obtained fatigue life is similar, and that 
the variance fluctuation is within 5%. The mid-
value of the clamping force is selected in the test, 
because the work pressure in the hydraulic power 
pack is an adjustable mid-value with small error.

Figure 4. Schematic of the diagram of applying 1000 
MPa stress.

Figure 5. The stress distribution in the bus direction of 
the steel wire.

Table 2. Setting mass fraction of the chemical compo-
nents of the 55CrSi steel wire.

C 0.46–0.54 Si 0.17–0.37
Mn 0.50–0.80 Cr 0.80–1.10
V 0.10–0.20 S < 0.30
Cu < 0.25 P < 0.30
Ni < 0.35

Table 3. Parameters of the steel wire.

Steel 
 diameter 3.5 mm

Young’s 
 modulus E 200 GPa

Tensile 
strength

(1952–1972) 
MPa

Poisson’s 
ratio

0.3

Table 4. Selection of the clamping force.

Length–diameter 
ratio

Clamping 
force

Clamping force 
for in the test

40 (4.0–5.0) MPa 4.5 MPa
50 (4.0–5.0) MPa 4.5 MPa
60 (5.0–6.0) MPa 5.5 MPa

Figure  6. Curve of steel wire fracture locations and 
cycling times.
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4.2 Analysis of test results

The steel wire whose length–diameter ratio is 50 
and it is selected by this test. With the method men-
tioned in Section 3.1, the test-restrictive frequency 
fn is obtained, so as to test with the frequency as 
large as possible. The selected clamping force is 
4.5 MPa, and the 1000 MPa stress level is selected 
by the test. The torque test with the cycling perfor-
mance being 0 is conducted. The cycling times and 
fracture locations of the test are recorded to create 
the fitting curve, as shown in Figure 6. As seen from 
the fitting curve, it can be divided into two parts.

When the fracture location is close to the 
clamping area, the cycling times will be smaller 
than 1 million, and when it is far away from the 
clamping area, the cycling times will be around 1.7 
million. Obviously, the influence of  the clamping 
force on the former is more significant.

As can be seen clearly from the curve, when the 
fracture location is 11 mm away from the clamp-
ing area, there are sudden changes for the cycling 
times. It is also the boundary of  the two cycling 
times levels, which can also be regarded as the 
demarcation line of  whether it is affected by the 
additional force. The experiment is basically con-
sistent with the result of  finite element analysis.

5 THE RUN TEST (ZHANG, 2014; KONG, 
2011; LI, 2010; ZENG, 2008)

When combined with the finite element analysis 
and the test verification, the demarcation point 
of  determining whether the fracture location is 
effective is labeled. No matter the finite element 
analysis or the test verification, system errors or 
measurement errors do exist all the time. Thus, 
verification for the above conclusions is necessary.

Within the effective fracture location, the steel 
wire stress is only relevant to the diameter accord-
ing to the torque theory, and its stress is the maxi-
mum at the steel surface. Therefore, the fracture 

location of the steel wire should be a random vari-
able. In this way, only the randomness of the frac-
ture location shall be measured.

The runs test is a method specially used to check 
the data randomness. The test area is divided into 
several small areas, and the numbers are given in 
turn from the left to the right. In case there is steel 
wire fracture in the area, it is recorded as 1; oth-
erwise, it is recorded as 0. As a result, the issue 
will turn to the check of  the randomness of  one 
0–1 sequence. The test area is divided into 50 small 
areas evenly along with number provisions in turn. 
The obtained data are shown in the following table

It is assumed that H0 denotes that the fracture 
in the table shows the random distribution, and H1 
denotes that the fracture in the table does not show 
the random distribution.

n0 represents the number of 0 s, n1 represents the 
number of 1 s, and R is the run length, and the 
statistics of the Runs test.

In cases when n0 and n1 are not larger than 20, 
the calculation test can be conducted by referring 
to the table, but n0 and n1 are both larger than 20 in 
this paper. Under the condition of H0, R conforms 
to the normal distribution and its expectation and 
variance are given as follows:

E
n n

n n
V

n( )R
( )n n n n

( )n ( )n n
=

+
+ ( )R =
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Its form of standard normal distribution is 
given as follows:
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Therefore, the critical value of the rejection 
region can be obtained by referring to the table in 
the given confidence level α.

Table 5. List of fracture locations of the steel wire.

No. Fracture No. Fracture No. Fracture No. Fracture No. Fracture

 1 0 11 0 21 0 31 0 41 0
 2 0 12 0 22 1 32 0 42 1
 3 1 13 1 23 1 33 0 43 0
 4 1 14 0 24 0 34 0 44 0
 5 0 15 1 25 1 35 0 45 0
 6 1 16 1 26 0 36 0 46 0
 7 0 17 0 27 0 37 1 47 1
 8 0 18 1 28 1 38 0 48 0
 9 1 19 1 29 1 39 0 49 0
10 0 20 0 30 0 40 0 50 0
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Thus, the random test issue of the original series 
can be solved by using the normal distribution. In 
the above test data table, it can be obtained that 
n0 = 33, n1 = 17, 23.44, and 21.72, and Z = 0.00718, 
because Z is in the range (–1.96, 1.96) (1.96 is the 
critical value of the standard normal distribution 
when the significance is 0.95).

H0 is accepted and the fracture in the table 
shows the normal distribution.

6 CONCLUSIONS

1. Based on the restriction of steel wires in the 
actual test, finite element analysis is carried out 
in this paper. The stress distribution curve of 
the cylinder bus of steel wires is elaborated and 
the demarcation point of the effective fracture 
location of steel wires is obtained. Based on 
the existing experimental data, the curve of 
fatigue life and fracture location are obtained, 
which is basically consistent with the theoretical 
demarcation point of the effective location.

2. The random test of the sample data of the steel 
wire fracture location is conducted, and the 
results show that the fracture location of steel 
wires in the test area is random, which further 

verifies the rationality of the demarcation point 
division of the effective location.
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The lightweight design of the support arm
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ABSTRACT: The model of the arm was established for supported kids’ sickbeds under the bed board 
by using Creo software in this paper. The relationship of the arm width, plate thickness, stress, and the 
total weight was analyzed through topological optimization under the ANSYS Workbench, and a light-
weight design is implemented. The weight of arm is reduced about 33% by topological optimization under 
the ANSYS Workbench and the production cost of beds is also reduced.

Keywords: topological optimization, light weight, structure optimization

software in this paper. The lightweight design is 
implemented to the arm under the ANSYS Work-
bench, which contains the Modeler Design and three 
modules of the Mechanical and Xplorer Design.

2 TOPOLOGY OPTIMIZATION BASED 
ON THE VARIABLE DENSITY METHOD

The topology optimization method considers the 
material distribution as an object. The optimal distri-
bution scheme can be found in the design space of uni-
formly distributed material, and then the final shape 
can be determined. Material utilization can greatly be 
improved (Kirsch, 1989). The main research methods 
of the continuum topology optimization are level 
set method, evolutionary structural optimization, 
(Kim, 2000), homogenization method (Nikos, 2015), 
variable density method etc. In addition, there is the 
discrete topology optimization (Cheng, 2014) and 
the method of topology optimization (Krister, 2009) 
based on the genetic algorithm (Kawamura, 2002) 
which is also being studied. ANSYS topology optimi-
zation simulation is the combination of the variable 
density method and finite element method. The vari-
able density method includes SIMP (Solid Isotropic 
Microstructures with Penalization) and RAMP 
(Rational Approximation of Material Properties). 
These models are established by the penalty factor, 
which is a non-linear relationship between the elastic 
modulus of the material and the relative density of the 
element. Its effect is to punish the intermediate density 
value, so that the intermediate density value is gradu-
ally gathered to the 0/1 level. When the values of the 
design variables are in the range of (0, 1), in this way, 
the continuous variables can be well-approximated by 

1 INTRODUCTION

With the development of the medical industry, 
more and more medical bed series were designed. 
There were different structure designs for different 
age levels of sickbeds. A lightweight design is an 
important method to reduce the cost of the large 
quantity production. The materials’ design of light-
weight (Cho, 2009), shape and size optimization, 
structure optimization, and multi-objective optimi-
zation design (Leite, 2015) are the main directions 
of lightweight research. The weight can be reduced 
by 48% after applying the weight loss design for 
some structures (Raedt, 2014). The lightweight 
design of the sandwich structure can reduce weight 
7.5 kg/m2 for the trailer (Michael, 2013). The light-
weight design of a continuous variable cross-section 
roll plate is used to design the hybrid column, which 
makes the weight of the car reduced by about 20% 
(Thomas, 2015). The lightweight design method 
based on the impact of the car body, and the body 
weight can be reduced by 5.2% from the sensitivity 
analysis and optimization calculation to the thick-
ness of the main structure (Lan, 2010). Lightweight 
structures for interior and exterior as well as car 
bodies, which can be produced in a flexible man-
ner, are in the center of discussion. In order to sat-
isfy the performance requirement of high dynamic 
and static characteristics and light weight of the 
activity crossbeam, the mass of the activity cross-
beam was decreased by 12.2% through a method 
of multi-objective optimization (Sun, 2015). It also 
can reduce the structure weight by 21.4% with the 
improved response surface method (Pan, 2010). 
An arm’s model was established which supported 
kids’ sickbeds under the bed board by using Creo 
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the model of 0–1 discrete variables. At this time, the 
intermediate density unit corresponds to a very small 
elastic modulus, and the influence of the structural 
stiffness matrix will become very small and can be 
ignored. For the RAMP density stiffness interpola-
tion model, the intermediate density of the penalty is 
carried out by the following equation:

E x
p

EiE i

i

=
1+ p 0EE

( )xi1

where, Ei is the elastic modulus of the No. i unit. 
E0 is the elastic modulus of the material when the 
unit is filled, and p is the penalty factor.

Whether the intermediate density material can be 
effectively eliminated or not and obtain clear opti-
mization results are affected by the penalty factor p. 
The general penalty factor p is in the range of 3–31.

In general, the optimization model of the vari-
able density method is shown in Fig. 1. In the opti-
mization model equation, xi is the design variable 
and it is the relative density of materials; n is the 
number of finite elements in the design domain; 
C(x) is the objective function, and it is the structural 
compliance; K is the total stiffness matrix of the 
structure; U is the general displacement vector of 
the structure; F is the load vector of the structure; 
V is the volume after the optimized structure; Vi is 
the unit volume; f  is the volume fraction of a given 
material; V0 is the volume of an initial structure; 
V* is the volume cap; xmin is the minimum relative 
density. The optimization design process under the 
ANSYS Workbench is shown in Figure 1.

The Design Modeler is used to build a model 
module. It is the module to realize the interaction 
between CAD and CAE and it is the first step in 
product development and processing too. Simu-
lation is the second step. The third is the Design 
Xplorer. It can obtain clear optimization results by 

choosing appropriate penalty factors and topology 
optimization.

3 THE MODELING PROCESS BY USING 
THE ANSYS FINITE ELEMENT

The specific steps of product optimization design 
by using the Ansys workbench is as follows: mod-
eling, add dimension parameters, add material 
properties, meshing, add the loads and constraints, 
finite element analysis, topology optimization, 
shape optimization design, defined target param-
eters and status parameters, optimization, com-
parison, and validation. Parameter optimization is 
also solved directly for fixed shape.

The arm structure is the most important struc-
ture of the connection bed plate and hand screw 
pipe. In order to analyze the stress and deforma-
tion, the model must be simplified. The seamless 
steel pipe welded together with the arm is ignored. 
The model and the key parameters are imported to 
the Design Modeler Workbench platform through 
the Creo and Workbench ANSYS seamless con-
nection and the parameters can be fully controlled 
by using the Workbench.

The material of the arm is ordinary carbon steel 
Q235. Its properties are as follows: the yield limit is 
235 MPa, Poisson’s ratio is 0.3, the elastic modulus 
is 2 × 105 MPa, and the density is 7.85 × 10–9 T/
mm3. The original size of the arm is as follows: the 
length is 180 mm, width is 50 mm, and thickness is 
2 mm. As the arm is stamping, the free divides of 
the function in meshing is selected. The grid size is 
1 mm, the number of discrete nodes is 136431, and 
the unit number is 74359.

4 STATIC ANALYSIS

4.1 The boundary conditions and loading
The screw is connected with the support arm by 
using the pin. On the other end, the supporting arm 
is welded in a seamless steel tube of Φ32 × 2. The 
arm has been in force when the bed is under working 
condition, and can be regarded as a two-force bar. 
The direction of the force is consistent with diam-
eter connection of two different holes of the sup-
port arm. Children’s weight is generally not more 
than 80 kg under 15 years of age, and the safety fac-
tor is 1.5. Thus, the putting weight is 120 kg. The 
maximum force is in the arm which lies on the left-
hand side of the bed frame, and the bed component 
effects are neglected. And so, the applied force is 
1200 N. The displacement constraint is 0 mm in the 
small hole in the X, Y, and Z directions. The solution 
result for the total mass is 0.27913 kg, the maximum 
stress is 34.517 MPa (Figure 2), and the maximum 
total deformation is 0.043639 mm (Figure 3).

Figure  1. The process of optimization design on 
ANSYS Workbench.
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4.2 The size optimization of the arm
Before importing Workbench, the variable name 
must be modified in Creo. The width of the support-
ing arm of the variable name is changed to DS_d0, 
the thickness is modified to DS_d9, so that these two 
dimensions can be identified in Workbench Ansys. At 
the same time, the model type and the parameters of 
the model are selected. “P” will appear before the size 
(Figure 4), which indicates that the size is optimized 
at this time. Finally, the Modeler Design module is 
exited. In the same way, the quality, the maximum 
total deformation, and the maximum equivalent 
stress are parameterized. After the parameter set-
ting is completed, the Experience Design module is 
entered. The width dimension (DS-d0) is between 
40–50 mm and the plate thickness (DS-d9) is in the 
1–2 mm range at the Input Parameters. Taking into 
account the extreme use of the situation, a certain 
degree of safety is set aside. The result requires that 
the maximum stress is less than the Q235 yield stress 
of 55 MPa, and the solution of the target is the mini-
mum of the mass and the deformation.

4.3 Topology optimization design of the 
ANSYS Workbench

There are three ways to display the results in the 
Workbench ANSYS topology optimization mod-
ule. First is to show that the topological iteration 
process through the list. The second is to display 
the topology of the iterative process with graph-
ics. And the other topology optimization results 
are shown by using different colors on the entity. 
The penalty factor is set to reduce weight by 20%, 
and then the supporting arm shape topology 

optimization is carried out. The most intuitive 
method of topology optimization is selected, and 
the results are shown in Figure 5.

The darker parts of the map can be removed in 
the region. The lighter part of the color indicates a 
less important part and can be removed or retained 
as needed. The gray-colored region is the retained 
region. After optimization, the effect of mass, defor-
mation, and stress by size are shown Figure 6. The 
change of thickness has little influence on the qual-
ity of the arm while has a great influence on the total 
deformation and stress. The change of the width has 
little effect on the stress, as shown in Figure 6.

Ten groups of optimization design results (Fig-
ure  7) are compared. Stress over 55  MPa of the 
optimized groups 4, 6, 7, was excluded. The final 
optimization plan is the lightest of the quality of the 
group 2 in the remaining 7 groups. The arm width is 
40 mm and thickness is 1.5 mm after optimization.

The arm size of the 2nd group was calculated by 
using the finite element method. The arm mass is 

Figure 2. Graph of arm stress.

Figure 3. Graph of arm deformation.

Figure 4. The setting process of parameter.

Figure 5. Schematic of the results of topology optimization.

Figure 6. Graph showing the effect of mass, deforma-
tion, and stress by size.
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0.18709 kg after calculation. The maximum defor-
mation is 0.09179  mm. The maximum stress is 
48.287 MPa (Figure 8). It is less than the strength 
requirement of the material yield stress which is 
55 MPa. After making a quality comparison before 
and after optimization, it can be observed that the 
weight reduced by 33% after optimization.

5 CONCLUSION

The arm’s optimization design was carried out for 
the initial width of 50 mm and thickness of 2 mm 
for supported kids’ sickbeds under the bed board 
by using ANSYS workbench in this paper. The 
width of the arm is 40  mm and the thickness is 
1.5 mm after optimization. Based on the strength 
requirements, the optimized quality of the arm is 
reduced about 33%.
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ABSTRACT: A mathematical model of the thermal elastohydrodynamic lubrication of fixed and 
inclined thrust bearings is established according to the lubrication theory and the finite element numeri-
cal analysis method and the preparation of the calculation program and calculation are compared. The 
results show that the two calculation methods are in line with the general rules of the lubrication theory, 
and thermal elastohydrodynamic lubrication’s calculation results tend to be safe. This conclusion can 
provide reference for the design and application of the thrust bearing.

surface deformation as a parabolic and the thrust 
disc (mirror plate) as a rigid plane; the oil film shape 
is as shown in Figure 1. The governing equation of 
the oil film shape is given as follows (Ding, 1986; 
Chen, 1980; Pang, 1981; Wang, 2004; Han, 2004):
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where hi is the oil film thickness of the surface; h0 is 
the center of the surface of the oil film thickness; c is 
the elevation of the slope of the tile; l is the tile length; 
ri is the tile surface at any point of the pole radius; Qi 
is the tile surface at any point of the polar angle; Q0 
is tile angle; e is the distance to the tile surface at any 
point in the heart; eA is the largest deformation point 
on the surface to the center distance; and δmax is the 
largest deflection deformation of bearing.

1 INTRODUCTION

These are very important and the key problem in 
the design of the bearing is to improve the lubrica-
tion performance of the bearing, reduce the fiction 
of the bearing, and reduce the failure of the thrust 
bearing. In order to improve the lubrication per-
formance and reduce the thrust bearing’s burning 
tile to bring losses, many scholars studied variable 
viscosity and bearing deformations of the tilting 
pad’s thrust bearing. The results showed that the 
bearing deformation had a larger effect on the 
lubrication performance of journal bearings (Wu, 
2007; Zhu, 1990; An, 2011; Liu, 2010; Ge, 1983). 
But there were no studies on the fixed pad bear-
ing, which is still under constant temperature and 
viscosity conditions of the simple calculation, to 
account for the variable viscosity and deformation 
of the shell of the fixed pad thrust-bearing’s prop-
erties and lubrication properties’ analysis. In this 
paper, the lubrication mechanism of the fixed and 
inclined thrust bearings is revealed by using the 
knowledge of fluid lubrication, included in the vis-
cosity, temperature change, bearing deformation 
etc. These are factors identified on the basis of the 
above-mentioned research results. The results have 
theoretical significance and application value to 
the design of the thrust bearing.

2 MATHEMATICAL MODEL

2.1 Shape of the oil film

The fixed pad’s thrust-bearing inclined plane is used 
in the structure of the horizontal axis. The bearing 
will form a dynamic pressure oil film, and the film 
shape is formed between the tile surface and thrust 
plate (mirror plate) gap’s oil film, and set the tile Figure 1. Schematic of the oil film’s shape.
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where rA is the outer radius of the tile and r0 is the 
polar radius of the center point of the tile surface.

2.2 Oil film pressure equation
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where P is the pressure of the fluid; μ is the lubri-
cating oil’s viscosity; h is the thickness of the oil 
film; ω is the angular velocity; and r and θ are 
respectively the radial and circumferential coordi-
nates. The boundary condition can be written as 
zero pressure along the surface of the tile.

p ∑ = 0  (5)

where ∑ is the boundary.

2.3 Oil film temperature equation

The temperature field of the bearing can be solved 
by using the energy equation. The energy equation 
of the thrust bearing of the inclined surface tile is 
given as follows:
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where J is the mechanical equivalent of heat; K 
and Cp are respectively the thermal conductivity of 
the oil film and specific heat capacity; T and ρ are 
respectively temperature and density; T0 is the oil 
temperature; KB is the heat conduction coefficient; 
and P is the solution of pressure values.

Boundary condition: T=T0:
Temperature initial condition:
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=0 0∂ = 00 2∂
0=, 0 ,2 .= T

R
r R= 2= 22
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2.4 Viscosity temperature equation

The viscosity temperature equation is obtained by 
using the Lagrange interpolation method.

μ μ
⎡

⎣

⎢
⎡⎡

⎢
⎢⎣⎣
⎢⎢

⎤

⎦

⎥
⎤⎤

⎥
⎥⎥

⎥⎦⎦
⎥⎥

==
∏∑

T T−
T T−

jT

i jT TT iμ
j
i j≠

n

i

n

11

 (7)

where Ti and Ui are the temperature and the viscos-
ity value of the reference point; n is the number of 
the reference point; T is the interpolation tempera-
ture point; and μT is the response viscosity.

The oil temperature boundary conditions of the 
bearing can be carried through the heat equation 
to be determined.
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where Ts is the oil supply temperature; Tout is the 
oil outlet temperature; and K is the hot oil carrying 
factor, whose value is 0.5–0.9; depending on the 
speed of the bearing surface of the selected bear-
ing, K = 0 is the carrying oil calculation.

Tin = Tout

2.5 Single tile oil film control equation

The general properties of the equations in a class 
of similar phenomena are taken into account, and 
marked as the dimensionless quantity:
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The lubrication performance of the thrust bear-
ing of the inclined surface tile can be solved by 
using the above equation. Because most of the 
mathematical models are composed of two partial 
differential equations, the finite element method is 
used to solve the problem.

3 EXAMPLE AND COMPARATIVE 
ANALYSIS

3.1 Calculation method of the lubrication 
performance

In the past, for the inclined plane thrust bearing’s 
lubrication performance calculation with the tradi-
tional approximate calculation method, an approx-
imate calculation equation was used, regardless of 
the lubricating oil viscosity changes and bearing 
deformation, through the look-up table and the 
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curve of rough calculation and there are many 
kinds of calculation methods. The thermal EHL 
numerical calculation method, finite element 
method, control equation of the simultaneous 
solution of the oil film shape equation, Reynolds 
equation, energy equation, viscosity temperature 
control equation, in the meantime, considering the 
change of oil viscosity and the bearing deforma-
tion (Zhang, 2014; Fan, 2013; Li, 2014; Yu, 2014; 
Fan, 2014; Ting, 1971; Sharma, 2002; Yoshimoto, 
1993; Younes, 1993; Adam, 2003).

3.2 Calculation results and comparative analysis

The calculation of bearing parameters respectively 
is performed for the following parameters: the 
bearing’s outer radius is 0.19  M, bearing’s inner 
radius is 0.09  m, tile is 10  mm thick, number of 
tiles is 3, the lubricating oil brand is L-TEA46, 
lubrication is oil-immersed lubrication, and the oil 
temperature on the inside is 33°C.

3.2.1 Influence of speed on lubrication 
characteristics and comparative analysis

Figures  2–5  show the relationship between the 
velocity and the minimum oil film thickness, the 
maximum film temperature, the maximum film 
pressure, and the power consumption of the two 

calculation methods. The sign of  shows approxi-
mate calculation results. The sign of  shows 
thermal EHL calculation results.

It can be seen from the figures that, the relation-
ship between two methods of calculating speed and 
minimum oil film thickness, maximal oil film tem-
perature, maximum oil film pressure, and power 
consumption, in line with the general rules of the 
lubrication theory, oil film pressure and power 
consumption of the two calculation methods 
changed little, the minimum oil film thickness and 
maximum oil film temperature is slightly differ-
ent, and the thermal EHL calculation tends to be 
more conservative. From the figures, the relation-
ships between calculating speed and the minimum 
oil film thickness of two methods, the maximal oil 
film temperature, the maximum oil film pressure 
and power consumption can be obtained.

3.2.2 Effect of specific pressure on lubrication 
characteristics and comparative analysis

Figures 6–9 show the relationship between the two 
calculation methods, the specific pressure and the 
minimum film thickness, the maximum oil film 
temperature, the maximum oil film pressure, and 
power consumption. Because of the limited space, 
only the speed of the calculation is 18 m/s.

Figure  2. Variation curve of the minimum oil film 
thickness with speed.

Figure 3. Variation curve of the maximum oil film tem-
perature with speed.

Figure  4. Variation curve of the maximum film pres-
sure with speed.

Figure 5. Variation curve of the bearing’s power con-
sumption with specific pressure.
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From the graphs, we can see that the relation-
ship between the ratio of the two calculation meth-
ods, the minimum oil film thickness, the maximum 
oil film temperature, the maximum oil film pres-
sure and power consumption is similar to that 
mentioned in Section 3.2.1.

4 CONCLUSIONS

The maximum oil film temperature, the maximum 
oil film pressure and power consumption is com-
puted by using the traditional method (regardless 
of the viscosity temperature change and the bearing 
deformation) and the thermal elastohydrodynamic 
lubrication method for computing (included in the 
viscosity temperature change and deformation of 
the shell), and the results show that calculation 
results of the two calculation methods are in line 
with the general rules of the lubrication theory, and 
thermal EHL calculation results tend to be more 
safe. These conclusions can provide reference for 
the design and application of the thrust bearing.
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ABSTRACT: To study the motion performance of submarines carrying an external weapon module, 
in this paper, a method of approximation is used to calculate the hydrodynamic coefficients of subma-
rines carrying the weapon module, the Matlab mathematical model of six-freedom-motion is built, and a 
comparative simulation analysis of five kinds of typical motions of submarines before and after carrying 
the external weapon module is performed. The result of the simulation indicates that carrying an external 
weapon module has an effect on a submarine’s motion performance to some extent, thereby resulting in the 
reduction of its maneuverability and steering quality. The simulated model can reflect motion features of 
submarines with external weapon module, which provides the theoretical foundation for further feasibility 
analysis.

2 MODELING AND SIMULATION OF THE 
SUBMARINE MOTION

2.1 Modeling and solving

Establish the fixed coordinate system E  −  ξηζ and 
moving coordinate system G  −  xyz, as is shown in 
Figure 1. Assuming that the speed relative to the earth 
of the submarine barycenter is V, the projection of 
V on G − xyz is u (longitudinal speed), v (horizontal 
speed), and w (vertical speed); the submarine rotates 
with an angular velocity of Ω, and the projection 
of Ω on G − xyz is p (heel angular velocity), q (trim 
angular velocity), and r (yawing rate). And set that 
right-leaning of the heel angle as ϕ, right-turning of 
the heading angle as ψ, and stern-leaning of the pitch 
angle as θ; the right rudder of the rudder angle δr is 

1 INTRODUCTION

Submarines carrying an external weapon module 
(the module can be divided into UUV, missile, tor-
pedo, etc.) play an important role in promoting 
the underwater combating ability in current and 
future warfare. Referring to the literature, studies 
on motion modeling and simulation of submarines 
carrying external weapons are rather rare. Applica-
tions about submarines carrying external weapons 
are mainly about the mine layer box and UUV 
(Fan, 1995; Qian, 2003; Sirmalis, 2001); on the 
aspect of study of submarines’ external carrying, 
the domestic research is mainly about conducting 
calculations of the hydrodynamic coefficient of 
the submarine-carrying pod (Yang, 2009). While 
on the aspect of submarine space operation simu-
lation, foreign scientists have carried out much 
work in the theory of submerged maneuverabil-
ity, security, attack elusion effect validity, onshore 
manipulation, simulation training, and compre-
hensive display centralized control (Fu, 1992; 
Xia, 1992; John, 1978); domestic research has also 
made many achievements (Hu, 2006). Based on the 
achievements mentioned above, in this paper, mod-
eling simulation and initial analysis for the motion 
of the submarine carrying an external weapon 
module are conducted.

Figure 1. Schematic of the fixed coordinate system and 
moving coordinate system.
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positive, and the sign of the head rudder angle δb and 
stern rudder angle δs is determined with right-hand 
rule, and then the heading rudder angle δb is the posi-
tive rudder angle, and the stern rudder angle δs is the 
positive diving angle.

On an established coordinate system, according 
to the standard motion equation for the submarine 
simulation study carried out by Gertler (Martlon, 
1967), the influence of the propeller burden can 
be ignored and the differentiation is moved to the 
left-hand side and the rest to the right-hand side of 
the equation, and the equation of the six-freedom-
motion of submarines is obtained as follows:

Longitudinal force equation:

a u a q a r f11 15 16 1ff� � �+ +a q =  (1)

Horizontal force equation:

a v a p a r f22 24 26 2ff� � �+ +a p =  (2)

Vertical force equation:

a w a p a q f33 34 35 3ff� � �+ +a p =  (3)

Heel torque equation:

a v a w a p a q a r f42 43 44 45 46 4ff� � � � �+ +a w + +a q =  (4)

Trim torque equation:

a u a w a p a q a r f51 53 54 55 66 5ff� � � � �+ +a w + +a q =  (5)

Yaw torque equation:

a u a v a p a q a r f61 62 64 65 66 6ff� � � � �+ +a v + +a q =  (6)
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The meaning of notes in the above-mentioned 
equation can be referred from the literature 
(Martlon, 1967).

By solving equation (1)–(6) simultaneously, the 
acceleration matrix can be obtained as follows:
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In which the value of unvalued aij is 0.
Integrate the acceleration matrix in equation (7) 

and obtain speed and angular velocity, integrate 
again with the converted relation of the fixed and 
moving coordinate systems, and obtain the posi-
tion and attitude angle of any time.

2.2 Verification of modeling

To testify the accuracy of the established model, 
verification is conducted according to the mod-
eling simulation program in five typical motions of 
the submarine.

1. Horizontal steady rotation
Horizontal steady rotation is the rotation motion 
conducted when the submarine is on a direct route 
and the rudder is inclined at a fixed angle. Con-
duct a simulation study for the submarine on this 
motion with rudder angles of 15°, 25°, and 35° and 
the obtained barycentre locus curves are shown in 
Figure 2.
2. Horizontal Z-type steering motion
On practical voyage, the steering maneuver of the 
submarine is conducted on the basis of steady head-
ing, the maneuverability of which can be studied 
with Z-type steering, and the focus is the response 
ability to the rudder. Conduct a simulation study 
for the submarine with the z-type steering motion 
with the obtained variation curves of the rudder 
angle and heading angle, as shown in Figure 3.
3. Vertical steady steep submerging and surfacing 

motion
The submarine will conduct the vertical steady 
steep submerging and surfacing motion when 
elevators are fixed on an angle in a fixed depth 
voyage. This motion reflects the depth maneuver-
ability of the submarine. Conduct a simulation 

study of this motion with elevators at the angles 
of 10° and 20° and the obtained barycenter locus 
curves are shown in Figure 4, and pitch angle vari-
ation curves are shown in Figure 5.
4. Vertical surpass maneuver motion
Adjust elevators regularly in the vertical plain and 
the submarine will conduct the vertical surpass 
maneuver motion. The response ability to elevators 
can be studied in this motion. Conduct a simula-
tion study for the submarine with this motion with

sδδ /θ ,°10  the obtained rudder angle and 
pitch angle variation curves are shown in Figure 6 
and the depth variation curves are shown in Figure 7.

Figure 2. Locus curves of the motion in the horizontal 
plane.

Figure 3. Variation curves of the rudder angle and the 
heading angle of motion in the horizontal plane.

Figure  4. Locus curves of the motion in the vertical 
plane.
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5. Spatial steady helical motion
When the directions of the rudder angle and the 
elevator angle are fixed or only the direction of the 
rudder is fixed, the submarine will rotate around 

axis Eζ  and the barycenter’s 3D motion path 
is a spiral line, and this motion is called spatial 
steady helical motion, which can be used to study 
the spatial maneuverability. Conduct a simulation 
study for the submarine with this motion with 
δ δr bδ δδ =δbδ 10°δ =δ 10 ,bδ 10  and δ sδ = 0°,  and the obtained 
barycentre locus curves are shown in Figure 8.

The simulation results of five typical motions 
shows that the character of the motion obtained 
by simulation results satisfies the common prac-
tice, and the established submarine six-freedom 
model is correct and can be used in predicting the 
motion of the submarine that carries an external 
weapon module.

3 APPROXIMATION OF THE SUMARINE 
CARRYING EXTERNAL WEAPON 
MODULE’S HYDRODYNAMIC 
COEFFICIENTS

The hydrodynamic coefficients will change when 
the external weapon module is loaded, and thus it 
must be confirmed. The method of obtaining coef-
ficients includes experiment, theoretical calcula-
tion, approximation, etc. In this paper, the primary 
demonstration phase is presented and exhibits the 
estimating method. An approximation method (Li, 
2008) is carried out by sorting masses of experi-
mental results and estimation, which can obtain 
the approximate value rapids if  certain deviations 
are allowed. This method assumes that the hydro-
dynamic coefficients of the submarine carrying 
an external weapon module are equal to the sum 
of that of the submarine and the external weapon 
module.

3.1 Approximation of weapon module 
acceleration

There can be a few external weapon modules in a 
single submarine. In this paper, the work is based 
on the condition of one single external weapon 
module (as shown in Figure 9). The length of the 
module is L, which is set to 10  m, width B and 
height H are set to 1.5 m, and the total underwater 
volume of the displacement ∇ is set to 8 m3.

Figure  5. Variation curves of the pitch angle of the 
motion in the vertical plane.

Figure 6. Variation curves of the rudder angle and the 
pitch angle of the motion in the vertical plane.

Figure  7. Variation curves of the diving depth of the 
motion in the vertical plane.

Figure 8. Locus curves of the spatial helical motion.

Figure  9. Schematic diagram of submarines carrying 
the weapon module.
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The weapon module of streamline shape can be 
replaced with an ellipsoid with three axes, take the 
main criterion L,B,H as three axes 2a,2b,2c. Since 
in an ellipsoid, λij = 0(i ≠ j), the added weight that 
needs calculation is λij(i = j).

The added mass coefficients of the ellipsoid 
is obtained by Lamb through the potential-flow 
theory (Li, 2008). When the semi-major axis of 
the ellipsoid is a,b,c, the added weight of it can be 
obtained from Figure 10. K11, K22, K33 is the relative 
value of the added weight λ11, λ22 , λ33; K55, K66 is the 
relative value of added rotational inertia λ55, λ66.

The added mass coefficient can be obtained by 
referring to Figure 10 with L/B = 10.0, H/B = 1.0, 
K11 = 0.02, K22 = 0.96, K33 = 0.96, K55 = 0.87, K66 = 
0.87, through calculation, and the acceleration of 
the weapon module is given as follows:
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3.2 Approximation of the weapon module velocity 
coefficient

Refer to the attack angle derivation curves of ellip-
soid (as is shown in Figure 11) with L/∇

1
3  = 5.0  

and H/B = 1.0,

∂ ′
∂

= ∂ ′
∂

×F M′ ∂LFF
α α∂

1 05 1× 0 =− 03 10 2× −×M∂ 1∂ =M∂ 03 10. .05 1× 0 1

The resistance coefficient of ellipsoid is given as 
follows:

′ = × = −F B
LDFF 0 05

4
0 39 1× 0

2

2LL
3. .×05 0π BB

And the velocity hydrodynamic coefficient of 
the weapon module can be calculated as follows:

( )′ ( )′ = − ∂ ′
∂
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Figure 10. Graphs showing the added mass coefficient 
curves of the ellipsoid.

Figure  11. Attack angle derivation curves of the 
ellipsoid.
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3.3 Approximation of the weapon module angular 
velocity

Refer to the angular velocity derivation curves of 
the ellipsoid with L/∇

1
3  = 5.0 and H/B = 1.0,

∂ ′
∂Ω

= ×
∂ ′
∂Ω

= −−F M′ ∂LFF 5 3 10 1 66 1× 03 3∂
= −M∂ 1 66 1×× 0. .×3 10 1

Assuming that the barycenter of the weapon 
module is in the very center, that is the correction 
factor of buoyant centre position is 1, and then the 
angular velocity coefficient of the weapon module 
is given as follows:

( )′ ′( ) =
∂ ′
∂Ω

= × −Z)′ = −( F
wq qZ

wq
LFF 5 3 10 3.

( )′ ′( ) =
∂ ′
∂Ω

= − −M)′ = ( M
wq qM

wq
1 66 1× 0 3.

4 MOTION SIMULATION OF 
SUBMARINES CARRYING THE 
EXTERNAL WEAPON MODULE

According to the obtained hydrodynamic coeffi-
cient of the submarine carrying the weapon mod-
ule, the simulation of five typical motions can be 
conducted with the established model.

4.1 Comparison of the horizontal steady rotation

Conduct the simulation to the submarine with the 
rudder at 15°, 25°, and 35° separately, and the bar-
ycentre locus curves of the submarine before and 
after loading the weapon module with the rudder 
at 15° is shown in Figure 13.

After calculation, the variation of maneuver-
ability of the submarine is shown in Table 1.

From Table  1, the conclusion can be drawn 
that, after loading the weapon module, rotation 

diameter, steady time (the time needed to adjust 
the submarine to steady conditions), and rotation 
period, the rotation angular velocity and other 
maneuverability indexes are bigger than before, 
which means that the maneuverability has been 
reduced. Besides, through analysis of the absolute 
variation before and after carrying the weapon 
module, the conclusion can be drawn that the vari-
ation of maneuverability is bigger in a small rud-
der angle and smaller in a large angle.

4.2 Comparison of the horizontal z-type steering 
motion

The heading angle comparison curves obtained 
before and after carrying the weapon module 
obtained by using simulation is shown in Figure 14.

The calculation result shows that before carry-
ing the weapon module, the primary rotation time 
is 31.0  s, the surpass heading angle is 11°; after 
carrying the weapon, the rotation time changes to 

Figure  12. Angular velocity derivation curves of the 
ellipsoid.

Figure 13. Comparison curves between motions in the 
horizontal plane.

Table  1. Contrast on performance indexes of maneu-
verability in the horizontal plane before and after carry-
ing the weapon module.

Rotation 
diameter/m

Steady 
time/s

Rotation 
period/s

Rotation 
angular 
velocity/
rad⋅s−1

15° Before 886.2  48.4 567.0 0.0111
After 945.7  49.7 600.0 0.0105

25° Before 596.2 127.3 454.4 0.0138
After 624.8 129.3 473.4 0.0133

35° Before 444.5 132.8 401.8 0.0156
After 462.6 133.0 416.0 0.0151
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33.7  s and the surpass heading angle changes to 
12°. The absolute variation of the primary rotation 
time before and after carrying the weapon module 
is 8.71% and the surpass heading angle is 4.76%. 
The conclusion can be drawn that response ability 
to the rudder is reduced.

4.3 Comparison of vertical steady steep 
submerging and surfacing motion

Conduct a simulation study for the submarine 
(stern elevator at 20°) before and after carrying 
the external weapon module in the vertical steady 
steep submerging and surfacing motion, and the 
obtained barycentre locus comparison curves 

and pitch angles comparison curves are shown in 
Figures 15 and 16.

Through analysis we can know that the steady 
time and maximum pitch angle before carrying the 
weapon is 46.2  s and 59°, while that of the after 
carrying condition is 50.1 s and 52°; the carrying 
weapon module has a rather significant influence 
on maneuverability especially for the pitch angle.

4.4 Comparison of the vertical surpass maneuver 
motion

Conduct a simulation study for the submarine 
before and after carrying the weapon module with 
the surpass maneuver motion with δ θsδδ /θ ,10°/10  
and the depth and pitch angle comparison curves 
are shown in Figures 17 and 18.

The result shows that, before carrying the 
weapon module, the primary rotation time is 
17 8. ,8 s  surpass depth is 0 4. ,4 m  and surpass pitch 
angle is 2 5. ,5°  and after that, the primary rotation 
time is 20 0. ,0 s  surpass depth is 0 5. ,5 m  and surpass 
pitch angle is 3 2. .2°  Through calculation, the abso-
lute variation of these factors are determined as 
15 25 0. %7 , .25 %,  and 28. %0 .  The conclusion can be 
drawn that the carrying weapon module has a big-
ger influence on the vertical maneuverability that 
that of the horizontal maneuverability. The loss of 
maneuverability in the vertical plain is greater.Figure 14. Comparison curves between heading angles 

in the horizontal plane.

Figure 15. Comparison curves of the motion in the ver-
tical plane.

Figure 16. Comparison curves between pitch angles of 
the motion in the vertical plane.

Figure 17. Comparison curves of the diving depth of 
the motion in the vertical plane.

Figure  18. Comparison curves of pitch angles of the 
motion in the vertical plane.
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4.5 Comparison of spatial, steady, and spiral 
helical motions

Conduct a simulation study for the submarine 
before and after carrying the weapon module 
with the spatial steady spiral helical motion with
δ δr bδ δδ = °10 ,bδ 10  and δ sδ = 0 ,°  and the compari-
son locus curves are shown in Figure 19.

The rotation diameter, time, lift, relative lift 
velocity, and other main indexes obtained in simu-
lation are shown in Table 2.

From Table 2, it can be observed that the sub-
marine’s spatial maneuverability before and after 
carrying the weapon module changes heavily, espe-
cially for the rotation diameter and time, which 
means that after carrying the weapon module, the 
submarine’s spatial maneuverability is reduced.

5 CONCLUSION

By combining five typical motions, in this paper, 
a simulation study is conducted for the submarine 
carrying an external weapon module. The result 

shows that the carrying weapon module reduces 
the maneuverability indexes. The result satisfies 
the real submarine motion characteristics, indicat-
ing that the model is reasonable. The simulation in 
this paper lays the theoretical foundation for the 
study of the validity of submarines carrying the 
external weapon module.
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ABSTRACT: Machining parameters are the important factors to energy conservation and emission 
reduction in the manufacturing industry. The drilling parameters’ optimization problem for low energy 
consumption and costs is studied in this paper. Two objectives including energy consumption and costs 
are considered in this optimization model with two independent variables, namely drilling speed and feed 
rate per turn. Additionally, the constraints of the model are also considered. And then, the model is solved 
with the weighted method and the Adaptive Particle Swarm Optimization (APSO) algorithm. Finally, a 
case study is conducted for the verification of the proposed model and method.

achieving low energy and costs is presented in this 
paper. Energy consumption and cost are the optimi-
zation objectives and drilling speed and feed rate per 
turn are taken as independent variables. The APSO 
(Adaptive Particle Swarm Optimization algorithm) 
is applied as the solution method. Finally, a hole-
processing example is given for the verification of 
the proposed model and methodology.

2 ESTABLISHMENT OF THE DRILLING 
MULTI-OBJECTIVE OPTIMIZATION 
MODEL

Drilling parameters include drilling speed, feed rate 
per turn, and cutting depth. However, the cutting 
depth can be calculated with diameters and allow-
ances of the hole to be processed. Therefore, the 
drilling speed and feed rate per turn are selected as 
the independent variables and minimizing energy 
consumption and costs are considered as the two 
optimization objectives.

2.1 Multi-objective optimization functions

2.1.1 Costs function
The costs of drilling mainly include machining 
costs, tool change costs, other ancillary costs etc. 
Because the artificial costs are greatly influenced 
by the geographical and processing environment, it 
has not been considered in this paper. The function 
of drilling costs objective is shown as follows:

C T X T
T
T

X
T
T

C T Xp mC TT cTT m mTT
X

TT
t oC TC T+T XmTT + Cm C  (1)

where, Cp represents the cost of processing, X rep-
resents the production cost per unit time, Tm is the 

1 INTRODUCTION

With the recent continuous increase in energy 
demand and constraints in carbon emissions, 
energy conservation and emission reduction have 
become priorities for the manufacturing industry 
(Li, 2015). In China, the manufacturing sectors 
consumed over 50% of the entire electricity pro-
duced, but the energy efficiency is low (Tang, 2006).

Drilling is a common processing method, which 
accounts for about 30% of the total machining 
methods. Energy consumption from drilling is 
huge. The drilling parameter plays a very impor-
tant role in quality, efficiency, costs etc. (Diet-
mair, 2009). Some scholars have carried out much 
research on drilling parameter optimization. Zhang 
et al. (Zhang, 2006) proposed a minimum drilling 
time optimization method of cutting parameters 
based on fuzzy mathematics. Li et  al. (Zhang, 
2013) conducted an energy model for cutting pro-
cesses of machine tools, and studied the energies of 
turning, drilling operations, etc. Zhao et al (Zhao, 
2012) developed a parameter optimization system 
for costs and efficiency in the hole machining pro-
cesses. Zhang (Zhang, 2011) studied a high-speed 
drilling parameter optimization method for small 
and deep-hole-processing of stainless steel. Zhang 
(Cui, 2007) proposed a drilling parameter fuzzy 
optimization method based on the machining reli-
ability. Most of the above literature addressed the 
parameter optimization with the traditional single 
objective model such as quality, efficiency, or costs. 
Some are concerned with energy conservation and 
environmental emissions. However, there is hardly 
any reported research on the correlation between 
energy and costs of drilling.

Based on the above review, a multi-objective 
parameter optimization model of drilling for 
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drilling time, Tc is the tool change time, To is the 
other auxiliary time, Ct represents the tool change 
cost, T represents the tool durability, and the cal-
culation methods for T and Tm are as follows:

T
H

nfmTT =
60  (2)
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1000
πDD
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where, H is the drilling depth, f is the feed rate per 
turn, n represents the spindle speed, vc is the drilling 
speed, D represents the drill diameter, Cv, Zv, Kv, Yv, 
and m represent the tool durability coefficients.

From Equation (1)–Equation (4), the cost func-
tion of drilling is shown in Equation (5).
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2.1.2 Energy function
The energy consumption of drilling is mainly com-
posed of five parts, namely drilling energy, no-load 
energy, feed system energy, additional load energy, 
and auxiliary system energy.

1. Drilling energy: it can be calculated with drill-
ing force. The mathematical expression is shown 
in Equation (6).

E P T C D f K Tm mE PP m mT CT X Yf m mK TTmf YYf×PmPP 2 9 81 1  (6)

   where, Pm is the drilling power and Cm, Xm, Ym, 
and Km are the correlation coefficients, which 
can be obtained in the cutting quantity manual.

2. No-load energy: it continued along the whole 
drilling process, which is shown in Equation (7).

E P T Tu uE PP m mTT TT×PuPP ( )K n K n Kn KK nK nKKK KK n KKK n K  (7)

   where, Pu is the no-load power and K1, K2, and 
K3 are the correlation coefficients with the spin-
dle speed (Liu, 2012).

3. Additional load energy: it is related to the load 
and drilling force and the mechanism is very 
complicated. The energy consumption of addi-
tional load is commonly proportional to the 
energy consumption of the drilling process.

E bEt mE bE  (8)

   where, b is the additional load factor of drill-
ing; it is often 0.15–0.25 and depends on the 
experience.

4.  Feed and auxiliary system energy: the energy con-
sumption of the feed system is usually 1.5% of 
the main drive system, and the energy consump-
tion of the auxiliary system has little impact on 
drilling parameters. Therefore, the energy con-
sumption of the feed system and auxiliary can be 
regarded as a constant in Equation (9).

E E Qg aE =EaE  (9)

  Therefore, the energy consumption during the 
drilling operation is expressed as follows:
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2.2 Constraints
The parameters of drilling are constrained by the 
machine tools, drilling process, quality etc. There-
fore, all operating parameters shall be within the 
constraints in the optimized solution.

In this paper, the constraints of the spindle 
speed, feed rate, cutting force, drilling power, spin-
dle torque, and tool life are considered.

The constraints of drilling parameters are 
shown in Equation (11).
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Therefore, the energy consumption and costs 
parameter optimization of NC drilling is a typical 
constrained multi-objective optimization problem, 
which can be expressed as Equation (12).

min
. . , , ,

F
s t. g i

c

i

( ), fc , f ( )i ,minCmin EpCmin pE
( ),v fcv 1i =i 2 8, ,

 (12)

3 SOLVING THE MODEL
3.1 Transformation
For most multi-objective optimization problems, 
it is often difficult to achieve all the multiple 
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objectives at the same time. In order to facilitate 
the solution, the weighted sum method is intro-
duced to construct in this paper.

F
C C

C C
E E

E EC
pC

E
pEmiCC n

maCC x mCC in

miE n

maE x mE in
( )v fc f = λ λCC

p
EE

min +  (13)

where, Cmax, Cmin, Emax, and Emin are the minimum 
and maximum values of costs and energy consump-
tion respectively, and λC and λE are the weighted 
coefficients of costs and energy consumption, and 
λC + λE = 1.

3.2 Solution procedure of APSO
PSO (Particle Swarm Optimization) is an evolu-
tionary algorithm, which searches for the optimal 
solutions through the iterative operation based on 
random solution, and evaluates the quality of the 
solution with fitness. Because of the ease of imple-
mentation and the fact that it does not need the gra-
dient information of the objectives, PSO is widely 
used in solving constrained optimization problems. 

However, the flight time of particles are fixed in the 
traditional PSO, which may lead to oscillation and 
reduce the convergence speed (Xia, 2006).

Therefore, an improved algorithm called APSO 
(Adaptive Particle Swarm Optimization) was pro-
posed in this paper. The global optimal value was 
added in the APSO to adjust the inertial weight 
and particle flight time adaptively. The equation of 
APSO is given as follows:
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where, vid is the particle speed, and 
vid ∈[ ]

id
v v ,]vv  c1 and c2 are the study fac-

tors, r1d and r2d are the random numbers, and 
r rd dr1rrd rr drr ,∈[ ]0 1,0  xid is the current location of  the 
particles, wt = ( )F

F

bFF t

bFF t− −exp  is the inertial factor, and 
F FbFF bFF t, −1  is the global optimal value of  the parti-
cles of  t and t-1 generation, T0 is the initial flight 
time, K0 is the adjust parameter, and Imax is the 
maximum evolution generation.

The flow chart of APSO is shown in Figure 1.

4 CASE STUDIES

In this paper, a hole-machining case is studied to 
verify the effectiveness of the optimization model. 
The equipment and machining information are 
shown in Table 1.

The program code of APSO was compiled with 
Matlab 2013b, and the algorithm parameters were 
set as follows: the initial population size was 30, 
the maximum generation was 150, the adjusting 
parameter was 0.9, and the initial flight time was 
0.4. The APSO iteration process and optimiza-
tion results are shown in Figure  2 and Table  2, 
respectively.

In this paper, the optimization results of cost 
(λC = 1), energy consumption (λE = 1) and cost and 
energy (λC = λE = 0.5) are also considered, and the 
results are listed in Table 2.Figure 1. The flow chart of APSO.

Table 1. The information of the drilling case.

Minimum 
spindle speed 
(r/min)

Maximum 
spindle 
speed (r/min)

Minimum feed 
speed (mm/r)

Maximum 
feed 
speed (mm/r)

Maximum 
torque (Nm)

Maximum 
cutting 
force (N)

Maximum 
power (kw)

Power 
factor

20 4000 0.1 3.4 28.5 5500 7.5 0.8

Diameter 
(mm)

Hole depth 
(mm) Cv Zv Kv Yv m Tb(s) CF XF YF KF Cm Xm Ym Km

20 35 11.1 0.4 0.87 0.5 0.2 1100 61.2 1.0 0.7 0.17 0.03 2 0.8 1.15

Ct X Tc(s) To(s) B K1 K2 K3 Q(J)

4 0.05 16 60 0.2 0.00002 1.243 90.115 17115
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When compared with the results of low costs or 
energy, the costs and energy consumption of drill-
ing processes are changed with the drilling speed. 
When the goal is chosen as low cost and energy 
consumption, the results are between the above-
mentioned values. It impacted in such a manner 
that the chosen parameters have important effects 
on energy consumption and costs, and the pro-
posed model and method are effective for drilling 
processes optimization.

5 CONCLUSIONS

1. A multi-objective optimization model was 
established in this paper. The energy and cost 
are the optimization objectives, drilling speed, 
and feed rate per turn as independent variables, 

and the constraints of spindle speed, feed rate, 
drilling torque, etc. are also considered.

2. An improved algorithm (APSO) of PSO is pro-
posed in this paper, and the optimization model 
was solved with this algorithm.

3. The case of this paper is aimed at one drilling 
condition, but the energy of the drilling process 
is not only affected by machining parameters, 
but also by the processing environment. There-
fore, the next research work may focus on the 
various factors of the energy consumption.

REFERENCES

Congbo, Li, Tang Ying, Cui Longguo, Li Pengyu. 
A quantitative approach to analyze carbon emissions 
of CNC-based machining systems [J]. Journal of 
Intelligent Manufacturing, 26(5): 911–922 (2015).

Dietmair, A., A. Verl. Energy Consumption Forecast-
ing and Optimization for Tool Machines [J]. Modern 
Machinery Science Journal 3: 62–67 (2009).

Liu Fei, Liu Shuang. Multi-period energy model of 
electro-mechanical main driving system during the 
service process of machine tools [J]. Journal of 
mechanical engineering, 48(21): 132–140 (2012).

Tang D, Du K, Li L. On the development path of Chinese 
manufacturing industry based on resource restraint 
[J]. Jiangsu Social Sciences 4, 51–58 (2006).

Xia Xiaohua, Liu Bo, Luan Zhiye, Jin Yihui. APSO-
based Nonlinear Predicted Control and Its Applica-
tion for the pH Neutralization Reactor Control [J]. 
Control and instruments in chemical industry, 33(1): 
24–27 (2006).

Zhang Wenquan, Wei Wenshu. Parameter Optimiza-
tion of High Speed Drilling in Small and Deep Hole 
on Stainless Steel [J]. Coal mine machinery, 32(4): 
119–121 (2011).

Zhang Xinming, Cui Zhenshan. A study on fuzzy opti-
mization of drilling parameters based on reliability 
analysis [J]. Journal of plasticity engineering, 14(5): 
150–153 (2007).

Zhang Xinming, Qiu Jianjie, Zhou Zanxi, Cui Zhenshan. 
Study on Optimum Selection of Drilling Parameter 
Based on Fuzzing Mathematics [J]. Tool Engineering, 
40(7): 27–29 (2006).

Zhang Zhe, Li Haolin. Quantitative analysis and com-
parison method for cutting process scheme energy 
consumption of machine tools [J]. Manufacturing 
technology & machine tool, 26(12): 21–23 (2013).

Zhao Pengfei, Liu Tingting, Wang Huifen. Research and 
Development on the optimization system of cutting 
parameters in the hole processing [J]. Aviation Preci-
sion Manufacturing Technology, 59(1): 34–37 (2012).

Figure  2. Graph showing the iterative convergence 
process of APSO.

Table 2. The optimization results of APSO.

Results λC = 1 λE = 1 λC = λE = 0.5

Drilling speed 
(m/min)

 24.05  27.09  26.18

Feed rate per 
turn (mm/r)

  0.24  0.24  0.24

Time (s)  13.72  12.17  12.60
Cost (yuan)   0.881  0.918  0.901
Energy consumption 

(kJ)
207.80 207.63 207.66
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ABSTRACT: Based on the rolling-piston compressor as the research object, in this work, a new type of 
dynamic equivalence testing device for the compressor is put forward, which simulates the working condi-
tion of the inside compressor cavity and accomplishes dynamic adjustable speed, controllable differential 
pressure, and variable clearance. More groups of experiments with dynamic changes of multi-factors are 
carried out and finally the quantity and regularity about the leakage change with speed, differential pres-
sure, and clearance are obtained.
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tions are complex and changing; it is really hard 
to complete the dynamic leakage tests inside the 
compressor. For the above-mentioned reason, in 
this work, a dynamic equivalence testing device is 
designed and fabricated for the rolling-piston com-
pressor, by which there could be leakage data from 
the compressor under dynamic conditions.

2 EXPERIMENTAL TEST PLAN

The equivalent method is a kind of common sci-
entific thinking method, which means, in a sense, 
unknown, complicated, and intractable issues 
could be converted into known, simple, and trac-
table ones on the premise that effects are same. It 
has been widely applied in mechanics, kinematics, 
electricity, optics, etc. which really means compli-
cated practical problems are turned into simple 
familiar ones under the same effect. It will be easy 
to highlight the main factors, seize the essence and 
bring out laws if  the team uses the simpler factors 
instead of the complicated ones. In this work, the 
testing about the leakage of the working medium 
was conducted inside compressors by using an 
equivalent device as the core. The selected dynamic 
equivalence leakage testing scheme in this work is 
shown in Fig. 1.

This experiment scheme consists of an air com-
pressor, equivalent device, glass rotameter, preci-
sion pressure gauge, and so on. On one hand, the 
gas exhausted by using the air compressor enters 
the high pressure holder through the three-link con-

1 INTRODUCTION

A rolling piston compressor owns a good prop-
erty and has been widely applied in many domains 
(Ma, 2001). However, due to the clearance of 
kinetic fitting pieces inside, its leakage problem 
is also really prominent, which has a major nega-
tive influence on the volumetric efficiency of the 
compressor (Yue, 2011). In view of this, the leak-
age study on the rolling-piston compressor by far 
has become a research hotspot in the compressor’s 
academic field and engineering field both within 
the country and abroad (Hao, 2004). When the 
compressor is running, each motion pair is under a 
dynamic condition, such as the position, tempera-
ture, clearance, pressure, and even the quantity 
and distribution of the lubrication medium is con-
stantly changed. Thus, the leakage characteristics 
are essentially associated with multiple factors and 
changes with work process (Li, 2006). The leakage 
inside the compressor can be collected and proc-
essed under the condition that it can accomplish 
dynamic differential pressure, dynamic clearance, 
and dynamic components of working medium, 
which makes comprehending leakage regularities 
of the compressor at a higher level. It is not only 
meaningful but it is also necessary and important 
that the research model with dynamic variable 
parameters can be concentrated instead of the 
original limited one with static parameters. How-
ever, there are large numbers of leakage channels 
and most of them could be extremely small (Jin, 
1986; Zhou, 2007; Shen, 2015); the working condi-
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trol valve, and then turns into the precision pressure 
gauge after passing the control valve, and finally 
enters the high pressure chamber of the equivalent 
device through the inlet control valve. On the other 
hand, the leakage gas from the low pressure cham-
ber of the equivalent device threads the glass rota-
meter and then passes the vent control valve and the 
precision pressure gauge, and finally enters into the 
constant tin through the control valve, and between 
this and the high pressure holder there is a balance 
valve. During the experiment, the balance valve is 
kept closed; meanwhile, the vent control valve and 
the control valve comprise the constant tin main-
taining stability of the pressure. In the experiment 
system, the precision pressure gauge is used to dis-
play the differential pressure between two chambers 
of the equivalent device; the DC-infinitely adjusta-
ble-speed motor is used to change the speed of the 
device; and the precision micrometer head is used 
to adjust and display the leakage gap.

Based on the experiment’s schematic shown in 
Fig. 1, the built experimental platform about the 
dynamic equivalence leakage of rolling-piston 
compressors is shown in Fig.  2. The type of the 

glass rotameter in the figure is LZB-10, in which 
the test medium is gas, and the test range is 
250 L/h–2500 L/h.

The experiment proceeded under the condition 
that three sets of factors were kept different from 
each other. Based on the orthogonal experiment, 
there would be 33 results, thus the change of clear-
ance was the first factor to be studied by experi-
ments in different groups, which could show the 
change of leakage by other factors when the clear-
ance was kept specific.

3 EXPERIMENTAL EQUIVALENT DEVICE

3.1 Basic structure and working principle

The equivalent device’s internal structure is shown 
in Fig. 3 and its dynamic equivalent device assem-
bly drawings are shown in Fig. 4. The device con-
sists of an adjustable-speed motor, static cavity, 
dynamic cavity, rotor, precision micrometer head, 
deep groove ball bearing, transparent cavity, gas-
ket, and so on. The rotor is driven by using the the 
motor; the clearance is made by using the adjust-
able device on the right-hand side; the connection 
axis between the adjustable device and the bear-
ing uses the interference fit. The viewing window 
is made of organic glass; the gasket is placed on 
each side to complete the clearance trimming. 

Figure 1. Schematic of the dynamic equivalent leakage 
testing setup.
1-Air compressor, 2-high pressure holder, 3-constant tin, 
4-glass rotameter, 5-three-link control valve, 6-balance 
valve, 7-control valve, 8-control valve, 9-vent control 
valve, 10-inlet control valve, 11-pressure gauge, 12-pre-
cision pressure gauge, 13-precision micrometer head, 
14-equivalent device, 15-high pressure chamber, 16-low 
pressure chamber, 17-DC infinitely adjustable-speed 
motor, and 18-drain valve.

Figure  2. Picture of the dynamic equivalent leakage 
experiment’s platform.

Figure 3. Schematic of the equivalent device’s internal 
structure.

Figure  4. Schematic showing the dynamic equivalent 
device assembly drawings.
1-Pedestal, 2-adjustable-speed motor, 3-lower cavity, 
4-transparent cavity, 5-motor transmission axis, 6-rotor, 
7-bearing, 8-upper cavity, 9-rotor connection axis, 
10-probe connection axis, 11-precision micrometer head, 
and 12-holder.
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The leakage clearance forms by assembly between 
the rotor and the contact area of the static cavity 
on the left-hand side, in which there is a high pres-
sure chamber. The low pressure chamber is formed 
among the rotor’s outer surface, the dynamic cavity 
on the right-hand side and the transparent cavity’s 
inner wall. The high pressure gas enters into the 
high pressure chamber from outside, flows into the 
low pressure chamber through the leakage clear-
ance and then vents, which realizes an equivalence 
leakage course of compressors.

In the equivalent device, the motion of the com-
pressor is controlled by the DC-infinitely adjusta-
ble-speed motor, which is placed under the device. 
The motor’s rated power is 210 W, its rated speed 
is 3000 rpm, it is driven by using a 24-V DC power 
drive and controlled by using DC sensor-less and 
brushless controllers (ZM-6615). The speed is 
adjusted by using the speed-control switch inside, 
and its number is present on digital display. The 
precision micrometer head on the top of the device 
controls and adjusts the leakage clearance, which 
is produced by a company named Mast Correct. 
Its measurement range is 0–25 mm and its meas-
urement accuracy is 0.001 mm, which could enable 
micron-sized control. The gas enters into or out 
through the tube of the device, and its difference 
value is controlled by using the high pressure 
holder, constant tin, and the pressure gauge.

The following is the test principle of the dynamic 
equivalence device: there are two cavities in the 
device: the left-hand side one is placed in high pres-
sure gas during the experiment to simulate the high 
pressure chamber of compressors, and the right-
hand side one is connected with the atmosphere to 
simulate the low pressure chamber of compressors; 
there is an adjustable leakage clearance between 
the rotor and the static cavity, which is equivalent 
to the leakage channels of compressors. The differ-
ential pressure of the high pressure chamber and 
the low pressure chamber is controlled by using a 
precision pressure gauge; the motor speed is con-
trolled by using the machine controller; the leak-
age clearance is adjusted by using the precision 
micrometer head; the leakage is measured by using 
the float flowmeter in the vent-pipe. When the dif-
ferential pressure and the reading from the flowme-
ter become stable, the leakage can be directly read. 
During the experiment, the speed can be adjusted 
alone, and so do the clearance and the differential 
pressure, which can make adjustable single-factor 
tests come true. Finally, the quantity and regular-
ity about the leakage change with speed, and the 
differential pressure and clearance were obtained.

3.2 Design and process

Based on the design thought mentioned above, 
parts of the equivalence device are designed. 

Aluminium alloy and organic glass are chosen as 
work materials, which means that the upper and 
lower cavities, rotor, spindle, pedestal, and holder 
are made of aluminium alloy and the transparent 
cavity is made of organic glass. The SNS air hose 
is chosen as the gas tube. The finished parts are 
shown in Fig. 5.

3.3 Installing and debugging

Connect the assembled equivalence device, motor 
controller, tachometer, and the DC power supply. 
And then, connect the intake-tube and the gas sup-
ply system, and connect the vent-pipe, flowmeter, 
and the back pressure system. Check the pressure 
tightness of the sealing washer and working parts. 
As for the debugging process to increase the speed, 
turn the speed-control switch to the minimum, turn 
on the device, turn the switch upwards slowly to 
check the stationarity and check if it could reach 
the speed of the compressor working condition. The 
debugging experimental setup to increase the speed 
is shown Fig. 6, and it is found that the result is nor-
mal, which means the experiment could proceed.

As for the debugging to adjust clearance, adjust 
the micrometer head manually to make the bottom 

Figure  5. Picture showing the dynamic equivalent 
device assembly and parts.
1-General assembly drawing, 2-rotor, 3-upper cavity, 
4-transparent cavity and clearance, and 5-lower cavity.

Figure 6. Picture of the dynamic equivalent device that 
performs debugging to increase the speed.
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of the rotor touch the superface of the lower cavity, 
and then lock the head and put in the pressure gas, 
check the pressure tightness and reset to the initial 
position. Turn on the self-locking switch, rotate 
the microdrum, and observe the reading from the 
micrometer head; turn off  the self-locking switch 
when the reading reaches the default value. By this 
time, the clearance is well-adjusted, which could 
be lubricated to approximate the real compressor 
working conditions. The debugging experimental 
setup to adjust clearance is shown Fig. 7.

As for the debugging to maintain differential 
pressure, first blow up gasholders on both sides 
of the tube to reach the default value. Turn on 
the inlet control valve and observe the change of 
the pressure gauge, turn on the vent control valve 
when the reading is stable, and continue observ-
ing the pressure gauge. After debugging for a few 
times, the pressure could be maintained stable. The 
debugging experimental setup to maintain differ-
ential pressure is shown Fig. 8.

There are three major factors that affect the 
working medium leakage inside rolling-piston 
compressors: the clearance leakage (δ), the speed 
change (Δn) from the starting value to the default 
value and the differential pressure change (ΔP) 
between two chambers. The dynamic equivalence 
experiment of compressors below will proceed 
with these three factors.

4 EXPERIMENTAL PROCEDURE

The dynamic equivalence experiment of compres-
sors includes the following three steps:

Firstly, turn on the self-locking switch of the 
precision micrometer head, turn the clearance 
leakage to the default value, and then lock the 
micrometer head. Turn on the power supply of 
the equivalence device, controller and tachometer, 
turn on the adjustable-speed motor, and adjust the 
speed to the default value.

Secondly, turn on the vent control valve next 
to the glass rotameter, turn on the control valve, 
and turn off  the balance valve and the inlet con-
trol valve. After that, turn on the air compressor, 
turn on the three-link control valve to inflate the 
high pressure holder; when the reading from the 
pressure gauge reaches the default value, turn on 
the control valve. After the reading from the preci-
sion pressure gauge is maintained as a stable value, 
turn on the inlet control valve and fill the gas in the 
equivalence device to check the pressure-tightness 
of the device.

Thirdly, based on the two steps mentioned 
above, after maintaining the differential pressure 
and speed as stable values, record readings of the 
clearance, differential pressure, and rotameter. If  
the floater waggles seriously during the experi-
ment, adjust the lower rotary knob of the rotam-
eter and record the reading when it is maintained 
stable again.

Adjust the clearance, differential pressure, and 
speed for a few times, repeat the three steps above 
mentioned until the experiment is finished.

5 RESULTS AND DISCUSSION

5.1 The effect of differential pressure

The clearance value (δ1) of the equivalence device 
is set to 15 μm and the speed (n) is set to 1000 r/
min, and then the test proceeded in the case that 
the differential pressure is maintained at 0.1, 0.2, 
and 0.3 MPa, respectively. The data are shown in 
Table 1 and the processing result is shown in Fig. 9.

Figure 9 shows that the corresponding leakage 
is about 0.41 g/s when the differential pressure is 
0.1 MPa; it is about 0.50 g/s when the differential 
pressure is 0.2 MPa; it is about 0.59 g/s when the 
differential pressure is 0.3 MPa.

The clearance value (δ1) of the equivalence 
device is set to 15 μm and the speed (n) is set to 
3000 r/min, and then the test proceeds in the case 
that the differential pressure is maintained at 0.1, 
0.2, and 0.3  MPa, respectively. The processing 
result is shown in Fig. 10.

Figure 10 shows that the corresponding leakage 
is about 0.44 g/s when the differential pressure is 

Figure  7. Picture of the dynamic equivalent device’s 
debugging experimental setup to adjust clearance.

Figure  8. Picture of the dynamic equivalent device’s 
pressure difference debugging.
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differential pressure change could bring about 
0.1 g/s leakage change.

5.2 The effect of clearance
The speed of the equivalence device is set to 1000 r/
min and the differential pressure is set to 0.1, 0.2, 
and 0.3 MPa, respectively. And then, the test pro-
ceeds in the case that the clearance is maintained 
at 15, 25, and 35 μm, respectively. The processing 
results are shown in Table  2. As can be seen in 
Table 2, when the speed and the differential pres-
sure is kept as constant, the more clearance makes 
more leakage, and every 10 μm clearance change 
could bring about a 0.02 g/s leakage change.

5.3 The effect of speed data
The clearance value of the equivalence device is set 
to 15 μm and the differential pressure is set to 0.1, 
0.2, and 0.3 MPa, respectively. And then, the test 
proceeds in the case that the speed is maintained at 
1000, 2000, and 3000 r/min, respectively. The pro-
cessing results are shown in Table 3. As can be seen 
in Table 3, when the clearance and the differential 

Figure  9. The ΔPi experimental results under condi-
tions such as δ1 = 15 μm and n1 = 1000 r/min.

Figure  10. The ΔPi experimental results under condi-
tions such as δ1 = 15 μm and n3 = 3000 r/min.

Table 1. The ΔPi experimental data under conditions such as δ1 = 15 μm and n1 = 1000 r/min (MFlow means mass 
flow).

Test number 1 2 3 4 5 6 7 8 9 10 11 12

Flow
(m3/h)

0.1 MPa 1.29 1.31 1.25 1.26 1.27 1.23 1.22 1.21 1.2 1.27 1.26 1.25

MFlow
(g/s)

0.4254 0.432 0.4122 0.4155 0.4188 0.4056 0.4023 0.399 0.3957 0.4188 0.4155 0.4122

Flow
(m3/h)

0.2 MPa 1.58 1.57 1.53 1.52 1.52 1.51 1.51 1.52 1.53 1.53 1.52 1.53

MFlow
(g/s)

0.521 0.5177 0.5045 0.5012 0.5012 0.4979 0.4979 0.5012 0.5045 0.5045 0.5012 0.5045

Flow
(m3/h)

0.3 MPa 1.8 1.81 1.82 1.8 1.79 1.79 1.8 1.8 1.79 1.78 1.79 1.79

MFlow
(g/s)

0.5936 0.5968 0.6001 0.5936 0.5903 0.5903 0.5936 0.5936 0.5903 0.587 0.5903 0.5903

0.1 MPa; it is about 0.56 g/s when the differential 
pressure is 0.2 MPa; it is about 0.65 g/s when the 
differential pressure is 0.3  MPa. It is clear that 
when the speed and the clearance is maintained as 
constant, the leakage is greatly affected by the dif-
ferential pressure. The more the differential pres-
sure, the more is the leakage, and every 0.1 MPa 

Table 2. Δδi & ΔPi experimental data.

Constant condition Clearance (Δδ)
Leakage 
( �m1 (g / s))

n1 = 1000 r/min
ΔP1 = 0.1 MPa

Δδ1 = 15 μm 0.4127
Δδ2 = 25 μm 0.4347
Δδ3 = 35 μm 0.4443

n1 = 1000 r/min
ΔP2 = 0.2 MPa

Δδ1 = 15 μm 0.5048
Δδ2 = 25 μm 0.5598
Δδ3 = 35 μm 0.5641

n1 = 1000 r/min
ΔP3 = 0.3 MPa

Δδ1 = 15 μm 0.5925
Δδ2 = 25 μm 0.6045
Δδ3 = 35 μm 0.6400
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pressure are maintained as constant, the more 
speed leads to more leakage, and an every 1000 r/
min speed change could bring about a 0.02  g/s 
leakage change.

6 CONCLUSION

This work utilizes the self-designed dynamic 
equivalence testing device for the compressor, 
which simulates the working condition inside the 
compressor chamber; and builds the experimental 
platform, which accomplishes dynamic adjustable 
speed, dynamic controllable differential pressure, 
and dynamic variable clearance. After testing, that 
the following conclusions can be drawn:

1. The leakage is affected by the differential pres-
sure. The more differential pressure leads to 
more leakage, and every 0.1  MPa differential 

pressure change could bring about a 0.1  g/s 
leakage change.

2. The leakage is affected by the clearance. The 
more clearance leads to more leakage, and every 
10  μm clearance change could bring about a 
0.02 g/s leakage change.

3. The leakage is affected by the speed. The more 
speed leads to more leakage, and every 1000 r/
min speed change could bring about a 0.02 g/s 
leakage change.
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ABSTRACT: F2C-T transmission is a new K-H-V type of two-stage cycloid transmission device. It has 
high transmission efficiency advantages. In this paper, the structure and transmission efficiency of the 
new high precision type of F2C-T transmission are analyzed. The drive ratio calculation model of F2C-T 
transmission is deduced by using the solving method of the differential gear train transmission ratio. 
And the calculation method of the system’s meshing transmission efficiency is deduced with the transmis-
sion ratio method. The transmission efficiency mathematical model of F2C-T transmission is established. 
And the transmission efficiency of the F2C-T455 model is calculated and analyzed.

pin planetary gear transmission as well as the 
bearing in the meshing transmission process. The 
structure diagram is shown as Figure 1.

According to the meshing transmission relation-
ship between each part in the transmission process 
of the F2C-T transmission, the F2C-T transmis-
sion is divided into the following four parts:

1. The transmission part of the involute gear
The transmission part of the involute gear con-

sists of the input shaft, the key gear, and three plan-
etary gears. And the input shaft and the sun gear 
are fixedly connected together to form the input 
gear shaft. And three planetary gears are distrib-
uted at angles that are 120 degrees away according 
to the structure of the planet.
2. Eccentric transmission part

Each eccentric body is composed of a spline 
shaft, two eccentric shaft necks, and a rotary arm 

1 INTRODUCTION

F2C-T transmission is a new pattern with a two-
stage closed type cycloid transmission device. It 
exhibits properties, such as high transmission 
precision, small rotation error, high transmission 
efficiency, stable transmission, and so on. And so, 
it has an extremely widespread application pros-
pect in the field of transmission. While studying 
the F2C-T drive, its structure requires analysis 
at first. The shape of the components and the 
transmission relationship between the parts can 
be grasped. And then, the power loss of the sys-
tem in the transmission process can be found. The 
transmission efficiency of F2C-T transmission is 
calculated. Transmission efficiency is one of the 
important indexes to evaluate the performance of 
mechanical transmission devices, and its level also 
directly affects the research value and development 
prospects of the device. Therefore, it is of great 
significance to study the transmission efficiency of 
F2C-T transmission.

2 SYSTEM STRUCTURE AND 
TRANSMISSION PRINCIPLE OF F2C-T 
TRANSMISSION

2.1 Structure and characteristics of F2C-T 
transmission

The structure of F2C-T transmission is more com-
plex, and it is composed with a stage of involute 
gear planetary transmission and a stage of cycloid-

Figure  1. Schematic of the F2C-T transmission 
structure.
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bearing. Two eccentric shaft necks are 180 degrees 
away in distribution. In order to balance the inertia 
force, the two pieces of the cycloid gear should be 
also evenly arranged on the two eccentric axes at 
angles that are 180 degrees away from each other.
3. The part of the cycloid–pin gear transmission

It consists of a cycloid gear, a pin gear, and a pin 
gear housing. Different from the traditional two 
fulcrums and the three-fulcrums structure, the pin 
gear of F2C-T transmission chooses the horizon-
tal pillow type installation method. It directly lies 
in the pin gear housing. In this way, the bending 
deformation of the pin gear can be greatly reduced, 
and the bending strength can be improved.
4.  Output mechanism

It consists of output side flange, eccentric sup-
port bearing, spindle bearing, the supporting pin 
and the input side of the flange. The input and 
output side flanges are connected together with 
the supporting pin to form a simply-supported 
beam structure. It can greatly improve the carrying 
capacity of the mechanism body.

The structure of F2C-T transmission has the 
following characteristics:

1. The two stages of the transmission structure 
are used. Due to the transition of the first stage 
involute transmission part, the cycloid trans-
mission part of the second stage is made more 
stable. It can greatly improve its life; (2) the 
cycloid gear adopts the two-tooth-difference 
structure and increases the carrying capacity; 
(3) the pin gear adopts the horizontal pillow 
type structure. In this way, when the pin gear 
and cycloid gear undergo meshing, the bending 
deformation and even bending damage can be 
avoided; (4) the output mechanism adopts the 
rigid flange output structure with bilateral sup-
port. When compared with the output mecha-
nism of the traditional cycloid transmission 

cantilever beam structure, it has greater stiffness 
and better impact resistance performance.

2.2 The working principle of F2C-T transmission

F2C-T transmission is a new pattern with two-
stage closed type cycloid planetary transmis-
sion device. It is composed of the involute gear 
planetary transmission of the first stage and the 
cycloid–pin gear planetary transmission of the sec-
ond stage. The transmission diagram is shown in 
Figure 2.

3 THE CALCULATION OF THE 
TRANSMISSION RATIO

According to Figure 2, the transmission diagram 
of the new pattern high precision F2C-T transmis-
sion, F2C-T transmission consists of two stages. 
The first stage transmission is composed of the 
input gear shaft 1 and the planet gear 2. The sec-
ond stage transmission is composed of cycloid 
gear 4, the pin gear 5, and the pin gear housing 7. 
When the eccentric H(3) is fixed, the transformed 
transmission ratio can be obtained by using the 
following equation:

i Z
Z

i Z
Z

H HZ i12ii 2ZZZ

1ZZ 45i 5Z

4Z
= − =,  (1)

In this type, Z1 is the tooth number of the input 
gear shaft, Z2 is the tooth number of the planet 
gear, Z4 is the tooth number of the cycloid gear, Z5 
is the tooth number of the pin gear.

The pin gear is mounted on the pin gear hous-
ing during the installation. And so, the pin gear 
and the pin gear housing can be treated as a 
whole part in the calculation process. If  the angu-
lar velocity of  the pin gear 5 is ω5, the angular 
velocity of  the eccentric body H is ωH, the angu-
lar velocity of  the cycloid gear 4 is ω4, the angular 
velocity of  the output flange 6 is ω6, then ω4 = ω6 
and the angular velocity of  the eccentric H is 0, 
the relative angular velocity of  each component is 
given as follows:

ω ω ω
ω ω ω
ω ω ω ω ω

5 5ω ωω

6 6ω ωω 4ω
0

Hωω Hω
Hω Hωω H Hω ω
Hωω H Hω ω ω4ω

−ω5ω
−ω =
−ω6ω −ω4ω

⎧
⎨
⎪⎧⎧
⎨⎨
⎩⎪
⎨⎨
⎩⎩

 (2)

When the eccentric H is fixed, the transmission 
ratio of the mechanism can be obtained by using 
the following equation:

i Z
Z

H H

H
65ii 6

5

5Z

4Z
= =ω ωH6 −

ω ωH5 −
 (3)Figure  2. Transmission diagram of F2C-T 

transmission.
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When the output shaft 6 is fixed, from the gen-
eral equation iabic

ibcia
=

−
1

1  of  the transmission ratio 
calculation it can be obtained:

i
i

Z
Z ZHi H5

6

56ii
5Z

5 4Z Z
1

1
=

−
=  (4)

The output shaft is fixed, when the pin gear and 
the pin gear housing are obtained as the output, 
the transmission ratio is given as follows:

i i i Z Z
Z

H
Hi15ii6

12ii 5
6 2 5Z ZZ

1 5ZZ 4

⋅iH
12i = −

( )Z Z5Z 4Z−
 (5)

And according to the general calculation equa-
tion of transmission ratio iabi ac

b1 ,iacib  when the pin 
gear housing is fixed, the system transmission ratio 
can be obtained as follows:

i i i Z Z
Z16ii 16ii5

15i6 2 5Z ZZ

1 5ZZ 4

1 1i15ii6=i16i5 i15i6 +
( )Z Z5Z 4Z−

 (6)

The cycloid–pin gear transmission part of 
F2C-T transmission uses two-tooth-difference 
structure. And so, the result is Z Z5 4Z Z 2=Z4Z ;  then,

i Z Z
Z16ii 2 5Z ZZ

1ZZ
1

2
= +1  (7)

4 TRANSMISSION EFFICIENCY 
ANALYSIS

The transmission efficiency of F2C-T transmission 
is mainly composed of two parts, which are mesh-
ing transmission efficiency and bearing efficiency. 
The meshing efficiency is the main part of the 
transmission efficiency. It is composed of two parts, 
which are involute gear meshing transmission effi-
ciency and cycloid–pin gear transmission efficiency.

4.1 Meshing transmission efficiency analysis

The equation of meshing transmission efficiency is 
derived by using the method of transmission ratio. 
According to the transmission ratio equation of 
F2C-T transmission, it can be re-written in the fol-
lowing form:

i i i
i

H Hi
H16ii 12ii 45i

45i 1
1= −

−
+  (8)

It turns out that the transmission ratio i16 of the 
differential gear transmission F2C-T transmission 
consists of the transmission ratio function of its 

various transmissions. (When the eccentric body is 
fixed, the transmission ratio of the corresponding 
transmission can be obtained.) That is,

i f i i i
i

H Hi
H Hi

H16ii 1

6
12 45i 12ii 45i

45i 1
1= −

−
+ω1

ω6

( ,iH
12ii )  (9)

In this type, ω1 is the angular velocity of the 
input shaft (rad/min) and ω6 is the angular velocity 
of the output shaft (rad/min).

Similarly, the force transmission ratio �i16ii  is also 
the function, which is composed of each corre-
sponding force transmission ratio � �i iH Hi12ii 45i, .i45i That is,

�
� �
�i T

T
f i i

i

H Hi
H16ii 6TT

1TT
12ii 45i

45i 1
1= =6 ( )� �i iH Hi12ii 45i = −

−
+  (10)

In this type, T1 is the input torque ( ),  T6 
is the output torque ( ), i�16ii is the ratio of the 
output to the input torque.

Therefore, the meshing transmission efficiency 
of F2C-T transmission is given as follows:

η ω
ω16ηη 6

1

6 6ω
1 1ωω

16

16

= =6 = =16 ( )12 45

( )12 45

P6

P1

T6

T1

i1
i1

f ( 1 4

f ( 1 4

�
 (11)

In this type, P1 is the input power (kw), P6 is 
the output power (kw). �i iH Hi H x

12ii 12ii 12
1( )H

12 ,H x1 = 1;
�i iH Hi H x
45i 45i 45

2( )H
45 ,H x2 1= ± ;

η12ηηHη  is the meshing transmission efficiency of the 
involute gear; η45ηHη  is the meshing transmission effi-
ciency of the cycloid–pin gear.

The value representation of the index x1, x2 is 
+1, which indicates that the motion transmission 
ratio and the power flow are in the same direction; 
–1  indicates that the motion transmission ratio is 
opposite to the power flow. According to the lit-
erature (Yang, 1986),

x sign i
i

i
i

H

H1
12ii

16ii
16ii

12ii
⋅sign 12 ∂
∂

 (12)

While i
i

i
i

H

H
12ii

16ii
16ii

12ii
0 1x1⋅ <i

H
16i∂

∂
.1, x1  On the contrary, 

x1 = +1.
According to equation (9), function iH

12ii  is 
derived as the partial derivative and multiply i

i

H
12ii

16ii
 

to obtain the following equation:

i
i

i
i

i
i

i
i

i i
i

H

H

H Hi
H

H Hi
H

12ii

16ii
16ii

12ii
12ii

16ii
45i

45i
12ii 45i

16i 451 iii
⋅ ∂
∂

= ⋅12 −
−

= −
( )H(i45i 1iH

45i

Since iH H
12ii 45 0HiiHi45i, .45 0i45ii45i  Substitute in the above 

equation to obtain the following equation:
i
i

i
i

H

H
12ii

16ii
16ii

12ii
0⋅ >i

H
16i∂

∂
,  that x1 = +1.
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Similarly, according to equation (8), the func-
tion iH

45i  is derived  as the partial derivative and 
multiply i

i

H
45i

16ii ,  to obtain the following equation:
i
i

i
i

H

H
45i

16ii
16ii

45i
0⋅ <i

H
16i∂

∂
,  that x2 = −1.

The above equations are substituted into 
equation (9), and the following equation can be 
obtained:

�i i i
i

i iH H H H

H H

H Hi
16ii 12ii 12

1
45 45

1

45i 45
1

12ii 45i 1

1
1= −

−
+ =1 −−iH

−

( )H
12 ( )H

45
H

( )H
45

i45iiH)12 ( 4
HH

HH
4

η122

45 45

1
Hη

H Hi4 −
+

η4
HH

 (13)

Equation (12) is substituted into the transmis-
sion efficiency parameter of equation (10). The 
equation for calculating the meshing transmis-
sion efficiency of F2C-T transmission is given as 
follows:

η16ηη 16

16

45 45 45 12 45 12

45 45 4

= =16
�i1
i1 i4

H H H H H H

H H

( )45i45 1−1H 11 ( )η η45 45ηη 12 45 12ηη−i4i iHi H Hηη i H Hη
( )η45 45i η45 45η−H Hη ( 5 155 2 451H H1 Hi i12 4

H− −1 )
 (14)

4.2 Involute gear transmission efficiency 
calculation

The meshing transmission efficiency calculation 
equation of the involute gear transmission part 
(Zhu, 1983) is given as follows:

η πμ εππ12ηη
1 2

1
2

2
2

1 21 1 1Hηη
Z Z1 2

+
⎛
⎝
⎛⎛
⎝⎝

⎞
⎠
⎞⎞
⎠⎠

( )ε ε ε ε1εε 2εε 2ε 2
1 2εε ε1+ +εεε 2εε −ε  (15)

In this type, μ is the friction coefficient, 
μ ε α απ π=ε −0 05 0 1 1ε 2 2

1 ( α )αα1 α( )α α ; (ε πε2εε 2
2ε );αZ Z

atg tg
α is the meshing angle of  the involute gear, 

and α  =  20°; αα1 is the addendum circle pres-
sure angle of  the key gear, α α

a
mZ

rarr1 2
1ZZ

1
= arccos ,r2

1
1

cos

(°); ra1 is the addendum circle radius of  the key 
gear, r mharr

mZ
ah1 2

1ZZ +mZ1Z *,  (mm); αa2 is the adden-
dum circle pressure angle of  the planetary gear, 
α α

a
mZ

p
rarr2 2

2Z
2

= arccos ,r2
2

2

cos  (°); ra2 is the addendum cir-
cle radius of  the planetary gear, r mharr

mZ
ah2 2

2Z +mZ2Z *,  
(mm).

4.3 Efficiency calculation of cycloid–pin gear 
planetary transmission

The F2C-T pattern cycloid–pin gear planetary 
transmission is a type of K-H-V planetary trans-
mission. The meshing transmission efficiency loss 
mainly comes from the loss of the cycloid gear and 
the pin gear meshing process. And so, the trans-
mission efficiency calculation equation of the 
cycloid–pin gear transmission part can be derived 
according to the following equation:

η η45ηη 1Hηη KηHη  (16)

In this type, ηKηHη  is the meshing efficiency loss of 
the cycloid gear and the pin gear.

4.4 Bearing total efficiency calculation

According to the F2C-T transmission structure, 
it can be known that the whole system is a total 
including three sets of bearings: spindle bearing, 
support bearing of the eccentric body, and rotary 
arm bearing. The former two are tapered roller 
bearings. The third one is a single row cylindrical 
roller bearing without outer ring. Therefore, the 
total efficiency ηB of  bearing is given as follows:

η ηB Bη ηη Bη1 2ηBηη 3  (17)

In this type, ηB1 is the efficiency of the spindle 
bearing; ηB2 is the efficiency of the eccentric body 
support bearing; and ηB3 is the efficiency of the 
rotary arm bearing.

4.5 System transmission efficiency calculation

The F2C-T transmission efficiency is composed of 
two parts, which are the meshing transmission effi-
ciency and the bearing total efficiency. Therefore, 
the transmission efficiency of F2C-T transmission 
is as follows:

η η η⋅η16ηηη Bη  (18)

In this type, η16 is the meshing transmission effi-
ciency and ηB is the bearing total efficiency.

5 CALCULATION EXAMPLE

Based on the above analysis and research as well 
as the transmission efficiency mathematical model 
of the F2C-T transmission, taking the F2C-T455 
prototype as an example, the transmission effi-
ciency is calculated. When the F2C-T455 proto-
type input shaft rated speed is n = 1500 r/min, the 
basic parameters are shown in Table 1.

The “transmission efficiency calculation” pro-
gram is written by using the VB programming 
language, and the calculation program of F2C-T 
transmission efficiency can be obtained.

The transmission efficiency of the T455 pro-
totype can reach 91.2%, thereby fully meeting 
the requirements that the transmission efficiency 
should be more than 90%.
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6 CONCLUSIONS

In this paper, the structure and transmission effi-
ciency of the new type of high precision F2C-T 
transmission are analyzed. The structure and char-
acteristics of F2C-T transmission are mainly ana-
lyzed. And on those bases, according to the solving 
method of the differential gear train transmission 
ratio, the transmission ratio calculation equation 

of F2C-T transmission is deduced. The calcula-
tion equation of the system’s meshing transmis-
sion efficiency is derived by using the method of 
transmission ratio. The transmission efficiency 
mathematical model of the F2C-T transmission 
is established. And the transmission efficiency 
calculation for the F2C-T455 prototype models 
is carried out. The transmission ratio distribution 
model of the new pattern can be further optimized 
by using the calculation of transmission efficiency. 
It has a great significance.
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Table 1. Basic parameters of the F2C-T455 prototype.

Parameter Symbol Numerical (mm) Parameter Symbol Numerical (mm)

Eccentricity α 2 Width of the 
cycloid gear

b 14

Tooth number of 
the cycloid gear

Zc 27 Input gear’s shaft 
teeth number

Z1 12

Pin gear’s teeth 
number

Zp 28 Planet gear’s 
teeth number

Z2 36

Pin gear’s center 
circle radius

rp 90 Transmission ratio i16 81

Pin gear’s radius rrp 3.5 Tooth difference c  2
Module m 2

Figure 3. Basic parameter interface.

Figure 4. Transmission efficiency calculation interface.
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ABSTRACT: In order to improve the comprehensive mechanical properties and zinc coating qualities 
of welding gears, the new zinc plating solution was used to electroplate after heat treatment of the weld-
ing gear. The results showed that after quenched–tempered heat treatment, the weld area organization of 
the welding gear was small and uniform tempered sorbite, which led to achieving excellency and stability 
of mechanical properties. The gears which were processed and manufactured by the way of pre-stack low 
carbon steel were tested and found to be qualified. The main composition of the coating was Zn, and the 
Fe content was less. The mass fraction of Zn was increasing along the base metal to coating, and Fe was 
just the opposite. The thickness of the plating layer was about 6–8 μm, and the zinc coating was closely 
attached to the gear. The minimum deformation heat treatment process was used to weld the gear, which 
ensured the dimensional accuracy, reduced the processing difficulty, and was conducive to the production 
of the workpieces. The mechanical performances of the weld area were improved significantly by using the 
process of bead welding of the transition layer. The national standard test showed that the electroplated 
coating had uniform thickness, reasonable distribution, good density, adhesion, and corrosion resistance.

2 THE TECHNOLOGICAL SCHEME 
AND PROCESS

2.1 Heat treatment

The welding structure of  the gear should focus 
on solving the following problems in heat 
treatment:

1. Mechanical properties of the welded HAZ zone 
decreased.

The content of high carbon martensite in the HAZ 
area increased after welding. In the welding pro-
cess, it was difficult to be heated evenly, and the 
high temperature tempering zone would appear 
in the near-crack zone, which decreases the whole 
structure strength, thereby resulting in the brittle-
ness and hardening of the gear.
2. Crack and deformation of the weld zone
In the heating and cooling process of the welding 
structure of the gear, the thermal conductivity of 
different gear surfaces and internal temperatures 
changed to thermal expansion and contraction, 
and thermal stress could make the gear crack and 
lead to deformation.

1 INTRODUCTION

When the welding gear was working, it was affected 
by the large alternating impact load. The gear was 
required to have good comprehensive mechanical 
properties and corrosion resistance. In this paper, 
the gear ring material used was 34CrNiMo, and 
the shaft material was 42CrMo, which adopted 
the whole forging and the intermediate frequency 
quenching process (ZHENG, 2004). But in the 
practical application, it was found that the tooth 
part and the end face underwent cracking easily, 
which was not conducive to the production of 
many workpieces. The gear and the shaft of the 
transmission with ordinary galvanized steel plat-
ing method is used to prevent rust, and this caused 
serious hydrogen evolution, easy peeling and foam-
ing of the coating, longer plating time, and loss of 
life (Barbosa, 2006; El, 2008; Kavitha, 2008). The 
coating was easy to burn. In order to improve the 
comprehensive mechanical properties and zinc 
coating qualities of the welding gear, the new zinc 
plating solution was used to electroplate after heat 
treatment of the welding gear.
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Besides, the phase transition points of different 
materials were different, and the microstructure 
transformation was not the same, which increased 
the stress and the cracking and deformation ten-
dency of the gear-welded zone.

In view of the above-mentioned problems, the 
following heat treatment process is developed:

1. The gear is set aside for heat treatment or heat 
treatment of gear teeth. Although the size pre-
cision was high, the hardness of heat treatment 
was high, and it was difficult to obtain the gear. 
Considering the processing properties, the gear 
tooth surface was set aside by 0.4 mm for heat 
treatment, and the deformation of gear teeth 
must be less than 0.4 mm after heat treatment.

2. Individual parts were pre-heat-treated, and the 
hardness of the quenched and tempered gear 
was adjusted to 230∼270 HBW to achieve the 
grain refinement, uniform structure, and reduce 
the amount of deformation after welding.

3. After welding, heat stress was eliminated in the 
well-type furnace to reduce the cracking ten-
dency and deformation of the weld zone.

4. In order to reduce the deformation caused by 
the weight of the parts, the welding gear was 
mounted in a vertical furnace in a well-type 
furnace, which was carried out by quenching 
and tempering. First, the high temperature of 
900  degrees–860  degrees is set for the rapid 
heating furnace; quenching is carried out after 
which, the heating time is reduced, and oxida-
tion and decarburization deformation are pre-
vented. And then, oil quenching was carried 
out in the vertical parts of the gear, parts were 
cooled to MS and when the temperature fell 
below MS, stirring was stopped, slow cooling 
was carried out, and tissue stress was reduced. 
Finally, it was tempered to eliminate the internal 
stress generated during quenching.

2.2 Plating process plan

The pre-treatment of the gear with heat treatment 
before electroplating is as follows:

First degreased in 12% sodium hydroxide, 5% 
sodium carbonate, 7% sodium phosphate, 0.5% 
OP-10 emulsifier solution at 60∼65°C for 20 min. 
After washing with water, it was pickled with 18% 
hydrochloric acid, 0.2% hexamethylenimine and 
0.2% OP-10 emulsifier solution at 20∼25°C for 
15  min. And then into the 5% hydrochloric acid 
solution activation of about 8 s, activated washed.

The formulation of the zinc plating solution is 
as follows: 20 g/L of ammonium chloride, 3 g/L of 
malic acid, 1 g/L of OP-20 emulsifier, 0.1 g/L of 
cinnamic acid, 0.2 g/L of the main brightener, and 
1 g/L of polyethylene glycol, pH 1.8 to 2.4.

In the experiment, vanadium aldehydes, 
o-nitrobenzaldehyde, and benzylidene acetone 
were used as the main brighteners for galvaniz-
ing the welding gear parts. The comparison test 
showed that benzylideneacetone was more suitable 
for zinc coating preparation of the heat-treated 
parts (Gao, 2001; Liang, 2007).

The electroplating process is as follows:
The gears were placed in the prepared hook on 

the galvanized gear, to maintain the current inten-
sity of 0.5 A/dm2, pre-plated for 5 min. And then, 
the current intensity is adjusted to 1  A/dm2,  by 
adding a mixture of the main brightener and cin-
namic acid solution; adjust the current density; the 
pH value of zinc plating solution control is 1.8–2.4, 
and the plating time is 20–30 min for the gear sur-
face to form a uniform zinc coating. After the gal-
vanized gear parts are immersed in the mixture of 
1 g/L sulfuric acid, 0.2 g/L nitric acid, and 60 g/L 
chromic anhydride, passivation is carried out for 
8 s, hot water washing is carried out for 10 s, and 
finally, the gear is placed at 60°C for drying in the 
oven for 15 min.

In order to verify the effectiveness of the heat 
treatment process, comparison tests were carried 
out on the post-weld, quenched, and tempered 
gear and the original gear metal’s performances.

An LDW200-4XB-type table-type optical micro-
scope was used to observe the structures of the 
original gears and quenched and tempered gear, as 
given in Table 1. A wew-1000b hydraulic universal 
testing machine was used to measure the mechani-
cal properties of the original gears and quenched 
and tempered gears, as given in Table 2.

From Tables 1 and 2, it could be seen that the 
residual stress was large because the heat treatment 
of the original gear structure had the upper bainite, 
so that the comprehensive mechanical properties 
decline. The mechanical properties of the weld 
zone were fine and homogeneous. The mechani-
cal properties of the HAZ zone were softened, 
brittle, and hardened. The mechanical properties 
of the pre-heaped low carbon steel were the best 
after welding. According to the above-mentioned 
experimental results and analysis, in accordance 

Table 1. A comparison of the metallographic structures.

Test 
number After welding

Weld metal 
area

Heat-affected 
zone

1 B+M (trace) B+F+M (few)
2 860°C quenching

500°C tempering
Tempering S Tempering S

3 860°C quenching
500°C tempering

Tempering 
S + F + P

Tempering 
S + F + P 
(few)
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with the surfacing of the welding layer after the 
quenching and tempering process gear production, 
all the gears produced qualified the tests, as given 
in Table 3.

3 TEST AND ANALYSIS

3.1 Metal performance test

3.2 Electroplating layer quality test
1. Distribution of iron and zinc contents in 

coating
A JSM-6360  LV Scanning Electron Microscope 
(SEM) is used to test the metal content of the plat-
ing layer area, as shown in Figure 1. The composi-
tion of the electroplating layer in the scanning area 
was analyzed by using the Genesis 2000XM60S 
EDAX spectrometer, as shown in Figure  2. The 
coating chemical compositions of elements are 
given in Table 4.

From Figures 1 and 2 and Table 4, it could be 
seen that the main component of the electroplat-
ing layer was Zn, and a minor component was Fe. 
The mass fraction of Zn increased along the base 
metal due to the coating, while Fe decreased. This 
is because, in the initial stage of electroplating, Fe 
atoms on the based metal and Zn atoms formed an 
alloy, and with the continuous electroplating pro-
cess, the main form of Zn coating formed polymer 
complexes, the substrate metal surface was covered 
by the Zn layer, so far away from the base metal 
outside the coating was mainly Zn, which could 
significantly enhance the corrosion resistance of 
the base metal.
2. Densification and thickness of the coating
The surface morphology of the plating layer mag-
nified 5000 times is shown in Figure 3. The lower 
part of the base metal was galvanized for the mid-
dle layer and the upper part was galvanized for the 

mosaic test SEM. The plating layer of good den-
sity was obtained to ensure adhesion and excellent 
corrosion resistance. By measuring the thickness 

Table 2. A comparison of mechanical properties.

Test number After welding Tensile strength/N⋅mm−2 Extensibility/% Impact ductility/J

1  973.2 7.1 37.1
2 860°C quenching

500°C tempering
1218.2 6.5 40.6

3 860°C quenching
500°C tempering

1369.4 5.5 66.3

Table 3. Gear test results.

Radial pulsation of 
the gear/mm

End face pulsation 
of the gear/mm

Tooth axis 
bending/mm

Hardness/
HBW

Technical requirement <0.40 <2.0 <2.5 350∼380
Detection result 0.30∼0.40 1.0∼1.1 1.5∼1.8 370∼380

Figure 1. The coating area to be measured.

Figure 2. The energy spectrum of the coating compo-
nents’ analysis.

ICCAE16_Vol 01.indb   841 3/27/2017   10:43:50 AM



842

of different parts of the galvanized layer, it could 
be seen that, the thickness of the layer was about 
6–8  μm, thickness exhibited uniformity, reaching 
up to the national standard.
3. Coating adhesion
In accordance with GB/T5270-2005 adhesion 
strength test methods and standards, the adhesion 
strength of the galvanized layer was tested.

A 25 mm 3M fiber tape was applied to the cover 
of the test coupon with a 2 kg roller, and 10 seconds 
after the removal of the bubble, the tape was peeled 
off with a quasi-constant tensile force perpendicular 
to the surface of the overlay. No peeling phenom-
enon was found in the test, which indicated that the 
adhesion between the covering layer and the sub-
strate was strong.

The standard sharp blade of the hard steel knife 
was used to draw six parallel lines, with a spacing 
of 2 mm, when the parallel line through the stand-
ard cuts through the cover to the substrate. No 
peeling of the cover layer was observed, indicat-
ing that the covering layer of the part was closely 
attached to the substrate.

4. Appearance and corrosion resistance
In accordance with GB/T 9799-1997 standards, 
the zinc plating layer on the standard appear-
ance of the coating was detected. According to 
GB/T10125-1997 standards for the salt spray test 
and no corrosion point in 96 h indicated that the 
surface of the galvanized layer exhibited uniform 
thickness; it was compact with excellent corrosion 
resistance.

4 CONCLUSIONS

1. The welding gear tooth surface reserved for 
grinding and the use of the minimal deforma-
tion heat treatment process ensured the dimen-
sional accuracy and reduced the difficulty of 
processing.

2. After welding and tempering, the mechanical 
properties of the weld zone could be improved, 
and the gears produced by processing could 
meet the testing results.

3. Scanning electron microscopy and Energy Dis-
persive Spectrometry (EDS) showed that the 
main component of the electroplated layer was 
Zn and the fractions of Fe and Zn were increas-
ing along the base metal of the coating, while 
Fe was decreasing. The plating thickness was 
about 6–8 μm, which indicated that the thick-
ness exhibited uniformity, reasonable distribu-
tion, and good density.

4. The results showed that the galvanized coating 
was close to the substrate and had excellent cor-
rosion resistance. The coating had no rough-
ness, blister, crack, porosity, or local coating. In 
this paper, the galvanized solution formulation 
and electroplating process worked well.
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Figure 3. SEM image of the coating.

Table 4. List of coating components.

Element Mass fraction/% Atomic number fraction/%

Zn 95.17 94.61
Fe  4.83  5.39
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ABSTRACT: A hardware-in-the-loop simulation platform is developed to test the performance and 
function of a BMS. Hardware is constructed based on a PXI real time controller. Veristand software is 
adopted to manage the I/O channel configuration and user interface. The HIL test system can realize bat-
tery cell voltage simulation, current sensor simulation and CAN bus monitoring. It has been used for the 
static and dynamic test of the BMS product.

system plays a key role, which can be developed 
to test different kinds of ECU (Electronic Control 
Unit) (Ouyang, 2008; Haupt, 2013; Jason, 2012). In 
this paper, design of a BMS HIL test system is intro-
duced and then application of this test system in the 
BMS performance test is described in detail.

2 BATTERY MANAGEMENT SYSTEM

A distributed structure is often adopted for BMS 
and Figure  1  shows a star topology commonly 
used in product BMS.

A slave board is used for data acquisition of battery 
cell voltage and package temperature and equalization 
control. Data are sent to the master board through a 
CAN bus. The master board is responsible for SOC 
calculation, charging and discharging management 
and thermal management. One master can be con-
nected with several slave boards according to the 

1 INTRODUCTION

In recent years, new energy source vehicles have 
become a hot area of research and development due 
to petroleum energy depletion and environment pro-
tection requirements. There are different technology 
options for new energy vehicles, such as electric vehi-
cles, hybrid electric vehicles and fuel cell vehicles. A 
battery package is one of the key components of 
electric vehicles as the energy storage system, which 
can output energy to the electric motor during the 
vehicle driving state and recover energy from regen-
erative braking. The battery management system is 
responsible for state monitoring and safety manage-
ment to realize suitable charging and discharging 
of the battery package. To reduce costs, shorten the 
development cycle. In the early development stage 
of the control system, Hardware in the Loop (HIL) 
simulation technology is often used (Ye, 2009). In 
the model-based development process, the test bed 

Figure 1. BMS structure.
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number of cells in the battery package. A BMS must 
rule and check the energetic car’s behavior, reporting 
to the user all the relevant information about the bat-
tery. It must maximize the runtime per discharge and 
the number of life cycles. Usually a BMS is connected 
to the remaining electronic systems via a CAN bus 
(Buccolini, 2016).

Generally speaking, the function of BMS 
includes several aspects:

1. Battery state monitoring. Battery package 
operating parameters such as voltage, current, 
temperature, etc. are acquired. Based on these 
details, suitable algorithms are developed which 
includes cell equalization control, thermal man-
agement and safety management.

2. SOC and SOH calculation. SOC is an impor-
tant parameter for the energy distribution algo-
rithm of the vehicle control unit.

3. Bus communication. The BMS communicates 
with the vehicle control unit, information sys-
tem and battery charger through the CAN bus.

3 DESIGN OF THE BMS TEST SYSTEM

3.1 Hardware structure

The design of the test system is shown in Figure 2. It 
consists of a host computer and a real time controller.

A notebook with Windows7 is adopted as host 
computer and Veristand software is used on it. The 
host computer has the function of operating panel 
design, I/O board configuration, model manage-
ment and test sequence management. The host 
computer is connected with a real time controller 
through a LAN and TCP/IP protocol.

The real time controller is constructed with 
PXI hardware. PXI 1062Q is selected as the chas-
sis which provides 4 PXI slots and 3 PXIe slots. 
PXIe4322 is adopted to simulate the cell voltage. 
It has 8 isolated analog output channels which can 
output maximum 20 mA current and 16 V voltage. 
PXIe6361 is selected to simulate the package volt-
age and current sensor. It has 16 analog input chan-
nels, 2 analog output channels and a 24-channel I/O 
signal. PXI 2722 is adopted to simulate the tempera-
ture sensor. It has a 5-channel programmable resis-
tor output channel and the maximum resistor value 
is 16 kilohm. PXI 8512 provides a 2-channel CAN 
interface to connect with the BMS CAN bus.

3.2 Battery model

The Rint model is adopted for battery voltage cal-
culation, which is shown in Eq. 1 to Eq. 3. Vbat 
and Ibat are the battery package voltage and 
current. Rint is the inner resistor of the battery, 
which can be obtained through a two-dimensional 
lookup table. Voc is the open circuit in the model, 
which is the function of SOC.

V V I RbaVV t oVV c bII at−V inR t  (1)

R f SOCinRR t ( ,I )baII t  (2)

V focVV ( )SOC  (3)

3.3 HIL test process with Veristand

The hardware-in-the-loop test process with Veri-
stand software is shown in Figure 3. A project in 
Veristand contains a system definition file and a 

Figure 2. BMS test system structure.
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workspace which consists of user panels to display 
data and curves. The system explore window is used 
to configure a system definition file which includes 
hardware configuration, model configuration, 
CAN communication information and mapping 
information. The battery model and power train 
model in Matlab/Simulink can be compiled into a 
DLL file and loaded into Veristand. The XNET 
database editor can create and edit the CAN frame 
definition file which can be loaded into Veristand 
to resolve CAN frame information. After the sys-
tem definition file is defined, it can be deployed to 
the real time target, the PXI hardware. User pan-
els contain display indicators and graphs can be 
designed on line to monitor test data. A stimulus 
profile can be created to realize test automation.

4 APPLICATION OF THE TEST SYSTEM

4.1 Testing of BMU cell voltage acquisition

The PXI NI 4322 board provides 8 cell voltage 
output channels, using a tandem structure, each cell 
voltage is set to 3.500 V, and the total voltage of the 
battery pack is 28 V. The PC can monitor the bat-
tery voltage through the CAN data using Veristand 
software. Its detection accuracy is less than 10 mv 
through resolving the CAN bus data.  Figure 4 shows 
that the BMU can collect voltage with low error.

4.2 Testing of BCU total voltage acquisition 
function

The total voltage acquisition range of the BCU is 
0–500 V We can input a different analog voltage sig-
nal to the measurement port of the BCU using the 
HIL system. Figure 5 shows that the test accuracy 
will be increased by the increase of the total voltage.

Figure 3. HIL test process with veristand.

Figure 4. Cell voltage acquisition accuracy.

Figure 5. Total voltage acquisition.

4.3 Testing of BCU pack current acquisition 
function

The BCU pack current acquisition range is 0–500 A. 
This study uses a NI PXI-6221 IO board card to sim-
ulate primary current by outputting different voltage 
whose range is 0–5 V to the BCU current acquisition 
port. Figure 6 shows that the pack current measured 
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by BMS delays for less than 1  second, compared 
with the target current, which is a current pulse up 
to 70 A, and we can obtain BMS measurement error 
less than 0.5 A from the acquisition data.

The real BMS HIL wiring diagram is shown in 
Figure 6. It includes a host computer, a real time 
controller and a BMS.

5 CONCLUSION

In this study, we developed a test bed for a BMS. 
It can assess the completeness and effectiveness of 
the BMS function, the accuracy of data acquisi-
tion, and the accuracy of the tested BCU and cal-
culated SOC. This platform is a very powerful tool 
for testing and developing a BMS.
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Experimental study on yarn friction slip in the yarn pull-out test

Weikang Li, Zhenkun Lei, Fuyong Qin, Ruixiang Ba & Qingchao Fang
State Key Laboratory of Structural Analysis for Industrial Equipment, Dalian University of Technology, 
Dalian, China

ABSTRACT: The single yarn pull-out test is a model experimental method to research the  mechanical 
properties of fabric under impact. This paper aims to understand the yarn pull-out mechanism of Kev-
lar49 plain fabric by the single yarn pull-out test. The load–displacement curve contains the typical phys-
ical phenomena such as crimp extension, crimp swap, frictional slip of yarn, and fabric deformation 
behavior. During static friction, the pull-out load increased nonlinearly with the displacement and the 
crimp extension of the pulled warp yarn occurred gradually. Then, the kinetic friction started when the 
friction load reached its maximum, and the load–displacement curve decreased undulately until the wrap 
was pulled out. During kinetic friction, the crimp swap and frictional slip were observed. Further analysis 
showed that in the pull-out test process, the friction force is not uniformly distributed along the pulled 
yarn and the friction dissipation is nonlinear.

in the impact test (Bilisik, 2010; Dong, 2009). Zhu 
(2011) modeled the yarn pull-out process into the 
process of fiber pull out from the matrix, and estab-
lished the analysis model of force-displacement. 
The model has important reference values because 
it takes crimp extension and contact area into con-
sideration. Bilisik et al (Bilisik, 2010) studied the 
influence of fabric size and pull-out yarn mount 
as follows: the maximum of yarn pull-out load is 
proportional to the fabric longitudinal dimension, 
while the fabric transverse size has little effect on 
the maximum pull-out load. Bislisik et al (Bilisik, 
2011) studied the effects of yarn mount and width/
length ratio on the shear strength by the yarn pull-
out test. Nilakantan’s (2013) result shows that 
transverse preload is in positive correlation with 
the maximum pull-out force. Dolatabadi (2009) 
researched the deformation behavior of fabric 
under bias extension using the 2D-FFT method, 
and the result shows that there is a critical shear 
angle during bias extension which may correlate 
with the geometry parameter. However, the above 
studies are statistical research on the relationships 
between load and displacement, and load and fab-
ric geometric size. There are few studies focusing 
on the distribution of friction force and the energy 
absorption mechanism at mesoscopic level.

In this paper, the process was measured by the 
DIC method, and the load–displacement curve 
was obtained by the yarn pull-out test. Combined 
with the mesoscopic geometry of the fabric struc-
ture, the pull-out load, frictional force distribution 
and energy absorption were investigated, and the 
yarn crimp extension, crimp swap, and frictional 
slip were discussed.

1 INTRODUCTION

Kevlar fiber is a kind of aramid composite devel-
oped by DuPont in the 1960s, and it has high spe-
cific strength and modulus, good toughness, high 
temperature resistance, and high energy storage 
capacity and energy transfer efficiency. Kevlar fab-
ric is weaved by Kevlar yarn, and each yarn con-
sists of hundreds to thousands of Kevlar fibers. It 
is an ideal composite fiber for manufacturing bul-
let clothing (Carr, 1999).

In the impact process, there are three kinds 
of transfer of the kinetic energy of a bullet: the 
kinetic energy of yarn, the strain energy of yarn, 
and the friction dissipation caused by the frictional 
slip (Duan, 2005). The main role of friction force 
during impact is to strengthen the interaction of 
yarns, and the remote yarns can join into energy 
absorption.

Because of the high speed of the bullet impact, 
the fabric properties were studied by comparing the 
change of fabric state and bullet speed before and 
after the impact, which makes it difficult to monitor 
the deformation process of fabric during the impact 
and is impossible to understand deeply the friction 
mechanism during the impact. Some researchers 
developed the yarn pull-out test to simulate the pro-
cess of yarn pulled out from fabric under impact 
(Bazhenov, 1997). This method gives a good look 
to the fabric deformation process under impact, 
and is helpful to understand the friction mechanism 
and energy absorbing mechanism.

Some studies show that yarn pull-out force is 
positive correlation with impact resistance, and a 
fabric with high yarn pull-out force behaves better 
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2 GEOMETRIC PROPERTIES OF FABRIC

The micrograph of Kevlar 49 plain fabric is shown 
in Figure 1(a), which is woven alternately by warp 
yarn in the vertical direction and fill (weft) yarn 
in the horizontal direction. There is a period cell 
structure consisted of 2 × 2 intersections of wrap 
and fill yarns. Because of the interaction of warp 
and fill yarns formed during the process of weav-
ing, the yarn wavy crimp exists in the fabric under 
relaxation conditions. The abridged view of warp 
yarn trajectory with cross-fill yarns and the fill 
yarn trajectory with cross-warp yarns is shown in 
Figure 1(b) and 1(c), respectively.

3 SINGLE YARN PULL-OUT TEST

3.1 Sample and experimental process

The test equipment used to conduct the experiment 
is shown in Figure 2(a). Two clamps are placed on 
a sliding rail to clip the two sides of the fabric. 
Each clamp is comprised of three parts: the front 
U-shaped groove, the back U-shaped groove, and 
the board between them. Before the test, the fabric 
was placed in the middle of the board and the back 
groove and fixed by the bolts installed in the front 

groove. So, the fabric was clamped tightly between 
the board and the back groove. This design reduces 
the stress concentration of the boundary and 
improves the accuracy of the experiment.

Before the experiment, the direction of warp 
yarn is along the tension direction and the upper 
end of warp yarn is loaded. The width and length 
of the sample are both 15  cm. There are totally 
65 cells (130 intersections) along the warp direction 
and same number of cells along the fill direction. 
There is no preload in the sample before the experi-
ment. The middle wrap yarn is pulled out using a 
universal testing machine (Instron 3345) and the 
pull-out speed is 100 mm/min.

3.2 Pull-out load and displacement curve

The load–displacement curve obtained during the 
yarn pull-out test is shown in Figure 2(b). There are 
two main distinct regions: the static friction region 

Figure 1. (a) Geometric dimension of plain woven fab-
ric and (b) schematic diagram of warp trajectory with 
cross-fill yarns and a schematic diagram of fill trajectory 
with cross-warp yarns.

Figure 2. (a) Experimental setup and (b) typical curve 
of load and displacement during the single yarn pull-out 
test.
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and kinetic friction region. In the static friction 
region, the pulled yarn had crimp extension and 
produced the static friction force among the inter-
sections, which led to fabric deformation. When 
the pull-out load reached the maximum, the pulled 
yarn began to slip in the kinetic friction region.

In the kinetic friction region, the load–displace-
ment curve shows a classic “sine wave” feature 
corresponding to a yarn crimp swap, where the 
pull-out load first increased and then decreased.

The increase of pull-out load indicates that the 
bottom end of the pulled wrap yarn slips into the 
adjacent intersection, while the decrease of pull-
out load indicates the bottom end slipping out of 
the current intersection. A sine wave corresponds 
to 2 intersections. When the pulled wrap yarn gets 
through 2  intersections, there is a “slip in-out” 
process corresponding to produce a sine wave in 
the load–displacement curve. Therefore, the load–
displacement curve comprehends the fabric shear 
deformation at macroscopic scale and the yarn 
deformation at mesoscopic scale, which reflects 
a coupled physical phenomenon of yarn crimp 
extension, crimp swap, and friction slip.

4 RESULTS AND DISCUSSION

4.1 Friction distribution during kinetic friction

For simplicity, taking the first wave valley after the 
maximum static friction force as the starting point, 
the first wave number is 1, and so on, and the last 
wave number is 65. Extracting the load data of 
the wave peak and wave valley, the distribution of 
pull-out load during kinetic friction is shown in 
Figure 3(a).

In Figure 3(a), the horizontal axis represents the 
wave number, while the vertical axis represents the 
pull-out load. The pull-out load curves of the wave 
peak and wave valley have the same trend, and 
are exponentially decreased. The pull-out loads 
decreased sharply at beginning and then decreased 
slowly. At last, the curves coincided together.

4.2 Energy absorbing mechanism

In Figure  3(a), the area under the pull-out load 
and displacement curve is the total energy of the 
test machine. Each wave area of the curve during 
kinetic friction can be calculated by the sum of sev-
eral sections, as shown in Figure 3(b), which shows 
that there is the relationship between the absorbed 
energy and the wave number. Every point on the 
curve represents the sum of energy absorption for 
all intersections. The absorbed energy decreases 
exponentially with the intersection number as the 
yarn is pulled out.

5 CONCLUSIONS

The yarn pull-out test results indicate that the 
pull-out load and displacement curve well describe 
the macroscopic fabric shear deformation and 
mesoscopic yarn deformation, and reflects the 
yarn extension crimp, crimp swap, and friction 
slip. During static friction, the pulled yarn pro-
duced the crimp extension so that the overall shear 
deformation of fabric occurred under the pull-
out load. During kinetic friction, when the pulled 
wrap yarn and the cross-fill yarns were a convex to 
convex contact, the pull-out load increased; when 
the pulled wrap yarn and the cross-fill yarns were 
a convex to concave contact, the pull-out load 
decreased. Further analysis showed that the fric-
tion force on the pulled wrap yarn was not uni-
formly distributed, which decreased exponentially 
with the pull-out intersections of fabric.
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Analysis and research into the effect of dithering technology 
on ADC’s SNR

KunKun Jin & Xiao Long Chen
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ABSTRACT: The dithering technique that has been researched frequently in the current ADC applica-
tion field is often used to improve the dynamic performance of ADC. However, adding a dither in the 
input signal will have a bad influence on ADC’s SNR. In this paper, the characterization of the SNR and 
the factors that affect the ADC’s SNR are analyzed theoretically. By establishing a simulation system on 
the Matlab platform, it is found that dithering technology increased the ADC’s SFDR from 26.40 dB to 
33.71 dB, but at the same time it reduced the ADC’s SNR from 18.49 dB to 16.95 dB.

know the effective value of the fundamental compo-
nent and the noise component. Assuming that the 
input signal is a sine wave, thus, the effective value 
of the fundamental signal is equal to the ADC’s full-
scale input signal divided by 2 2( )2 1 ×2 1( ) /  
where LSB means least significant bit. The quanti-
zation noise amplitude range of ADC is ± 1

2 LSBSS ,  
and the quantization error is caused by the analog 
input signal. According to the relationship between 
the effective value and the peak value of the triangle 
wave, we know that the effective value of the quan-
tization noise is equal to its magnitude divided by 

3 3( ) 3 S/))2)2 / .12  Then, we reorgan-
ize the formula (1):
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In practical applications, the ADC’s SNR can be 
roughly calculated by the following method: take 
the conversion accuracy of ADC and multiply by 6. 
For example, for a 10 bit analog to digital converter, 
the SNR should be greater than 60 dB, and for a 12 
bit, the SNR should be greater than 72 dB.

3 INFLUENCE OF THE DITHERING 
TECHNIQUE ON ADC’S SNR

3.1 SNR under ideal conditions

According to the analysis above, under ideal con-
ditions, the SNR of ADC refers to the ratio of the 

1 INTRODUCTION

With the development of modern science and tech-
nology, digital analogy conversion technology-ADC, 
as the most commonly used data acquisition tech-
nology, has played a more and more important role 
in military, medical, civil and other fields. However, 
ADC’s dynamic range is greatly influenced by the 
existence of non-ideal characteristics of ADC. Dith-
ering technology is an effective means to improve the 
non-ideal characteristics and increase the dynamic 
range of ADC. But, with the improvement of ADC’s 
non-ideal characteristics, the dithering technique has 
bad influence on the ADC’s SNR.

In this paper, firstly, we study the concept of 
ADC’s SNR. Then we get the main factors that 
affect the ADC’s SNR. Finally, the simulation is 
implemented to verify the theoretical result.

2 THE CHARACTERIZATION 
OF ADC’S SNR

The SNR refers to the ratio of the effective value 
of the fundamental component of the input signal 
and the effective value of the other noise except 
the harmonic component. We can express it by the 
mathematical expression given below:

SNRNN V
V

inVV

nVV
= 20 lg  (1)

Among the expression, Vin represents the effec-
tive value of the fundamental component of the 
input signal, and Vn indicates the effective value of 
the other noise except the harmonic component.

Considering the above formula (1), in order to 
calculate the signal-to-noise ratio, first, we need to 
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effective value of the full range single frequency 
ideal sine wave input and the total effective value of 
the Nyquist bandwidth’s all other frequency com-
ponents’ output of ADC (not including the DC 
component and harmonic components). In this con-
dition, the ideal ADC’s noise is only generated by its 
inherent quantization error, and we can know that 
the ADC’s SNR is just about N through expression 
(2). Then, what is the relationship between N and 
quantization error? Since the conversion accuracy 
(N) of the ADC cannot be infinite in practical appli-
cation, we can only use a limited conversion accuracy 
to represent an input signal. The limited conversion 
accuracy implies a finite quantization interval of q, 
and the finite quantization interval cannot accurately 
quantify each voltage value. Therefore, the voltage 
value of the input signal and the quantized voltage 
value usually have error which is called the quantiza-
tion error. That is to say, N and ADC’s quantization 
error has a direct relationship. The relation between 
the quantization error and the input signal can be 
described by the following picture:

3.2 SNR under non-ideal conditions

The ADC device we use in practice is non-ideal 
usually, there always is a deviation between the 
actual conversion curve and ideal transfer curve, 
and it appears as varieties of errors, such as zero 
error, full scale error, gain error, integral nonlin-
earity error-INL and differential nonlinearity error-
DNL. Among them, the zero error, the full degree 
error and the gain error are constant errors, and 
they affect only the absolute accuracy of ADC but 
do not affect the SNR of ADC. INL refers to the 
maximum deviation between the actual conversion 
curve of ADC and the ideal conversion curve of 
ADC based on the calibration of the above constant 
error. While DNL refers to the maximum deviation 
between the actual quantization interval of ADC 
and the ideal quantization interval of ADC, we 
change the quantization error of ADC, which can 
directly calculate the influence of the deviation of 
the actual conversion curve of ADC and the ideal 
conversion curve of ADC on the ADC’s SNR.

Non-ideal ADC, in addition to the above error, 
has all kinds of noise, such as thermal noise, aper-
ture jitter and peripheral circuit noise. The thermal 

noise is caused by the internal molecular thermal 
motion of the semiconductor device. The aperture 
jitter is caused by the uncertainty of the ADC’s 
aperture delay. While the peripheral circuit of ADC 
will also bring noise, such as the thermal noise of 
the ADC’s input circuit, the power/ground clut-
ter, the space electromagnetic interference and the 
external clock’s instability (leading to the ADC’s 
sampling clock edge’s uncertainty that brings the 
aperture jitter), it can be all equivalent to the above 
two kinds of internal noise of ADC.

In general, the non-ideal ADC’s quantization 
noise, NDL, aperture jitter and thermal noise are 
independent of each other. Considering the influ-
ence of these four factors, the SNR calculation 
 formula of ADC is as follows:
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In formula (3), N represents the quantization 
bits of ADC. Δtj represents the aperture jitter. 
ε represents the effective value of the actual quan-
tization interval and the ideal quantization interval 
error of ADC—the unit is LSB, fin represents the 
frequency of the ADC’s input signal—the unit is 
Hz. σΔ tj

 represents the effective value of the ADC’s 
aperture jitter—the unit is s. σΔtn

 represents the 
input noise of the ADC—the valid value is LSB.

According to formula (3), in the case of the 
ADC’s inherent quantization error, DNL and aper-
ture jitter are fixed, due to the minus sign in front 
of the formula. If  the input jitter noise increases, 
σΔtn

 is large, and the SNR of ADC will be smaller. 
That is to say, the dithering technique will deterio-
rate the ADC’s SNR.

4 SIMULATION AND VERIFICATION

Through the theoretical analysis, we can conclude that 
the dithering technique deteriorates the ADC’s SNR 
while improving some of its non-ideal properties.

4.1 Simulation conditions

We construct a simulator through the Simulink 
module in MATLAB. The simulation condition 
is as follows: a sine wave generation module in 
Simulink is used to produce a sine wave whose 

Figure 1. The relation between quantization error and 
input signal.
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frequency is f = 3 MHZ, and amplitude is VPP = 7 V. 
We keep the sine wave signal through the sampling 
module and use a quantizer whose conversion 
precision is 3 bits and the maximum input voltage 
is 8V to quantify the signal. We set the sampling 
holder’s sampling frequency to fs = 100 MHZ. For 
the dither signal, we use the noise module to gen-
erate the dither noise signal whose amplitude is 
0.3 V less than 1 LSB (1V). The block diagram of 
the simulation system is shown in Figure 2.

Figure 2 is the block diagram of the simulation 
system without dithering. Figure 3 shows the block 
diagram of the simulation system with dithering. 
We can see that the difference between the two pic-
tures is just with or without dithering.

4.2 Simulation result

We observe the oscilloscope module’s output in 
the Simulink and compare the quantized output 
results between without dithering and with dither-
ing. The result is shown in Figure 4.

Figure 4 is the ADC’s quantization output graph 
without dithering. We can see from the figure that 
the ADC’s harmonic interference is serious, and the 
Spurious Free Dynamic Range (SFDR) is 26.40 
dB and the SNR is 18.49 dB. Figure  5 shows the 
ADC’s quantization output graph with dithering. 
We can see from the figure that the ADC’s SFDR 
is improved, reaching 33.71 dB, but the substrate of 
the noise increases from the original 100 dB to 90 
dB, and the Signal-to-Noise Ratio (SNR) is reduced 
to 16.95 dB.

5 CONCLUSION

From theoretical analysis and simulation, it can be 
concluded that dithering technology can indeed 
improve some non-ideal characteristics of ADC, but 
at the same time it will deteriorate the ADC’s SNR. 
So, when using the dithering technology to improve 
the non-ideal characteristics of ADC, we should pay 
more attention to the requirement of the SNR.
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ABSTRACT: The CANopen master stack is used for network management and communication with 
CANopen slave nodes. This paper presents the design and implementation of a specialized CANopen 
master stack for servomotor controllers in a 6-DoF manipulator. Based on the hardware and general 
CANopen master stack, additional profile configuration for the 6-DoF manipulator is defined. It is 
shown by the real-time performance that the specialized CANopen master stack satisfies the timing 
 constraint of control.

of operation. As a result, a specialized version of 
the CANopen master stack for a 6-DoF manipu-
lator is implemented. The real-time performance 
testing result shows that the worst-case response 
time is less than 1.67 ms, which meets the demand 
of the controlling period of 50 ms for 6 servomo-
tor controllers all in interpolated position mode.

2 HARDWARE CONFIGURATION

The hardware of the manipulator consists of sev-
eral parts, of which some are highly concerned 
with CANopen, as illustrated in Figure 2.

1 INTRODUCTION

CANopen is an application-layer communication 
protocol that includes the layer above the data link 
layer in the OSI reference model (Farsi, 1999). The 
low layer under it can be implemented by Control-
ler Area Network (CAN), Ethernet for Control 
Automation Technology (EtherCAT) and so on 
(CAN, 2016). By the application of various stand-
ardized device profiles (e.g. CiA 401, CiA 402) and 
a communication profile (i.e. CiA 301), devices 
with different specialization can be connected to 
one network, allowing interoperation with each 
other (Jeon, 2001; Portillo, 2006; Li, 2013; Duan, 
2007; Zhe, 2010), as shown in Figure 1 (H, 2015).

The communication profile CiA 301  serves as 
the basis of various device profiles. It specifies the 
object dictionary as well as the CANopen commu-
nication objects. In addition, it specifies the CAN-
open network management services and protocols. 
Following the way of how CiA 301  specified, a 
CANopen master stack can be realized.

As for a high-level flexible communication pro-
tocol, CANopen is widely used in many different 
areas nowadays, showing good compatibility and 
performance (Jeon, 2001; Portillo, 2006; Li, 2013; 
Duan, 2007; Zhe, 2010). In this paper, according 
to the hardware of the 6-DoF manipulator, addi-
tional definition of CiA DSP-402 for servomotor 
controllers is provided on the basis of the master 
stack, together with the definition of the connec-
tion set and procedure for setting and using modes 

Figure 1. Schematic overview of CANopen and the low 
layer in the OSI reference model.
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• PC with Ubuntu: the version of Ubuntu is 
14.04 LTS; PC equipped with USB interface

• CAN-USB adapter: PCAN-USB adapter from 
PEAK system, of which the bit rates vary from 
5 kbit/s up to 1 Mbit/s

• Servomotor controller: Gold Twitter from Elmo, 
with CAN and standard RS232 communication 
interface provided

3 SOFTWARE ARCHITECTURE OF THE 
GENERAL CANOPEN MASTER STACK

As mentioned before, the general CANopen mas-
ter stack is instructed by CiA 301. According to the 
modularity, it can be roughly divided into several 
modules, as shown in Figure 3. All the programs 
mentioned are written in C++ 11.

Generally, there are two kinds of tasks that are 
generated by UI: one is to send messages to the 
devices and the other one is to get data from the 
object dictionary or additional defined objects. To 
meet the requirement of these two types of tasks, 
modules illustrated in Figure  3 are designed and 
implemented.

3.1 Message generation module

As its name prompts, this module generates dif-
ferent kinds of messages that are requested by the 
task from the host, including node guarding and 
node control from the NMT protocol, upload and 
download from the SDO protocol, RPDO from 
the PDO protocol, syncWrite from the SYNC 
protocol, etc. For the various protocols men-
tioned above, one same structure can be defined 
to describe the messages, consisting CAN-ID, mes-
sage type (standard frame or extended frame), data 
length and data.

After the message to be sent is generated, there 
comes two ways of  sending it. One is to send 

Figure 2. Network structure.

Figure 3. Framework of the CANopen master stack.

 messages directly to the CAN bus in the thread 
that is the same as the one where the message is 
generated. This approach aims at the tasks that do 
not require real-time communication. The other 
one is to push the message into a circular queue, 
which is called the message queue. In contrast to 
the former way, this method aims at providing a 
mechanism that guarantees real-time communi-
cation as well as sequentiality and periodicity of 
sending messages.

3.2 Message queue module

The message queue is a FIFO circular buffer with 
a fixed maximum size. It deals perfectly with the 
producer-consumer problem. The basic idea is to 
use a front pointer and a rear pointer to make the 
queue perform as if  it was connected from front to 
rear, in a ring form.

There are two functions that will change the 
number of element stored in the queue: push and 
pop. The diagram of the push function is presented 
in Figure 4. The pop function is almost the same 
except that it checks whether the queue is empty, 
gets the element from the front position and moves 
the front pointer to the next.
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3.3 Sender module

The sender module gets the message from the 
queue using the pop function and then sends it to 
the CAN bus. This module lies in a separate thread 
that is different from the thread where messages 
are generated or stored.

The sending function in this module is illus-
trated in Figure 5. It is located in a loop that can 
be paused or exited until a corresponding com-
mand is delivered. The waiting operation after 
getting the message is the approach to keep the 
sending period of  the “same message” according 
to the last sending time. Here, the last sending 
time only makes sense to the “same message”, 
and the “same message” has the same node ID 
and CAN ID.

3.4 Listener module

The listener module is responsible for getting the 
messages on the CAN bus from devices. Like the 
sender module, it is located in another thread. 
The function of the listener is in a loop that can 
be exited until the related command is delivered. 
Some of the code is listed in Figure 6, which shows 
that the process is switched by the function code 
of the coming CAN message. The processed result 

Figure 4. Push function of the message queue. Figure 5. Sending function of the sender module.

Figure  6. Part of the code in the listener mode 
function.

will be stored in the object dictionary or additional 
defined objects.

4 CONNECTION SET AND PROCEDURE 
FOR SETTING MODES OF OPERATION

After the implementation of  the CANopen mas-
ter stack mentioned above, more work should 
be done to make it a specialized version for 
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controlling a 6-DoF manipulator with 6  servo-
motor controllers. The main work goes to the 
additional description of  servomotor control-
lers profiled in CiA DSP-402 and the process of 
various tasks.

4.1 Connection set

For the sake of convenience and less effort to 
use devices supporting CANopen, a pre-defined 
connection set is provided in CiA 301. This pre-
defined connection set supports 1 NMT, 1 SYNC, 
1 TIME, 1 Emergency, 4 TPDOs, 4 RPDOs, 1 
TSDO, 1 RSDO and 1  NMT error control, as 
shown in Table 1. Note that some of these items 
are needed for sending messages by the master 
stack, and the others should only be used for 
received messages.

4.2 Procedure for setting modes of operation

The 6-DoF manipulator uses several modes of oper-
ations, including the profile position mode, profile 
torque mode, interpolated position mode, etc. The 
main task of the specialized CANopen stack is to 
process the right procedure of setting these modes 
of operation.

An example of setting the interpolated position 
mode is given in Figure  7. Note that not all the 
modes of operation should be strictly set in this 
way. Modification is necessary in some situations. 
For example, when setting the profile torque mode, 
it is not allowed to set the motor state to OPERA-
TION_ENABLE at the end because this operation 
may release the brake immediately and may lead to 
unwanted movement.

5 REAL-TIME PERFORMANCE

For the servomotor controllers working in the 
interpolated position mode, the response time is 
very important, because this mode of  operation is 
highly time-sensitive. If  the servomotor controller 
cannot receive the corresponding message within 
the required sending period, serious faults would 
happen immediately. For one servomotor control-
ler in the interpolated position mode, 5 related 
messages are regarded as one sending unit. As a 
result, if  all 6  servomotor controllers are in the 
interpolated position mode, considering that the 
sending period is limited to 50 ms, the response 
time of  one message can only be within 1.67 ms.

The worst-case response time is tested using the 
SDO upload protocol, the result of which is listed 
in Table  2. For these two platforms, both of the 
worst-case response times are less than 1.67  ms, 
which meets the aforementioned requirement.
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Table 1. Connection set.

COB Function code CAN-IDs

NMT 0000b 000h
SYNC 0001b 080h
TIME 0010b 100h
Emergency 0001b 081h∼0FFh
TPDO1 0011b 181h∼1FFh
RPDO1 0100b 201h∼27Fh
TPDO2 0101b 281h∼2FFh
RPDO2 0110b 301h∼37Fh
TPDO3 0111b 381h∼3FFh
RPDO3 1000b 401h∼47Fh
TPDO4 1001b 481h∼4FFh
RPDO4 1010b 501h∼57Fh
TSDO1 1011b 581h∼5FFh
RSDO1 1100b 601h∼67Fh
NMT error control 1110b 701h∼77Fh

Figure  7. Procedure for setting the interpolated posi-
tion mode.

Table 2. Worst-case response time experiment.

Platform
Clock 
frequency

Worst-case 
response time

Intel Core i5-480 M 2.66 GHz 1.361 ms
Intel Core i7-6700 3.40 GHz 1.025 ms
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Design of a crane intelligent control system

Cancan Zhang, Shuguang Liu & Huawei Xie
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ABSTRACT: At present, the majority of cranes are still managed by manual control. The working 
efficiency is lower, so the method cannot meet the requirement of industrial production. Therefore, we 
design a crane intelligent control system, which is based on PLC and frequency converter. Particularly, 
we expound the design of hardware and software of the electric control system. The successful debugging 
proves that the system is feasible. Crane, as a transport machinery, is widely applied to the metallurgical 
industry, construction industry, etc. With the continuous expansion of modern industrial production, 
industrial production demands increasingly higher working efficiency of cranes. But currently, most of 
the cranes are still managed by manual control, to a certain extent, which restricts the working efficiency 
of the crane. We designed the intelligent control system, which is based on PLC and frequency converter. 
PLC serves as the kernel controller. It accomplishes the data acquisition of the field sensor and the output 
of the control signal. PLC connects the frequency converter with the CANopen bus, whose aim is to real-
ize the variable frequency control of motor speed of the system. The communication between industrial 
PC and PLC is transmitted by a wireless transmission module.

ligent control system, which accomplishes the data 
acquisition of the field sensor. After the logical 
operation, PLC will efferent the control signal to 
the frequency converter and then it will achieve 
the goal of managing the work of the crane. The 
communication between industrial PC and PLC is 
transmitted by the wireless transmission module. 
IPC can read the storage data of the PLC regis-
ter and IPC can real-time display it at the software 
interface. At the same time, IPC can send the con-
trolling signal to the PLC, and then PLC controls 
the frequency converter and the frequency con-
verter controls the movement of the crane.

2 HARDWARE OF THE SYSTEM

The hardware of the intelligent control system 
is mainly composed of industrial PC, PLC, fre-
quency converter, GPRS wireless module and 
some kinds of sensors. The structure diagram is 
shown in Figure 2.

2.1 Composition of PLC hardware

The signal, which the load module of PLC mainly 
receives, comes from 3 parts: the flashlight door 
signal (manual operation), data signals of the field 
sensor and the state of the system running. The sig-
nals of the flashlight door mainly include the sig-
nals of the system starting, stopping, the switching 
of the remote control/computer control and the 
quick signal. The quick signal controls the direc-

1 OVERALL STRUCTURE AND 
WORKING PRINCIPLE OF THE SYSTEM

The system of crane intelligent control is mainly 
composed of industrial PC, PLC, frequency con-
verter, wireless transmission module and different 
kinds of sensors. The overall structure is shown in 
Figure 1.

The intelligent control system is PLC and fre-
quency converter-based design (Sun, 2014). PLC 
serves as the kernel controller of the crane intel-

Figure 1. Overall structure block.
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tion of the big/small cars running institutions and 
lifting mechanism. It needs 12 input ports of digital 
quantity. Field sensors include three rotary encod-
ers, which need to connect the high speed count-
ing module (Jiang, 2011). The output of the other 
sensors is all analog. The state signals of the system 
include limit signals, deceleration limit signals, con-
verter fault signals and guard signals. The limit sig-
nals come from the big car, small car and hook. The 
deceleration limit signals come from the hook. The 
converter fault signals come from the mechanism 
of the big car running and lifting. The guard signals 
mainly come from the phase order protection, the 
head contact detection, brake pad detection, over-
load protection, and motor temperature protection. 
All the above totally need 24 input terminals of digi-
tal quantity.

The output terminals of PLC mainly export 
the starting signal of the system and quick sig-
nal, which controls the direction of the big/small 
cars running institutions and lifting mechanism. 
It needs 20 output terminals of digital quantity.

2.2 Communication between PLC and 
frequency converter

The PLC, which the system adopts, comes from the 
series of Schneider M258 and the converters come 
from the series of ATV31 and ATV71. The PLC and 
converters are equipped with the CANopen com-
munication protocols. So, they can be connected 

with the networking through the CANopen bus to 
communicate, so as to realize E-control of the PLC 
to the converter. Through the CANopen bus, PLC 
can set the output frequency of the frequency con-
verter and read the real-time output frequency value 
of the frequency converter (Xu, 2008).

The network is composed of PLC and fre-
quency converter. In the network, PLC is set to the 
master station and the frequency converter is set to 
the slave station. The converter receives the con-
trolling signal that is sent by PLC. In the software 
of So Machine, the ID of the master station node 
of PLC is set to 127 and the ID of the slave station 
node of the lifting mechanism converter is set to 
1(Song, 2008). The ID of the slave station node of 
the traveling mechanism converter of the big car 
is set to 2 and the ID of the slave station node of 
the traveling mechanism converter of the small car 
is set to 3.

Among the settings of the CANopen network, 
there will be a crucial parameter setting, the baud 
rate setting, to distinguish the different slave nodes, 
in addition to setting the address of slave nodes. 
Before the data exchange, the exchanging data 
comes from the master station and slave station in 
CANopen (Xu, 2009). The information of the baud 
rate needs checking. If the baud rate is different, 
they will not be able to do connection of communi-
cation, and hence the baud rate of the master station 
must be strictly consistent with that of the slave sta-
tion. In the software of So Machine, the baud rate 
of PLC of the master station could be set and we set 
the baud rate to 125 kbit/s. Through the operation 
of the frequency converter, we could set the baud 
rate of the converter. Taking the lifting mechanism 
converter for example, in the communication menu, 
we could set the address of slave station 1, baud rate 
125 kbit/s. The setting means that we set COM-/
CnO-/AdCO = 1 (the address of the slave station) in 
the COM—of communication settings of the con-
verter. The COM-/CnO-/bdCO is set to 125bit. The 
settings of two parameters must be strictly consist-
ent with the settings of the lifting mechanism con-
verter in the software of So Machine. The aim is to 
make sure that the communication between the PLC 
and the converter could go well.

2.3 Wireless transmission modules

There are two main functions of the wireless trans-
mission module in the system: one of them is to 
realize the wireless communication of PLC and 
industrial control and the other is that industrial 
PC receives the data signal of vertical gyro.

2.3.1 Hardware connection
The ST-05 wireless transmission module, which the 
system chooses, can adopt the RS232 or RS485 bus 

Figure 2. System hardware structure drawing.
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to connect and communicate with others. When 
the RS232 bus is connecting, the wireless transmis-
sion distance is up to 100 m. It can guarantee the 
normal work of the wireless transmission module.

The system needs two channels to do wireless 
transmission. One is for the wireless communica-
tion between PLC and industrial control, and the 
other is for the wireless data transmission from 
vertical gyro to industrial PC. Each channel needs 
two wireless modules, so we need two couples for 
four modules. One of them connects with the PLC, 
the other connects with the vertical gyro, and the 
remaining two connect with the industrial PC. The 
PLC, which the system chooses, contains communi-
cation port RJ45 that can be used to connect with 
RS232 or RS485 serial links. PLC can connect with 
the wireless transmission module through the RJ45 
port then turning to the RS232 bus. The commu-
nication follows the Modbus—ASCII or the RTU 
protocol. The output signal of vertical gyro is a 
digital signal, and through the RS422 bus, the sig-
nal outputs. Then, the signal should be shifted from 
RS422 to RS232 to connect with the wireless trans-
mission module. The wireless transmission module 
connects with the industrial PC by RS232. After the 
connection between each device and the wireless 
transmission module, we need to do some relative 
configuration of the module of each channel. The 
goal is that the communication from PLC to vertical 
gyro and industrial works normally (Zheng, 2004).

2.3.2 Software configuration
The system chooses the ST—05 wireless commu-
nication module and it installs a matching set of 
X-CTU software to configure the wireless trans-
mission module. The main interface is shown in 
Figure 3.

In Figure 3, the Communication port 1 (COM1) 
is the communication port of  PLC and industrial 
PC. The Communication port 2 (COM2) is the 
communication port of  industrial PC. Indus-
trial PC receives the data that comes from the 
vertical gyro (Wu, 2007). When it is configur-
ing, firstly, we should select the communication 
port 1. Secondly, in the option of  “PC Setting”, 
we should choose the communication channel 
which needs configuring. Then, we should set 
the “Baud” (Baud rate) 9600, and the rest of  the 
options are the default settings. Clicking “Test/
Query”, we test the module, because we do not 
know that the communication between module 
and software is normal. After the successful test, 
we should set the corresponding parameters to go 
on communicating.

3 SOFTWARE OF THE SYSTEM

The design of system software mainly includes 2 
parts: the design of upper computer program and 
the design of PLC program. The program design 
of the upper computer mainly includes the system 
running state monitoring program and the com-
munication with PLC program. PLC program is 
mainly the redact of the motion control program 
(Huang, 2009).

3.1 Communication between upper 
computer and PLC

The upper computer communicates with PLC 
through the wireless transmission module. It reads 
and writes the data of the PLC register, whose 
communication follows the standard MODBUS 
protocol. Among them, the upper computer is the 
master station, the PLC is the slave station, and the 
address is 01 (set in the PLC).

When the system is communicating, the upper 
computer, as the master station, sends instructions 
to PLC agreeing the standard MODBUS protocol 
(Xiong, 2008). PLC, as a slave station, responds 
the instructions of the upper computer.

3.2 PLC program

The PLC control program adopts modular pro-
gramming, mainly including three parts: the sensor 
signal acquisition module, flashlight door control 
module and computer control module. By doing 
that, we can not only reduce the program state-
ments, but also shorten the processing time and 
increase the responsiveness of the system so as to 
realize the rapid debugging of the program. The 
program flow chart of the PLC control system is 
shown in Figure 4.

Figure  3. Wireless module configuration main 
interface.
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4 CONCLUSION

PLC is the core of the crane intelligent control 
system. The system communicates with industrial 
PC through the wireless module, which can real-
ize the wireless remote monitoring to system sta-
tus. PLC and frequency converter are managed 
by CANopen bus control, which not only saves 
the complex connection ports, but also improves 
the reliability of data transmission. For software 
design, we use the idea of modular to compile the 
program. Program 1 is acquisition data of PLC. 

Program 2 is motion control of the system. After 
scene debugging and testing, the system runs in 
good condition. We achieved the design goal and 
have provided the basis for future related design.
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on wavelet packets and k-nearest neighbors
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ABSTRACT: Considering the valve clearance fault that cannot be detected by a vehicle’s on-board 
diagnostic system, the time-domain characteristics based on nearest-neighbor classifiers are proposed by 
using engine vibration acceleration signals. Especially, the diagnosis method consists of feature extrac-
tion using discrete wavelet packet decomposition and fault classification using the k-Nearest Neighbors 
(kNN) algorithm. Based on the feature extraction, the classifier is evaluated in terms of running time 
and identification rate compared with the Back Propagation Neural Network (BPNN), Support Vector 
Machine (SVM) and Least Square Support Vector Machine (LSSVM). The experimental results indicate 
that the proposed method has higher accuracy and the running time is shorter than that of the other 
methods.

of signals is not very accurate. For most random 
complicated signals, the high-frequency features are 
very important to analyze the signal. To this point, 
WT will lead to be inadequate feature extraction of 
signals. Wavelet packets can efficiently overcome 
this disadvantage and improve the high-frequency 
analytical ability of complicated signals. Further-
more, wavelet packets have a good solution simul-
taneously in both frequency and time domains, and 
they can also extract more information in the time 
domain at different frequency bands (Wu, 2012).

At present, in order to improve the diagnostic 
accuracy, many machinery diagnosis systems with 
intelligent classification have been developed, 
such as Support Vector Machine (SVM) (Yang, 
2014; Kankar, 2011; Wu, 2012; Wu, 2012) and 
the Artificial Neural Network techniques (ANN). 
They, especially SVM, are powerful classifica-
tion tools for small sampling and nonlinear data. 
However, SVM is sensitive to missing data and 
has no certain solution for nonlinear problems. 
ANN needs a large number of  parameters and its 
learning process cannot be observed, which will 
affect the credibility and acceptable degree of  the 
results.

In this paper, according to the engine vibration 
signal, a fault diagnosis method of valve clearance 
based on the discrete wavelet packet decomposi-
tion frequency band energy for feature extrac-
tion and classification using the kNN algorithm 
is proposed. Then, the simulation is conducted, 
compared with SVM (Yang, 2014), LSSVM (Wu, 
2012) and BPNN, showing that the running time 
and classification accuracy of kNN are better.

1 INTRODUCTION

Internal Combustion Engine (ICE) is the power 
source of many machines in our daily life. It gen-
erates the necessary drive power to overcome the 
resistance loads by burning fuel and converting the 
energy content of the inlet mixture to mechanical 
motions. The valve-train is mainly a part of ICE, 
and it usually operates in high temperature, high 
pressure and gas shock environment, which can 
result in intermittent faults including valve head 
corrosion, broken spring and abnormal valve clear-
ance. The abnormal valve clearance is difficult to 
be detected and it will bring serious damage to 
the engine, thereby increasing emission and fuel 
consumption. In this condition, the OBD systems 
as well as other monitoring and control systems 
may not detect the fault due to their adapta-
tion to the technical condition change which has 
occurred (Mohammadpour, 2011; Dziurdź, 2010; 
Dąbrowski, 2011). Thus, it’s very important to 
diagnose the fault of valve clearance when it occurs.

Several useful feature extraction techniques 
have been presented in abnormal valve clearance, 
such as Empirical Mode Decomposition (EMD) 
(Li, 2011; Wang, 2007; Si, 2012), short time Fourier 
transform (STFT) (Lei, 2011), Wigner-Ville Distri-
bution (WVD) (Cai, 2012; Tang, 2010), and Wavelet 
Transform (WT) (Tang, 2010; Geng, 2010; Figlus, 
2014; Pons-Llinares, 2011; Yang, 2014; Kankar, 
2011). Although, WVD and STFT methods have a 
better performance in time-frequency analysis, the 
time window is fixed. WT is used to decompose the 
vibration signal, but the high-frequency resolution 
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2 PRINCIPLES OF FAULT DIAGNOSIS

In 1986, Stephane G. Mallat found the wavelet 
function in the field of harmonic analysis. Since 
then, some of the physical and mathematical earth-
quake researchers have begun to pay close attention 
to this issue. Recently, the wavelet theory, which 
mainly includes Wavelet Transform (WT) and 
Wavelet Packet Decomposition (WPD), has been 
applied in various fields, such as data compression, 
signal de-noising and feature extraction, etc.

The discrete wavelet packet decomposition is 
described as follows.

d t k d t

d t h k d t

i jdd i j
k

i jdd i jdd
k

j i

j i

)t )k ( )t k

( )t ( )k ( )t k

dgj iddgj i( )t )k

1jj

dg d)kg d)k2

h dd)k2 h d)k2

t= g d)k dg )k2

th d)k= 2 i( )( )1

∑∑

∑∑∑
d tdd f t0 0dddd , ( )t )t=

⎧

⎨

⎪
⎧⎧

⎪
⎨⎨

⎪⎪

⎩

⎪
⎨⎨

⎪
⎩⎩

⎪⎪
 (1)

where, f(t) is the original signal, h(k) is the high-
pass filter, g(k) is the low—pass filter, and di,j(t) is 
the reconstruction signal of wavelet packet decom-
position at the i th level for the j th node.

Based on the feature of the vibration signal, 
three times decomposition of the original sig-
nal is conducted. To this point, the energy Ei.j of  
every frequency band is worked out, which can be 
defined as follows.

E d t dt di jE i jdd i jd
k

M

j i ( )t(t ( )kdtd (t ∑∫∫
=

2 2
d d

M
( )k

1

 (2)

where M is the number of discrete points of the 
reconstruct signal di,j.

It has great influence on the energy signal of 
each frequency band in the diagnosis system. 
Therefore, each frequency band energy based vec-
tor F is constructed in the third layer.

[ ]E E E E E E E EEE E EE E EE E EE EEEEE EEE EEE  (3)

During the process of data analysis, the value 
of E3i is so high that it is hard to compute. Thus, 
normalization processing of E3i is necessary. 
And the feature vector F* of the original signal is 
established.

F F Ei jFF E
j

* ∑
=

3EEE
0

7  (4)

This paper measures four fault samples through 
the experiment and finds that the feature of each 
fault has a prominent performance in frequency 
band 5. Therefore, we define a feature vector FiFF 5

*  
of sample Xi. Based on the previous theory, the 

valve clearance faults can be classified using the 
kNN algorithm.

The kNN algorithm is one of the simplest and 
most commonly used machine learning methods. 
It is an important approach for nonparametric 
classification. The rules of kNN classification 
need to assign a category label for unknown sam-
ples by estimating their k-nearest neighbors based 
on known samples. A is the eigenvalues of known 
samples with respect to label B.

A F F
B

mFF
=

( ,F ,..., )
( , ,..., , , ,..., , , ,..., ,

,
*

,
*

,
*

1 5FF , 2 5FF , 5

1, 1 2, 2 2,..., 3 3,, 3 4,4 444 4, ,4 ..., )
⎧
⎨
⎧⎧

⎩
⎨⎨  (5)

First, define a test F0FF *,  and kNN can find the 
k training examples that are most similar to its 
k-nearest neighbors from d F Ai idd AFF )*FFFF  by measuring 
the similarity of the standard Euclidean distance 
between each training example Ai and the query 
point F0FF * :

d F A F Aidd iAFF * *A F)0 0A FFiAFFFF ) −F0FF  (6)

The label that appears the maximum times in k 
training examples is regarded as the prediction cat-
egory label of the test point. For a discrete-valued 
target function, kNN returns the most common tar-
get function value among the neighbors of the test 
point. The kNN method gathers the k-nearest neigh-
bors and lets them vote the class of most neighbors 
wins. k is the parameter of the kNN algorithm and 
its value should be selected between 1 and the total 
number of examples. The higher values of k pro-
vide smoothing that reduces vulnerability to noise 
in the training data. Note that if k is chosen as the 
total number of samples in the training set, then for 
any new instance, all the examples in the training set 
become the nearest neighbors. In this case the pre-
dicted response for each new or test case becomes 
just the frequent response variable in the training set.

Figure 1. Block diagram of engine valve clearance fault 
diagnosis.
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3 EXPERIMENTAL STUDIES

In the experiment, in order to achieve the pro-
posed discrete wavelet packet decomposition using 
the kNN in the valve clearance fault diagnosis, 
an engine platform is used to measure the engine 
vibration signal of each valve clearance fault. 
Therefore, the engine vibration signal is regarded 
as the original data for the fault diagnosis process. 
And the process is divided into three parts: data 
acquisition, feature extraction, and fault analysis, 
which is shown in Figure 1.

The tests are conducted using two four-cylinder 
spark ignition engines of passenger cars. The vibra-
tion signal is extracted by an accelerometer, and the 
signal is recorded using a serial debugging assistant 
and the sampling frequency is chosen to be 20 kHz.

Additionally, the work condition of the engine 
valve-train can be divided into four parts: (i) ideal 
operation condition, (ii) exhaust valve clearance is 
0.3 mm, (iii) exhaust valve clearance is 0.5 mm, and 
(iv) exhaust valve clearance is 0.7 mm. The ICE is 
operated under normal conditions and the speed 
is 3000 rpm. The accelerometer is mounted on the 
first cylinder head to collect the vibration signals 
generated during the operation of the engine.

4 RESULTS AND ANALYSIS

According to previous study, the exhaust valve 
clearance fault introduced to the engine is increased 
to 0.3 mm (positive), 0.5 mm (positive) and 0.7 mm 
(positive), respectively, which represents minor 
fault, moderate fault and serious fault. The vibra-
tion acceleration signal is collected from each fault 
condition, and the data of the time domain and 
frequency domain have been treated.

As the valve clearance is increased, the speed of 
the valve seat is increased. And the impact knock 
on the cylinder is also enhanced, which increases 
the signal energy in the fault frequency band. 
Therefore, this study decomposes sample signals 
three times and calculates the energy of each recon-
structed signal in the third layer. Simultaneously, 
the frequency band energy normalized is regarded 
as the significant feature of the valve clearance 
fault. A sample of each band can be shown in 
Table 1 and the diagram is shown in Figure 2.

Figure 2 presents the changes of energy in each 
band which has been decomposed from different 
valve clearance vibration acceleration signals in an 
ICE. The data in Figure 2 show that the response 
value of frequency in band 5 increases from 0.1161 
to 0.1577 with the exhausts valve clearance increas-
ing from 0.2  mm to 0.7  mm. And the response 
value of frequency in band 6 is the same, but it is 
not obvious. As the condition of valve clearance 
changes, the normalized values of frequency energy 
in band 5 and band 6 have a regular variation from 
5 Hz to 7.5 Hz. Therefore, the conclusion can be 
drawn that the feature frequency of the vibration 
acceleration signal ranges from 5 Hz ∼ 7.5 Hz.

Furthermore, the energy ratio of frequency in 
band 5 is regarded as the fault feature that prepares 
for the latter fault classification. The paper ran-
domly divide the total 40 samples of each condition 
into two parts, one of 30 for training to get a classier 
and the other of 10 for testing the classier to obtain 
the diagnostic yield. If the classifier has an ideal 
result, it can be used to predict the new or unknown 
data. In the course of experiment, 30 measured val-
ues of each fault are applied to the input of the k 
NN classier and we define the number (1, 2, 3, and 
4, respectively) as fault label. The selection of k is 
based on experimental tests, where k is selected from 
a small integral value to increase gradually.

Figure 2. Block diagram of engine valve clearance fault 
diagnosis.

Table 1. The energy of each frequency band.

Band/Hz Gap/mm 0.00∼1.25 1.25∼2.50 2.50∼3.75 3.75∼5.00 5.00∼6.25 6.25∼7.50 7.50∼8.75 8.75∼10.00

0.20 0.1673 0.1373 0.1327 0.1208 0.1161 0.1158 0.1108 0.0991
0.30 0.1591 0.2012 0.1044 0.1331 0.1191 0.0897 0.0994 0.0941
0.50 0.1587 0.2483 0.0771 0.0982 0.1365 0.1043 0.0825 0.0944
0.70 0.1377 0.1815 0.1213 0.1026 0.1577 0.1192 0.0786 0.1014
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By comparing the accuracy of classification and 
the running time taken to build a classier, we try to 
observe the efficiency and effectiveness of classi-
fiers created by different values of k in the experi-
ment. The optimal value of the nearest neighbors 
is acquired by comparing the results. Therefore, the 
value of k is selected from 2 to 17 and the results 
are shown in Table 2.

From Table 2, it can be seen that the accuracy 
of classification is 95.0% when k chooses 4, 5, 8, 
9, 10, 17, respectively. However, the longer the 
running time, the larger the value of k. It shows 
that the accuracy of classification is always over 
90.0% and the time response is about 2.3 seconds. 
The accuracy of classification do not increase with 
the increase of k in kNN classifiers, such as k = 13. 
Therefore, the optimal value of k in the experiment 
is selected as k = 9 and the accuracy of the classi-
fier can reach to 95.0%.

The running time and accuracy are also 
recorded in the same simulation platform com-
pared with BPNN, SVM and LSSVM. The data 
in Table 3 show that the identification accuracy of 
those algorithms is relatively high based on wave-
let packet decomposition. The identification rate 
of kNN is better than BPNN and SVM. Under 
same conditions, the identification rate of kNN 
is 95.0% and the running time is 2.3108 s shorter 
than LSSVM.

5 CONCLUSIONS

This paper presents a fault diagnostic method of 
valve clearance of ICE based on discrete wavelet 
packet decomposition and kNN that is applied to 
feature extraction and classification, respectively. 
Compared with BPNN, SVM and LSSVM, kNN 
achieves high accuracy. Moreover, the running 
time is rather short. The results indicate that the 
proposed method can also be used to detect the 
engine misfire fault. Furthermore, it has the fol-
lowing features:

1. Discrete wavelet packet decomposition over-
comes the shortcoming of inadequate feature 
extraction of high-frequency signals.

2. For multiple classification problems, the effect 
of kNN is better than that of SVM.

3. kNN classification is easy to understand and 
the running time is short. In addition, the clas-
sification accuracy is high, and thus it is useful 
for other applications such as text classification, 
image-processing and predictive analysis.
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ABSTRACT: The RV reducer performance test system based on an open power flow structure is pro-
posed to test the dynamic and static performance of a RV reducer. The test system can be used for the 
measurement of the RV reducer’s transmission efficiency, transmission angle error and hysteresis error. 
The system consists of three parts: mechanical structure, measurement and control unit, and data process-
ing software. The magnetic powder brake is used to apply different load torques. The IPC combined with 
the data acquisition card is used for parameter and load control. The Labview platform is used for related 
software development, which can accurately measure the RV reducer relevant parameters such as motion 
characteristics and transmission performance.

to detect the study. In this test system, the static 
test mainly carries on the hysteresis error test, and 
the dynamic test mainly carries on the transmis-
sion efficiency and the angle transmission error 
measurement (L, 2016).

2.1 Mechanical efficiency test

Mechanical efficiency, namely the ratio of the 
output of the mechanical work (amount of useful 
work) and the ratio of input power (power work 
quantity). For the RV reducer, the mechanical effi-
ciency is the ratio between the output power and 
the input power. The reducer input power and out-
put power are as follows:

P T= ⋅n
9550

 (1)

The mechanical efficiency of reduction is as 
follows:

η = P
P

2PP

1PP
 (2)

Among them, P is the output of the reducer 
or the input power, and the unit is Kw; T is the 
reducer input shaft and output shaft torque, and 
the unit is N⋅m; n is the reducer input shaft and 
output shaft speed, and the unit is r/min.

1 INTRODUCTION

RV (Rotate Vector) reducers have been widely used 
in the modern industry as the main joints of indus-
trial robot precision components, with their high 
load, large transmission range and high precision 
(L, 2011). To ensure the accuracy of RV reducers 
and transmission performance, it is particularly 
important to perform the RV reducer comprehen-
sive performance test.

2 THE MEASURING PRINCIPLE 
AND METHOD

A RV reducer is a two stage high-precision reducer 
using a cycloid reducer mechanism. The structure 
uses a way of closed planetary transmission com-
bined with a planetary gear drive and cycloid wheel 
drive (Gola C, 2008).

The main parameters affecting the transmis-
sion performance of  the RV reducer include rated 
input speed, input power, output torque, trans-
mission ratio, transmission efficiency, transmis-
sion error, torsion stiffness, backlash clearance, 
etc. Among them, the main indicators of  dynamic 
efficiency include transmission accuracy, and 
static indicators mainly include hysteresis error, 
torsional stiffness and so on (Z, 2014). It is bet-
ter to improve the transmission performance of 
the reducer for the purpose of  these parameters 
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In the actual test, both ends of the reducer 
installed the torque sensor. Considering the cou-
pling influence, in calculating the input and output 
power is to take into account the coupling mechan-
ical efficiency η1 (Predrag, 2007). The power for-
mula becomes:

η
η

= =P
P

T n
T n

2PP

1PP
2 2T nT

1 1T nT 1ηη
*

* *n
 (3)

Among them, n1 is the input speed of the 
reducer, and the unit is r/min. n2 is the output 
speed, and the unit is r/min.

The test method is as follows: the torque speed 
sensor installs in both ends of  the measured RV 
reducer, real-time gathers the input end and the 
output end rotational speed and the torque sig-
nal of  the measured RV decelerator. The signal 
is transmitted through the data acquisition card 
which connects with the IPC (Industrial Personal 
Computer) to the test program, and it is converted 
to the actual data through the program calcula-
tion. Then, the mechanical efficiency test result is 
obtained.

2.2 Transmission angle error test

Angle transmission error θer, namely reducer 
drive error. For the gear unit, the difference 
value between the theoretical output angle and 
the actual output angle θout at any input rotation 
angle θin of  the gear unit can be calculated by for-
mula (4):

θ θ θerθ inθθ
outθ= −in

i
 (4)

The test method is as follows: during the test, 
the control motor to maintain low-speed rota-
tion, the measured RV reducer input and output 
are installed around the grating encoder to cap-
ture the angular signal. The signal is transmitted 
through the data acquisition card which connects 
with IPC transfer to the test program, and con-
verted to the specific test data for the program 
calculation. When the output shaft is rotated by 
5°, a set of  data is collected, and the output shaft 
is rotated by 360° for one cycle. 73 theoretical 
input angles θin0/i ∼ θin72/i and 73 actual output 
angles θout0 ∼ θout72, according to the formula (4) to 
calculate all of  the actual test angle transmission 
error value θer0 ∼ θer72, and calculated according to 
the formula (5) of  the gearbox angle transmission 
error θer.

θerθθ
max min{ }θerθ n − { }θerθ n  (5)

2.3 Hysteresis error test

Hysteresis error in the gear transmission is abbre-
viated as hysteresis, which is defined as when the 
reducer input shaft steering angle changes, the 
amount of hysteresis on the output shaft also 
changes.

The hysteresis error measured in the hysteresis 
test of the reducer generally refers to the output 
shaft rotational angle caused by geometrical fac-
tors such as flank clearance in the drive chain, 
bearing clearance, etc., where the components are 
in good contact. Normally ± 3% of rated torque 
is applied during the process to overcome internal 
friction and oil film resistance. Formula (6) is used 
for the calculation of hysteresis error:

jT = [(θin)max–(θin)min]/i–[(θout)max–(θout)min] (6)

The hysteresis error is mainly due to two rea-
sons. First, it is the output shaft gear backlash 
hysteresis error caused by gear backlash. The sec-
ond is the elastic deformation of  hysteresis error 
caused by the geared rotor system and gear elas-
tic deformation under the action of  the external 
torque.

The test method is as follows: when measur-
ing the hysteresis error, the output shaft of  the 
measured RV reducer is locked by the magnetic 
powder brake. The motor applies the positive 
torque to the input shaft, gradually loads from 0 
to the rated gear torque M, and then unloading 
to 0. The input rotary angle grating correspond-
ing to each torque value is acquired at the same 
time during the loading and unloading processes. 
The data are transferred to the acquisition card 
and uploaded to the IPC. And then, the software 
analyzes the data and draws the hysteresis curve 
of  the RV reducer.

3 DESIGN OF THE TEST BED 
STRUCTURE

3.1 The general system structure

The reducer static and dynamic performance test 
system test bed can be divided into two types such 
as open power flow and closed power flow, accord-
ing to whether the energy is recycled in the experi-
mental process of transmission.

The open power flow test stand structure is 
shown in Figure 1. In the entire measurement and 
control system, the drive unit for the measurement 
and control system to provide the power source is 
the general choice of synchronous motor and other 
devices. The load unit can be effectively loaded on 
the device under test to provide the RV reducer of 
different stress state and enhance system reliability 
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(Y, 2015). The measurement and control system 
with sensors is used to measure the performance 
of the reducer parameters. In the open power 
flow measurement and control system, the output 
power of the motor and other drive device flows 
through the measured reducer and the transmis-
sion to reach the loading unit. The load unit uses 
a variety of loading methods to consume energy, 
and to achieve effective loading.

Compared to the open power flow structure, 
closed power flow can realize energy cycles. For 
larger energy consumption and a longer run-time 
test, its operating costs are lower and more effi-
cient. But for the system, the structure of the closed 
power flow test-bed is more complicated, and the 
open power flow is more mature and reliable. In 
this test, the test object is the small and medium 
RV reducer, the power requirements are low, and 
the dynamic transmission efficiency, transmission 
error and the static under the hysteresis error test 
does not require long-running time. Considering 
comprehensive test bench energy consumption 
and the general structure, an open power flow test 
system is designed. The functional block diagram 
is shown in Figure 2.

3.2 Mechanical structure design of the 
test system

The test bench of  the RV reducer static and 
dynamic performance test system mainly com-
posed of  the base, reducer bracket, measuring 
unit, mobile platform, etc. It mainly plays a role 
in the fixed supporting function of  the compo-
nents and the measuring elements in the system, 
and also has a key role in ensuring the measure-
ment accuracy of  the measurement and control 
system. The measuring unit consists of  circle 
grating, torque speed sensor, magnetic powder 
brake and other components, which is used to 
complete the measurement and control in the 
test system.

The test bench adopts a horizontal structure, 
which is easy to ensure the coaxial degree. The 
mechanical institutions are as compact as possi-
ble, and they use coupling connection or key con-
nection between devices. Input components can 
be moved in the horizontal direction, for different 
types of  gear reducer, and it can be installed and 
tested normally. A three dimensional schematic 
diagram is shown in Figure 3.

Figure  1. Schematic diagram of an open power flow 
test rig structure.

Figure 2. The principle diagram of the RV reducer test system.

Figure 3. The diagram of the RV reducer test bed struc-
ture. 1-magnetic powder brake 2-output shaft torque and 
speed sensor 3-output shaft circular grating 4-measured 
RV reducer 5-input shaft round grating 6-input shaft 
torque and speed sensor 7-drive motor.
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4 MEASUREMENT AND CONTROL 
SYSTEM

4.1 Operating principle

The static and dynamic performance measurement 
and control system of the RV reducer is shown in 
Figure 4. When the RV reducer is tested for dynamic 
or static performance, the measured RV reducer is 
installed on the test platform. The input shaft and 
output shaft of the reducer are connected with the 
measuring spindle, the output shaft and torque 
sensor respectively. The two ends of the input and 
output of the reducer are equipped with high-
precision circular gratings to measure the angle sig-
nals at both ends of the gearbox. The torque and 
speed sensors connected at both ends of the gear-
box are used to output the speed and torque signals 
at both ends of the reducer.

The system uses motor to drive and magnetic 
brake to load. The IPC is equipped with a dedi-
cated acquisition card for collecting the round grat-
ing signals of input and output as well as the torque 
and speed sensor signals of input and output.

When measuring, the operator sent control com-
mands to the controller through the IPC. The driver 
receives the command and then drives the motor 
rotation to provide the power for the system. At the 
same time, the IPC connected with the program-
controlled power, for the control loading of the 
magnetic particle brake. The measured RV reducer 
parameters are received by the sensor in the test, 
then collected by the acquisition card and uploaded 
to the IPC. The data are processed by the software 
for the output display to complete the measurement.

4.2 Drive control unit

A permanent magnet synchronous AC servo motor 
is selected, which is provided with a drive control 
unit, and it can realize the control and drive of the 
motor so as to provide energy sources for the system.

4.3 Signal acquisition unit

The signal acquisition system mainly includes 
torque sensors and circular gratings, which com-
bines the acquisition card and other equipment to 
achieve the acquisition and collection of the signal. 
Then, the signal is uploaded to the IPC to achieve 
data processing.

4.4 Load unit

The magnetic particle brake acts as a load device in 
the system. The excitation current of the magnetic 
particle brake and transmission torque is basically 
a linear relationship, and as long as the value of the 
exciting current changes, the torque value can be 
controlled. So, the system can control the braking 
torque size according to the characteristics of the 
magnetic particle brake.

5 DATA PROCESSING SOFTWARE

The signal processing is carried out based on 
the hardware measurement. The software plat-
form of  the measurement and control system 
is set up in view of  Labview. The measurement 
process and data processing method of  the static 
and dynamic performance parameters (transmis-
sion efficiency, transmission error and hysteresis 
error) are analyzed, so as to realize the automatic 
detection of  the RV reducer measurement and 
control system.

RV reducer dynamic and static performance 
test system software needs to achieve three parts 
of  the target with motor control, data acquisition, 
data analysis and processing, so that the measure-
ment and control system has become an organic 
whole.

1. Motor control: the return difference experiment 
in the static test needs to achieve the reverse load 
and unload for the reducer, and so it needs the 
measurement and control software to control 
the loading value of motor torque accurately. 
In the test of dynamic transmission error and 
transmission efficiency, it is necessary to make 
the reducer at different speeds, which requires 
measurement and control system software to 
accurately control the motor speed.

2. Data acquisition: the software needs to set up 
the data acquisition card. It can complete data 
acquisition with the input and output angle and 
torque of the RV reducer, and communicate 
normally with the controller and programmable 
power supply.

3. Data analysis and processing: the signal is col-
lected for analysis and processing, according 
to the performance parameters of the system, Figure 4. The diagram of the test system structure.
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and the required output data and performance 
curves are obtained.

6 SUMMARY

On the basis of  the dynamic and static perfor-
mance parameters of  the RV reducer, the princi-
ple and method of  mechanical efficiency, angular 
drive error and return error of  the RV reducer 
are deeply researched. With these methods, a 
RV reducer static and dynamic performance 
test system is designed. The system can quickly 
and accurately test the performance of  different 
types of  RV reducer. It is important to verify and 
improve the design theory and manufacturing 
method of  the RV reducer, and its batch design 
and manufacture.
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Analysis of automotive suspension compliance based on the main 
effects of rubber bushing
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ABSTRACT: Taking the rubber bushing of a twist beam suspension as the research object, based on the 
bushing’s static characteristic test results, the main effects of the six bushing’s stiffness were determined 
by using the orthogonal experimental design method. The objective of this study is the case that the con-
vergence of the suspension kinematics’ evaluation index response is close to the target value range and the 
convergence of the suspension compliance’ evaluation index response is smaller. The final values of the 
three axial bushing’s stiffness were determined by using a full factorial experimental design method. The 
two sets of bushing stiffness data before and after optimization were substituted into the Motion-Solver 
for suspension compliance analysis. The results indicate that the optimization of the bushing parameters 
had almost zero effect on each evaluation index of compliance under the aligning torque, and the camber 
compliance loaded lateral and longitudinal force is also very small, but the compliance of the toe angle 
and wheel displacement was changed.

Figure  1 a) shows the position of the rubber 
bushing of the trailing arm studied in the paper. 
Figure 1 b) shows a computer controlled universal 
electronic material test rig (RGM-4300).

The corresponding measurement principle is 
shown in Figure 2 a). The bushings installed in the 
fixture are fixed to the U-shaped fork by a screw 
to measure the radial stiffness (Y/Z direction). The 
corresponding measurement principle is shown in 
Figure 2 b).

The test loading method is unidirectional pres-
sure. The force is increased linearly from zero to 
the set value. The setting range of  loading force in 
the Z direction is 0∼3000 N, and the setting range 
of  loading force in X and Y direction is 0∼5000 N 

1 INTRODUCTION

Due to its simple structure, light weight and low cost, 
the twist beam suspension is widely used in the rear 
suspension of various economical cars. The main 
components connected with the sub-frame are the 
rubber bushings of a trailing arm. The lateral force, 
longitudinal force and aligning torque at the tire 
contact point are transmitted through the bushing to 
the vehicle body. It directly or indirectly influences 
the correct positioning of the suspension, vehicle 
ride comfort and NVH characteristics through its 
axial stiffness, torsional stiffness and its own vis-
coelastic properties (Liu, 2012). In addition, for the 
suspension with rubber bushings, its compliance 
and roll stiffness also impact on the vehicle handling 
stability (Chen, 2011). Therefore, it is important to 
study the Kinematics and Compliance (K&C) of a 
suspension with rubber bushings in order to improve 
the suspension and vehicle performances.

2 STATIC CHARACTERISTIC TEST 
OF A RUBBER BUSHING

The static characteristic test refers to the mechani-
cal behaviour of a rubber bushing under static 
load. That is, the curve between the loading force 
and the displacement in the slower loading state, 
including three axial stiffness and three torsional 
stiffness (Wen, 1999). Figure 1. Twist beam suspension and a test rig.
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and 0∼9000  N, respectively. The Z-direction is 
designed with a radial shrinkage hole. The test 
procedure starts from zero time, and the running 
speed of  the test rig is 1.0 mm/min. Its computer 
control system automatically records the load 
and the deformation of  bushing at each moment. 
The exported data format is a .PSD file input-
ted to EXCEL. The three axial stiffness curves, 
as shown in Figure 3, are generated by using the 
insertion point pattern. Based on the three axial 
stiffness curves of  bushing, the coefficients of  its 
constitutive equation are optimized (Zhai, 2009), 
and finally the three torsional stiffness curves are 
shown in Figure 4.

3 MAIN EFFECT ANALYSIS 
OF THE BUSHING STIFFNESS

The six bushing’s stiffness was used as the vari-
able to optimize the evaluation index of  sus-
pension K&C, and the coordinate system of 
the optimization variables was consistent with 
the local coordinate system of  the rubber bush-
ing. In order to reduce the optimal parameters, 
shorten the development cycle, before the opti-
mization of  the bushing stiffness, the main 
effects of  the bushing stiffness were analysed by 
using the experimental design of  Hyper-study 
(Pei, 2014).

The range of  bushing stiffness was set, that 
is, the upper and lower limits of  design variables 
range of  increase and decrease were 10% of  the 
initial value, as the main effect of  the bushing 
stiffness analysis of  the upper and lower levels. 
Six design variables were just the six bushing’s 
stiffness. It was designed as L8 (27) orthogonal 
experimental table (Table 1), in which the number 
of  experiments required is 8. The optimization 
targets are the out-of-ideal range of  each index 
response in the suspension kinematic analysis, 
such as the toe angle, camber angle and longitu-
dinal displacement. The constraint range was the 
interval value of  each characteristic index in the 
suspension kinematic analysis, where “–1” indi-
cates the lower level and “1” indicates the upper 
level.

Submitted to the orthogonal experimental table 
to calculate, listed 6 design variables impacted on 
the main effect of  each index response shown in 
Figure 5. In this study, the toe angle is taken as 
an example. And after analysis, it is found that 
the three axial stiffness has a certain influence 
on the toe angle under the two-wheeled reverse 
excitation, in which the positive main effect of 
the radial stiffness Kx and axial stiffness Kz is 
larger, the positive main effect of  the radial stiff-
ness Ky is smaller, and it shows that when the 
stiffness increases in the upper and lower limits 
of  the interval, the corresponding toe angle is also 
gradually increased.

The toe angle increases in the range of 
about 0.1321°∼0.1366°, 0.1323°∼0.1363°, and 
0.1340°∼0.1348° of  Kx, Ky, and Kz, while the 
other three torsional stiffness has no effect of  the 
toe angle. The six design variables on the evalua-
tion index response of  the suspension kinematics 
shows that the three axial bushing’s stiffness has 
a great effect on the index response, and the three 
torsional stiffness effect on the index response is 
very small, and so the three axial bushing’s stiff-
ness was used as the object of  further optimiza-
tion research.

Figure 2. Clamping diagram of the bushing’s axis and 
radial direction.

Figure 3. Three axial stiffness curves of bushing.

Figure 4. Three torsional stiffness curves of bushing.
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4 THE IMPACT ANALYSIS OF BUSHING 
FOR SUSPENSION COMPLIANCE

Suspension kinematics is the relationship between 
the evaluation index and the wheel jump. Suspen-
sion elastic kinematics refers to the change of the 
evaluation index under the external forces such as 
lateral force, longitudinal force, aligning torque, 
etc. (Lin, 1992), which is also called suspension 
compliance (Sun, 2012).

4.1 Establishment of virtual test rig of a twist 
beam suspension with rubber bushings

Firstly, a subsystem model of the twist beam sus-
pension was built. The main method was basing on 
the modal synthetic method and adopted motion/
FLEX module to input the modal file for build-
ing a flexible body’s twist beam. The rubber bush 
characterization data use the six bushing’s stiffness 
at the zero level, as shown in Table 1.

Other components such as coil springs, shock 
absorbers, hubs, etc., were linked in Motion View/
Solver modules according to the positioning and 
physical parameters of the actual suspension 
model. All hard points were created in a no-load 
state. The twist beam suspension simulation test 
rig is shown in Figure 6.

The main function of this simulation test rig is 
executing a simulation experiment of suspension 
K&C, wherein the outputs were set to toe angle, 
camber angle, and wheel displacement as evalu-
ation index. In the simulation load process, the 
calculation was automatically carried out, and the 
relationship between output evaluation index and 
wheel jump and load was obtained by HyperView 
or HyperGraph.

4.2 Full factorial experimental design 
of the bushing

Among the six design variables, only the three axial 
stiffness of the rubber bushing had a significant 
effect on the indexes of suspension performances. 
So the three axial stiffness was chosen as the opti-
mization variable. The upper and lower limits of 
the optimization variable were set in the range of 
50% to 150% of the initial value.

The optimization objectives are determined as 
follows. The response convergence of the evalua-
tion index of the suspension kinematics tends to 
be within the target value range, and the evaluation 
index’s response of the suspension compliance is 
small.

Through the full factorial experimental design, 
the upper and lower limits of the three axial 

Figure 5. The diagram showing the main effects of the 
design variables. Figure 6. Test rig of a twist beam suspension simula-

tion.

Table 1. Orthogonal experimental table.

No.

Kx Ky Kz Krx Yry Zrz

Axial stiffness (N/mm) Torsional stiffness N⋅mm/(°)

1  1(1375)  1(2933)  1(550)  1(501)  1(440)  1(1870)
2  1(1375)  1(2933) −1(450)  1(501) −1(360) −1(1530)
3  1(1375) −1(2400)  1(550) −1(410)  1(440) −1(1530)
4  1(1375)  1(2400) −1(450) −1(410)  1(360)  1(1530)
5 −1(1125)  1(2933)  1(550) −1(410) −1(360)  1(1870)
6 −1(1125)  1(2933) −1(450) −1(410)  1(440) −1(1530)
7 −1(1125) −1(2400)  1(550)  1(501) −1(36) −1(1530)
8 −1(1125) −1(2400)  1(550)  1(501)  1(440)  1(1870)
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bushing’s stiffness were divided into five equal parts, 
the number of levels was set to 5, which was a 3-fac-
tor and 5-level full factorial experimental design. 
The number of calculations was 5 of the 3 power, a 
total of 125 times (Gao, 2014). The data of 125 sets 
of test combinations could be read from EXCEL, 
which analysed and selected the 46th group that 
accorded with the optimization objectives as the 
optimization result, which shows that the corre-
sponding stiffness of the X direction is 937.5  N/
mm, the stiffness of the Y direction is 4000 N/mm, 
and the stiffness of the Z direction is 250 N/mm.

4.3 Analysis on the main evaluation index’s 
change rule of suspension compliance

Through various experiments and theoretical 
research, it is found that the rubber bushing has 
certain influence on the compliance of the twist 
beam suspension, but the contribution rate to the 
various sub-performance indexes are different.

After the optimization of bushing, the simula-
tion was carried out again by using the simula-
tion test rig shown in Figure 6. In the simulation 
of the lateral force loading, the vertical height of 
the wheel and the degrees of freedom of the axle 
were fixed, and only the results of one side of the 
tire were used; the load range was set to ± 4000 N. 
Then by using the Motion-Solver’s calculation, the 
compliance results of the toe angle and lateral dis-
placement are shown in Figures 7 and 8.

From the comparison of the dotted and solid 
line in Figure 7, it is found that the inclination of 
the right wheel’s toe angle under the lateral force is 
smaller, which indicates that the optimization has 
greater influence on the toe angle under the lateral 
force, that is, when the vehicle turns left, it is pos-
sible to reduce the tendency of excessive steering. 
At the same time, as the lateral force changes, as 
shown in Figure 8, the comparison of the dotted 
and solid line shows that the slope of the lateral 

displacement increases, which will lead to a larger 
wheel slip, increasing rolling resistance.

From the comparison of the dotted solid line in 
Figure 9, it is found that the inclination of the toe 
angle under the longitudinal force becomes large, 
which reduces the tendency of understeer. As can 
be seen from the comparison of the dotted and 
solid line in Figure  10, the longitudinal displace-
ment slope under the longitudinal force increases, 

Figure 7. Toe angle’s compliance (lateral force).

Figure  8. Lateral displacement’s compliance (lateral 
force).

Figure 9. Toe angle’s compliance (longitudinal force).

Figure  10. Longitudinal displacement’s compliance 
(longitudinal force).
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which is helpful to improve the vehicle ride comfort. 
In the longitudinal force loading test, the wheel ver-
tical height and axle freedoms were also fixed, and 
only the test results of one-sided tires were studied. 
The load range was set between 0 and 4000 N. After 
the calculation in Motion-Solver, the compliance 
results of the toe angle and longitudinal displace-
ment are shown in Figures 9 and 10.

In addition, the variation of each evaluation 
index’s compliance under the lateral force and lon-
gitudinal force and the compliance index’s change 
under the aligning torque was very small. So, the 
study ignores the corresponding change results. 
Table 2 shows the change value of the suspension 
performance index’s compliance before and after 
optimization of the bushing stiffness.

From Table 2, it can be seen that by optimizing 
the bushing stiffness, the change of the toe angle 
and displacement compliance under the lateral 
force and longitudinal force is large. The absolute 
values of the change rate of the toe angle compli-
ance are 42.02% and 10.34%, respectively, and the 
absolute values of the displacement compliance 
rate are 57.73% and 37.00%, respectively. But the 
camber compliance is significant under lateral 
force and longitudinal force basically unchanged. 
Under the aligning torque, it can be seen that the 
compliance indexes of the toe angle, camber angle 
and lateral displacement have been very small 
before optimization, that is, the aligning torque has 
little effect on the changes of compliance indexes.

5 CONCLUSIONS

Based on the test results of the static characteris-
tics of rubber bushings, the coefficient of constitu-
tive equation of rubber bushing can be optimized 
and the accurate bushing model can be con-
structed. Furthermore, the three torsional stiffness 
of bushing can be obtained by simulation, and the 
six bushing’s stiffness are reconstructed.

Through the analysis of  the main effect of 
the rubber bushing and the compliance analy-
sis of  the twist beam suspension, and compared 
with the main evaluation index, it can be found 
that the compliance of  the toe angle, lateral and 

longitudinal displacement is greatly affected by 
the change of  the bushing stiffness under the 
lateral and longitudinal force, and the camber 
compliance is not affected by this. In particu-
lar, under the effect of  the aligning torque, the 
change in each evaluation index’s compliance is 
close to zero.
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angle
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displacement

Toe 
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Lateral 
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0.03406 ≈0.03442 2.958 −0.0480 ≈−0.0358 1.37 —— —— ——
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ABSTRACT: In order to realize the reliable soft starting and intelligent running of heavy duty scraper 
conveyors, the Controlled Start Transmission (CST) equipment is introduced to provide a feasible way to 
realize the soft starting, overload protection, and multi-driver power balance of scraper conveyors. The 
Hydro-viscous Drive Unit (HDU), which consists of multiple sets of friction pairs, is the core component 
of CST. The wear resistance and reliability of friction pairs are the decisive factors for the performance. 
The experimental models, with non-smooth surface as well as smooth surface having regular pit distribu-
tion, were established based on the typical sample size of the friction tester. The stress and wear resistant 
performance of the models with different non-smooth morphology parameters were studied through 
LS-DYNA analysis and wear tests. The results indicate that the wear resistant performance of biomimetic 
non-smooth samples is better than that of smooth ones; the pits can improve the contact stress distribu-
tion in the contact area of friction pairs, and the Von Mises stresses of biomimetic non-smooth samples 
are less than those of smooth samples; the wear resistant performance is the best when the pit distance 
equals 1 mm and the pit diameter equals 0.8 mm. This study would provide a basis for the future optimal 
design of the HDU of CST.

The bionic non-smooth surface morphologies pro-
vide a feasible way to improve the wear resistant 
performance of the friction pair.

The surface characteristics, such as reduc-
ing adhesion and wear resistance, have a great 
relationship with their non-smooth surface mor-
phologies. The typical non-smooth surface mor-
phologies, including synapses, pits and scales etc., 
are mainly from natural creatures. Some typical 
bionic microscopic non-smooth surface morphol-
ogies are shown in Figure 1. These bionic surface 
misconstructions have been successfully applied to 

1 INTRODUCTION

As an effective method for soft starting, overload 
protection as well as multi-driver power balance, 
Controlled Start Transmission (CST) equipment 
has been increasingly applied to heavy duty scraper 
conveyors. The largest type of heavy duty scraper 
conveyor has reached to 3 ×  1600 kW until now. 
The Hydro-viscous Drive unit (HDU) is the core 
component of CST. It consists of multiple sets of 
friction pairs, which are the decisive factors for 
the performance and reliability of the equipment. 

Figure 1. Some SEM photos of the typical bionic non-smooth surface morphology.

ICCAE16_Vol 01.indb   883 3/27/2017   10:44:23 AM



884

the following fields: surface resistance enhancing 
of airplanes, stick reducing of the plough surface 
and wear performance improvement on the engine 
piston surface (Wang, 2001; Etsion, 2004; Etsion, 
2004). At the same time, the wear-resisting perfor-
mances of the biological surface morphology are 
becoming the research hotspot of tribology, and 
getting more and more attention (Wakuda M, 
2003; Kligerman, 2001).

The recent studies show that the non-smooth 
technology can improve surface wear resistance 
significantly (Borghi, 2008; Song, 2006; Chen, 
2008; Huang, 2008). L. Q. Ren et al. (2005) studied 
the wear resistances of different forms of bionic 
non-smooth surface morphology through micro-
friction and wear tests. B. Y. Jia (2008) explored 
the freestyle abrasive wear performances of seven 
kinds of bionic non-smooth surface morphology 
by using a JMM wear-test machine. Yang (2005) 
studied the friction and wear behavior of W9Gr4V 
non-smooth samples with different pit-diameter 
and pit-distance concaves using a pin-on-disk wear 
tester.

In order to ensure the reliable starting and 
running performances of the heavy-duty scraper 
conveyor, it is necessary to further improve the 
wear resistance of friction pairs used in CST. The 
non-smooth surface morphologies are the future 
research direction of high performance friction 
pairs. Using laser cutting and drilling methods, 
nine kinds of samples are fabricated with different 
morphology parameters (see Figure 2). The wear 

resistance tests of different samples are conducted 
on a universal pin-on-disk wear tester. Based on 
the Finite Element Analysis (FEA) theories and 
the LS-DYNA module of ANSYS (Jovicic, 2009; 
Rusinski, 2013), the stress behaviors of pin-on-
disk models during the wear testing process were 
studied. The results would provide a basis for the 
future improvement and optimization of CST.

2 WEAR EXPERIMENTS OF SAMPLES 
WITH NON-SMOOTH AND SMOOTH 
SURFACES

According to the actual installation requirement 
of the pin-on-disk wear test machine, the sam-
ples were machined to a standard disk shape (see 
 Figure 2). Through laser cutting and drilling meth-
ods, the upper surfaces of samples were processed 
with regularly distributed pits of different pit 
diameters and pit distances. A MMW-1 universal 
friction testing machine was used to test the fric-
tion and wear resistance of these samples, while 
an L-200 photoelectric analytical balance was used 
to measure their wear loss. The test conditions are 
listed here: load F, equals 0.98 MPa; testing time 
T, equals 5 min; rotating speed R, equals 480 r/min.

2.1 Wear loss analysis of non-smooth samples

The wear losses of non-smooth samples with dif-
ferent pit diameter and pit distance were analyzed. 

Figure 2. Laser processed samples with regularly distributed pits.
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The results are listed in Table 1. From the wear loss 
data, it can be easily seen that the surface morphol-
ogy parameters have great influence on the wear 
resistance of non-smooth samples. Theoretically, 
under the same test conditions, the wear resistance 
of the sample has a close relationship with its wear 
loss. If  the mass loss of one sample is more than 
others, it means that its wear resistant performance 
is poorer than others.

Similarly, as shown in Table 1, it is evident that 
the wear loss of pad 3 is the minimum. So, under 
the experiment conditions, pad 3 possesses the best 
wear resistant performance. Its pit distance equals 
1 mm and its pit diameter equals 0.8 mm. On the 
contrary, pad 7 possesses the worst wear resistant 
performance. Its pit distance equals 1.5 mm and its 
pit diameter equals 0.4 mm.

The influence of pit distance on wear loss is 
shown in Figure 3. When the pit diameter is fixed, 
it can be found that the wear loss of the sample 
increases gradually when the pit distance becomes 
larger. When the pit distance equals 1.5 mm, the 
wear losses of pad 7, pad 8 and pad 9 are all beyond 
5 mg. Therefore, it can be concluded that the wear 
resistances of non-smooth samples take on oppo-
site variation with the increase in pit distance.

The influence of pit diameter on wear loss is 
shown in Figure  4. From Table  1 and Figure  4, 
when the pit diameter equals 0.8 mm, it can be eas-
ily seen that the wear loss is significantly reduced. 
When the pit distance is constant, the larger the 
pit diameter is, the smaller the value of the wear 
loss is. Therefore, under the same experiment 
conditions, the wear resistant performance of the 
sample is enhanced when the pit diameter becomes 
larger. Instead, when the pit diameter gets smaller, 
the wear resistance of the sample will be accord-
ingly reduced.

In addition, to compare the wear resistance of 
the non-smooth sample with that of the smooth 
sample, the wear test of smooth samples were per-
formed under the same conditions. The average 
wear loss of smooth surface samples is 6.8 mg, as 
shown in Table 1.

It is assumed that the increment ratio of wear 
resistance is Q,

Q = (K2–K1)/K2 (1)

Table 1. Wear loss and kinetic friction coefficient of non-smooth and smooth samples.

Smooth pad1 pad2 pad3 pad4 pad5 pad6 pad7 pad8 pad9

Pit distance/mm 0 1 1 1 1.25 1.25 1.25 1.5 1.5 1.5
Pit diameter/mm 0 0.4 0.6 0.8 0.4 0.6 0.8 0.4 0.6 0.8
Wear loss/mg 6.8 5.2 5.3 4.4 5.8 5.1 4.5 6.1 5.7 5.2
Kinetic friction 

coefficient
0.391 0.382 0.373 0.368 0.39 0.377 0.371 0.396 0.385 0.38

Figure 3. Wear loss versus pit distance.

Figure 4. Wear loss versus pit diameter.

Wherein, K1 means the average wear loss of non-
smooth samples; K2 means the average wear loss of 
smooth samples. K1 and K2 are gained under the 
same test conditions mentioned before. It can be 
found that the average wear loss of smooth sam-
ples is evidently bigger than the average mass loss 
of non-smooth samples. That is, the wear resist-
ance of the non-smooth sample with regular pit 
distribution is obviously higher than that of the 
smooth sample. Obtaining K1 and K2 from Table 1, 
the wear resistance increment ratio Q of  pad3 
equals 35.29%.
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2.2 Kinetic friction coefficient analysis

The kinetic friction coefficient is an important 
parameter which cannot be ignored during the 
process of friction and wear test. The kinetic fric-
tion coefficients of the non-smooth sample with 
different surface morphology parameters and the 
average friction coefficient of smooth samples are 
both listed in Table 1.

As shown in Table 1, the average friction coef-
ficient of the smooth samples equals 0.391. Almost 
all the kinetic friction coefficients of non-smooth 
samples are less than the average friction coeffi-
cient of the smooth samples. The decrease of the 
friction coefficient does not affect the HDU driv-
ing performance. Inversely, it is helpful to improve 
the wear resistance of the friction pair to some 
degree. The friction coefficient of pad 3 is the mini-
mum, which equals 0.368. In general, the friction 
coefficients of samples with different surface mor-
phology parameters have the same change tenden-
cies with their wear losses.

3 FEA OF SAMPLES WITH BIONIC 
NON-SMOOTH MORPHOLOGY

The 3D pin-on-disk model was constructed in 
Pro/E, and the pit diameter and pit distance could 
be adjusted according to the actual morphology 
parameters of different samples. The model with 
a non-smooth surface is shown in Figure  5(a). 
The meshed Finite Element (FE) model is shown 
in Figure 5(b). The other parameters are the same 
with the test samples.

According to actual experimental conditions of 
the pin-on-disk friction and wear tester, the sur-
face-surface contact type and automatic contact 
algorithm was used in the following simulations. 
During the FE analysis process, the upper surface 
of the disk sample was chosen as the target surface 
and the lower surface of the coupling pin was cho-

sen as the contact surface. The friction coefficient 
of the contact pair was set to 0.38 (Ren, 2005; Jia, 
2008; Yang, 2005; Jovicic, 2009; Rusinski, 2013). 
All the constraints of the sample and pin are 
imposed according to actual work conditions. The 
upper non-smooth surface of the disk sample was 
applied with surface loads and a rotating speed.

The Von Mises stress curves of all non-smooth 
samples are shown in Figure 6. Wherein, Figure 6 
(a)-(i) respectively corresponds to the Von Mises 
stress curves of nine kinds of non-smooth samples. 
In each sub-picture, the blue curve is the Von Mises 
stress of the current non-smooth sample, while the 
red curve is the Von Mises stress of the smooth 
sample. The average Von Mises stress of each non-
smooth sample and the smooth sample are also 
embodied in every sub-picture.

As shown in Figure 6 (g), the Von Mises stress 
of pad 7 is slightly higher than the stress of the 
smooth sample, while the average Von Mises stress 
of the other non-smooth samples was less than 
the average of the smooth sample. Furthermore, 
the volatility of Von Mises stress of non-smooth 
samples is also significantly less than that of the 
smooth sample. From Figure 6(c), it is easy to find 
that the average Von Mises stress of pad 3 is signi-
ficantly less than the average stress of the smooth 
sample. The volatility of Von Mises stress and its 
stress value was both significantly lower than other 
non-smooth samples too.

In addition, the Von Mises stresses of non-
smooth samples have a certain relationship with 
the key parameters including pit diameter and pit 
distance. Overall, when the pit distance is fixed, 
the Von Mises stress of non-smooth samples will 
become small with the increase of pit diameter. For 
example, as shown in Figure 6 (a), (b), and (c), the 
pit distance equals 1 mm, the Von Mises stress of 
pads 1–3 decreased when the pit diameter varied 
from 0.4 mm to 0.8 mm. Similarly, Figure 6(d)-(f) 
and Figure 6 (g)-(i) show the same stress variation 
trends.

Figure 5. 3D model of a sample with non-smooth morphology (a) 3D model; (b) meshed FE model.
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4 CONCLUSIONS

The bionic non-smooth surface morphology is a 
feasible way to improve the wear resistant perfor-
mance of friction pairs used in CST. Using laser 
cutting and drilling methods, nine kinds of samples 
are fabricated with different surface morphology 
parameters. The wear performance experiments 
of different samples are also conducted on a pin-
on-disk wear tester. Based on the FEA theories 
and the LS-DYNA module of ANSYS, the stress 
behavior of the pin-on-disk model during wear test 
processing was also studied.

The experimental and FEA results are listed 
below:

1. The pit distance and pit diameter have a great 
influence on the wear loss of non-smooth samples. 

The smaller the pit distance is, the smaller the 
value of wear loss is; the larger the pit diameter 
is, the smaller the value of wear loss is.

2. When the pit spacing equals 1  mm, and the 
diameter equals 0.8 mm, the non-smooth sam-
ple has the best wear resistant performance.

3. Through the comparison and analysis between 
the non-smooth and smooth samples, it can be 
concluded that the wear resistance of the non-
smooth sample is obviously better than that of 
the smooth sample.

4. The Von Mises stresses of non-smooth samples 
are less than those of smooth samples. The non-
smooth surfaces with regular pit distribution can 
reduce the stress concentration in the contact 
area, and the non-smooth samples have better 
wear resistant performance than smooth samples.

Figure 6. Von Mises stress contrast curve of all non-smooth disk samples (a) pad1; (b) pad2; (c) pad3; (d) pad4; (e) 
pad5; (f) pad6; (g) pad7; (h) pad8; (i)pad9.
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The above results will provide a basis for the 
future product improvement and optimization of 
the HDU of CST.
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systems based on the improved disturb-and-observe method
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ABSTRACT: Based on the analysis of the output characteristics of photovoltaic cells and the theory 
of the disturb-and-observe method, a new improved disturb-and-observe method is proposed in this 
paper. This method first sets a time threshold, and then establishes the simulation model using MAT-
LAB/Simulink. Simulation results indicate that the model has better dynamic performance and allows 
fast, accurate tracking of the maximum power point, which validates the proposed method to be feasible 
and reliable.

disturb-and-observe method is proposed in this 
paper, which sets a time threshold.

2 EQUIVALENT CIRCUIT AND 
OUTPUT CHARACTERISTICS 
OF PHOTOVOLTAIC CELLS

2.1 Equivalent circuit of photovoltaic cells

The common ideal equivalent circuit of photovol-
taic cells is shown in Fig. 1. VD represents an ideal 
diode, namely the semiconductor PN junction. 
One part of photo-electromotive force offsets the 
electric field within the PN junction and recharges 
the diode. The other part of photo-electromotive 
force connects to external circuit through the inter-
nal resistance in series and in parallel so that the 
terminal voltage of load RL is U.

According to Kirchhoff’s current theorem, the 
volt-ampere relation of photovoltaic cells can be 
expressed as Eq. 1.

1 INTRODUCTION

In the solar photovoltaic power generation sys-
tem, the output characteristics of photovoltaic 
power generation is nonlinear due to the effects 
of many conditions from outside world such as 
light intensity, temperature and load character-
istic and their own factors (Lu, 2011). The main 
problem of photovoltaic power generation is that 
the output characteristics of photovoltaic cells are 
greatly affected by the external environment. The 
change of temperature and light intensity will lead 
to great changes to the output characteristics of 
photovoltaic power generation. Therefore, mak-
ing full use of the energy produced by photovol-
taic cells is the basic requirement of photovoltaic 
power generation systems (Zhao, 2004). In order 
to solve this problem, Maximum Power Point 
Tracking (MPPT) devices are required to be added 
between the photovoltaic power generation system 
and load, which makes photovoltaic cells’ output 
maximum power so that the solar energy can be 
fully used (Min, 2006).

In order to obtain the maximum power out-
put unceasingly under any conditions, maximum 
power point tracking control is needed for pho-
tovoltaic cells. MPPT is a self-optimizing process 
essentially. That is to say, photovoltaic cells can 
output maximum power in the environment of 
a variety of light intensities and temperatures by 
controlling terminal voltage or physical quantities 
(Jiang, 2013). The research of maximum power 
point tracking is a relatively mature technology. 
The common methods include the incremental 
conductance algorithm, three-point comparing 
algorithm, quadratic interpolation method, disturb-
and-observe method and so on. An improved Figure 1. Equivalent circuit of photovoltaic cells.
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In Eq. 1, I is the output current of photovoltaic 
cells and U is the output voltage. Iph is the current 
of the photoproduction current source and Is is 
the saturation current of the diode. q is the elec-
tronic charge and its unit is 1.6 × 10–19C. K is Boltz-
mann’s constant and its unit is 1.38 × 10–23J/K. T is 
the absolute temperature and A is the ideal factor 
of the PN junction. Rp is the parallel resistance of 
photovoltaic cells and Rs is the series resistance.

2.2 Output characteristics of photovoltaic cells

According to Eq. 1, we know that the volt-ampere 
relation of photovoltaic cells is a transcendental 
exponential equation and it can’t be expressed 
by linear equation. The output characteristics of 
photovoltaic cells are nonlinear functions and 
affected by the environmental temperature and 
light intensity. Based on short-circuit current Isc, 
open-circuit voltage Uoc, the current of maximum 
power point Im and the voltage of maximum power 
point Um provided by solar battery manufacturers, 

the output characteristic curves of photovoltaic 
cells under different light conditions are shown in 
 Figure 2 (Chen, 2013).

As is shown in Figure  2, in the case of other 
conditions unchanged, the output power of photo-
voltaic cells will increase as light intensity enhances 
(Lu, 2011). There is a working point with maxi-
mum power output at any time under a certain light 
intensity, namely the maximum power point. The 
maximum power output of photovoltaic cells will 
change when the external environment changes. In 
order to obtain maximum power output of photo-
voltaic cells, the Maximum Power Point Tracking 
(MPPT) device is required to be added between 
photovoltaic cells and load (Liu, 2010).

3 IMPROVED DISTURB-AND-OBSERVE 
METHOD

3.1 Principle of the disturb-and-observe method

The disturb-and-observe method is also called the 
hill climbing method. Since its principle is easy 
and hardware implementation is economic, it has 
been the most common method. The principle of 
the disturb-and-observe method is shown in Fig-
ure  3. Its principle is described as follows. First, 
initiatively apply a small voltage disturbance to 
a certain photovoltaic operating voltage. Then, 
compare the output power after disturbance with 
the output power before disturbance. If  the out-
put power after disturbance increases, it states that 
the disturbance can enhance the output power and 
the disturbance in the same direction should be 
applied to the output voltage of photovoltaic cells 
next time. On the contrary, if  the output power 
of the photovoltaic array decreases, the distur-
bance in the reverse direction should be applied 
(Liu, 2011). If  P/(dU) > 0, then apply on the left 
side of  the maximum power point. If  P/(dU) = 0, 

Figure 2. Output characteristic curves of photovoltaic 
cells under different light conditions.

Figure 3. Curves of I-U, P-U and |dP/dU|–U after cali-
brating the photovoltaic array.
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then apply at the maximum power point. If P/(dU) 
< 0, then apply on the right side of the maximum 
power point.

The voltage disturbs the output voltage of pho-
tovoltaic cells which can be expressed as Eq. 2.

U U
dP
dU

U
P k P k
U k U kreU f rUe ef refe+UrU ef +U

− P
−U

α αUreU fe= +UreU fe
( )k ( )k −k
( )k ( )k −k

 (2)

In Eq. 2, α is a positive number. It represents the 
variable step size speed factor and is used to adjust 
the tracking speed. When the operating point of 
the photovoltaic array is far away from the maxi-
mum power point, the tracking step size is big. 
Otherwise, the tracking step size is small. When 
the operating point of the photovoltaic array is 
close to the maximum power point, the tracking 
step size approaches zero (Huang, 2011). α can be 
determined by Eq. 3.

α ≤ −U
dP dU

stU ep max

max/
.  (3)

In Eq. 3, Ustep-max is the maximum step size 
allowed by the disturb-and-observe method with 
fixed step size. |dP/dU|max can be calculated based 
on the photovoltaic array, and can also be esti-
mated according to Eq. 4.
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In Eq. 4, m is a positive number approaching 
one and Uoc is the open-circuit voltage of the 
photovoltaic array. The range of variable step 
size speed factor α is first calculated by Eq. 3, and 
then the final value is determined by experiments 
(Wang, 2014).

3.2 Process of the improved disturb-and-observe 
method

The flow chart of  improved MPPT is shown in 
Fig. 4. First, set a time threshold Δt, and the time 
threshold is about the time of  the output power 
of  the photovoltaic electrical source from zero 
to the maximum power point. Track the output 
power using normal disturbance within the time 
threshold so that the output power can be up to 
the maximum. Second, set a variation thresh-
old of  output power ε. When the output power 
reaches the maximum power point (namely 
|P(k)–P(k–1)| ≤ ε), stop the disturbance to make 
the output voltage remain the same. That is to 
say, the output voltage lies near the maximum 
power point.

If  U(k)−U(k−1) ≠ 0, automatically adjust the 
disturbance step size based on Eq. 4. Otherwise, 
end it and return.

4 MODEL AND SIMULATION OF THE 
PHOTOVOLTAIC GRID-CONNECTED 
SYSTEM

4.1 Simulation model

According to the above design, the simulation 
model of the overall system is set up in the sim-
ulation environment of Matlab/Simulink, and 
is shown in Figure 5. The model is composed of 
photovoltaic cells (PV modules), a controller mod-
ule, a pulse-width modulation module and the 
Boost DC-DC circuit. In this model, the values 
of parameters are set as follows: load R is 30Ω; 
inductance L is 6 × 10–4H; C1 is 1.3 × 10–6F; C2 is 
4.7 × 10–6F. Two constant input modules are used 
as the parameter T of  photovoltaic cells and the 
parameter S of  light intensity.

4.2 Results and simulation analysis

According to the simulation results of Figure 6, it 
can be known that each parameter of the photo-
voltaic output is stable after 0.1 second since there 
is a disturbance. Analysis of the results under the 

Figure 4. Flow chart of the improved disturb-and-ob-
serve method with variable step size.

ICCAE16_Vol 01.indb   891 3/27/2017   10:44:30 AM



892

same light intensity and variable temperatures is 
shown in Table 1.

It can be stated based on Table 1 that when the 
temperature changes, the output voltage, current, 
power of photovoltaic cells and the output voltage  
of boost circuit only have little fluctuation and always 

Figure 5. Simulation model of the overall system.

Figure  6. Simulation waveforms under the same light 
intensity and variable temperatures.

Table 1. Analysis of the results under the same light inten-
sity and variable temperatures.

T(°C)

Output 
voltage 
(V)

Output 
current 
(A)

Output 
power 
(W)

Output 
voltage 
of boost 
circuit

Analysis 
of results

25 24∼25.5 5.8∼6.08 140∼155 53∼57 Change in
20 24∼25.4 5.8∼6.07 140∼154 53∼56.9   temperature
30 24∼25.6 5.8∼6.09 140∼156 53∼57.1   has a little

  influence on
  the output
  parameters

Figure  7. Simulation waveforms under the same tem-
perature and variable light intensities.

keep the same value. That is to say, the change of 
temperature has little influence on the output param-
eters of photovoltaic cells. Photovoltaic cells can fast 
track the maximum power point when temperature 
changes, and the adjustment time is short.

It can be known based on the simulation results 
of Figure  7 that when the temperature changes, 
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Table 2. Analysis of the results under the same temperature 
and variable light intensities.

Light 
intensity 
(W/m2)

Output 
voltage 
(V)

Output 
current 
(A)

Output 
power 
(W)

Output 
voltage 
of boost 
circuit

Analysis 
of results

1000 24∼25.5 5.8∼6.08 140∼155 61∼63 Each
800 23.5∼24 5.4∼5.6 127∼135 59∼61   param-
600 23∼23.5 5.0∼5.2 115∼122 57∼59   eter of

  photovol-
  taic out-
  put will
  change
  when
  the light
  intensity
  changes

each parameter of the photovoltaic output can 
be stable after 0.05 second. Analysis of the results 
under the same temperature and variable light 
intensities is shown in Table 2.

It can be stated according to Table  2 that the 
output voltage, current, power of photovoltaic cells 
and the output voltage of boost circuit all reduce 
when the light intensity declines (Wu, 2014). Each 
parameter of the photovoltaic output will change 
when the light intensity changes. The photovoltaic 
cells can track the change of external environment 
quickly, and also can quickly realize the maximum 
power point tracking and the steady accuracy is 
high.

The above simulation results show that the tem-
perature has little influence on the output char-
acteristics of photovoltaic cells, while the light 
intensity has great influence on the output char-
acteristics of photovoltaic cells. This is consistent 
with the characteristics analysis of photovoltaic 
cells. The improved disturb-and-observe method 
prose in this paper can fast track the maximum 
power point of photovoltaic cells, and the tracking 
accuracy is high, which verifies that the proposed 
method is feasible.

5 CONCLUSION

An improved disturb-and-observe method was pro-
posed in this paper, and the simulation model of 
the photovoltaic grid-connected system was built 
in Matlab/Simulink. Simulation results indicate 
that the model can fast track the maximum power 
point and has a higher tracking accuracy and a 
better dynamic performance than the incremental 
conductance algorithm, three-point comparing 
algorithm, quadratic interpolation method and tra-
ditional disturb-and-observe method, which proves 
that the proposed method is feasible and reliable.
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ABSTRACT: Automatic control loop is one of the important subsystems in the automatic control 
technology of thermal power plant. It is difficult to achieve satisfactory control effect when setting PID 
controller parameters in actual production process. This paper uses typical three impulse control of boiler 
water level as an example, introduces the closed-loop steady state time, gives the optimization strategy of 
PID controller parameters based on internal model control, and determines the design of feed-forward 
controller. Finally, the effectiveness and practicability of the control strategy are verified by the applica-
tion on a typical 300MW unit.

through adjusting the feed-water flow under differ-
ent work conditions (Babykina, 2013; Rajkumar, 
2013; Wu, 2012).

Three impulse water control loop is shown in 
Fig. 1, where, SP is the set-point value of drum 
water level; PV is the process value of drum water 
level; OP is the set-point value of feed-water flow; 
PV1 is the process value of feed-water flow; OP1 is 
the instruction of feed-water control valve.

The cascade control loop is divided into inner 
control loop and outer control loop. The inner 
water supply control loop is a single feedback con-
trol loop, and can be regarded as a fast follow-up 
system. The output value of the inner PID control-
ler changes the water supply valve instruction, and 
then changes the feed water flow. The aim of the 
outer control loop is to maintain the drum water 
level as a constant value (always be considered as 
0 mm), and the output value of the outer PID con-
troller is the set-point value of the inner control 
loop (W, 2013; Huang, 2013; Chakraborty, 2014). 
Since the inner control loop is a fast follow-up 
system, the performance of the inner control loop 

1 INTRODUCTION

Automatic control loop is one of the important 
subsystems in the automatic control technology 
of thermal power plant. PID controller is used in 
more than 90% industrial process control loops, 
and therefore the PID controller parameter is one 
of the important factors that affect the quality of 
the control loop. PID regulator parameter optimi-
zation is generally determined by trial and error, 
and it is difficult to reach the satisfied result. This 
paper used the typical three impulse water control 
loop as an example, introduced an optimization 
method of PID controller parameters based on 
internal model control strategy and the concept of 
closed-loop steady state time.

The paper is organized as follows. In Section 2, 
the typical three impulse water control loop is 
introduced and some definitions are given. In Sec-
tion 3, the control model based on internal model 
control is presented and Section  2 presents the 
automatic control strategy for three impulse water 
control loop. In Section 4, the application result is 
given to show the efficiency of the strategy. Finally, 
we conclude our paper in section 5.

2 THREE IMPULSE FEED-WATER 
CONTROL LOOP

Three impulse feed-water control loop is typical 
cascade control loop, and the control target is to 
maintain the constant value of drum water level Figure 1. Three impulse feed-water control loop.
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directly determines the performance of the outer 
control loop.

In the cascade loop, the closed-loop steady state 
time of the inner loop is about 1/4 of the steady 
state time of the outer loop. In this paper, the 
outer control loop are maintained unchanged, and 
the control structure and parameters of the inner 
loop are optimized only. The main purpose is to 
improve the performance of the inner control loop 
and reduce the steady-state time of the inner con-
trol loop.

3 AUTOMATIC CONTROL LOOP 
OPTIMIZATION METHOD

3.1 Internal model control

For the typical three impulse water supply control 
loop of thermal power plant, the first-order plus 
pure delay model is used to describe the charac-
teristics of the transfer process of inner control 
loop. In fact, a large number of research results 
show that the first-order model is suitable for most 
industrial processes.

Internal Model Control (IMC) has advantages 
of high control accuracy, good robustness and 
anti-interference (Liu, 2013; Jahanshahi, 2014; 
Garrido, 2014; Jahanshahi, 2013). Therefore, it is 
widely used in the large-lag system in many indus-
trial processes.

Consider a SISO feedback control loop depicted 
in Fig. 2. Here P(s) and C(s) are the process and 
the PID controller, respectively; r(t), u(t) and y(t) 
are the set-point, the control signal, and the pro-
cess output, respectively; e(t) is the error between 
r(t) and y(t).

P(s) is first-order plus delay time model,

P K
T s

e s( )s =
11TT +

−θss  (1)

Here, K is the gain of transfer function, T1 is 
first-order lag time constant, and θ is the pure 
delay time.

C(s) is the PID controller,

C
T sp

iTT d( )s ( )
T

T sdTT=K 1  (2)

Here, Kp is the proportional gain of PID con-
troller, Ti is the integration time of PID controller, 
and Td is the derivative time of PID controller.

The PID controller setting for first-order plus 
pure delay time model as

K T
K

T T TpK
c

i dT TT TT=
( )c

,TiT TT 01TT TTTT
))c

=T TdT TTT  (3)

By taking the IMC tuning rule, the desired 
closed-loop response will be
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Here, the user-selected parameter τc stands for 
the desired close-loop time constant.

Based on the IMC tuning rule, the PID param-
eters can be determined by equation (3), with the 
desired closed-loop time constant τc is selected by 
users to adjust the performance of PID controller. 
The closed-loop time constant is shown in Fig. 3.

3.2 Object model and parameter optimization

In this section the method of optimization strategy 
is introduced based on a typical industrial case.

The corresponding relationship between the 
OP-PV (output value of PID controller to the pro-
cess value of feed water flow) is established, which 
is the open-loop model of the control object. Data 
trends are shown in Figure 4, there, PV is process 
value of feed water flow, SP is set-point value of 
the feed water flow, and OP is the output value of 

Figure 2. A SISO feedback control loop. Figure 3. Closed-loop time constant τc.
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PID controller, which then gives the instructions 
of feed-water control valve.

The data of Fig. 4 can be identified based on 
the least-square method, and the process transfer 
function of the open-loop model is

3 143
89 12 1

.
. s

s

+
e 1−

Based on the above process transfer function, 
PV and OP value can be estimated. The match-
ing degree between estimated value and the actual 
value is 84.9%, so the open-loop model can be con-
sidered reliable to describe the characteristics of 
the control object.

Based on the IMC algorithm, the performance 
of the control loop can be evaluated. It is found 
that the performance is good, but the robustness 
is poor. That is, once the external disturbance 
occurs, the control performance will drop signifi-
cantly. Hence, the original closed-loop steady time 
of 202 seconds is maintained, and parameters of 
PID controller is adjusted: Kp is updated from 
0.12 to 0.55, Ti is updated from 100  seconds to 
160 seconds.

3.3 Feed-forward controller design

After designing the parameters of the feedback 
controller, it is expected that the closed-loop steady 
state time can be further reduced, so the feed-for-
ward controller is introduced. If  the closed-loop 
steady state time reduced 50%, from 200 seconds 

to 100 seconds, we can design a feed-forward con-
troller based on the model, K1 = 0.156, K2 = 0.394, 
Tf  =  25.25. The feed-forward controller is shown 
in Fig. 6.

The feed-forward controller is

C K K
T sfC

fTT
( )s = K −

+
⎛

⎝
⎜
⎛⎛
⎜⎝⎝
⎜⎜

⎞

⎠
⎟
⎞⎞
⎟⎠⎠
⎟⎟1 2KKKK 1 1

1

4 APPLICATION

In this section, the automatic control loop optimi-
zation method is used in an example of 300 MW 

Figure 4. Data trends of PV/SP/OP.

Figure 5. Matching degree between estimated value and 
the actual value.

Figure 6. Feed-forward controller.
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thermal power plant. The implementation process 
is completed by the following steps in Fig. 7.

The actual test results of this control strategy 
which is used in a typical 300 MW thermal power 
plant are shown in Fig. 8, where SP is the set-point 
value of drum water level, and PV is the process 
value of drum water level.

Before optimization the standard deviation of 
the drum water level is 8.7628, and the standard 
deviation of the drum water level is 4.8612 after 
optimization, which is 55% times better than the 
original.

5 CONCLUSION

This paper introduces the typical three impulse 
feed-water control loop of thermal power plant, 
and establishes optimization strategy of PID con-
troller based on internal model control. Finally, 
the effectiveness and practicability of the control 
strategy are verified by the application on a typical 
300 MW thermal power unit.
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Multidisciplinary optimization and parameter analysis of the in-wheel 
permanent magnet synchronous motor of a tram

X.C. Wang & Z.G. Lu
Institute of Rail Transit, Tongji University, Shanghai, China

ABSTRACT: Based on the theory of electromagnetic field and thermodynamics, this paper puts for-
ward a multidisciplinary optimization model for In-wheel Magneto Synchronous Motors (I-PMSMs). 
On the condition of satisfying the limits for output torque and motor temperature, this model sets motor 
efficiency at rated condition and cogging torque ripple as the optimization objectives, designs the motor 
gap length, permanent magnet thickness, pole arc coefficient, pole-slot combination, and stator slot width 
as variables, and subjects to the constrains of flux density in the stator teeth, the stator yoke flux density, 
tank full rate and no-load back EMF. The results indicate that the optimized model not only meets the 
requirements of outline integrated parameter and temperature limits, but also reduces cogging torque and 
volatility of output torque, decreases the losses and improves the motor efficiency.

unbalanced magnetic force generated during opera-
tion of the motor and present optimization analysis 
method of the line size in the cooling system to solve 
the problem of the motor system temperature rise.

However, the optimized methods mentioned 
above can only concern several parameters or 
single discipline, which cannot analyze a set of 
parameters in different structures and multiple 
disciplines for optimization. In order to study the 
motor performance with different parameters in 
different disciplines, it is necessary to build a multi-
parameter model with multidisciplinary factors 
when designing motors.

2 ANALYSIS OF THE I-PMSM MODEL

Considering the motor system consistency in the 
axial direction, the short axial length and limited 
axis end heat accumulation phenomenon, this 
paper simplifies the 3D electromagnetic field and 
thermodynamic models into two-dimensional 
plane models to simplify the model in multi-
disciplinary design optimization and improve 
computational efficiency. As shown in Figure  1, 

1 INTRODUCTION

Tram is a kind of light rail transport, driven by 
electric power and driving on tracks. Due to its 
features of construction with less upfront invest-
ment cost, energy saving, convenience and passen-
ger comfort, many medium and small sized cities 
apply the tram widely. Wheel motor-driven trams 
have been running in foreign countries for many 
years, such as R3.1. Trains are wheel-motor driven 
low-floor trams produced jointly by Duewag 
and Siemens, which began running in Frankfurt, 
 Germany in 1993. The domestic I-PMSM driven 
trams are also in rapid development. In 2014, 
100% low-floor tram-like vehicles in CSR Qingdao 
Sifang Locomotive Co. rolled off  the production 
line. That car was the first one to drive with a mag-
neto synchronous motor, featured with high effi-
ciency, low noise, environmental protection, good 
curving performances and so on. Low-floor bogies 
directly driven by permanent magnet motors don’t 
have a traditional gear transmission system, which 
approves light truck weight, compact design and 
high transmission efficiency.

With further studies in energy saving and cost 
control of PMSM, lots of scholars focus on motor 
performance optimization. Kim et al. (1984) focus 
on energy consumption study of motors. Yue-jun 
et al. (2011) proposed the use of oblique pole rotors, 
a stator chute or changing the shape of permanent 
magnet (points segment or unequal thickness) and 
other methods to reduce motor output torque rip-
ple and other issues. Haodong et al. (2011) proposed 
optimization of the pole arc coefficient and pole-
slot combination to study vibration noise caused by Figure 1. Simplified cross-section model of I-PMSM.
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the cross-section of the two-dimensional model 
presents isotropic in the circumferential direction 
when neglecting process structure impacts in the 
motor section.

2.1 Electromagnetic finite element analysis

The basic structure parameters of a permanent 
magnet motor can be determined according to the 
formula. But for many structure variables, includ-
ing slot numbers, the stator slot shape, slot full 
rate, rotor poles, stator and rotor air gap, etc., the 
adjustments of which will considerably change the 
power density of the motor and further influence 
the output efficiency and output capability. So, it 
is essential to specifically analyze those variables 
and select a preferred structure to meet the needs 
of train traction power.

In Ansoft electromagnetic finite element soft-
ware, the solve domain is generally divided into a 
discrete triangular network, which means the mag-
netic vector potential in an arbitrary unit will be 
divided into three node vectors by (1):

A N A N A N Ai iNN A j jN A m mNN AN AiN A  (1)

Transient magnetic field analysis can solve the 
voltage, non-sinusoidal energizing current source, 
or there is motion in model. In the Ansoft transient 
magnetic field solver, magnetic vector potential A 
satisfies the following field (2):

∇ × ∇ ×
∂
∂

− ∇ − ∇ × ×∇ν σ∇ × − ν∇∇ σ νA J=
A

t
H A+ ×∇ ×σ νS C∂

∇ ×σ σ ν∇  
 

(2)

where HC = coercive force of the permanent mag-
net; v = speed of moving objects; A = magnetic vec-
tor potential; JS = source current density.

Maxwell 2D uses a reference frame when 
carrying on transient magnetic field analysis, 
fixed to a part of  the model so that the speed 
is zero. Moving objects are fixed to their own 
coordinate system, and the partial time deriva-
tive turns into a full-time derivative. The motion 
equation is

∇ × ∇ ×
∂
∂

− ∇ −∇ ×ν σ∇ ×∇ − ν∇∇A J=
A
t

HS C∂
∇ ×σ σ ν∇

t
H  

 
(3)

Thus, the magnetic vector potential can be cal-
culated at every point of the finite element model 
in each time period. Based on the above principle, 
this paper establishes the electromagnetic finite ele-
ment analysis model for I-PMSM by Ansoft soft-
ware. The 2D transient electromagnetic analysis 
model produced by Ansoft is a 1/2 model, which 

can speed up the analysis, shown in Figure  2; 
 Figure 3 is the electromagnetic analysis process.

2.2 Thermodynamic analysis model

In order to enhance the optimization efficiency, 
the thermodynamic modeling of the I-PMSM sys-
tem is based on the basic theory of heat transfer. 
The element internal energy equations on the 3D 
cylindrical coordinates are simplified and integrate 
to get the one-dimensional temperature distribu-
tion of the cylindrical wall with heat source inside 
as (4). According to (4), if  the inside heat source 
power is constant, it is easy to deduce that the tem-
perature distribution is parabolic.

T
q

r c cv= − + c +r
4

2
1 2r cr

λ
l  (4)

In the temperature curve, there is always a point 
of maximum temperature, and heat energy flows 
from this point to the sides, so this point is the 
starting heat point of the cylindrical wall. Similarly, 
according to the general expression of the thermo-
dynamic equation, this point can be regarded as 
the heat insulating point. When the motor system 
is under normal operating conditions, the high-
est temperature part is located at the copper wire 
windings, so the heat insulating point, which also 
means the starting heat point, should be located 

Figure 2. Motor 1/2 finite element model.

Figure 3. PMSM analysis process based on Ansoft.
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at some radial position on the copper windings. 
Two beams of heat transfer to the sides from the 
starting point. One inward transfers to the cooling 
water, and the other outward transfers to the air 
outside of the wheel support.

This paper sets up a thermodynamic mathemat-
ical model by MATLAB software. The algorithm 
flow is given in Figure 4. With the application of 
the above model and on the condition that the 
convection heat transfer coefficient of the sta-
tor inside cooling water is 800 W / ,K m2  and the 
convection heat transfer coefficient of the external 
environment is 30 W / ,K m2  Figure  5  shows the 
simulation result of motor internal temperature 
distribution along the radial direction at rated 
power output.

3 I-PMSM MULTIDISCIPLINARY 
OPTIMIZATION MODEL AND 
IMPLEMENTATION

3.1 Motor electromagnetic analysis 
and selection of evaluation parameters

Easy to know the efficiency of the motor rated 
conditions is an important parameter to evalu-

ate the performance of the motor, and hence this 
paper takes it as an optimization objective. Mean-
while, since the permanent magnet interacts with 
the slotted stator armature, it will produce cogging 
torque, which will not only fluctuate the motor out-
put torque and generate additional vibration and 
noise, but also cause more difficulties to control 
the system. Therefore, cogging torque is another 
optimization objective of this paper.

From section 1.1, it is known that some para-
meters such as the gap length, the thickness of 
permanent magnets in the magnetization direc-
tion, the pole arc coefficient, the number of  pole 
pairs and stator slot width have important effects 
on the motor operating performance. So, this 
paper selects these parameters as design variables. 
Meanwhile, the area of  the stator slots, the width 
of  stator teeth and stator slots, the air gap flux 
density, stator teeth magnetic density, the stator 
yoke magnetic density, motor slot full rate, the 
motor no-load back EMF and the rotor outer 
surface temperature must meet the I-PMSM 
constraints.

3.2 Design of I-PMSM multidisciplinary 
optimization model

The purpose of multidisciplinary optimization 
is to take advantage of synergies through the 
interaction of various disciplines (subsystem) to 
obtain the overall optimal solution. By enabling 
concurrent design, the design cycle is shortened, 
so that the developed products are more competi-
tive. Multidisciplinary optimization can be sim-
plified as a mathematical model and expressed as 
following:

find: x

minimize: f = f (x, y)

constrain: hi(x, y) = 0 (i = 1, 2... m)

 gj(x, y) ≤ 0 (  j  = 1, 2... n)

where f  = objective function; x = design variables; 
y  =  state variable; hi(x, y) =  equality constraints; 
gj(x, y)  =  inequality constraints. The calculation 
of state variables y, constraints hi, gj and objective 
function f involves multiple disciplines.

Through the above analysis, by meeting the 
traction torque and lower temperature limits, the 
I-PMSM multidisciplinary optimization model is 
designed as follows (Fenlian et al. 2012):

min ( , ) ( , ),

... ( ,
z z n n,...,

i

i i in
f z( z z f (( z z,...,,...,

f z(i z
1 1f zf ( 2,..., ),n ),z,..., ff ,,z

1
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{

222 2
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n1 1 2(1 ,2 ...z1 zn } = {
≤ zzzn j n) ( , ..., ) }0jc n( , ..., ) ≤z zcjc n( ,z ..., )1 2,,z  (5)

Figure  4. Algorithm of the thermodynamic analysis 
model.

Figure 5. Temperature distribution of the motor.
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where zi1 = zi upper limit value; zin = zi lower limit 
value;

f1(z1, z2… zn), f2(z1, z2… zn)…fi(z1, z2… zn), are 
objective functions;

c1(z1, z2… zn) ≤ 0, c2(z1, z2… zn) ≤ 0…ci(z1, z2… zn) 
≤ 0 are constraint functions;

z1, z2… zn are design variables.
This paper uses the OPTIMUS multidiscipli-

nary design optimization platform to set up the 
I-PMSM optimization model. This software can 
integrate CAE, Matlab, ADAMS and other simu-
lation tools. It can achieve the automation of the 
simulation process, including test design, single or 
multiple objective optimizations, robust and reli-
ability of the design module.

Electromagnetic analysis of the optimiza-
tion model is based on Ansoft electromagnetic 
finite element software, while the thermodynamic 
analysis of the model is based on MATLAB. The 
implementation process on computer is shown in 
Figure 6.

Corresponding to optimization model in 
Figure  6, Figure  7  shows the flow structure at 
OPTIMUS.

3.3 Multidisciplinary optimization algorithm

The multi-objective optimization algorithm has 
a variety of  options, including the weight sum 
method, the weighted Chebyshev algorithm, and 
many other species. This paper uses the weighted 
Chebyshev aggregation algorithm, which is an 
improved method based on the weight sum method 
and Chebyshev method. Parameter ρ is added in 
that method. The weighted Chebyshev aggrega-
tion algorithm adjusts parameter ρ to control the 
ratio of two polymerizations, trying to combine 
the high speed of the weight sum method and rea-
sonable distribution of the Chebyshev method. 
The mathematical description of the method is as 
follows:

min ,

max{ |

*

,...,
* *( )

g z,

f|| z

AT

i n,..., i i j j( )ff z)
j

m
×

= max{ −( )( )f|| )j (f )
=
∑∑

λ,

λ ρ| ( ) *x( z |}|}i ii | ff| )x(
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where λ λ λ( ...... )1λλ mλ  = a set of weights vector, for 
all i i i i= ∑n =∑n 1 i, i∑ =i

n∑ 1 .i ≥i 0λ λ&i 1ii = & ii

z = the reference points, for all* * *( ......, )
=i

i
T

1
1 ....... m.. in{ ( ) | }* x(f ( xiff ∈) |min{ x( x Ω

4 OPTIMIZATION MODEL ANALYSIS 
AND RESULTS

4.1 The sensitivity (contribution) analysis of 
main parameters

Take I-PMSM shown in Figure  2 for an exam-
ple. In Ansoft software, the motor speed is set to 
253 rpm, and the energizing current is set to 97 A. 
Calculate the I-PMSM multidisciplinary optimi-
zation model by Ansoft solver. The optimization 
process and results are shown in Figures 8 to 10.

Figures  8 and 9  show the contribution analy-
sis of design variables to optimization objectives 

Figure 6. The design schematic of the motor multidisci-
plinary optimization model.

Figure  7. Workflow interface of PMSM performance 
optimization at OPTIMUS.

Figure 8. Contribution of design variables to cogging 
torque.

ICCAE16_Vol 01.indb   902 3/27/2017   10:44:41 AM



903

meanwhile ensure a certain degree of efficiency. 
So, in the bubble chart, it helps to find a set of 
parameters with smaller bubble and brighter color. 
As shown in Figure 9, the set of parameters (the 
magnet thickness ranges from 9.5–9.9  mm and 
pole-arc coefficients around 0.7–0.76) in the bot-
tom right corner gets better results in the objective 
function.

4.2 The optimized results of motor performance 
parameters

Figure 11.a and 11.b illustrates the response surface 
in a 3D diagram for cogging torque and electric 
efficiency to pole-arc coefficients and the perma-
nent magnet thickness in magnetization direction 
on the given slot-pole combination. It can be seen 
that the influence of improving motor efficiency 
by increasing the permanent magnet thickness is 
greater than that by increasing the pole-arc coeffi-
cients. Figure 11.c Figure 11.d shows the response 
surface for cogging torque and electric efficiency 
to stator slot width and outer diameter on the 
given slot-pole combination. The stator outer 
diameter has the same impact on cogging torque 
and efficiency, which can simultaneously decrease 
the torque and efficiency if  it is too large or small. 
Similar to the stator slot width, when widening the 
slot, the electric efficiency and cogging torque both 
decline, but cogging torque shows a relatively more 
effective decline.

Figure  9. Contribution of design variables to motor 
efficiency.

Figure  10. Bubble chart of pole arc coefficient and 
permanent magnet thickness contribution to motor 
efficiency.

including cogging torque and motor efficiency. The 
abscissa shows the impact of each variable on the 
optimization objective, wherein the numerical size 
indicates the impact level, and sign indicates that 
the design variable is in positive or negative cor-
relation with the optimization objective. As shown 
in Figure  8, increasing the number of pole pairs 
makes maximum contribution to reducing cogging 
torque, and increasing the outer diameter of the 
stator will decrease the gap length and then lead to 
torque fluctuation increase. At the same time, the 
change of stator slot width will cause the change 
of effective gap length between stator and rotor, 
and then affect the cogging torque. As shown in 
Figure  9, the decrease of gap length, caused by 
the increase of stator outer diameter, has a maxi-
mum effect on the decrease of motor efficiency. As 
is known, reducing the gap spacing will result in 
increased motor losses, thereby reducing its effi-
ciency, which also verifies the validity of the model 
results.

Figure 10 is the Bubble chart for the workflow 
test. The size of the bubble represents the size 
of cogging torque, while the color of the bubble 
shows the change in efficiency. In practical appli-
cation, it is hoped to get small cogging torque and 

Figure  11. The effect surfaces of design variables on 
cogging torque and motor efficiency.
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Table  1. Comparisons of parameters before/after 
optimization.

Construction parameters
Before
optimization

After
optimization

Slot-pole combination 44/48 34/30
Number of conductors 

per slot
26 38

Gap length (mm) 1.5 1.5
Magnetization length (mm) 9 9.6
Stator slot width (mm) 3 4.6
Pole arc coefficient 0.85 0.75

Figure  12. Comparison of motor characteristics 
before / after optimization.

Figure  13. Analysis of air-gap flux density and har-
monic number before optimization.

Figure  14. Analysis of air-gap flux density and har-
monic number after optimization.

5 ANALYSIS OF MOTOR PERFORMANCE 
AFTER OPTIMIZATION

At rated conditions (speed: 253  rpm, power: 
50 kW), the multidisciplinary optimized results of 
cogging torque and efficiency values on different 
weights are stated as Table 1.

Table  1 lists the comparisons of parameters 
before and after optimization. In order to testify 
and prove the optimized results, this paper uses 
the corresponding finite element model to ana-
lyze the difference between motor performance 
parameters (power factor, efficiency, stator current 
density) before and after optimization. The com-
parison is shown in Figure 12, which can manifest 
that the power factor and efficiency relatively get 
improved. In addition, the optimized parameters 
greatly decrease the cogging torque and conse-
quently reduce the torque ripple during the motor 
running process.

From Figures  12 to 14, we can find that the 
copper loss and iron loss fade to some extent 
after optimization, both of  which arise from the 
decrease of  current density. From Figure  12, it 
is easy to understand that the optimized output 
torque can satisfy the demands on specific con-
ditions and meanwhile decreases the frequency 
of  torque ripple. For the outer surface tempera-
ture of  the motor rotor, there is no big differ-
ence in optimization. However, the temperature 
around stator winding decreases a  little due to the 
decrease of  copper loss; the sine of  air-gap flux 
density gets improved due to the possibility of 
the reduced slots in stator slotting, which further 
weaken the influence on effective air-gap fluc-
tuations. Meanwhile, the decline of  fundamental 
amplitude avoids the over saturation of  air-gap 
flux density.
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6 CONCLUSIONS

Based on the theory of electromagnetic fields and 
thermodynamics, this paper establishes a multidis-
ciplinary optimization model for tram I-PMSM, 
which aims at optimizing the motor torque ripple 
and electrical efficiency based on the OPTIMUS 
platform. Emphasis is put on analyzing some design 
variables such as slot-pole combinations, pole-
arc coefficient, gap length, the permanent magnet 
thickness in the magnetization direction, and stator 
slot width. The main conclusions are as follows:

1. Increasing the number of permanent magnet 
poles contributes the most to smoothing the 
cogging torque, while reducing the gap length 
and increasing the thickness of the permanent 
magnet will intensify the cogging torque ripple.

2. On the condition of equally adding the per-
manent magnets and the same output torque, 
compared with the method of increasing the 
pole-arc coefficient, increasing the permanent 
magnet thickness will produce smaller current 
density, which further means a less copper loss 
of stator windings and a higher efficiency.

3. Slot-pole combination affects the operating 
performance greatly. However, it is not a simple 
correlation due to the complexity of influence. 
The model proposed in this paper can set the 
range for pole pairs and slots of the permanent 
magnet, automatically achieve the slot-pole 
combinations and provide the results under spe-
cific conditions. Overall, it is a good solution for 
optimum simulation.
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automatic mortar
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ABSTRACT: The vibration of  gun muzzle is an important factor that affects the firing dispersion. In 
this paper, the dynamic model of  vehicle-mounted automatic mortar considering suspension and tire 
parameters is established, and the vibration characteristics of  the system are solved by the Lagrangian 
equation method of  the Multi-Degree-of-Freedom (DOF) vibration system. Based on ADAMS soft-
ware, the model of  the tire-road system and the virtual prototyping model of  vehicle-mounted auto-
matic mortar are established. The dynamic characteristics of  the mortar and the vibration of  the muzzle 
are analyzed, which can provide reference for further research on vehicle-mounted weapon systems.

reference for further research of vehicle-mounted 
weapon systems.

2 DYNAMIC MODEL OF VEHICLE-
MOUNTED AUTOMATIC MORTAR

2.1 Establishment of the dynamic model

The vehicle-mounted automatic mortar mainly 
includes a driving system and a fire system. Among 
them, the driving system is the modified Dongfeng 
warrior EQ2050A chassis, composed of tires, sus-
pension, body and other components, and the 
front and rear suspensions are double cross-arm 
independent suspension.

The fire system is the mortar system with an 
automatic mechanism. The fire system is mainly 
composed of the larger automaton, balancing 
machine, shelves, machine, car body, height direc-
tion machine and so on. The fire system is con-
nected to the driving system through the trunk. 
The trunk can be rotated horizontally relative to the 
chassis, the barrel can rotate up and down relative 
to the trunk, in order to achieve a different direc-
tion angle and pitch angle of the mortar to fire.

In order to show the main movement and 
force of  the mortar, according to the structural 
characteristics of  the vehicle-mounted automatic 
mortar, the design of  the mortar is simplified to 
the following components: the mass under sus-
pension, body of  car, cradle of  mortar and recoil 
device.

The chassis of vehicle-mounted is a common 
two-axle vehicle, which can be simplified as a 1/2 
dynamics model of vehicle-mounted automatic 
mortar with 6-DOF, which is shown in Figure 1.

1 INTRODUCTION

The firing dispersion is one of the important 
indexes to evaluate the performance of artillery, 
and the gun muzzle vibration is an important fac-
tor that affects the firing dispersion. The position 
of the muzzle and the velocity of the muzzle are 
greatly changed when the gun fired, which leads to 
the change of the initial flight parameters of the 
projectile, and then affects the final bullet spread. 
As for vehicle-mounted weapons, there are more 
links between barrel and the ground. On the one 
hand, the barrel and the cradle of the weapon will 
be deformed, and on the other hand, the vibration 
of the vehicle will lead to muzzle vibration.

At present, there are some pieces of literature 
on the muzzle vibration of towed gun and vehicle-
mounted weapons. CAI studied the impact of the 
mass of the muzzle brake, the position of the bar-
rel support and other parameters on the muzzle 
vibration, while LIANG studied the effect of the 
arrangement of the recoil mechanism.

In this paper, vehicle-mounted automatic mortar 
is studied, which shoots without a rigid support. 
The body is connected to the ground through the 
suspension and the tire. At present, there are few 
research articles on this special case. The vehicle-
mounted automatic mortar is used as the object of 
study, and the vibration characteristics of the sys-
tem are solved by using the Lagrangian equation 
of the multi-degree-of-freedom vibration system. 
The dynamic model and the virtual prototyping 
model of the vehicle-mounted automatic mortar 
are established, and the dynamic characteristics of 
the vehicle are numerically simulated. The varia-
tion law of the muzzle is given, which will provide 
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In Figure 1, m1, k1, c1, and x1, respectively, repre-
sent the mass of the front wheel, the equivalent stiff-
ness and damping coefficient of the front wheel, and 
the vertical displacement of the front tire; m2, k2, c2, 
and x2, respectively, represent the mass of the rear 
wheel, the equivalent stiffness and damping coef-
ficient of the rear wheel, and the vertical displace-
ment of the rear tire; k3, k4, c3, and c4, respectively, 
represent the front and rear suspension equivalent 
stiffness and front and rear suspension damping 
coefficient; M3, J3, x3, and θ3 are the total mass and 
moment of inertia of the body and the vertical dis-
placement and pitch angle of the body center of 
mass; M5, J5, m6, and J6, respectively, are the mass 
and moment of inertia of the barrel and mass and 
moment of inertia of the recoil part; m4 and J4, 
respectively, are the mass and moment of inertia of 
the cradle; θ5 and x6, respectively, are the elevation 
of the barrel and displacement of the recoil part. 
The stiffness coefficient and damping coefficient 
between barrel and cradle are denoted by k5 and c5.

2.2 Assumptions and calculations of the model

The model assumes the following:

1. The body contacts with the ground through four 
double cross-arm independent suspension and 
four tires. Only vertical and pitching movement 
of the body and barrel are considered; there is 
no lateral force and movement.

2. The suspension system is equivalent to the 
spring damping system. The elastic connec-
tion between barrel and cradle forms into a coil 
spring damping system.

3. In this model, the barrel, the body of the car, 
the cradle and other parts are rigid; only con-
sider the movement and stress, regardless of 
deformation factors.

4. The tire will not slip; the contact point between 
the tire and the ground is always fixed. The 

contact with the ground is simplified as a ver-
tical movement of the spring damping system, 
that the stiffness coefficient and damping coef-
ficient are determined by the tire-surface cou-
pling characteristics.

Based on the above assumptions, the Lagran-
gian equation of the multi degree-of-freedom sys-
tem is used to construct the vibration equations of 
a 6-DOF model:

d
dt
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where T is the kinetic energy of the system:
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Qi is the generalized force corresponding to 
non-dominated forces. In this model, the damp-
ing exists. It is necessary to determine the energy 
dissipation coefficient D of the system, that is, the 
energy dissipated by damping:
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The resulting multi-degree-of-freedom system 
equations of motion are:

[ ]{ ( )} [ ]{ ( )} [ ]{ ( )} { ( )}M q]{ t C)} [ q t( K q]{ t)} { t+]{ )}[ t(  (5)

In the formula,

{ ( )}= [ , , ]1 2, 3 3 5, , 6q t( x x1, ,5x3, T
5,θ θ3 53,  (6)

The above formulas are vibration equations of 
the model.

3 ESTABLISHMENT OF THE VIRTUAL 
PROTOTYPE MODEL

3.1 Virtual prototype model of the 
tire–road system

According to the characteristics of the vehicle in 
an actual weapon system, the UA tire model is a 
commonly used model at present. Using the SAE 
coordinate system, considering the unsteady effect, 
side slip and longitudinal slip interaction, the 
model can only be used on flat roads.

Figure  1. 1/2 Model of vehicle-mounted automatic 
mortar with 6-DOF.
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MSC.ADAMS software was used to create the 
model of the vehicle. The model mainly includes a 
vehicle chassis model, double cross arm independ-
ent suspension model, tire model and road. The 
parameters of the UA tire model used in this paper 
are shown in Table 1.

3.2 Virtual prototype model of vehicle-mounted 
automatic mortar

Before the establishment of the model of vehicle-
mounted automatic mortar, the mortar model was 
simplified and the cradle model was deleted, which 
has little influence on the simulation results. The 
mass of the cradle is equivalent to the car body and 
the sphere model is used to simulate the mortar pro-
jectile with the same mass as the real projectile. On 
stimulation at firing, the ADAMS software comes 
up with a STEP function to apply the force in bore, 
acting between the projectile and the breechblock, 
pointing along the barrel axis. During the firing 
process, the chassis is in the braking state, and the 
tire is not rotated. In order to reduce the compu-
tational cost, the component can be regarded as a 
rigid body with larger stiffness and smaller defor-
mation, and the equivalent mass and moment of 
inertia can be processed for the components which 
have no influence on the motion and force.

In the modeling process of the paper, the vehicle 
is considered as a rigid body to be analyzed, the 
suspension damping system of the vehicle is stand-
ardized designed according to the spring damp-
ing system, and the virtual prototyping model of 
the vehicle-mounted automatic mortar, the model 
consists of 30 motion components, 22 revolute 

joints, 9 fixed joints and 9 translation joints. The 
virtual prototype model is shown in Figure 2.

4 SIMULATION OF MUZZLE VIBRATION

Based on the virtual prototype model, the cor-
responding tire and road parameter files were 
imported, and physical parameters and structural 
parameters such as the fire line height and mass 
of body were imported. The linear and angular 
displacements of the muzzle point in the global 
coordinate system are calculated. The model is 
symmetrical, and only the forward firing condition 
is studied. The horizontal displacements in the 
muzzle parameters, the vertical displacement in the 
vertical direction, and the angular displacement in 
the pitch angle are the dependent variables. Table 2 
shows the parameters of suspension.

The figures presented below show the muzzle 
dynamic simulation results in the single-shot con-
dition. The angle of fire is 12 degrees, shooting 
straight ahead.

The curve in the figure can be divided into two 
parts: before firing and after firing. Since the model 
is not in the equilibrium position at the beginning 
of the simulation, from t  =  0 s to t  =  3.99 s, the 
vibration of the body and the gun body is small, 
and gradually stabilizes. When t = 3.99 s, the STEP 
function is triggered, resulting in force in the bore 
of mortar, making the projectile flow out of the 
barrel, while the breech recoils.

Starting from the moment of firing, the muzzle 
center point parameters began to change greatly. 
Muzzle has produced the front and back direction, 
the up and down direction vibration as well as 
pitching rotation. Among them, the amplitude of 
the pitch rotation angle is 1.6 degree, the displace-
ment amplitude in the vertical direction is 71.08 
mm, and the displacement amplitude in the front-
back direction is 84.23 mm. From the firing time 
to the projectile flying out of the muzzle interval, 
the time taken is only 0.016 s. After 2 seconds, the 
muzzle center position tends to be stable, back to 
the initial launch position.

As can be seen from the figure, although there 
is muzzle vibration when shooting, the projectile 
from firing to the time between the muzzle time 

Table 1. UA tire model parameters.

Parameter Value Parameter Value

Tire unload 
radius (m)

0.48 Tire width (m) 0.28

Vertical stiffness 
(n/m)

1.9e5 Minimum friction 
coefficient

0.9

Vertical damping 
(n⋅s/m)

280 Maximum friction 
coefficient

1.1

Figure 2. Virtual prototype model of vehicle-mounted 
automatic mortar.

Table 2. Suspension parameters.

Parameters Value

Front suspension stiffness (n/mm) 200
Front suspension damping (n⋅s/mm) 100
Rear suspension stiffness (n/mm) 380
Rear suspension damping (n⋅s/mm) 100
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interval is very short, only 0.016 s. When the pro-
jectile is out of the muzzle, the change in the muz-
zle parameters is still very small, almost no change; 
so, the intensity of a single-shot has little effect. 
Therefore, it can be concluded that for the vehicle-
mounted automatic mortar in the single-shot con-
dition, the muzzle vibration is harmless.

5 CONCLUSIONS

Based on the theory of the multi-degree-of-freedom 
vibration system, the dynamic characteristics of vehi-
cle-mounted automatic mortar are modeled and ana-
lyzed, which are then simulated with MSC.ADAMS 
software. This modeling method is simple, efficient 
and accurate, which provides reference for further 
modeling research on vehicle-mounted weapons.

This type of vehicle-mounted automatic mor-
tar, which shoots without a rigid support, indicates 
that the muzzle vibration is harmless when the 
mortar is fired in a single-shot condition.

Future research can be performed on the effects 
of muzzle vibration in continuous firing of the 
vehicle-mounted automatic mortar, to further 

explore the characteristics of muzzle vibration of 
vehicle-mounted weapons.
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ABSTRACT: Defects such as low productivity and short service life of the mold occur in the isothermal 
molding process of aspheric lens. On the basis of these problems, a new method of non-isothermal mold-
ing was introduced and the fundamental principle of non-isothermal molding was carefully analyzed. 
Non-isothermal molding is formed at different temperature conditions between glass blank and mold. 
The deformation flow of the glass is accompanied by heat transfer. Thus, non-isothermal molding of 
aspheric lens was simulated by the thermo-mechanical coupling 3D finite element method. The internal 
temperature and stress field of the glass and mold were analyzed. And then the simulation results of 
isothermal and non-isothermal molding were compared. The results indicated that the non-isothermal 
molding process was feasible and superior.

2 THE BASIC PRINCIPLES OF 
NON-ISOTHERMAL MOLDING

2.1 Non-isothermal molding process

The glass blank was usually heated to a tempera-
ture dozens of degrees above the conversion point 
in a preheat device at first. Then, it was put into 
the mold with temperature, maintained at a lower 
level by a mechanical transport device, molded and 
annealed in the mold. When the inner stress was 
reduced to a certain extent, the lens was removed 
from the molding chamber through a mechanical 
conveying device, and then further cooled to room 
temperature in a cooling device. The whole proc-
ess must be performed in a vacuum environment 
to ensure that the high-temperature glass is not 
oxidized by air.

2.2 Thermo-mechanical coupled finite 
element method

The process involving non-isothermal molding of 
aspheric glass lenses included a flow-forming pro-
cess for softened glass at high temperatures and a 
heat transfer process with a strong coupling effect. 
For the coupling problem covering temperature and 
displacement, the accurate analysis method was 
to follow the solution of the thermo-mechanical 
coupling field and process the two different field 

1 INTRODUCTION

Optical glass lenses are widely used in optical 
engineering, automotive engineering, biomedical, 
aerospace and other fields, which have huge mar-
ket demand (Chen et al. 2010). The lens manufac-
turing not only requires ensuring the quality and 
use of optical performance, but also meets the high 
efficiency and low cost. At present, the isothermal 
molding method is widely used in the production 
of aspheric lens, which involves employing chunk 
glass into the mold at room temperature, and after 
a specified time, the mold is prepared when the 
temperature reaches molding temperature (Yan 
et al. 2009). The processing lenses have high sur-
face precision using this method, but only after the 
end of the previous production cycle, we can start 
the next production cycle. Therefore, the produc-
tion efficiency is quite low. In addition, the mold 
has a shorter service life because of repeated heat-
ing and cooling processes, and a large temperature 
range (Ma et al. 2009, Bai et al. 2015).

In this paper, a new method for manufacturing 
aspheric lens with non-isothermal molding is pre-
sented. The advantages and disadvantages of non-
isothermal and isothermal molding methods were 
compared by means of a finite element simulation 
method, aiming at exploring the efficient non-
isothermal molding process under the premise of 
ensuring the quality of lenses.
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equations containing heat conduction and force 
balance simultaneously. In this study, Marc soft-
ware was used to conduct the coupling analysis 
of aspheric glass lens molding. Marc software has 
strong structure and contact analysis capability, 
which is suitable for large deformation analysis of 
viscoelastic materials under isothermal and non- 
isothermal conditions.

3 ESTABLISHMENT OF THE FINITE 
ELEMENT MODEL

3.1 Mesh model

Figure  1  shows the geometric model of aspheric 
lens during the simulation process.

The curve of the upper and lower aspheric sur-
face satisfies the equation (Zhou, 2009):
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where R is the vertex radius of the curve, x is the 
horizontal coordinate, y is the vertical coordinate, 
k is the curve constant and B is the aspheric sur-
face coefficient. Among the aspheric parameters:

R mm10 75431.  (2)
K = 0  (3)
B4B 38 621796 10= ×8 621796 −.  (4)

B6B 32 56179 10= − × −.  (5)

B8BB 43 037114 10= − × −.  (6)

B10BB 51 82822 10= − × −.  (7)

The parameters can be determined similarly.

3.2 Material parameters

The prefabricated part of glass molding was glass 
ball blank which is L-BAL42. The material char-
acteristic parameters are shown in Table  1. The 
three-dimensional model of glass ball blank was 
established by Solid Works software, and the solid 
model of upper and lower mold with an aspheric 
curve was established by Solid Works software too. 
Then the upper mold, lower mold and glass ball 
were fitted together according to the actual work-
ing position. The assembly was imported into the 
Marc software. The finite element meshing was 
divided by the auto mesh function. The assembly 
model was divided into tetrahedral elements.

4 ANALYSIS OF SIMULATION RESULTS

In the actual non-isothermal molding process of the 
aspheric surface of glass lens, the temperature was 
always not less than the molding temperature and 
not higher than its softening temperature Sp. When 
the temperature is higher than the softening point 
Sp, the viscosity of glass is very low, and its behavior 
is similar to the viscous fluid. It also can form bond 
to the mold (Zhao et al., 2009; Ni et al., 2015). The 
temperature of the mold should not be too low, and 
the surface and interior thermal contraction of glass 
will inconformity if there is a large gap between the 
temperature of glass and mold, so it comes into 
being a lot of internal stress and ever crack inside 
of lens. Therefore, aiming to the L-BAL42 optical 
glass, we defined the initial temperature of the glass 
as 590°C, the initial temperature of tungsten car-
bide WC mold and die holder was 560°C, and the 
temperature of molding was 580°C.

4.1 Analysis of the temperature field

The temperature field of aspheric lens in the mold-
ing process is shown in Figure  2. The spherical 
glass blank with 590°C was put into the mold by 
mechanical devices. When the lower mold moved 
upward, the extrusion was produced between the 
upper surface of the glass blank and the upper 
mold, and the precise aspheric surface of the upper Figure 1. Double aspheric lens geometry model.

Table 1. Glass characteristic parameters.

Performance parameter Size

Young’s modulus E/MPs 15800
Density ρ/(g/cm3) 3.05
Poisson’s ratio 0.247
CTE α/ × 10–6/°C8.8 (100∼300°C)
Thermal conductivity k/(W/(m.°C) 10.28
Specific heat Cp/(J/(kg.°C) 750
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mold started to copy on the lens surface. The low-
est temperature area inside the lens was contacted 
with the mold at this moment. With the mold press-
ing, the lowest temperature area on the upper sur-
face of the glass lens moved towards the edge with 
the contact surface of the glass and mold enlarge-
ment. The temperature of the lower surface edge 
was relatively low, because it contacted with the die 
holder for a long time, and heat transfer was more 
fully performed.

After molding, glass was almost filled into the 
closed space formed by the mold and mold base. 
The upper and lower mold contacted with the 
glass, and the precision aspheric surface of the 
mold was copied on the lens surface. The internal 
temperature gradient of aspheric lens was clearly 
visible, and the highest temperature area occurred 
in the interior of the aspheric lens. The further the 
distance, the lower the temperature. The upper 
and lower surfaces were in direct contact with the 

mold surface (Jain 2006), so the lowest tempera-
ture region appeared at the side edge of the mold 
holder. Its temperature was 560°C, which was close 
to the initial temperature of the mold. In the whole 
forming process, the internal heat of the high-tem-
perature glass was transferred to the mold, mold 
holder and the environment filled with nitrogen 
gas through two ways, which are solid heat con-
duction and convection heat transfer.

4.2 Analysis of the stress field

Fig.  3  shows the stress field of the aspheric lens 
glass molding process. When molding runs at 
78 seconds, the glass blank started to contact with 
the upper mold, and the equivalent stress of the 
glass ball surface center increased rapidly because 
the extrusion stress of the upper die and the stress 
of the edge of the mold began to increase. With the 
molding proceeding, two maximum stress points 

Figure  2. The temperature field of the aspheric lens 
glass molding process.

Figure 3. Stress field of the spherical glass lens molding 
process.
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appeared inside the glass. One is in the center of 
the upper surface with the lowest temperature, 
which moved outward with the contact area with 
the upper surface and the mold enlarging. Another 
is the edges of the lower surface, namely the inter-
section of the aspheric surface and the plane of the 
glass edge. The glass blank bears a large shearing 
force, so a larger stress is produced. When mold-
ing proceeds to 98 seconds, the glass is close to the 
final shape, and the maximum stress area moves 
further to the edge. The stress of the upper and 
lower surfaces increases with deformation increas-
ing. The stress distribution has no change but an 
increase in the value.

4.3 Contrastive analysis of non-isothermal and 
isothermal molding

Comparing with isothermal molding, non-isother-
mal molding has two main advantages such as high 
production efficiency and longer mold life. How-
ever, two factors involving strong heat transfer 
and internal temperature gradient can affect inner 
stress and surface accuracy of after-mold lens. In 
this paper, the simulation model of non-isothermal 
molding was used to compare non-isothermal 
molding (glass 590°C, mold 560°C) with isother-
mal (molding temperature 580°C). The compari-
son results are shown in Table 2.

It can be found that the lens have a small aver-
age stress when conducting the isothermal mold-
ing. The average stress within the mold is also small 
as the non-isothermal molding proceeds. A smaller 
mold stress will help to prolong the mold life, 
which confirms the advantage of the non-thermal 
molding method. Nevertheless, the non-isothermal 
molding method has a bigger stress of lens, which 
contributes to glass shrinkage during the process of 
deformation. The inner stress in the next step can 
be reduced by the annealing and cooling processes.

5 CONCLUSIONS

1. The reasons for the temperature gradient and the 
stress gradient inside the mold were explained. 

The spherical lenses had a higher internal tem-
perature during the non-isothermal molding 
process. Moreover, the average temperature and 
stress in the upper die were higher than those in 
the lower die, indicating that the upper die had 
a short service life.

2. The comparison between the non-isothermal 
molding and isothermal molding processes 
showed that the mold had good optical perfor-
mance due to a small internal stress within the 
lens during isothermal molding, while it had a 
long service life because of a small internal stress 
within the mold during non-isothermal molding.
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ABSTRACT: The pavement structure is usually under the impact of frequent changes in the temperature 
when it is completely exposed to the external environment. The solar and atmospheric radiation energy is part 
of the energy that can be reflected from the pavement surface. But the remaining energy will be stored in the 
form of heat in the pavement. This will lead to high road surface temperatures, and the pavement structure 
will be affected by the dynamic changing environmental conditions. It is known from the long highway main-
tenance experience that the road surface temperature can seriously damage the pavement structure strength 
and pavement performance. Therefore, it is very important to analyze the influence of the temperature field.

temperature field of the pavement structure 
(Bhutta m, Tsurutak, 2013). It usually analyses 
the temperature field of the pavement structure 
in the calculation by the finite element software 
ANSYS, and put the SOLID70 THERMAL unit 
of the three-dimensional solid thermal unit as the 
thermal unit (Bentz D P, 2007). In the experiment, 
put it to be equivalent to structural unit SOLID45 
in the calculation of temperature stress (Huang 
Hui, 2010). The SOLID70 unit structure model 
is shown in Figure 1 and the SOLID45 structure 
model is shown in Figure 2.

SOLID70 is to be used as a three-dimensional 
solid element for the analysis of  three-dimen-
sional heat conduction. The element is defined by 
8 nodes, as well as the characteristics of  ortho-
tropic materials (Tennis P D, 2004). This unit 
is applied to three-dimensional, steady-state or 
transient thermal analysis for analysis. In view of 
the characteristics of  this unit, the temperature 
field model of  PMC is established by using the 
element.

1 INTRODUCTION

The solar radiation and atmospheric radiation 
energy can be reflected from the pavement surface. 
As is known, the remaining energy will be stored in 
the form of heat that is stored in the pavement. It 
will cause high road surface temperature and will 
be affected by the dynamic changing environmen-
tal conditions (Elmer C. Hansen, 2013). It is known 
from the long highway maintenance experience that 
the road surface temperature can seriously damage 
the pavement structure strength and pavement per-
formance, so it is significant to analyze the influence 
of the temperature field.

2 ESTABLISHMENT OF THE 
TEMPERATURE FIELD 
CALCULATION MODEL

2.1 Unit selection
In the process of analyzing the temperature 
field, the 3D solid model is used to simulate the 
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parameters of  the cement concrete layer are lit-
tle affected by temperature, which can be seen as 
constant. According to the study on the pavement 
structure layer, the thermal parameters are shown 
in Table 1.

The thermal conductivity coefficient of dif-
ferent temperatures is shown in Table  2, and the 
temperature coefficient is 2 × 10−5 (1/°C). The heat 
exchange coefficient is selected by the different 
climate.

Figure 2. SOLID45.

Figure 3. Typical road cross-section.

Figure 4. Grid division of the temperature field model.

Table  1. Thermal physical parameters of the road 
structure.

Material 
type

Temperature 
coefficient 
α (1/°C)

Thermal 
conductivity 
(W/m.°C)

Cement concrete 0.6 × 10−5 1.1
Crushed stone 0.8 × 10−5 1.2
Cement grave 1.4 × 10−5 1.2
Subgrade 5 × 10−5 1.3

Table  2. Thermal physical parameters of the road 
structure.

Temperature (°C) −20°C 0°C 20°C 60°C

Thermal conductivity 
(W/m.°C)

1.84 1.22 1.56 2.36

Figure 1. SOLID70.

2.2 Computational model

According to the characteristics of porous modi-
fied concrete and regional characteristics, it can 
determine the modified porous cement concrete 
pavement structure in the cross-section that is 
shown in Figure 3. The road width is 12 meters and 
the top layer is the asphalt layer with a thickness of 
4 cm. The top layer is regarded as a function of the 
asphalt layer that provides the structure of road 
roughness. The bottom layer is a porous modified 
cement concrete layer with a thickness of 30 cm. 
The sub-base is a cement stabilized macadam sub-
base and its thickness is 18 cm. The gravel slope 
is 1:1.5. When the temperature reaches a certain 
depth, the temperature remains the same. Consult-
ing from the literature, the depth of the foundation 
is 3m. The calculation of temperature field and 
temperature stress is based on the model.

In the calculation and analysis by ANSYS soft-
ware, it usually employs the cross-section as the 
basis. Use the expansion foundation form to estab-
lish the finite element model of temperature field, 
then to divide the grid and the temperature field 
model of the grid. This is shown in Figure 4.

2.3 Boundary conditions and calculation 
parameters

In the pavement structure, the temperature 
change is relatively small. The pavement structure 
parameters can be regarded as constant. Thermal 
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3 PMC TEMPERATURE FIELD ANALYSIS

3.1 Climatic condition analysis of different 
natural zoning

In the calculation of temperature stress, the 
changes of temperature field are mainly caused by 
the temperature change of climate and it is mainly 
affected by solar radiation. According to the speci-
fication and China atlas of climate division and 
other related materials, it is classified as the tem-
perature characteristics of different natural region-
alization that is shown in Table 3.

According to the different climatic conditions, 
it usually calculates the temperature field distribu-
tion under the different natural conditions; the cli-
matic zoning is only considered from the first level 
division.

3.2 Analysis of temperature field distribution 
in different natural zoning

According to the model and calculation parame-
ters, the temperature field distribution of different 
natural zones in different seasons can be obtained. 
The maximum temperature stress is mainly 
occurred in the hot summer season about the anal-
ysis in pavement temperature. It chooses the repre-
sentative weather to analyze the temperature field 
that is the unfavorable situation. According to the 
model, it can get the distribution of temperature 
field in a moment of pavement structure and it is 
shown in Figure 5.

According to the different temperature sched-
ules, it chooses 6:00, 14:00, and 22:00 in the sum-
mer. It calculates the distribution of road structure 
temperature in different times by ANSYS. From 
the metabolic diagram, it can be seen that the tem-
perature changes with depth and time. The specific 
value is shown in Figures 6, 7, 8 and 9.

It can be seen from Figure 6 that the tempera-
ture difference in the pavement structure is the 

Table 3. Temperature characteristics of different natu-
ral regionalization.

Natural zoning II, V III IV, VI VII

Maximum tem-
perature (°C)

  34∼37   30∼35 36∼40   27∼31

Minimum tem-
perature (°C)

−10∼−5 −12∼−8   3∼7 −14∼−19

Figure  5. Temperature distribution of the pavement 
structure in summer 14:00.

Figure 6. PMCCP temperature changes with depth in 
area III.

Figure 7. Temperature changes of PMCCP in area V.

Figure  8. IV, VI PMCCP temperature changes with 
depth.
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largest at 14:00 in the natural division III district 
of summer. The porous cement concrete layer will 
reach the maximum positive temperature gradient 
with depth from the road extending to the bottom 
of the pavement. The temperature changes from 50 
centigrade down to 20 centigrade and the tempera-
ture changes obviously. The pavement structure 
increases first, then show a decreased trend in the 
surface layer when the time is 6:00 and 22:00. The 
temperature reaches the maximum at the bottom 
layer, and then decreases with the depth change. 
When the depth is 1 m, the temperature variation 
is small and basically unchanged.

It can be seen from Figure 7 that the pavement 
structure temperature gradient reached the maxi-
mum temperature at 14:00. It reaches the highest 
temperature on the road surface. The temperature 
at the bottom of the road surface increases by 45% 
at 6:00 in the morning. The temperature in the con-
crete layer can reach the maximum. The tempera-
ture at the bottom of the road surface increases 
by 25% at 22:00 in the evening. When the depth 
increases, the temperature will not change with the 
depth.

We can see from Figure 8 that the summer tem-
perature of the pavement structure has a sinusoidal 
variation in divisions IV and VI with the change 
of time. The concrete surface reached maximum at 
14:00. In the hot season of summer, the pavement 
temperature can change from 25 to 60 centigrade. 
The change range can get to 55%. The middle and 
the bottom surface changes in the amplitude are 
not obvious for the relatively low temperature.

It can be seen from Figure 9 that the pavement 
structure temperature decreases with depth at 
14:00. The road surface temperature can reach to 
37 centigrade when the depth reaches to 70 cm. But 
the temperature will be reduced to 16 centigrade 
when the depth is 70 cm. When the temperature is 
12 centigrade, the depth is 1 m. The temperature 
change is not very obvious.

3.3 Temperature gradient analysis of different 
natural zoning

The pavement temperature changes with the depth. 
The temperature gradient of the modified porous 
cement concrete slab is the ratio of the top temper-
ature, fingerboard thickness and the bottom plate. 
The temperature gradient plays an important role 
in the temperature field analysis. The temperature 
gradient can reflect the temperature change of the 
pavement structure more intuitive.

According to the calculation result of the tem-
perature field, the temperature gradient value is 
recommended, and the results are shown in Table 4.

It can be seen from Table 4 that the maximum 
temperature gradient of the porous cement con-
crete slab is 60∼80°C/m, but the ordinary con-
crete maximum temperature gradient is up to 
80∼100°C/m. The temperature gradient of porous 
concrete is less than common concrete.

3.4 Influence of the asphalt layer thickness on the 
temperature field

Because of the temperature sensitivity of asphalt 
materials, the temperature of the porous cement 
concrete surface layer will change when the asphalt 
surface layer is added to the cement concrete sur-
face layer. It is proposed to be the appropriate tem-
perature gradient correction factor for analyzing 
the influence of the asphalt layer thickness on the 
temperature field.

3.4.1 Infuence of the asphalt layer on the 
temperature field

Taking the temperature distribution of III area in 
summer as an example, the influence of the asphalt 
layer on the temperature field is analyzed in the 
table. The porous modified concrete layer tempera-
ture change condition is shown in Figure 10.

It can be seen from the Figure 10 that the asphalt 
road surface temperature is slightly small when the 
layer that does not pave asphalt compared to a 
thin layer. The reason is that the asphalt material 
absorbs a lot of heat in solar radiation and convec-
tion. If  the PMC layer depth is deeper, the tempera-
ture change is smaller. When it reaches the bottom, 
the temperature basically remains unchanged. The 
reason is that the heat has certain loss with the heat 
delivering to the bottom layer. This will result in a 
little difference when heat reaches the bottom.

Figure  9. VII PMCCP temperature changes with 
depth.

Table 4. Maximum temperature gradients.

Natural zoning II, V III IV, VI VII

Tg,m (°C/m) 63∼68 71∼76 67∼73 75∼81
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The temperature gradient of the PMC layer in dif-
ferent asphalt layers is shown in Figure 12.

It can be seen from Figure 12 that the PMC layer 
temperature gradient is the maximum in summer. 
The reason is that the maximum positive tempera-
ture gradient is generated at high temperature. At 
the beginning of the asphalt layer at 0∼2 cm, the 
temperature gradient increases from 67°C/m to 
73°C/m. With the increase of the thickness of the 
asphalt layer to greater than 2 cm, the temperature 
gradient decreases gradually.

4 CONCLUSION

The main conclusions by analyzing the formation 
of the temperature field, the selection of ther-
mal parameters and the temperature field of the 
porous modified concrete pavement can be sum-
marized as follows:

1. The distribution of temperature field of the 
road structure under different conditions by 
the temperature field model was calculated. 

Figure  10. Temperature distribution of porous layer 
with different asphalt layers in summer.

Figure 11. Temperature distribution of the PMC layer 
in different asphalt layers during winter.

3.4.2 Influence of the asphalt layer thickness on 
the porous layer in winter and summer

The asphalt mixture is a kind of typical tempera-
ture sensitive material, in which its mechanical 
properties and road performance will be affected 
prominently with the change of temperature. It 
analyses the influence of asphalt layer thickness 
on the temperature field during the summer and 
winter. In winter, the temperature is 2.4 centigrade, 
the layer temperature is 0 centigrade, and the 
other parameters are consistent with the calcula-
tion method in the same summer. The data can be 
calculated by the finite element analysis, and the 
obtained data is shown in Figure 11.

It can be seen from Figure  11 that with the 
increase of asphalt layer thickness, the PMC layer 
temperature increased first and then decreased. 
The law is similar to summer. The temperature 
reaches the maximum when the PMC layer thick-
ness is 2 cm. Then, when the asphalt layer thickness 
increases, the PMC layer temperature decreases. 
The PMC surface temperature change is obvi-
ous with the asphalt layer thickness increase. The 
middle and the bottom temperature changes are 
not big.

3.4.3 Temperature gradient correction coefficient 
of different asphalt layer thicknesses

The change of temperature gradient has great 
influence on the temperature stress. The tempera-
ture gradient is influenced by temperature, solar 
radiation and pavement material characteristics. 
Due to the thermal conductivity of different mate-
rials, the effects of heat transfer and diffusion are 
different. The asphalt layer gets the heat from the 
atmosphere by the action of radiation and convec-
tion. It transfers the heat to the pavement structure 
by conduction. So, the change of thickness affects 
the temperature gradient of the concrete slab. 

Figure 12. Temperature gradient of PMC layer in dif-
ferent asphalt layers.
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The distribution of the temperature field in 
different zoning conditions in summer was 
obtained by analyzing the temperature char-
acteristics of different natural divisions. The 
temperature gradient in different regions was 
recommended by the calculation results.

2. The temperature gradient was found to be high-
est in summer and temperature stress was found 
to be in the most unfavorable conditions.

3. The appropriate temperature gradient values 
were recommended in different natural regions 
by analyzing the change in the temperature gra-
dient of the PMC layer under different natural 
regionalization and analysis results.
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ABSTRACT: A framework of the finite element analysis template case database is systematically con-
structed based on Case-Based Reasoning (CBR). The analysis information, feature information, and 
attribute information are used as indices to achieve the reasoning. The information in the finite element 
analysis case is structurally described by means of ontology representation. The conceptual similarity 
computation method based on semantic information is used to compute the similarity between the case 
analysis information, the characteristic information and the attribute information in the process of using 
the basic information to retrieve the case. The priority of retrieval information is defined, and the dif-
ferent weights are assigned in the process of similarity calculation. On this basis, the global similarity is 
computed to obtain the comparison between the cases.

structure and content are comparable in form. For 
example, source case A is indexed according to the 
basic information of the case. Case basic infor-
mation includes analysis information, modeling 
characteristic information and attribute informa-
tion. These details are respectively marked using 
the semantic annotation, and the corresponding 
semantic annotation file is the input for the case 
base. A higher matching target case Y will be 
found by the search algorithm and reach the solu-
tion of case A.

2 RESEARCH STATUS

CBR is an important technology in the field 
of artificial intelligence. As early as the end of 
1970s, some scholars have studied CBR, and the 
early CBR thought comes from the Rog Schank 
(Sha Zhongyong, 2014). In 1983, Janet Kolodner 
adopted the idea of Rog Schank, and developed 

1 INTRODUCTION

Case-Based Reasoning (CBR) is a reasoning 
method adjusting the solution of previous prob-
lem to solve the current problem (Reisbeck C K, 
1989). The basic process of CBR mainly includes 
four aspects: case retrieval, case reuse, case modi-
fication and case study. Among them, the main 
content of case retrieval is to retrieve the same or 
similar historical case set from the existing case 
base, and solve the current problems with the 
knowledge experience of historical cases. CBR is 
mainly based on the “similar problem with simi-
lar solution”, and it is one of the key technologies 
of case based reasoning to retrieve the target case 
which is similar to the source case.

The template case of finite element analysis 
includes the relevant knowledge and experience 
of analysis information, modeling characteristic 
information and attribute information. Because of 
the lack of analytical thinking, the new users will 
try to find some similar historical analysis cases 
and learn from them to find suitable method. It is 
the key for case retrieval to establish the finite ele-
ment analysis template case library.

Finite element analysis template retrieval based 
on CBR can be divided into four steps: firstly, 
retrieving similar cases; then, solving the current 
problem with the case of information and knowl-
edge; revising the solution; finally, learning experi-
ence knowledge in the process of case solving and 
coping with the needs of the case retrieval in the 
future. The case retrieval process is illustrated in 
Figure  1. The main standard of case retrieval is 
that the source case and the target case are labeled 
with the same semantic structure tree, so that the 

Figure 1. Framework of CBR.
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the first CBR system CYRUS. With the develop-
ment of CBR technology, the model of CBR has 
been gradually maturing. In the early stage of the 
development of the technology, Aamodt (Aamodt 
A, 1994) and Hunt (Hunt J, 1995) proposed the 
process oriented CBR model. Subsequently, com-
bined with other technologies in the field of arti-
ficial intelligence, BeddoeG R proposed GACBR 
(Beddoe G R, 2006), and Kobti Z and others pro-
posed a CBR model based on ontology (Kobit Z, 
2010). The keyword matching was used in these 
CBR models, case information covered by the 
keyword for the whole case is limited, and it easily 
ignored the key semantic information, so the sys-
tem is difficult to get the accurate matching case 
by keyword matching. This method has certain 
limitations to a great extent. In order to solve the 
problems of keyword matching, Li Botao and Niu 
Qinzhou proposed a CBR retrieval method based 
on FCA semantic understanding and the similar-
ity distance between the domain ontology knowl-
edge and knowledge element was taken as retrieval 
basis. This paper mainly studies the application 
and the realization of CBR in the field of finite 
element analysis.

3 FRAMEWORK OF THE MODEL CASE

The key of case retrieval is how to correctly and 
objectively define and quantify the degree of simi-
larity between cases. In the process of long-term 
using CAE, people will accumulate a lot of analy-
sis design experience and knowledge. If  the method 
of CBR can be used in the finite element analysis 
field, and the useful information is extracted from 
the case analysis as the index information and rea-
soning application, the threshold and efficiency of 
finite element analysis will be greatly improved in 
the future.

According to the understanding and research of 
case knowledge of finite element analysis, a spe-
cific FEA model should include the analysis infor-
mation, basic characteristic information, material 
attribute information and so on. The case analy-
sis information can include the analysis of types, 
boundary conditions, load conditions, constraints 
types, element types, mesh division and so on. 
The basic feature information of the model case 
includes model specifications, the use of the field, 
functional information, modeling information, 
etc. Model attribute information mainly includes 
material properties, such as material name, mate-
rial density information, Poisson’s ratio, elastic 
modulus and other basic information. According 
to the relevant information of case analysis, appli-
cation of domain ontology knowledge and expert 
experience and knowledge, this paper constructs 

an ontology semantic tree based on model infor-
mation, and semantic annotations for cases using 
the semantic tree structure and specification. The 
basic form of an ontology semantic tree is shown 
in Figure 2. Each node in the tree has correspond-
ing semantic knowledge, and the sub node and 
the root node have some knowledge of inherit-
ance. For example, the root node represents the 
domain knowledge of A in the semantic tree, and 
its sub node represents the domain knowledge of 
B, namely B∩A = B, A > B.

4 SIMILARITY CALCULATION OF THE 
ONTOLOGY SEMANTIC TREE

Usually, the case is retrieved by the single informa-
tion. This method will lead to a low retrieval accu-
racy, because single information can’t fully express 
the case. In the literature, Lu Ying (Lu Ying, 2015) 
put forward the application of precursory infor-
mation as the accident case retrieval index case; 
although the argument is reasonable, the infor-
mation type is too simple. This paper presents a 
retrieval method of the finite element template 
based on CBR, according to the model analysis 
information, feature information and attribute 
information, one by one to match by the priority 
order, the search range will be gradually reduced, 
and the retrieval accuracy is improved. This pro-
cess is shown in Figure 3.

In the process of case retrieval using model 
information, we often think that some informa-
tion of cases does not have intersection, but in fact 
there is a logical relationship between the informa-
tion in the same semantic tree. So, this paper pre-
sents a calculation method for the similarity of the 

Figure 2. Ontology semantic tree.
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ontology semantic tree. The knowledge ontology is 
constructed according to the relevant field knowl-
edge of FEA, case information is conceptualized 
and semantic, so that each case has the same seman-
tic standard. So, there is a semantic hierarchy and 
semantic distance relationship between cases.

Taking the modeling feature information of the 
case as an example, the semantic relation of model 
feature information is constructed, as shown in 
Figure 4. Semantic similarity can be divided into 
two parts: direct similarity and indirect similarity. 
Direct similarity can be obtained according to the 
depth and distance between the semantic nodes; 
indirect similarity is a similar degree between the 
upper root nodes of the semantic node. This paper 
calculates the semantic similarity based on the 
inheritance relationship.

4.1 Calculation of direct similarity

Definition 1. The level of the semantic node in the 
semantic ontology tree is called the semantic depth, 

and it is denoted as f. The maximum depth of the 
semantic tree is denoted as m. In the semantic tree, 
the number of line segments that are connected 
to the shortest path of the two semantic nodes is 
called the semantic distance, denoted as d.

The ontology semantic tree is constructed by 
model modeling information; its each node rep-
resents certain semantic information. The ontol-
ogy semantic tree describes the relationship of 
the position and the information between seman-
tic. In the model information semantic tree, the 
total depth of  the tree is m  =  4, and the direct 
similarity can be obtained from the depth and the 
semantic distance of  the semantic node in the tree 
structure.

Definition 2. In the semantic tree, when the 
semantic distance is larger, the similarity is smaller; 
when the depth difference is smaller, the similarity 
is bigger. The direct similarity between C1 and C2 
is defined as,

Sc c a
d a*max f f

1 2c
f 1

,
,fffa max

=
( )c1 2c,c2c + ( )c1c1 ( )2cc2c⎡⎣⎡⎡ ⎤⎦⎤⎤

 (1)

Among them, f  (c) represents the semantic 
depth of node c; d(c1, c2) represents the semantic 
distance of node c1 and c2; a represents the coor-
dination coefficient, generally take a = 2.

Basically, formula (1) is used to calculate the 
similarity of the information in Figure 4. Compar-
ison of the similarity between the linear correla-
tion information and the spline information is St1. 
Comparison of the similarity between the linear 
correlation information and the reference plane is 
St2. Comparison of the similarity between the lin-
ear correlation information and the face is St3. The 
calculation procedure is as follows:

1. The semantic depth of the linear correlation 
information and the spline is 4, that is f  (C11) = f  
(C12) = 4; the semantic distance is d(c11, c12) = 2.

2. The semantic depth of linear correlation infor-
mation and reference plane information is 4, 
that is, f  (C21) = f  (C22) = 4; the semantic distance 
is d(c21, c22) = 4.

3. The semantic depth of linear correlation infor-
mation and the face of the information is 4, that 
is, f  (C31) = f  (C32) = 4; the semantic distance of 
d(c31, c32) = 6.

4. a = 2.

By formula (1), direct similarity is calculated.

S a
d a f ftSS 1

2
2 2

0 5

=
×a ( )c11 − ( )c12⎡⎣⎡⎡ ⎤⎦⎤⎤

= =

( )d c c11 12
max

.

Figure 3. Three-level retrieval.

Figure 4. Feature semantic tree.
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S a
d a f ftSS 2

2
4 2

0 33

=
×a ( )c21 − ( )c22⎡⎣⎡⎡ ⎤⎦⎤⎤

= ≈

( )d
c c21 22

.

max

S a
d a f ftSS 3

2
6 2

0 25

=
×a ( )c31 − ( )c32⎡⎣⎡⎡ ⎤⎦⎤⎤

= =

( )d
c c31 32

.

max

4.2 Indirect similarity calculation

Definition 3. The upper node of the semantic 
node is called as the parent node. Indirect similar-
ity is the similarity of upper nodes, recorded as Sf. 
The specific algorithm can be used to calculate Sf 
according to formula (1).

1. The semantic depth of the linear correlation 
information and the spline is 3, that is, f  (C11) = f  
(C12) = 3; the semantic distance is d(c11, c12) = 0.

2. The semantic depth of linear correlation infor-
mation and reference plane information is 3, 
that is, f  (C21) = f  (C22) = 3; the semantic distance 
is d(c21, c22) = 2.

3. The semantic depth of linear correlation infor-
mation and the face of the information is 3, that 
is, f  (C31) = f  (C32) = 3; the semantic distance of 
d(c31, c32) = 4.

S a
d a f f

fS
f
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2
0 2

1
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d a f f
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d f fff ff
3

2
4 2

0 33

=
×a ( )cc − ( )c32

⎡⎣⎡⎡ ⎤⎦⎤⎤

= ≈

( )c c31 32

.

max

4.3 Semantic similarity computation

Definition 4. The semantic similarity should not 
only satisfy the direct similarity, but also meet the 
indirect similarity. According to the probability 
principle, the probability that two conditions are 
met is equal to the product of both probability. So, 
the semantic similarity can be obtained by compre-

hensive direct similarity and indirect similarity, Sc 
representation. So, we define the semantic similar-
ity between two semantic C1 and C2 as follows:

Sc(c1, c2) = St(c1. c2)*Sf(c1, c2) (2)

From formula (2), the semantic similarity can be 
calculated:

c t fS Sf1 1tt 1 0 5 1 0 5= SSt = ×0 5. .5 1 0×5

S S Sc t f2tS 2 0 5 0 33 0 165×S 2StS = ×0 5. .5 0×5 .

S S Sc t f3tS 3 0 25 0 33 0 0825×S 3StS = 0 25 =. .25 025 .

According to the above results, the position 
relation between a line and a spline in the semantic 
tree is that two nodes have the same parent node, 
so the similarity between the two is largest in line 
with the actual situation; linear relationship with 
the rest of the two are consistent in common sense. 
This method considers the semantic relation from 
the semantic level and structure, which makes the 
case matching more practical.

In the actual situation, the case similarity cal-
culation includes the local similarity computation 
and the global similarity computation. The global 
similarity is obtained based on the local similar-
ity according to the different weight influence [10]. 
There are two FEA cases X and Y; X = {Px, Qx, Fx} 
and Y = {Py, Qy, Fy}; P is the case analysis informa-
tion, Q is the model characteristics information, F 
is the case attribute information. Px is the case of X 
analysis information, Px{Px1…. Pxi…Pxm}; Py is the 
case of Y analysis information, Py{Py1…Pyi…Pyn}. 
In the same way, model characteristic information 
and attribute information are expressed. The case 
X and Y global similarity is S (X, Y), that is the 
case similarity.
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w S
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 (3)

1. In formula (3), wi is the weight of the analy-
sis information; wj is the weight of the feature 
information; wk is the weight of the attribute 
information. According to the priority of the 
case retrieval, provisions wi >wj > wk.
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2. Sc (XPi, YPi) is the local similarity that is i class 
analysis information of X and Y.

3. Sc (XQi, YQi) is the local similarity that is i 
class feature information of X and Y.

4. Sc (XFi, YFi) is the local similarity that is i class 
attribute information of X and Y.

5 CONCLUSION

The ultimate goal of the CBR finite element tem-
plate is to extract the solution of the matching case, 
and obtain a correct solution to achieve the case 
retrieval according to the related parameter infor-
mation of the source case. This paper attempts to 
use semantic to express all analysis cases by inte-
grating an ontology semantic tree in the case-based 
reasoning system, and establish the semantic struc-
ture and the relationship of case information. In 
this way, the similarity algorithm based on priority 
is proposed. The system is easy to determine the 
most matching case by comparing the similarity 
value, and the case retrieval is achieved.
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Improved reduction of graphene oxide through femtosecond 
laser pulse trains

Ruyu Yan, Pei Zuo & Xiaojie Li
Laser Micro/Nano Fabrication Laboratory, School of Mechanical Engineering, Beijing Institute of Technology, 
Beijing, China

ABSTRACT: We report a novel and effective reduction method of graphene oxide films using femtosec-
ond laser double-pulse trains. Femtosecond laser reduction of graphene oxide films under ambient air by 
using three laser processing approaches: (1)1 KHz laser pulses, (2) 76 MHz laser pulses, and (3) 76 MHz 
double-pulse trains were investigated for comparison. As characterized by X-ray photoelectron spec-
troscopy, scanning electron microscopy and Raman techniques, femtosecond laser double-pulse trains 
with repetition rates of 76 MHz and a delay time of 3 picosecond could decrease the content of oxygen 
atoms in graphene oxide films from ∼33.3% to ∼15.1% and maintain the integrity of reduced graphene 
oxide sheets, which demonstrated the most effective reduction. This research adequately reveals the high-
efficient reduction and patterning ability of fs laser double-pulse trains on graphene oxide for further 
large-area applications in various fields.

fs laser nonthermal reduction of GO films (Kyma-
kis et al. 2013). However, the reduction degree and 
the integrity of the graphene lattice in reduced 
Graphene Oxide (rGO) films via fs laser were still 
restricted when compared with those reduced by 
continuous (El-Kady et al. 2012) or long pulse 
(Guo et al. 2012) lasers. Hence, further study on 
the improvement of reduction degree and integrity 
of rGO layers using fs laser is necessary.

Fs laser pulse trains technique which is based 
on electron dynamics control by using temporally 
shaped fs laser, has been reported to hold great 
advantages in the fabrication of ripples (Shi et al. 
2013), high-quality concave microarrays (Zhao 
et al. 2015), and many other micro/nanostructures. 
In this work, we proposed an effective reduction 
method by using fs laser double-pulse trains with 
76.08 MHz repetition rates (2M-fs laser), which has 
not been reported previously. Conventional fs laser 
with 1 kHz (K-fs laser) and 76.08 MHz (M-fs laser) 
repetition rates were studied for comparison. We 
investigated 2M-fs laser reduction of GO films by 
changing the delay time (Δt) between two subpulses. 
Experiment results demonstrated obvious improve-
ment of reduction by 2M-fs laser with a Δt of 3 pico-
second (ps).

2 MATERIALS AND METHODS

2.1 Preparation of graphene oxide films

In our experiments, the freestanding GO films 
with ∼30 μm thickness were prepared by vacuum 

1 INTRODUCTION

Since the discovery of graphene in 2004, extensive 
studies regarding the synthesis of this promising 
material have been reported for widespread applica-
tions (Zhu et al. 2010). The production of graphene-
based materials with various dimensions, quality 
and patterns is crucial for the market of graphene 
(Novoselov et al. 2012, Xiong et al. 2014). Significant 
advances in this field have been achieved, including 
growth by chemical vapor deposition, thermal or 
liquid phase exfoliation of graphite, and reduction 
of Graphene Oxide (GO) (Compton et al. 2010). 
GO is an electrical insulator which contains numer-
ous Oxygen-Containing Groups (OCGs). Altering 
the OCGs of GO through chemical, thermal or 
photo reduction could restore its electrical proper-
ties and make it close to graphene (Chen et al. 2012). 
Among these reduction methods, photo-reduction, 
especially laser reduction, displays particular supe-
riority because of its flexible, low-cost, eco-friendly 
and high-efficiency properties (Strong et al. 2012).

Femtosecond (fs) laser has been broadly 
adopted for high precision, high quality, flexible, 
and three-dimensional micro/nanoscale fabrica-
tion (Deng et al. 2015). Recently, femtosecond (fs) 
laser reduction and patterning of GO films has 
been reported. For instance, graphene microcir-
cuits were created on GO films by direct fs laser 
reduction with 80 MHz repetition rates according 
to preprogrammed patterns (Zhang et al. 2010). 
In addition, fabrication of highly conductive gra-
phene layers on flexible substrates were realized by 
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filtration of GO suspensions (XFNANO 
Advanced Materials Supplier, XF008). The dried 
GO films were peeled off  from the filter membrane 
directly.

2.2 Experimental set-up

A regeneratively amplified Ti:Sapphire laser sys-
tem (Spectra Physics, Inc.) was used to deliver 50 fs 
linearly polarized laser pulses with 800 nm central 
wavelength. Three kinds of laser sources: (1) K-fs 
laser, (2) M-fs laser and (3) temporally shaped 2M-fs 
laser were investigated. The reduced GO samples 
were respectively identified as K-rGO, M-rGO 
and 2M-rGO by the three types of laser sources we 
used. The fs laser double-pulse trains were gener-
ated via a Michelson interferometer which consisted 
of a beam splitter, a fixed reflector and a moveable 
reflector (Fig. 1). The delay time between the two 
subpulses had an accuracy of 66.7 fs. The splitting 
ratio for the double pulses was 50:50.

The GO samples were mounted on a computer-
controlled, six-axis motion stage (M-840.5DG, PI, 
Inc.) with a maximum adjustable speed of 2 mm/s. 
The three kinds of laser beams were normally inci-
dent to the surfaces of GO samples under ambient 
air by a microscope objective lens (5 × , N.A. = 0.15). 
The energy of fs laser beam was measured before the 
objective lens by a power meter (Newport Corpora-
tion). Surface morphology was studied by Scanning 
Electron Microscopy (SEM). X-ray photoelectron 
Spectroscopy (XPS) and micro-Raman spectros-
copy (632.8  nm light source) were performed to 
analyze surface chemical and physical properties.

3 RESULTS AND DISCUSSION

3.1 K-rGO

Differences between pristine GO and rGO could 
be observed clearly in the XPS spectra. As shown 

in Figure 2, the C1s spectra of  GO and rGO were 
decomposed into three peaks, which correspond-
ing to C-C (284.6 eV), C-O (286.6 eV) and C = O 
(288.5 eV) peaks, respectively (Guo et al. 2012). 
For pristine GO, the content of  oxygen atoms 
was as high as ∼33.3% and the percentage of 
C-C bond was ∼53.0% (Figure 2a). After 1 over-
lapping K-fs pulses reduction with laser energy 
of  0.5  μJ, the content of  oxygen atoms slightly 
decreased to ∼28.9%. As shown in Figure 2b and 
Table  1, the contents of  C-O and C  =  O bonds 
were partially reduced. After 100 overlapping 
K-fs pulses irradiation, the content of  oxygen 
atoms could further decrease to ∼23.0% (Fig. 2c), 
and the percentage of  C-C bond was increased 
to ∼59.7%. The oxygen content of  K-rGO could 
be reduced by increasing the overlapping number 
of  pulses and tuning the laser energy. However, 
the effect of  laser energy was weak. Hence, the 
reduction efficiency of  K-fs laser was relatively 
low because multi-pulse overlap was necessary 
for a better reduction degree.

Additionally, K-fs laser reduction of OCGs 
in GO films was accompanied with the destruc-

Figure  1. Schematic diagram of the Michelson 
interferometer.

Figure 2. XPS spectra of (a) pristine GO, (b) K-rGO 
under 1 overlapping K-fs pulses reduction, and (c) 
K-rGO under 100 overlapping K-fs pulses reduction.

Table  1. XPS components for different samples, nor-
malized to the C-C peak intensity.

Sample C-C C-O C = O

GO 53.0% 42.8% 4.2%
K-rGO (1) 55.2% 41.5% 3.3%
K-rGO (100) 59.7% 39.3% 1.0%
M-rGO 63.1% 34.7% 2.2%
2M-rGO (0 ps) 63.9% 34.1% 2.0%
2M-rGO (3 ps) 70.1% 29.3% 0.6%
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tion of graphene sheets, which was a huge draw-
back for its electronics applications. Figures  3a-c 
showed the morphologies of K-rGO films respec-
tively under 1, 10 and 100 pulses overlapping K-fs 
pulses reduction with laser energy of 0.5 μJ. SEM 
images indicated that the structural integrity of 
rGO sheets obtained by K-fs laser reduction was 
rather poor. The conductivity of K-rGO would be 
greatly restricted even though the OCGs could be 
removed partly. Lower laser energy could benefit 
the intergrity of K-rGO layers, however, the reduc-
tion degree and reduction efficiency would become 
much lower.

3.2 M-rGO and 2M-rGO

To achieve effective reduction and maintain the 
integrity of rGO sheets, we studied the reduction 
of GO films by M-fs laser, which had ultrahigh 
repetition rates and ultralow single pulse energy. 
The overlapping number of pulses was limited by 
the translational speed of the six-axis motion stage. 
High laser energy could arouse obvious ablation 
of GO films, which was not conducive to main-
tain its structural integrity. Meanwhile, low laser 
energy was insufficient for effective reduction. 
Therefore, after carefully studying the effect of 
laser energy and overlapping number of pulses on 
GO films, laser energy of ∼0.13 nJ, scanning speed 
of 2000 μm/s, and line interval of 5 μm (∼1.1 × 106 
overlapping number of pulses) were adopted for 
further study.

Figure  4b showed the comparision between 
M-rGO surfaces (silver gray area) and GO surfaces 
(dark area). Compared with K-rGO (Fig. 3), the 
reduction region in M-rGO could maintain intact. 
Furthermore, the reduction degree and efficiency 
by using M-fs laser were much higher than those 
by using K-fs laser. The content of oxygen atoms 
could decrease to ∼20.2%, and the content of C-C 
bond could increase to ∼63.1%. The accumula-
tion of maxi-multiple pulses with ultralow single 
pulse energy by using M-fs laser induced effective 
reduction of GO films without surface damage to 
M-rGO layers.

Based on the good reduction effect of M-fs laser 
on GO films, we further investigated the reduction 
effect of 2M-fs laser, which has not been studied 
previously. The same laser energy (∼0.13 nJ) was 
adopted for clearer comparison. As illustrated in 
Table  2, the content of oxygen atoms decreased 
gradually from ∼19.9% when Δt = 0 ps to ∼15.1% 
when Δt = 3 ps. Specifically, the proportion of C-C 
band increased from ∼63.9 to ∼70.1% (Fig.  5). 
Some residual OCGs were known to be advan-
tages for numerous electrochemical redox reactions 
because OCGs could aid electron transfer (Grif-
fiths et al. 2014). The morphologies of 2M-rGO 
with different delay times were almost the same as 
those of M-rGO with the same laser energy.

Raman spectra of GO and 2M-rGO with different 
delay times were analyzed to investigate the reduction 
effect of 2M-fs laser (Fig. 6). Raman spectra of GO 
films displayed obvious D and G peaks at ∼1350 and 
∼1591 cm−1, respectively. The D peak was induced by 
structural disorder, and the G peak was the in-plane 

Figure  3. SEM images of typical morphologies for 
K-rGO respectively under (a) 1, (b) 10 and (c) 100 pulses 
overlapping K-fs laser reduction.

Figure  4. SEM images of M-fs laser ablation of GO 
films. (a) M-rGO area with silver gray color; (b) compari-
son between M-rGO surface (left) and pristine GO sur-
face (right); (c) enlarged image of M-rGO surface. The 
laser energy was ∼0.13 nJ, corresponding to a measured 
laser power of ∼10 mW.

Table 2. The content of oxygen atoms in 2M-rGO sam-
ples with increasing delay times.

Delay time 0 ps 0.5 ps 1 ps 3 ps

Oxygen atoms 19.9% 19.7% 18.2% 15.1%

Figure  5. XPS spectra of 2M-rGO reduced by 2M-fs 
laser with delay time of (a) 0 ps and (b) 3 ps.
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vibration of the C atoms sp2 network (Kymakis et al. 
2013). GO displayed strong fluorescent background. 
The background fluorescence in the Raman spectra 
of 2M-rGO was significantly quenched (Senyuk et 
al. 2015), indicating effective reduction of GO. There 
was no significant shift of D and G bands or change 
of full width at half maximum of the G band among 
GO, 2M-rGO (Δt = 0 ps) and 2M-rGO (Δt = 3 ps). 
The ratio between D and G peak intensities (ID/IG) 
increased from 2.41 of pristine GO to 2.65 of 
2M-rGO (Δt = 0 ps), which indicated a slight increase 
of defects after reduction. After 2M-fs (Δt = 3 ps) 
laser reduction, the ID/IG ratio of 2.52 was smaller 
than that of 2M-rGO (Δt = 0 ps). The more effective 
removal of OCGs by using 2M-fs (Δt = 3 ps) laser 
was responsible for this phenomenon, as we verified 
by using XPS.

4 CONCLUSIONS

In summary, we studied fs laser reduction of GO 
films by using three laser processing approaches: 
(1) 1 KHz fs pulses, (2) 76 MHz fs pulses, and (3) 
76 MHz fs laser double-pulse trains. A direct and 
robust comparison for reduction effect of the three 
methods was performed. As characterized by XPS, 
SEM and Raman techniques, 76 MHz fs laser dou-
ble-pulse trains with delay time of 3 ps was the most 
effective reduction condition in our experiments, 
which could decrease the content of oxygen atoms 
from ∼33.3% to ∼15.1% and maintain the integrity 
of rGO films. In addition, the reduction efficiency of 
2M-fs laser was much higher than K-fs laser, dem-
onstrating its high-efficient and large-area reduction 
as well as patterning ability. This study opens up 
alternative routes for fs laser reduction of GO with 
superior reduction effect and none surface damage, 
indicating predictable widespread applications of fs 
laser pulse trains for processing GO materials.
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A nanoparticle-decorated silicon substrate for SERS via circularly 
polarized laser one-step irradiation
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Beijing, P.R. China

ABSTRACT: A simple and efficient approach to obtain nanostructured silicon substrates that are 
uniformly decorated with silver nanoparticles for surface enhanced Raman scattering by using circu-
larly polarized femtosecond laser one-step irradiation in water is reported. The silver nanoparticles are 
produced by femtosecond laser photoreduction, with a diameter of 40–80 nm in the majority, thereby 
accounting for 75.6% and the mean diameter is around 66 nm. The irradiated surfaces exhibit excellent 
SERS performances with a maximum enhancement factor of up to 7.69 × 107 when Rhodamine 6G is 
used as the probe molecule, which presents a huge potential for trace detection. The nanostructured silicon 
surfaces decorated with silver nanoparticles can confine and enhance the Raman excitation laser through 
localized surface plasmon resonance, which played a determined role in such signal enhancement.

roughened surface for SERS via linearly polar-
ized fs laser have been fully studied, which exhibit 
a good SERS performance (Lin et al. 2009, Yang 
et  al. 2015). However, to the best of our knowl-
edge, the circularly polarized fs laser that is used to 
fabricate the SERS-active substrate has not been 
reported by far. And as we know, the morpholo-
gies and properties of the surface that is fabricated 
by using circularly polarized laser will be definitely 
different from that fabricated by using linearly 
polarized laser (Yasumaru et al. 2003, Varlamova 
et al. 2006, Huang et al. 2008, Zhu et al. 2006).

In this study, we present a one-step method 
for fabrication of silver nanoparticles decorated 
on the structured silicon surface by using circu-
larly polarized fs laser irradiation in silver nitrate 
solution (AgNO3) and demonstrate its ability for 
SERS for the first time. The silver nanoparticles 
are uniformly formed on the nanostructured sili-
con surface with a mean diameter of 66 nm, which 
is suitable for exciting localized surface plasmon 
at the visible light range for related applications. 
When compared to the multi-step approaches, the 
one-step approach we proposed to obtain the sil-
ver nanoparticle-covered SERS-active substrates is 
much more simple and efficient.

2 EXPERIMENTAL SETUP

The fs laser processing system consists of a Spectra 
Physics Spitfire regenerative amplifier (800 nm, 35 
fs, 1 KHz), a computer-controlled six-axis motion 

1 INTRODUCTION

In 1974, Fleischmann et  al. (1974) acquired the 
Raman spectra of the monolayer pyridine for the 
first time by using a roughened silver electrode. 
Since then, Surface Enhanced Raman Scattering 
(SERS) has been widely researched for several dec-
ades (Jeanmaire et al. 1977, Ding et al. 2016, Wei H & 
Xu H 2013). The following two primary mecha-
nisms are established to explain the enhanced 
Raman scattering: electromagnetic theory and 
chemical theory. In terms of electromagnetic the-
ory, the localized surface plasmon resonance is 
regarded as the main reason for enhanced Raman 
scattering. In terms of chemical theory, the charge 
transfer between the chemisorbed species and 
the metal surface play a significant role in signal 
enhancement (Cialla et  al. 2011). In this work, a 
roughened silicon surface covered with silver nan-
oparticles is investigated to enhance the Raman 
scattering primarily via the electromagnetic 
mechanism.

Nanostructures enhance the scattering signals 
via increasing the surface roughness and facilitat-
ing the generation of “hot spots”, which usually 
exist between the adjacent noble metal nanopar-
ticles and could greatly enhance the electromag-
netic field around them. Femtosecond (fs) laser 
direct writing has been proven to be an efficient 
approach to acquire such nanostructures for SERS 
(Yang et  al. 2014, Jiang et  al. 2012, Zhang et  al. 
2013, Diebold et al. 2009). In our previous study, 
the nanoripple-roughened surface and nanopillar-
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stage, and a Charge-Coupled Device (CCD) cam-
era. The Gaussian profile laser focused by using 
a plano-convex lens (f  =  100  mm) was incident 
normally to the sample surface with a focus diam-
eter (1/e2) of 31.6  μm. A quarter-wave plate was 
applied to obtain a circularly polarized laser. The 
morphologies were characterized by using a Scan-
ning Electron Microscope (SEM) and the surface 
components were analyzed by using energy disper-
sive X-ray spectroscopy. The Raman spectra were 
recorded with a Renishaw Raman microscope by 
using a 50× objective, and the maximum exciting 
power was 6 mW.

Silicon wafers (111) were cleaned in an ultrasonic 
bath with acetone for 15 min, rinsed with distilled 
water for 1 min, and then air-dried at room tem-
perature. The cleaned silicon wafers were fixed in 
the bottom of a cuvette (25 mm × 25 mm × 30 mm) 
and submerged in a liquid. The height of the liquid 
layer was about 5 mm. Two silicon samples were 
raster-scanned in water and silver nitrate solu-
tion with circularly polarized laser, respectively. 
For comparison, two additional silicon samples 
were prepared. One was raster-scanned in air with 
circularly polarized laser and another was raster 
scanned in water with linearly polarized laser. The 
adjacent distance and the scan speed were 6  μm 
and 40 μm/s, respectively. The dimension of fabri-
cation areas was 100 μm × 100 μm.

3 RESULTS AND DISCUSSION

Figure  1  shows the morphologies of the silicon 
samples that were obtained under different pro-
cessing conditions. With circularly polarized laser 
irradiating in water at a lower laser energy level 
(E = 0.3 μJ), nanoparticles are uniformly formed 
on the silicon surface (Fig. 1a), which is very dif-
ferent from the high spatial frequency LIPSS 
(HSFL) structures (mean period of 120 nm) that 
are obtained with linearly polarized laser (Fig. 1d). 
The nanoparticles are distributed on the silicon 
surface tightly and uniformly with a mean diam-
eter below 100  nm, which reveals a potential for 
high sensitive SERS. However, when the laser 
energy increases to 0.6  μJ, nanoparticle-covered 
microholes appear (Fig.  1b). The mean diameter 
of these nanoparticles (covered on microholes) is 
around 150 nm and the nanoparticles are distrib-
uted unevenly. When the silicon is irradiated in air 
with circularly polarized fs laser at a laser energy 
of 0.6  μJ, distorted microstructures covered by 
floccules are obtained (Fig. 1c).

To demonstrate the ability of the nanoparticle 
morphology for SERS, we irradiated the silicon 
sample in 0.01 M AgNO3 solution with circularly 
polarized fs laser. As shown in Figure  2a, the 

nanostructures are covered by using silver, which 
is acquired due to photoreduction. Besides, silver 
nanoparticles are also observed, which create “hot 
spots” and cause enhanced Raman scattering. In 
fact, fs-laser-ablation-induced chemical reduction 
dominates the synthesis of silver nanoparticles. 
When an fs laser source irradiates the silicon sur-
face, silicon plasma plumes with high tempera-
ture and pressure are formed and cooled quickly 
to generate silicon nanoparticles. And then, the 
reactive silicon nanoparticles are easily oxidized, 
thereby contributing to the reduction of Ag (I) to 
Ag through the following process (Jiménez et  al. 
2010):

Si AgNO H O SiO
Ag H NO

( )NP + → ( )NPNN
+ ( )NP( ) H −NO

4 2A NO +AgNO
4 4Ag ( )NP + 4

3 2O HH2+OO 2OO
3OO  (1)

Figure  2b shows the components of the area 
1 in Figure 2a. The weight ratio of Ag is 4.98% and 
the atom ratio of Ag is 1.35%, which demonstrates 
that silver is reduced definitely.

The size of the nanostructures has a signifi-
cant effect on the SERS. And so, we analyzed the 
particle size distribution, as shown in Figure  3. 
The mean diameter of the silver nanoparticles is 
66 nm. And the number of particles with sizes of 
around 40–80 nm is high, thereby accounting for 
75.6% of the total number of particles, which is 
suitable for localized surface plasmon resonance 
at the visible light range (Kelly et  al. 2003). The 
interparticle spacing is almost below 100  nm. 

Figure 1. SEM images of the irradiated silicon surfaces 
by fs laser: (a) circularly polarized, in water, E = 0.3 μJ; 
(b) circularly polarized, in water, E = 0.6 μJ; (c) circularly 
polarized, in air, E = 0.6 μJ; and (d) linearly polarized, in 
water, E = 0.3 μJ. The scan speed is 40 μm/s. The insets 
are local enlarged pictures.
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All of these may contribute to the electromagnetic 
field enhancement.

Raman spectra of Rhodamine 6G molecules 
acquired from the SERS substrates, which covered 
silver nanoparticles, are shown in Figure 4. Four 
different spots of the substrates were detected. 
The samples were immersed in 10–6 M Rhodamine 
6G solution for 90 minutes in order to ensure that 
more Rhodamine 6G molecules are adsorbed on 
the roughened surface. Raman spectra of the four 
different spots are represented by using a red curve 
(for spot 1), blue curve (for spot 2), magenta curve 
(for spot 3), and green curve (for spot 4), respec-
tively. The lowest black curve represents the normal 
Raman spectra of 10–2 M Rhodamine 6G outside 
the processed region, and a weak Rhodamine 6G 
signal (almost a flat line) is seen. For SERS and 
normal Raman spectra, the exciting laser powers 
of the Raman spectrometer were 0.03  mW and 
6 mW; and the accumulating times were 10 s and 
20  s, respectively. The Enhancement Factor (EF) 
was evaluated by Baia et al. 2006:

EF
I
N

I
N

surfI

surfN
voII l

voNN l

=  (2)

where Ivol and Isurf are the normal Raman and SERS 
intensities in the unit of mW−1 s−1; and Nvol and 
Nsurf represent the number of molecules detected in 
the reference sample and on the SERS-active sub-
strate, respectively. The accumulating Nvol and Nsurf 
were estimated by using the solution concentration 
method. Table 1 presents the calculated EFs of the 
four different spots at the Raman peaks of Rhoda-
mine 6G. The Raman scattering is magnified up to 
107 and the highest EF is 7.69 × 107, which occurs 
at the Raman peak 1360 cm−1 in the fourth spot. 

Figure 2. Silicon sample that is obtained by using cir-
cularly polarized fs laser irradiating in 0.01  M AgNO3 
solution: (a) SEM image of the silicon surface; (b) EDX 
spectrum of the area 1 in (a).

Figure  3. Size distribution of the silver nanoparticles 
fabricated by using circularly polarized fs laser.

Figure 4. SERS spectra of different spots on the silver 
nanoparticle-covered substrate.
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Our experiments results demonstrate that the nan-
oparticle-decorated substrates that are fabricated 
by using circularly polarized fs laser have a great 
potential for high-sensitive SERS.

4 CONCLUSIONS

In summary, disparate surface nanostructures on 
the silicon surface have been obtained by using cir-
cularly polarized fs laser one-step irradiation in the 
water/AgNO3 solution. For the first time, uniformly 
distributed Ag-coated nanoparticles are fabricated 
on the silicon surface, and the mean diameter of the 
nanoparticles is below 100 nm, which are quite dif-
ferent from the LIPSS structures that are obtained 
by using linearly polarized fs laser. Therein, fs-
laser-ablation-induced chemical reduction of silver 
ions and structuring silicon synchronously play a 
determined role in such hybrid structures’ forma-
tion. The unique structures exhibit excellent SERS 
performance such that the maximum enhance-
ment factor is up to 7.69 × 107 when Rhodamine 
6G is used as the probe molecule, which presents 
a great potential for trace detection and sensing 
applications.
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An experimental study on rotation ultrasound-assisted drilling for 
high-strength engineering of mechanical connection components
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ABSTRACT: To solve the serious wear problem of the drill tool in the drilling process of high-strength 
engineering of mechanical components with carbon fiber-reinforced composite material, in the conven-
tional drilling and rotary ultrasound-assisted drilling tests have been conducted. The effects to the drilling 
tool’s wear of both guide hole and rotary ultrasonic vibration-assisted drilling, and the axial force and 
drill torque of the work piece are studied. It is shown in the results that, with an increase in the drilling 
hole, the wear rate and axial force of the drill tool are increased. The guide hole can be added to effec-
tively reduce the drilling axial force. Rotary ultrasonic vibration-assisted drilling effectively reduces the 
wear rate, the axial force, and torque of the drill tool. These tests can provide an important preference for 
researching the high-strength engineering mechanical connectors and carbon fiber-reinforced composite 
material drilling and drilling tool-processing characteristics.

force during processing and can increase the use 
life of cutting tools and improve the accuracy of 
drilling holes. Pei Z J (2005) studied the influence 
of rotary ultrasonic machining on the character-
istics of brittle materials. Wang Jinming (2006) 
studied the three kinds of super-hard material on 
the different carbon fiber-milling tools to obtain a 
good performance in processing.

In this paper, the high-strength engineering of 
mechanical connection components of the carbon 
fiber-reinforced composite material has been stud-
ied in Dalian Shenglong Machinery Co., Ltd and 
our university. The experimental method has been 
used to analyze the effect of guide hole and rotary 
ultrasonic vibration on high-strength engineer-
ing of mechanical connection components. The 
experiment can show the axial force and torque 
of the work piece during the drilling process. The 
experiment can provide the theoretical guidance 
for processing of high-strength engineering of 
mechanical connection components and the car-
bon fiber-reinforced materials, and it also plays a 
positive promotion for the special processing of 
composite materials.

2 DRILLING TEST

2.1 Test equipment

The main test equipment for ultrasonic-assisted drill-
ing is the Ultrasonic 65 device in the WMG high-
tech equipment machining center. The other test 
equipment includes the YE5850 charge amplifier, 

1 INTRODUCTION

The carbon fiber-reinforced composite material 
has the advantages of light weight, high strength, 
high temperature resistance, corrosion resistance, 
good fatigue resistance, and good anti-vibration 
performance and mechanical properties. It has 
been widely used in military, aerospace, engineering 
machinery, automotive, and other fields (Xun Liu, 
2016 & Liu Yang, 2015). With an increase in the 
high strength and good performance requirements 
on the connection components of engineering 
machinery, the new composite difficulty process-
ing materials has been widely used in high-strength 
connection components of engineering machinery 
(Ren Shunan, 2013 & Jinyang Xu, 2016). Because 
the carbon fiber material has a unique high hard-
ness and high strength, which make it more diffi-
cult to process, the carbon fiber material has the 
performance characteristics of long heating time, 
long processing time, strong axial force and big 
torque, and easy to cause tool wear (Julian M, 
2015 & Shivraman Thapliyal, 2016). The wear 
of the drilling tool will lead to problems such as 
tearing, fluffing, roughness, and delamination in 
hole-drilling. At the same time, the drill tool will 
be scrapped too quickly, the efficiency will be low, 
and the economic cost will be high (Jun Cheng, 
2015). In view of these problems, many schol-
ars put forward the ultrasonic vibration-assisted 
method to process the material, and some scholars 
have carried out the corresponding experimental 
study. Jing Liu (2012) believes that the effect of 
RUEM can be beneficial to improve the cutting 
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A/D converter, and computer. The measurement 
equipments of the drilling tool’s wear include the 
stereomicroscope, the image scale software called 
Image Measure, and the JEOLJSM-6380 LV scan-
ning electron microscope.

The ultrasonic driver is mounted on the drill tool 
holder and it generates a certain frequency of ultra-
sonic vibration through the piezoelectric effect (see 
Figure 1). The ultrasonic vibrator is installed in the 
tool feed direction. In this test, the vibration fre-
quency and amplitude of the ultrasonic vibrator are 
determined by using the tool. Once the tool is fixed 
on the holder, the vibration frequency and ampli-
tude of the tool system are fixed. In the application 
of ultrasonic vibration, the vibration frequency and 
amplitude will change correspondingly in different 
drilling processes, and different drilling processes 
will lead to different surface qualities finally.

2.2 Test materials and methods

The drilling test material is the isotropic, epoxy 
resin-based, carbon fiber-reinforced composite 
material; the volume fraction of the carbon fiber 
is 65%, and the material properties are given in 
Table 1. The work piece is a connection plate of 
the carbon fiber-reinforced composite material in 
the high-strength engineering machinery.

In order to obtain the variation of wear charac-
teristics of the drill tool and the axial drilling force 
under different conditions, the 1.5  mm diameter 
guide hole is drilled uniformly on the carbon fiber-
reinforced composite work piece, and the main 
purpose of the guide hole is to reduce the axial 
thrust in twist drilling. Similarly, in order to test 
the impact of the guide hole on the cutting edge, 
and ensure the integrity of the test, the same test 
has been conducted with no guide hole.

During the test, the cutting speed is set at 150 m/
min and the feed rate is 0.06  mm/rev, and the 

conventional drilling and rotary ultrasonic-assisted 
drilling tests are carried out, respectively. The work 
piece numbers are 1#–10# in the drilling process; 
when all the hole-drilling processes are completed, a 
new drill is exchanged for conducting the same drill-
ing processes. An average of five trials is taken for 
the test results to obtain the final calculated value. 
The parameters of the rotational ultrasonic-assisted 
drilling test are respectively given in Tables 2 and 3.

3 TEST RESULTS

3.1 Drilling tool wear

In order to compare the wear effect of the drill 
tool and wear region, the drill tool is captured by 
using a ZEISS Axiocam micro-camera. The abra-
sion area and the wear region are calculated with 
Matlab.

With an increase in the number of holes in the 
drilling process, the wear area of the drill tool’s flank 
surface is increased (see Figure  2). For example, 
in the traditional without guide hole drilling pro-
cess, the 1# hole wear area is 0.2 mm2; when the all 
10 holes are completed, the wear area of the 10# hole 
is increased to 1.6 mm2. However, the tool wear area 
is 1.19 mm2 in the rotary ultrasonic-assisted drilling 
without guide holes process. In the traditional drill-
ing process, the tool wear area is 1.61 mm2.

When compared to traditional drilling, the edge 
wear of the drilling tool has been greatly improved 
in the rotary ultrasonic-assisted drilling process. 
When all the 10 holes’ drilling processes are com-
pleted, the wear of the drilling tool’s cutting edge 
in rotary ultrasonic-assisted drilling is 0.031 mm2, 
while the same wear in traditional drilling is 
0.058 mm2 (see Figure 3).

Figure  1. Picture of the test parts and major test 
equipment.

Table  1. Mechanical properties of carbon fiber-rein-
forced composites.

Setting
Tensile 
strength/MPa

Tensile 
modulus/GPa

Density/
g.cm−3)

Value 4300 145 1.44

Table 2. List of drilling bit tools.

Drill bit Material Coat Diameter/mm

Guide hole 
drilling

Carbide alloy TiAlN 1.5

Concentric 
main hole 
drilling

High speed steel TiN 6

Table 3. Vibration parameters of the rotational ultra-
sonic-assisted drilling process.

Vibration 
parameters

No 
hole-A

No 
hole-B Hole-A Hole-B

Frequency/Hz 40360 40030 40130 39980
Peak-to-peak 

amplitude/um
5.4 4.8 5.3 4.4
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The conventional drilling and the rotary ultra-
sonic-assisted drilling are conducted under the 
without guide hole condition. After all the 10 holes’ 
drilling processes are competed, the wear area of 
the drill tool is observed by using Scanning Elec-
tron Microscopy (SEM). The cutting edge wear 
of the drilling tool in the traditional drilling process 
is more severe, while under the same conditions of 
rotary ultrasonic-assisted drilling, the cutting edge 
wear of the drilling tool is less (see Figure 4).

3.2 Axial force

The axial force of the drill tool under different con-
ditions are measured and stored by using the Kis-
tler dynamometer with the test instrument. With 
an increase in the number of drilling holes, the drill 
tool’s axial force increases. The drill tool’s axial force 
in the traditional drilling process is different for dif-
ferent holes. For example, the axial force in hole 1# 
is 49 N, while the axial force in hole 10# is increased 

to 721 N (see Figure 5). The axial forces are almost 
the same under the with guide hole condition in the 
conventional drilling and rotary ultrasonic-assisted 
drilling process. The magnitude of the axial force 
is obviously higher in the traditional drilling tool 
than that in the rotary ultrasonic auxiliary drilling 
under the no guide hole condition. The axial force 
in the traditional drilling process is 874 N, while the 
magnitude of the axial force in the rotary ultrasonic-
assisted drilling process is only 550  N. Under the 
with guide hole condition, the ultrasonic vibration 
in the axial direction is useless; the vibration cannot 
effectively reduce the drill tool’s axial force. Under 
the no guide hole condition, the ultrasonic vibration 
can lead to reduction in the magnitude of the drilling 
tool’s axial force, the ultrasonic vibration can reduce 
drill tool wear and increase the drill tool’s service life.

3.3 Torque

The drill torque can be greatly fluctuated in the drill-
ing process, with an increase in the number of drill-
ing holes. The torque has an increasing tendency 
(see Figure 6). The drill torque is less in the rotary 
ultrasonic vibration-assisted drilling process than 
that under the other conditions (the drill torque in 
the 1# hole is only 28.2 N.cm, while the drill torque 
in the conventional drilling process is 37 N.cm). The 
drill torque of the 10# hole in the ultrasonic drilling 
process is 36.5 N.cm, while the drill torque in the 
traditional drilling process is 41.4 N.cm.

Figure 2. Graph showing the tool flank wear.

Figure 3. Graph showing the tool’s cutting edge wear.

Figure 4. SEM images showing the tool wear.

Figure  6. Graph showing the torque changes in the 
drilling process.

Figure 5. Graph showing the drilling tool’s axial force 
distribution in the drilling process.
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4 CONCLUSIONS

In order to reduce the magnitude of the drilling 
axial force, the ultrasonic vibration-assisted drill-
ing process combined with the pre-processed guide 
hole has been used to study the high-strength engi-
neering of machinery connection components of 
the carbon fiber-reinforced composite material. 
It is shown in the results that the wear rate of the 
drilling tool increased with an increase in the num-
ber of drill holes; the ultrasonic vibration-assisted 
drilling process can effectively improve the drilling 
tool’s wear. The magnitude of the drilling tool’s 
axial force in the ultrasonic-assisted drilling pro-
cess is less than that of the traditional drilling 
process.
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ABSTRACT: In this work, the PbO nanosheet-based thin film was synthesized directly on the indium 
tin oxide-coated polyethylene terephthalate substrate through the electrodeposition method. The mor-
phology and composition of the products were characterized systematically. The nanosheet-based film 
was used as as building block to fabricate flexible, All-Solid-State (ASS) SuperCapacitors (SCs) by using 
the PVA/H3PO4 gel as the solid electrolyte. Cyclic Voltammetry (CV), galvanostatic charge–discharge, 
and electrochemical impedance spectroscopy were carried out to study the electrochemical performance 
of PbO-based ASS thin film SCs. The results demonstrated that the device deposited at −0.7 V (vs. SCE) 
exhibited an areal capacitance of 173 μF cm−2 at 2.0 μA cm−2, which suggested its potential application as 
an electrode-active material for SCs.

between the nanosheets. The nanosheets-based 
film was used to fabricate ASS SCs by using the 
PVA/H3PO4 gel as the solid electrolyte. Since 
the configuration avoids the stocking of PbO 
nanosheets and fully utilizes the surfaces and edges 
for the Faradaic redox reaction, the PbO-based 
ASS thin film SCs exhibit an improved electro-
chemical performance with a high areal capaci-
tance of 173 μF cm−2 at 2.0 μA cm−2.

2 EXPERIMENTAL SECTION

2.1 Synthesis of PbO-based thin film

Electrodeposition was performed by using an elec-
trochemical workstation (Kest Wuhan CS300) in 
a conventional three-electrode mode with a plati-
num electrode as the counter electrode, a Saturated 
Calomel Electrode (SCE) as the reference electrode 
and a piece of ITO-coated PET film (1.0 × 2.0 cm2) 
as the working electrode. For the deposition of 
PbO nanostructures, the electrolyte used was an 
aqueous solution of 5 mM Pb(CH3COO)2, 5 mM 
EDTANa (EthyleneDiamine TetraAcetic acid 
disodium salt), and 0.1  M KCl. The pH value 
was adjusted to 3 with 0.2  M HCl. Electrodepo-
sition was carried out under potentiostatic condi-
tions with the electrolyte temperature being kept 
at 60ºC. After deposition, the working electrodes 
were rinsed in distilled water several times and 
dried naturally in the atmosphere.

1 INTRODUCTION

Lead oxide is one kind of semiconductor with a 
direct band gap energy of ~1.9 eV that has impor-
tant applications in storage batteries, glass indus-
try, and pigments (Shi et al. 2008, Li et al. 2012). 
PbO nanoparticles had been used as electrode 
materials for the valve-regulated lead acid battery 
and had shown improved electrochemical perfor-
mances, such as excellent discharge capacity and 
prolonged cyclic life (Wang et al. 2001). The results 
implied that nanosized PbO would be advanta-
geous as electrode materials in designing high per-
formance SCs. So far, various PbO nanostructures, 
such as nanoplates, nanostars, nanorods (Ghasemi 
et al. 2008) and nanotubes (Behnoudnia et al. 2012) 
had been synthesized by using thermal deposition 
(Behnoudnia et al. 2012), laser-assisted deposition 
(Tuncheva & Baleva 1995), solvothermal route 
(Gao et al. 2013), sonochemical (Sadeghzadeh 
et al. 2009), and hydrothermal methods (Wang 
et al. 2013). However, most of these techniques are 
complex, expensive, and time-consuming, which 
are against its application in SCs.

In this paper, we report the synthesis of PbO 
nanostructures by using the simply electrodeposi-
tion method and its application as active materials 
to build ASS thin film SCs. The detailed synthetic 
procedure is shown in the Experimental section. 
The results show that the PbO nanosheets depos-
ited at a potential of −0.7 V were almost vertical 
to the substrate and formed large open channels 
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2.2 Fabrication and electrochemical 
measurements of ASS thin film SCs

ASS thin film SCs were fabricated by stacking two 
identical PbO thin films adhered with PVA/H3PO4 
gel electrolyte. Firstly, two pieces of electrodes were 
painted with PVA/H3PO4 gel electrolyte in order to 
form a thin layer of the electrolyte and were then 
dried for 24 h at room temperature to remove the 
redundant water. Secondly, the electrodes were 
painted with the gel again. After that, the two elec-
trodes were sandwiched with a piece of cellulose 
membrane to form the ASS thin film SC device. 
Furthermore, the fabricated device was pressed 
under definite pressure for 5 min to enhance the 
interfacial contact of the gel electrolyte with PbO 
electrodes. The device was dried for another 24 h 
at room temperature to obtain the ASS thin film 
SC. The Cyclic Voltammetry (CV), galvanostatic 
charge–discharge and Electrochemical Impedance 
Spectroscopy (EIS) properties of prepared devices 
were evaluated by using a CHI 660D Electrochem-
ical Workstation (Chenhua Co. Shanghai).

The PVA/H3PO4 gel electrolyte was prepared as 
follows (Ma et al. 2014): 6 g of H3PO4 was added 
to 60 mL of deionized water, and then 6 g of PVA 
powder was added. The whole mixture was heated 
to 85ºC under stirring until the solution became 
clear.

3 RESULTS AND DISCUSSION

3.1 XRD results

The XRD patterns of the deposited thin film are 
shown in Figure 1. At −0.7 V (vs. SCE), the phase 
of the samples is very complicated, the weak peaks 
are located at 24.707º, 26.602º, and 35.352º corre-
sponding to the tetragonal phase of α-PbO⋅H2O 
(JCPDS No.77-1895), the strong reflections are 
located at 29.082º, 30.309º, and 35.948º thereby 
confirming the orthorhombic phase of β-PbO 
(JCPDS No.77-1971 and JCPDS No.78-1663), 
respectively. The main reason for multi-phase coex-
istences in one sample is that the lattice constant 
of different phase-structured PbO is little different. 
Small changes of the micro-environment (small 
changes of the electrolyte concentration near the 
surface of the deposits or the temperature of the 
electrolyte) would change the atomic distances and 
formed the second phase during electrodeposi-
tion. The phenomenon is very common during the 
electrodeposition process (Didier et al. 2014). At 
−0.8 V (vs. SCE), a new peak appeared at 31.305º, 
which corresponds to (111) of metallic Pb. While 
decreasing the deposition potential to −0.9 V (vs. 
SCE) or −1.0  V (vs. SCE), all diffraction peaks 
at 31.305º, 36.266º, 52.228º, 62.119º, and 65.236º 

matched well with the cubic Pb (JCPDS card no. 
04-0686). The results show that −0.7 V (vs. SCE) 
is the optimal deposition voltage for the formation 
of PbO nanostructures.

3.2 Surface morphology

Generally, the deposition potential is the most 
important parameter in the composition and 
morphology of electrodeposited nanostructures. 
In order to investigate the morphology evolution 
along with the electrodeposition potentials, SEM 
images of the samples are obtained. SEM images 
of the samples obtained at different voltages show 
drastic change in their morphologies, as shown 
in Figure 2. At −0.7 V (vs. SCE) (Figure 2a), the 
as-prepared products are nanosheets, and most 
of the nanosheets are perpendicular to the sub-
strates with an edge length of about 10 μm. When 
decreasing the deposition potential to −0.8 V (vs. 
SCE) (Figure 2b), some nanowires with diameters 
of about several hundred nanometers are laid flatly 
on the substrate, and mixed with some Pb octahe-
dron nanoparticles (proved by XRD results). While 
decreasing the deposition potential to −0.9 V (vs. 
SCE) or −1.0  V (vs. SCE) (Figure  2c and d), the 
products present sparsely distributed nanosheets; 
meanwhile, a layer of compact Pb nanoparticles 
appeared under the PbO nanosheets, which is con-
sistent with XRD results. To optimize the ASS thin 
film SCs device properties, all PbO nanosheets thin 
films were synthesized under the deposition poten-
tial of −0.7 V (vs. SCE). Based on previous reported 
results, the vertically aligned PbO nanosheets film 
configuration is beneficial for fabricating the ASS 
SCs device for several reasons: 1) the vertically 
oriented nanosheet-based film formed large open 
channels between the nanosheets; the configura-

Figure 1. XRD patterns of the samples at different elec-
trodeposition voltages: −0.7 V (vs. SCE); −0.8 V (vs. SCE); 
−0.9 V (vs. SCE); and −1.0 V (vs. SCE), respectively.
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tion avoids the stocking of PbO nanosheets and 
fully utilizes the surfaces and edges for the Faradaic 
redox reaction. 2) The solid electrolyte contacted 
with all the surfaces of the nanosheets, which is 
beneficial for the electronic transport during the 
charge–discharge process, thereby enabling these 
to be directly used as electrode materials without 
adding carbon black and binder.

3.3 TEM and EDS

TEM was used to study the morphologies and 
microstructures of the sample deposited at 
−0.7 V (vs. SCE). Although the sample displayed 
a uniform nanosheet-based structure in the SEM 
image, it is clearly observed that the sample pre-
sents two different morphologies (nanorods and 
nanosheets), as shown in Figure  3a and b. The 
reason for this is that the amount of nanorods is 
much smaller than that of nanosheets, and these 
were interleaved among the nanosheet-based film. 
High Resolution (HR)-TEM was also performed 
to study PbO microstructures. Figure  3c shows 
the HR-TEM image of the nanorods and clear 
lattice fringes indicated its good crystallinity. The 
measured d-spacings are 0.31  nm, 0.31  nm, and 
0.28 nm as labeled on the image, which were cor-
responding to the (202), (103), and (220) planes of 
α-PbO⋅H2O. Figure 3d shows the HR-TEM images 
of the nanosheets, and the measured d-spacings 
are 0.29 nm and 0.49 nm, which matched well with 
the (111) and (001) planes of the orthorhombic 
phase of β-PbO (JCPDS No. 77-1971). The results 
illustrated that the nanosheets are β-PbO, while 
the nanorods are α-PbO. It is clear that the size of 
nanosheets is much bigger than that of nanorods 

from the SEM image in Figure 2a, and this may 
explain the diffraction intensity of β-PbO such 
that it is much stronger than that of α-PbO⋅H2O 
as shown in Figure  1. Furthermore, EDS was 
also performed to investigate PbO composition. 
The EDS spectra of the nanorod and nanosheet 
are shown in Figure 3e and f, respectively. All of 
these are composed of Pb and O elements (Cu and 
C signals are obtained from the supporting film). 
The quantitative EDS results show that the ratio of 
Pb:O is about 3:4 (Figure 3e) and 1:1 (Figure 3f), 
which are further evidence that the nanosheets are 
β-PbO while the nanorods are α-PbO, respectively.

3.4 Supercapacitive studies

ASS thin film SCs were fabricated by stacking two 
pieces of PbO nanosheet-based films adhered with 
PVA/H3PO4 gel electrolyte. The electrochemical 
properties of the devices were investigated system-
atically. Figure  4a shows CV curves of the ASS 
thin film SC device at scan rates of 5-200 mV s−1 
within a potential window of 0–0.5 V, which shows 
nearly rectangular shape without obvious redox 

Figure 2. SEM images of the samples electrodeposited 
at various deposition potentials: (a) −0.7 V (vs. SCE); (b) 
−0.8 V (vs. SCE); (c) −0.9 V (vs. SCE); and (d) −1.0 V 
(vs. SCE).

Figure 3. (a) and (b) TEM images of the sample depos-
ited at −0.7 V (vs. SCE); (c) and (d) HR-TEM images of 
the nanorod and nanosheet, respectively; (e) and (f) EDS 
spectra of the nanorod and nanosheet, respectively.
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peaks. With an increase in the scan rate, the scan 
current is increased; the feature reveals the ideal 
capacitive and fast charge–discharge behavior of 
PbO SCs. The CV curves maintained their origi-
nal shape and reversibility even at high scan rates, 
thereby suggesting excellent capacitive behavior 
of PbO SCs. Galvanostatic discharge curves of 
PbO nanosheet-based thin film ASS SC at various 

current densities are presented in Figure  4b; the 
barely IR drop during the discharge process indi-
cates the good capacitive and fast charge–discharge 
behavior of PbO SCs. Figure 4c shows the corre-
sponding areal capacitances; the calculated areal 
capacitances of the device are 370, 256, 210, 173, 
158, 138, and 122 μF cm−2 at 0.5, 1.0, 1.5, 2.0, 2.5, 
3.0, and 3.5 μA cm−2, respectively. Figure 5a shows 
five charge–discharge curves, the symmetry of the 
charge and discharge characteristics declare its 
excellent capacitive behavior, and the slope of the 

Figure 4. Electrochemical characterization of the PbO-
based all-solid state device: (a) CV curves of PbO-SC in a 
potential range of 0–0.5 V at scan rates of 5–200 mV s−1. 
(b) Galvanostatic discharge curves of PbO-SC at current 
densities of 0.5–3.5 μA cm−2. (c) Areal capacitance at dif-
ferent current densities.

Figure 5. Electrochemical characterization of the PbO-
based all-solid state device: (a) Five charge-discharge 
curves; (b) Nyquist plot of the PbO-SC; and (c) cycling 
performance at 2.0 μA cm−2.
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curves changing at a high cell voltage reveals the 
occurrence of the redox process. Figure 5b shows 
the Nyquist plots of PbO nanosheets-based SC 
ranging from 100 kHz to 0.01 Hz. The Nyquist plot 
consists of a flat base in high frequency regions 
and a linear shape in low frequency regions. This 
plot features a high phase-angle (exceeding 45º) 
impedance plot, thereby indicating a fast ion trans-
fer behavior in PbO nanosheets (Liu et al. 2010).

Excellent working stability under thousands of 
cycles is expected for SCs in practical applications. 
Further studies on the cycling stability of the PbO 
nanosheets-based SCs were performed by using the 
galvanostatic charge–discharge technique at a cur-
rent density of 2.0  μA  cm−2. Figure  5c shows the 
areal capacitance as a function of the cycle number, 
the areal capacitance increased during the initial 150 
cycles, which is attributed to the gradual increase 
of the electrochemically active surface area. After 
150 cycles, the capacitance decreases gradually and 
tends to stabilization. The PbO SCs exhibit capaci-
tance retention with 94 μF cm−2 after 1000 cycles, 
which maintains only 50.8% of the initial value. 
The PbO SCs has an unsatisfactory cycling stability 
performance. The problem may be that the stability 
of the reversible electron transfer process between 
PVA/H3PO4 and PbO is not good enough.

4 CONCLUSIONS

In summary, we demonstrated a facile electrodepo-
sition method for the synthesis of PbO nanosheet-
based thin film directly on the ITO-coated PET 
substrate. Through a series of structural charac-
terizations, it is confirmed that the sample depos-
ited at −0.7 V (vs. SCE) mainly has the phase of 
β-PbO nanosheets. ASS thin film SCs were fabri-
cated by using two identical PbO thin films as the 
working electrode materials and PVA/H3PO4 gel 
as the solid electrolyte. The PbO nanosheet-based 
thin film SC device exhibited an areal capacitance 
of 173 μF cm−2 at 2.0 μA cm−2. The good electro-
chemical properties of the PbO nanosheet-based 
thin film SC device are attributed to its vertically 
aligned configuration, which formed large open 
channels between the nanosheets and avoided the 
stocking of PbO nanosheets and fully utilized the 
surfaces and edges for the Faradaic redox reaction. 

Although the long life stability of the device needs 
to be improved in the future, the vertically aligned 
design for electrode materials may provide a gen-
eral route for high-performance ASS SCs.
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ABSTRACT: In this study, a simple method is proposed to fabricate surface-enhanced Raman scat-
tering substrates on Cu surfaces by using the crossed femtosecond laser direct-writing technique. As the 
scanning speed increases, the nanostructured surfaces exhibit superhydrophobic properties with the con-
tact angle showing a generally rising tendency. With the speed of 2000 μm/s, we can acquire an area of 
2500 × 2500 μm2 in just 4 minutes at a static contact angle of 151°, which makes it a potential for large-
area fabrication. After being modified with Au nanoparticles, the Cu substrates display high SERS sensi-
tivity with an enhancement factor up to 3.60 × 109. Possible reasons for the high sensitive SERS involve: 
1) the Au nanoparticles with the size of 60 nm are uniformly distributed on the nanostructure-roughened 
Cu surfaces which induce strong localized surface plasmon resonance; and 2) due to the superhydropho-
bicity of the substrates, the detected molecules are confined into a small area, which makes the concentra-
tion increase equivalently.

of 2000  μm/s. Au nanoparticle colloids with the 
diameter of  60 nm are used to acquire “hot spots” 
on the roughened surfaces and strong Raman 
scattering signals are detected with an enhance-
ment factor of  3.60  ×  109, due to the combina-
tion of strong localized plasmon resonance and 
superhydrophobicity.

2 EXPERIMENTAL SETUP

A copper sample with a size of 10 mm × 10 mm 
× 1 mm is cleaned in an ultrasonic bath with 
acetone for 30  minutes and then rinsed by using 
deionized water. The cleaned Cu wafer is fixed on 
the six-axis motion stage. The fs laser is incident 
normally to the Cu surface and this is achieved 
by using a plano-convex lens (f  =  100  mm) with 
a spot size of ∼30 μm. The total power of the fs 
laser used to process is 100 mW. After processing, 
the morphologies of the processed Cu wafer are 
characterized by using Scanning Electron Micros-
copy (SEM) and its superhydrophobicity is meas-
ured by using an optical contact angle measuring 
device. And then, the nanostructured Cu sample is 
immersed in Au nanoparticle colloids for assem-
bly. Rhodamine 6G (R6G) with the concentra-
tion of 10−7 M is employed for the Raman signal 
detection. Raman spectra are obtained by using 
a Ramanscope (inVia, Reflex, Reinshaw) with an 
exciting power of 6 mW, a wavelength of 632.8 nm, 
and a 50 × objective.

1 INTRODUCTION

Superhydrophobic surfaces attract much atten-
tion, because of its practical applications such as 
self-cleaning (Ding et  al. 2011, Sas et  al. 2012), 
oil-water separation (Tai et  al. 2014, Singh A.K. 
& Singh J.K. 2016), and anticorrosion (Leon et al. 
2012, Shenton 2009). In the past few decades, 
many methods were successfully used to fabri-
cate superhydrophobic surfaces, such as chemi-
cal etching (And & Shen 2005, Luo et  al. 2011), 
spin coating (Xu et al. 2012), and laser fabrication 
(Baldacchini et  al. 2006). The superhydrophobic 
Surface-Enhanced Raman Scattering (SERS) sub-
strate is another important research field due to 
its ability of breaking through the detection limit 
by shrinking the aqueous solution to a small area. 
However, the fabrication of the superhydrophobic 
SERS substrate lacks controllability and consumes 
much time just as chemical etching would, which 
is not suitable for industrial applications. Femto-
Second (fs) laser surface nanotexturing has been 
proved to be an efficient and controllable technol-
ogy for fabricating various materials, which has a 
wide range of applications in modifying physico-
chemical properties of the surfaces.

In this study, we have obtained high sensitive 
SERS Cu substrates with superhydrophobicity by 
using fs laser one-step irradiation. As the scanning 
speed increases, the contact angles of  the rough-
ened Cu surfaces show an increasing tendency, 
thereby reaching up to 151° at a scanning speed 
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3 RESULTS AND DISCUSSION

The Cu sample is scanned line-by-line by using 
the laser in the horizontal direction (x direction) 
and then in the vertical direction (y direction). 
Figure 1 shows the typical SEM micrograph of the 
nanostructures formed on the Cu surface with a 
laser power of 100  mW. Figure  1a–d present the 
surface morphologies of Cu substrates, which are 
processed at different scanning speeds of 500 μm/s, 
900 μm/s, 1300 μm/s, and 2000 μm/s, respectively. 
After processing, tidy ravines appear on the Cu 
surface. In the case of low scanning speeds, large 
irregular microstructures are produced on the sur-
face. With an increase in the scanning speed, the 
depths of the ravine become shallow intuitively 
and a large number of nanoscale spherical protru-
sions are present on the surface.

The wettability of the processed Cu surface 
is measured by using static water contact angle 
measurement, as exhibited in Figure 2. The Con-
tact Angle (CA) for the roughened Cu shows a 
generally rising tendency with an increase in the 
scanning speed. When the scanning speeds are 
1300  μm/s and 2000  μm/s, the CAs of processed 
areas are beyond 150°, which reveals superhydro-
phobic properties. The apparent increasing of 
CAs can be ascribed to the increasing number of 
the nanoscale spherical protrusions, which pre-
vents the water droplet from penetrating into the 
surfaces, as is shown in Figure 3. It is consistent 
with the Cassie model (Guo et  al. 2007), which 
described that droplets are suspended across the 
large amount of protrusions and air is trapped 
between them, thereby resulting in a higher CAs.

Figure  1. Surface morphologies of the Cu substrates 
processed by using fs laser at different scanning speeds: (a) 
500 μm/s, (b) 900 μm/s, (c) 1300 μm/s, and (d) 2000 μm/s.

Figure 2. CAs of the laser-processed areas on the Cu 
substrate at different scanning speeds.

Figure  3. Enlarged surface morphologies of the Cu 
substrate processed by using fs laser at different scanning 
speeds: (a) 500 μm/s and (b) 2000 μm/s.
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It was confirmed that noble metal nanoparticles, 
such as gold, silver, and copper, can exhibit local-
ized Surface Plasmon Resonance (SPR), which 
produces strong extinction and scattering spec-
tra for SERS enhancement (Haynes et  al. 2005, 
Kneipp et  al. 2006). And then, a simple method 
that requires no additional equipment is used to 
obtain the SERS substrate. We chose the sub-
strate that was obtained at the scanning speed of 
2000 μm /s as the sample, thereby looking forward 
to enhancing the Raman signal via superhydro-
phobic properties. The Cu substrate was decorated 
with Au nanoparticles by immersing the sample in 
Au nanoparticle colloids for 2 hours to enable the 
self-assembly of Au nanoparticles on the rough-
ened Cu surface. The Au nanoparticles with the 
diameter of 60 nm adhere on the nanostructures, 
which cause “hot spots”, as shown in Figure  4. 
Some studies have indicated that the nanogaps 

between nanoparticles play an important role in 
SERS enhancement (Tong & Käll 2014). As shown 
in Figure  4b, the nanogaps of Au nanoparticles 
are small enough to exhibit high localized plasmon 
resonance. Consequently, the proper diameter of 
the nanoparticles and the small nanogaps between 
the Au nanoparticles give rise to strong electro-
magnetic field enhancements, thereby leading to a 
high enhancement factor.

A droplet of R6G solution is added to the Au 
nanoparticles-decorated superhydrophobic Cu 
surface and natural evaporation is allowed to occur. 
The concentration of the R6G is 10−7 M. After sol-
vent evaporation, the droplet is limited to a small 
area on the surface of the Cu substrate, which 
equivalently increases the concentration of R6G. 
Raman spectra of R6G molecules obtained from 
the Cu-nanotextured substrate decorated with Au 
nanoparticles are shown in Figure 5. Three spots 
were randomly selected in the area where R6G 
shrinks and evaporates. The purple curve of spot 1 
shows the highest enhancement. The black curve 
represents the measured SERS spectra of 10−2 M 
R6G in the plain Cu surface. Obviously, the Cu 
substrates fabricated by fs laser and then modified 
by Au nanoparticles exhibit strong Raman signal 
intensity.

For obtaining Raman spectra in the fabricated 
regions and normal Raman spectra in the plain 
Cu surface, the Raman spectrometer laser powers 
were 0.6 mW and 6 mW; and the accumulated time 
was 10 s. The SERS EFs can be evaluated by the 
following equation (Hamad et al. 2014):

EF = I
N

I
N

SERS

SERS

Raman

Raman

 (1)

where ISERS is the Raman signal intensity of a Cu 
substrate at 10−7 M R6G, NSERS is the number of 

Figure 4. SEM pictures of the Cu substrate modified 
with Au nanoparticles. The local enlarged picture is 
shown in (b).

Figure 5. SERS spectra of Cu substrates with 10−7 M 
R6G.
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molecules detected in the Cu SERS substrate at 
10−7 M R6G, IRaman is the normal Raman signal 
intensity of a plain Cu surface at 10−2 M R6G, and 
NRaman is the number of molecules detected in the 
plain Cu surface at 10−2 M R6G. The highest EF, 
3.60 × 109, occurs at Raman peak 1510 cm−1 of the 
spot 1, which is very promising for detecting a sin-
gle molecule (Lim et al. 2011, Zheng et al. 2015) 
and demonstrates high sensitivity.

4 CONCLUSIONS

In summary, superhydrophobic SERS substrates 
have been fabricated in one step by fs laser irra-
diation in open air. The maximum static Contact 
Angle (CA) of the processed Cu substrate can 
reach up to 151°, which demonstrates superhy-
drophobic properties. With Au nanoparticle deco-
ration, the nanotextured Cu substrate presents a 
strong potential for SERS with an enhancement 
factor of 3.60 × 109, when R6G is used as detec-
tion molecules. The superhydrophobic Cu surface 
confines the R6G droplet into a small area, which 
increases the concentration equivalently. And the 
uniformly distributed 60 nm Au nanoparticles with 
small nanogaps cause enough “hot spots”, which 
can excite strong localized plasmon resonance, 
thereby resulting in electromagnetic enhance-
ment. Both of these contribute to the high inten-
sity of Raman scattering signals. In addition, the 
approach to fabricate the SERS substrate is simple 
and efficient (fabricate an area of 2500 × 2500 μm2 
in just 4 minutes), which shows its potential appli-
cation in industrial production.
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A study on the ship model resistance test and numerical simulation
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ABSTRACT: The ship resistance is a very important parameter, which can directly affect the perfor-
mance of the ship. In order to study the resistance of the ship, in this paper, a model S-175 is considered 
as a research object and combines theoretical analysis, numerical analysis, and test methods to study on it. 
A comprehensive test platform for the ship model has been built, and also carried out some related model 
tests. The resistance data of both CFD and experiments under different ship speeds have been obtained 
for comparison. The results show that the numerical calculated resistance data are closed to model exper-
iment results, which can satisfy the engineering applications of ship resistance prediction. Simulating 
the flow field around the hull-based on CFD shows that, with an increase in the Froude number, the wave 
resistance increases, and the bow and stern wave height also increase. However, the height increase of the 
stern wave is not obvious when compared with the bow. Under low speed conditions, the wave-making 
was not obvious. As the speed increased to a certain range, the stern creates the stern wake. And its base-
line will be stretched when the speed is increased.

the real condition of  the flow field around the 
ship and make contribution to the research of 
speed, which decreases the human and mate-
rial resources’ costs in experiments. It also has 
great reference value in the aspect of  optimiza-
tion design and type selection (Deng et al. 2013). 
And so, studying on the ship’s CFD method is 
essentially significant and meaningful (Xu 2012, 
Gao et al. 2014, Liu et al. 2001). At present, the 
numerical calculation method has been widely 
used in ship design and analytical calculation. 
There are three main numerical methods to sim-
ulate viscous flow: DNS (Piller et al. 2002, Wis-
sink 2003, Versteeg & Malalaseker 1995), LES, 
and RANS (Michelassi et  al. 2003, Stephane 
2003). With the development and rapid pro-
gress of  the modern computer technology, fluid 
researchers constantly create new and effective 
numerical methods to make it convenient for use. 
However, the ship structure is too complex to 
find out the real flow field around it; and so, the 
numerical simulation method can only solve the 
part of  problems. As a result, the three typical 
research methods of  ship resistance need to be 
combined to support each other.

Based on the theoretical research and aiming to 
achieve S-175 ship model resistance conditions, the 
vertical circulating tank experiment and numeri-
cal simulation research have been operated in 
this paper. The numerical simulation results were 
compared with the experimental results. In this 
paper, the gas and liquid distributions are also ana-

1 INTRODUCTION

The main performance parameters of  the ship 
include heavy resistance, buoyancy, stabil-
ity, maneuverability and speed, etc. (Yu 2009). 
Among these, the ship’s speed has a significant 
influence on the economy and utility, which also 
makes greater contribution to the maneuverability 
and operational capability of  the warship. Basi-
cally, the speed is mainly affected by ship resist-
ance. Hence, studies on the resistance of  ship 
sailing are always the research hot spot in the ship 
design field.

At present, there are three ways to discover 
the ship resistance: theoretical research method, 
ship model test method, and numerical simula-
tion method (Sheng & Liu 2014). The theoretical 
research method creates simple analysis, reason-
ing, and conclusion according to corresponding 
fluid mechanical knowledge and mathematical 
tool, and then the approximate ship’s resistance 
can be evaluated. However, only depending on 
the approximate resistance evaluation method 
and the empirical equation to forecast the ship’s 
resistance has no longer satisfied our request 
on accuracy. The ship model test method is the 
major and the most effective method in ship’s 
resistance forecasting (Sun et  al. 2003). How-
ever, it takes a lot of  time to make the ship model 
and easily produce error, which also costs a 
large number of  human and material resources. 
The numerical simulation method can reflect 
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lyzed and the free surface condition with different 
Froude numbers (different speeds) are explored in 
detail.

2 SHIP MODEL RESISTANCE TEST

2.1 Model preparation

The S-175  model with length between perpen-
diculars of 2 m is made of fiber glass reinforced 
plastics, which has some advantages such as light 
unit weight and non-deformation after long-term 
use. The main particulars of the ship are given in 
Table 1.

2.2 Model water tank test

The model test is performed at the vertical 
circulating tank in Hangzhou Dianzi Univer-
sity. The length, width, and depth of  the verti-
cal circulating tank are respectively 4000  mm, 
1500  mm and 1300  mm. The tank consists 
of  a barrel, rectifier, honeycomb, porous 
plate, propelling plant, AC variable frequency 
motor, X–Y working platform, electronic 
speed control system, electronic control cabi-
net, control panel, IPC, etc. The arrows in 
Figure 1 show the flow direction of  the tank.

The vertical circulating tank is adopted for 
resistance experiments with the velocity of flow in 

the range of 0.2–2.0 m/s, and the ship model size is 
in the range of 1.5–2.5 m. Merchant ship and fish-
ing boat are used as the experiment objects.

2.3 Resistance experiment and results

The ship model resistance experiment operation 
system is shown in Figure 2.

The experiment system can achieve following 
functions:

1. The generator’s frequency and velocity of flow 
are adjusted by using an electronic control 
system.

2. The current meter monitors the real-time veloc-
ity of flow in the tank, which can be seen on 
the electronic control panel velocity of the flow 
measure system.

3. The ship model which is affected by flow can 
produce resistance that makes a tiny deforma-
tion on the steel wire. The S-type strain sensor 
on the ship model converts this deformation into 
an electrical signal. The data collector receives 
this signal and then converts it into resistance.

To perform the test, a ship model should be 
installed in the vertical circulating tank, accord-
ing to Figure  3, and the ship model’s plimsoll 
line should be located on the calm water surface 
by adjusting sand bags. After completion of the 
above preparations, the resistance meter and cur-
rent meter are installed and the velocity of flow 
is adjusted by controlling the motor’s frequency. 
Eight points were measured from low to high 
speed. The data were acquired and the experimen-
tal resistance values were obtained in Table 2.

Table 1. Main particulars of S-175.

S-175 Ship Model

Lpp (m) 175 2
B (m) 25.7 0.292
H (m) 15.3 0.175
T (m) 9.08 0.104
Displacement 23900 (T) 35.67 (kg)
Cb 0.568 0.568
S (m2) 5420 0.734
Scale 1 2/175

Figure 1. Schematic of the vertical circulating tank.

Figure 2. Schematic of the ship model resistance exper-
iment operation system.

Figure 3. Schematic of the installation process.
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3 MODEL CONSTRUCION AND MESH 
GENERATION

In this paper, the calculation model and the experi-
mental model are in the same measure. In view of 
the symmetrical structure, only half  of the ship hull 
is used in the numerical simulation. Figure 4 shows 
the hull geometry of S-175.

The computational domain and boundary con-
ditions are shown in Figure 5a. The length of the 
computational domain extends 6  Lpp in the y-
direction, the width extends 10B in the x-direction, 
and the height extends -3H∼3H from the free sur-
face in the z-direction.

As shown in Figure 5b, the mesh near the bow 
and stern is an unstructured grid. Other computa-
tional domains are discretized by using a H-type 
structural mesh. The total numbers of meshes are 
3771338. In order to well-reflect the complex flow 
around the hull and ship motion, the meshes near 
the bow, stern, plimsoll line, and around the hull 
surface are refined locally.

In the numerical simulation, the boundary con-
ditions are set as follows:

1. Inlet boundary: the direction of flow is set to 
the Y-axis negative direction. The model test 
gives the flow velocity and the upstream is set to 
be the velocity entrance.

2. Outlet boundary: the downstream and top are 
prescribed to be an open outlet. And the relative 
static pressure and fluid direction are set in this 
work.

3. Wall boundary: hull, bottom, and right are set 
to be the non-slip wall.

4. Symmetry boundary: the symmetry is assumed 
to be under symmetrical boundary conditions.

4 ANALYSIS OF NUMERICAL 
SIMULATION RESULTS

4.1 Numerical simulation

In this paper, the gas–liquid flow simulation is 
involved, which is needed to set the fluid volume 
fraction under inlet and outlet conditions. The free 
surface was set to be no slip, and the turbulence sim-
ulation was the SST model. The wall approach was 
automatic, and the simulation solving the format 
was of higher order. The physical timescale was 
0.02 s and the maximum iteration step number was 
1000.

4.2 Computational results

In this paper, the S-175 standard ship model fluid 
field distribution conditions are simulated under 
seven speeds: 0.21 m/s, 0.39 m/s, 0.61 m/s, 0.81 m/s, 
1.02 m/s, 1.21 m/s, and 1.42 m/s. And the simula-
tion resistance was compared with experimen-
tal results to make the analysis. The comparison 
results are shown in Table 3.

From Figure 6, the increasing trend of the total 
resistance calculated with CFD method is the 
same as the increasing trend of the total resistance 
measured in the experiment. From Table 3, we can 
observe that when 0.088 ≤ Fr ≤ 0.27, their devia-
tion decreased while the fluid number was increas-
ing. And the deviation achieved a minimum value 
of 0.954%, when the Froude number was 0.27. 
However, when the Froude number was greater 
then 0.27, the deviation was enlarged further.

In the reality model test, when Fr  =  0.32, 
waves can be observed on the deck, which had 
serious effects on the ship posture and made the 

Table 2. Experimental results of S-175.

V(m/s) 0 0.21 0.39 0.61 0.81 1.02 1.21 1.42

Fr 0 0.047 0.088 0.14 0.18 0.23 0.27 0.32
Rtl(N) 0 0.1000 0.3569 0.6129 1.2140 1.6955 2.5173 3.4352

Figure 4. Picture of the ship model of S-175.

Figure 5a. Schematic of the computational domain and 
boundary conditions.

Figure 5b. Unstructured grids of the bow and stern.
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ship extremely unstable in the water. Similarly, 
in numerical simulation, from this certain speed 
(Fig. 7d), the phenomenon of the water wave on 
the deck can be also observed clearly. And so, it 
was proved that the numerical calculating method 

Figure 7. Graphs showing the gas and liquid distribu-
tions for different Fr values.

Figure 7b. Fr=0.14

Figure 7c. Fr=0.23 Figure 7d. Fr=0.32

Figure 7a. Fr=0.047

Figure 8a. Fr=0.047 Figure 8b. Fr=0.14

Figure 8c. Fr=0.23 Figure 8d. Fr=0.32

Figure  8. Graphs showing free surface conditions for 
different Fr values.

Figure 6. Graph showing the comparison between sim-
ulation results and experimental result.

can accurately simulate the flow field distribution 
and ship posture of the ship model.

4.3 Ship model analysis of the viscous flow field

1. Analysis of the hull surface’s gas–liquid 
distribution:

Figure 7 indicates the hull surface’s gas and liquid 
distribution for different Froude numbers. From 
the figures, it can be observed that the water wave 
at the bow and stern were more obvious in which 
the wave of the bow was the highest. The wave 
decreased at the middle of the hull and further 
increased at the stern. With an increase in the ship 
speed, the wave height of the bow changed obvi-
ously, the wave height of the stern also increased 
but not as obvious as the bow. And the wave resist-
ance was also increased. When Fr = 0.32, it can be 
observed that the wave was on the deck.
2. Simulation analysis of the free surface:
In this paper, the VOF method is used to simulate 
the flow of the free surface. The VOF method is 
based on the fluid in the grid cell, in every moment, 
thereby occupying volume fraction function F to 
create and track the free surface. Figure 8  shows 
the free surface conditions for different Froude 
numbers. From these figures, the wave of the water 
and the ship wave for the ship movement can be 
observed, which are the superposition results of 
the transverse wave and longitudinal wave. In low 
speed cases, the wave was not obvious. However, 
when the speed increased to a certain range, the 
stern created the stern wake, and its baseline will 
be stretched when the speed is added. From the 
figure, it can be observed that the flow field condi-
tion of the ship stern was complex.

Table  3. List of simulation results and experimental 
results.

Fr V(m/s) Rtl (N) Rtc (N) ΔRt/Rtl

0 0 0 0 0
0.047 0.21 0.100028 0.0958242 −1.78%
0.088 0.39 0.356989 0.311562 −12.72%
0.14 0.61 0.612916 0.6734 9.86%
0.18 0.81 1.21406 1.144382 5.73%
0.23 1.02 1.69556 1.787076 5.39%
0.27 1.21 2.51736 2.54138 0.954%
0.32 1.42 3.43526 4.19744 22.18%
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In the design of the propeller, the corresponding 
wave on the stern will affect the efficiency of the 
propeller. Therefore, the analysis for flow fields on 
the ship stern is a necessary work.

5 CONCLUSION

According to the comparison of the ship resistance 
numerical simulation and experimental results of 
the S-175  ship model, the following conclusions 
can be drawn:

1. Although the CFD calculation data and the 
experimental data had a little deviation, the data 
fit better enough in a certain range. It means 
that the method used in this paper to forecast 
the ship resistance is reasonable under certain 
condition. To forecast the resistance efficiently, 
the numerical simulation method can be com-
bined with the ship model test.

2. When the ship model operates at a low speed, a 
tiny disturbance has a considerable effect on the 
resistance. Therefore, the accuracy of the exper-
imental measurement and numerical simulation 
of the resistance is affected by test conditions, 
operational details, parameter settings, etc.

3. Different types of ships have different designed 
speeds. When the testing speed was set to 1.42 m/s 
in this paper, the phenomenon of the water wave 
on the deck can be observed. And so, the ship 
model test should be less than this speed.

4. When compared with the model test, CFD has 
obvious advantages to simulate the model flow 
field and capture the local details and the charac-
teristics of the flow field. With an increase in the 
Froude number, the wave resistance increases, 
and the bow and stern wave heights also increase. 
However, the height increase of the stern wave is 
not obvious when compared with the bow. Also, 
with an increase in the speed, the pressure of 
the bow and the stern has increased obviously. 
Due to the effect of the water viscosity, under the 
effect of the hull longitudinal pressure gradient 
distribution, the stern starts a boundary layer 
separation, which makes the pressure of the stern 
lesser than that of the bow. At low speeds, the 
wave-making was not obvious. When the speed 

increased to a certain range, the stern creates 
the stern wake, and its baseline will be stretched 
when the speed is increased.
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ABSTRACT: The paper is based on the research object of the Q345R steel butt welding specimen 
under static tension and analyzes the characteristics and change rule of magnetic memory testing signals 
in the load process. Results show that the welded specimen can determine the weld parts before mag-
netic memory testing. In the elastic stage, magnetic field gradient values in weld parts decrease obviously, 
which are consistent with those of the basic metal. After analysis, it is noted to be caused by the welding 
residual stress. In the yield phase, local magnetic field gradient values in the weld parts increase slightly 
and then decrease obviously, which is thought to be due to the fact that after welding, metallographic 
structures and mechanical properties change, and welding and heating affected the zone display perfor-
mances, which are inconsistent with those of the basic metal in the tensile process. In the strengthening 
phase, welded specimens gradually show the same features as the basic metal specimens.

way and are closed down to uninstall in the elastically 
tensile stage, yield tensile stage, strengthening phase, 
and shrunken phase. The magnetic memory tastings 
are carried out on the specimens so as to obtain the 
magnetic field intensity and its gradient changes of 
the testing lines. The material tensile strength (σb) 
is 510–640 MPa, yield point (σs) is 345 MPa, and 
elongation rate (S) is 21%. In accordance with the 
(GB/T 228.1-2010 standard (Roskosz M, 2011), the 
specimen has the shape of a plate, with a thickness 
of 6 mm, containing three pieces. Among them, the 
second and third are the butt welding specimens 
after longitudinal cuttings, with V-type weld groove 
of the welding specimens for manually electric arc 
welding, and the welding materials are J507 welding 
rods, with welded width of 10 mm. After passing the 
radiographic testing, it belongs to welding grade I 
without excessive defects (Long Feifei, 2012), and its 
welded location is shown in Figure 1.

3 TESTING TIME AND INSTRUMENTS

The aim of closing down the specimens to detect 
is to test before the tensile loading of the speci-
mens and obtain the initial state signal. The mean 

1 INTRODUCTION

Metal magnetic memory testing was put forward 
by Russian professor Dubois in the late 20th cen-
tury (Dubov A A, 1999), which can accurately and 
reliably detect dangerous parts of iron work pieces 
that are characterized by the area of stress concen-
tration, becoming the only effective nondestructive 
testing method in the early diagnosing of work 
pieces on the verge of injury and damage statuses. 
After nearly 20 years of research and development, 
the method now has been widely used in boiler 
pressure vessels, pipelines, turbine blades, engine 
crankshafts, bridges, railways, and other tastings 
(Ren Jilin, 2000 & Leng Jiancheng, 2010). Part of 
structural components in the Q345R steel container 
implement welding and assembly at the scene; the 
container is put into use without removing the weld-
ing residual stress, and the regular safety inspec-
tion is indispensable. In this paper, we carry out an 
experimental study on whether the ability of early 
warning in the metal magnetic memory method can 
conduct tastings and evaluations for the site welding 
parts of the container, obtain the magnetic memory 
signal characteristics of the basic metal, and weld 
assemblies and under the tensile loading process so 
as to provide channels for security evaluation of the 
container through a comparative analysis.

2 TEST SPECIMEN PREPARATIONS

The Q345R steel, basic metal and weld tensile speci-
mens are designed by loading in a statically tensile 

Figure 1. Butting welded tensile specimens sketch map.
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stresses of the elastic stage are 110, 220, and 330 
MPa. We selected five points according to the dif-
ferent sizes in the yield stage, randomly selected 
testing points in the strengthened and necking 
stages of the specimens, and measured after the 
specimen are fractured. The specific testing points 
are shown in Table  1. The positive and negative 
sides of the specimens are tested respectively, and 
the magnetic memory test lines are perpendicular 
to the welded joints, which are located in the mid-
dle of the specimens, as shown in Figure 2.

Magnetic memory testing equipment include 
the TSC-1M-4 metal magnetic memory detectors 
produced from Russia Dynamic Diagnostic Com-
pany. The loading equipment adopt the RAS-250 
type of tensile testing machine manufactured by 
German Scheck.

4 EXPERIMENTAL RESULTS

4.1 Initial state

The test results before loading the specimens are 
shown in Figure 3.

When not loaded, the magnetic field strength of 
the first specimen is almost a diagonal line, with its 
magnetic field gradient values between 4 and 7; the 
magnetic field intensity values of the first and sec-
ond specimens in the welded area have mutations, 
and the magnetic ladder number has obvious peak 
value compared with the basic metal.

4.2 Elastic stage

In the elastic stage, test results that load the 
stresses as 110, 220, and 330 MPa are shown in 
Figures 4–6, respectively.

From Figures 4 to 6, the magnetic field strength is 
still the oblique line with the loading of the first spec-
imen, the change levels off, and the slope decreases; 
the change scope of the gradient values continues to 
narrow, the gradient value is almost a constant until 
330 MPa, with a numerical value about 4. The slope 
rate of the magnetic field intensity for the second 
and third specimens decreases, the left-hand side is 
turned into a positive value from a negative value, 
and the right-hand side is turned into a negative 
value from a positive value, which leads to the emer-
gence of the deflection phenomenon. The magnetic 
field gradient value of welded parts decreases to 330 
MPa, which is consistent with the basic metal parts, 
almost being a constant.

Table 1. Downtime testing point.

Testing 
times

Experimental 
stage

Testing 
times

Experimental 
stage

1 Not loaded 8 Yield Strains 1.6%
2

elastic

Stresses 
110 MPa

9

Intensive

Strains 2.2%

3 Stresses 
220 MPa

10 Strains 6%

4 Stresses 
330 MPa

11 Strains 10%

5 yields

Strains 0.2% 12 Strains 15%
6 Strains 0.3% 13 Necking
7 Strains 0.8% 14 Sheared

Figure  2. Sketch maps of the magnetic memory test 
lines.

Figure 3. Test results before loading.

Figure 4. Specimen test results under 110 MPa.

Figure 5. Specimen test results under 220 MPa.

Figure 6. Specimen test results under 330 MPa.
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4.3 Yield stage

Four measurements are conducted in the yield 
phase, with the test results of the loading stresses 
of 0.2%, 0.38%, 0.8%, and 1.65%, which are shown 
in Figures 7–10, respectively.

From Figures  7 to 10, it can be seen that the 
magnetic field intensity of the first specimen is 
almost an oblique line, with its gradient value 
keeping decreasing; in the yield stage, the magnetic 
field gradient values of the second and third speci-
mens have significantly local change characteris-
tics compared with the elastic stage, namely the 
gradient values in the welded parts increase; in the 
weld seam position, the slope rate of the magnetic 
field strength is increases obviously.

Figure 7. Specimen test result when the stress is 0.2%.

Figure 8. Specimen test result when the stress is 0.38%.

Figure 9. Specimen test result when the stress is 0.8%.

Figure  10. Specimen test result when the stress is 
1.65%.

4.4 Reinforcement, constriction, and fracture 
of specimens

The test results of the specimen stresses are loaded 
to 2.2%, 6%, 10%, and 15%, which are shown in 
Figures 11–14, respectively.

With the increase of load, the magnetic field 
gradient numerical values become smaller, with 
the numerical values reduced to 0–2 as well as the 
gradual reduction of the slope rates of the mag-
netic field intensity. The magnetic field strength of 
the second and third specimens is almost a diago-
nal line again, and the numerical value of the mag-
netic field gradient is almost a constant.

The specimen continues to be loaded, and the 
apparent constriction appears in the basic metal 

Figure 11. Specimen test result when the stress is 2.2%.

Figure 12. Specimen test result when the stress is 6%.

Figure 13. Specimen test result when the stress is 10%.

Figure 14. Specimen test result when the stress is 15%.
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parts when the stress is 23.75%, as shown in 
Figure  15. Then, the specimen continues to be 
loaded to fracture; magnetic memory scanning 
and testing are conducted for the fractured speci-
men, as shown in Figure 16.

It is can be seen from Figures 15 and 16 that the 
specimen enters the strengthening phase to neck-
ing until fracture in the end, and the magnetic field 
intensity value of the specimen exceeds zero, which 
show the phenomenon of moving to the right-
hand side and left-hand side, respectively, with 
its numerical values instantaneously jumping for 
change and the magnetic field gradient of the frac-
ture specimens making a big difference. Magnetic 
memory testing signals show no obvious reaction 
to the constriction but demonstrate the most obvi-
ous reaction to the fracture.

4.5 Over-zero value point

Over-zero value points of many times of the mag-
netic field strength values for all specimens are 
shown in Figure 17, which displays the repeatedly 

Figure  15. Specimen test result when the stress is 
23.75%.

Figure 16. Testing result of the fractured specimen.

Figure 17. Over-zero value point of the magnetic field 
strength value.

moving process of over-zero value points, with all 
specimens’ movements having no significant rules 
to follow. Compared with the actual tensile states 
of the specimens, the magnetic field intensity value 
in the fractured part is zero, and its directions 
change as well as the gradient value obtains the 
maximum value.

5 CONCLUSIONS

1. The test results can directly reflect the weld 
positions before loading the specimens.

2. In the elastic stage, along with the increase of 
load, the magnetic field gradient values in the 
weld parts of the welding specimens decrease. 
When loaded to 330 MPa, the detection result 
gradually converges with that of the basic metal 
specimen, with its magnetic field gradient value 
almost a constant. The feature is thought to be 
caused by being gradually eliminated through 
the tensile process of welding residual stresses.

3. In the yield stage, the welded parts of welding 
specimens change obviously locally, and the 
magnetic field gradient values increase again 
and then decrease until the value is consistent 
with that of the basic metal. In the strengthen-
ing and necking stages later, the magnetic field 
gradient values decrease, which are consistent 
with those of the basic metal of specimens.

4. After the specimen fractures, the magnetic field 
strength value of the fracture position shows an 
over-zero value, with the location showing no 
unified law with the previous zero value points 
that have been tested.
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Research on reliability assessment of success or failure product based 
on small sample
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ABSTRACT: Based on the problem of intelligent ammunition reliability assessment on small sample, in 
this paper, the three type reliability evaluation methods for success or failure product are introduced, and 
their applications in small sample cases are compared. The effects of prior test information on reliability 
with three methods are studied by simulation analysis. The results show that the hybrid Bayesian method 
has more advantages than the maximum likelihood method and the traditional Bayesian method in the 
reliability of the small samples of the success or failure components.

estimation (Bar & Lavi & Reiser 1992) method. 
With the test data (n – f, n), regardless of the pre-
test information of the product (“n” is the number 
of trials, “f” is the number of failures), likelihood 
function of the sample for the test data is as 
follows:

L P C RnC n f f f( )R { }S s ( )R= P S C Rn f Rf  (1)

Where s is number of successful trials.
To facilitate the calculations formula (1), it often 

is taken the logarithm on both side yields:

ln ( ) l ( ) ( )L( (C f R) R) l f Rln(nC f= lnCC +R) ln  (2)

To derive R, let the equation result be zero, the 
likelihood equation is obtained:

d L
dR

n f
R

f
R

( )R = −
−

=
1

0  (3)

The maximum likelihood estimate of the reli-
ability R is obtained by solving the likelihood 
equation:

R n f
n

� =  (4)

When the total number of tests “n” is constant, 
the reliability R of  the component is monotonous 
with the test success number expressed as “s”. For 
the test data (n – f, n), the lower credible limit of 
product reliability which is expressed as “RL” can 
be obtained by the formula (5) when the confi-
dence is γ.

1 INTRODUCTION

With the rapid development of information tech-
nology, intelligent ammunition came into being. It 
is able to automatically search, detect, capture and 
attack targets, due to a variety of optoelectronic 
components, precision machinery parts of the large 
number of applications. It is showed a technology 
intensive, complex structure, high cost and short 
design life characteristics. For a number of expen-
sive, high-risk ammunition or parts, it is impossible 
to do a lot of field tests for reliability assessment, 
which faced a small case. There are many success or 
failure of products in smart ammunition. Success 
or failure of the product usually means that its use 
each time are independent of each other, and only 
“success” or “failure” of the two possible outcomes. 
A variety of one-time throwing or firing of ammu-
nition, missiles and launch vehicles (Zhang & Cai 
2003), etc. are typical success or failure product. In 
the development process of their reliability assess-
ment, due to cost, time and other factors, they are 
often unable to conduct a large number of field tests. 
Bayes method (Mao et al. 2009) can fully integrate 
pre-test information such as field test information 
and historical information, so it can greatly reduce 
the number of trials, save test products, shorten the 
test cycle. It has been widely used in recent years.

2 THE CLASSICAL EVALUATION 
METHOD OF RELIABILITY

Using the classical statistical method to calculate 
the reliability expressed as “R” of the success or 
failure product, there is the maximum likelihood 
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C RnCC k

k

f

LRn k k

=
∑ ( )RLR− = −

0

1 γ  (5)

At present, this method is the most used in many 
military product reliability assessment. The method 
is simple and intuitive. And for some relatively low 
value and production of ammunition products it is 
very applicable. But for some high-value, high reli-
ability success or failure products there is not a lot 
of field tests. The method is difficult to meet the 
acceptance requirements. Bayes method to evalu-
ate the reliability of products of success or failure 
has been developed.

3 BAYES EVALUATION METHOD FOR 
RELIABILITY

3.1 Traditional bayesian method

Bayes method in the binomial distribution of the 
success or failure of the product reliability evalua-
tion, is commonly used conjugate prior method to 
determine the pre-test distribution, the parameter 
that the reliability of R conjugate prior for the Beta 
distribution:

π ( ) ( , ) ( )
( , )

,B) eat( b R (
b,

b)b(=)Beat( b ( 1b)b( )(( −b)( 0 1R< <R
β ((

 (6)

Where β ( ,β ) ( ) ( ) / ( ).b, a b) (b) ( ) / (b(( )(a) Γ
The “a” and “b” are the hyperparameter of pre-

test distribution (a > 0, b > 0). Given a total of N 
number of development phase, the hyperparam-
eter ai and bi are the key to determine the pre-test 
distribution (i = 1, 2, …, N ). In the development 
number i stage, there are number mi test informa-
tion, lij is the number of trials in each batch (j = 1, 
2, …, mi). Rij is the expected estimate of product 
reliability in each batch test (Rij = (lij–fij)/lij). Then 
according to the empirical Bayes method, the 
ai and bi are determined by following principles 
(Martz & Waller 1976).

1. When tests are enough that mi are larger:
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j

m
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m

i
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/RijR∑RiR .

2. When the number mi is small, the value of 
(ai  + bi) may be negative because of sampling 
error in Eq. (7). In this case, the following cor-
rections can be made:

m
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3. When mi = 1, and no other pre-experience infor-
mation such as expert experience, then ai = li – fi, 
bi = fi, which is equivalent to take no informa-
tion before the distribution β(0,0). If  according 
to  Bayes assumption that when there is no prior 
information π (R) is uniformly distributed on [0, 
1], that is β(1,1). It is desirable ai =  li –  fi + 1, 
bi  =  fi  + 1. If  according to the Jeffreys crite-
rion, π (R) is β(0.5, 0.5) when no pre-test is per-
formed, then ai = li – fi + 0.5, bi = fi + 0.5. β(0, 0) 
is superior to the latter two distribution in terms 
of theoretical support and engineering practice, 
especially in the reliability evaluation of high 
reliability products. To reduce subjectivity, it is 
generally recommended ai = li – fi, bi = fi (Zhou 
1980).

When ai and bi are determined, the pre-test dis-
tribution Beta(ai, bi) of the development phase 
i is obtained. At the same time, the traditional 
Bayesian method is based on the Bayes succession 
rate, that is, the pre-posterior distribution of the 
previous stage is the pre-test distribution of the 
next stage. Finally, combining with the field test 
information (field test n times, failure f times), the 
post-mortem distribution can be obtained using 
Bayes theorem:

π Beat b f
i

N

ibb
i

N

( )R D = +⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠=

∑ ∑a n fi + −n
1 1i=i

 (10)

The traditional Bayes evaluation method does 
not take account of the difference between the his-
torical test sample with the sample of the field test. 
In the case of equation (6), the posterior expecta-
tion of the reliability R can be obtained.

R E a f
a b nE

� ( )R x =
bb

 (11)

Where a b
i

N

ib
i

N

=
∑ ∑a bia b

1 1i=i

.bib∑b

The lower credible limit RL of  the product is got 
under given confidence γ from formula (12).

π dR
RLR

( )R D| =∫R γ
1

 (12)
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It can be seen from the posteriori expression 
(11) of  the parameter R. This traditional method 
of  pre-distribution construction based on likeli-
hood function actually treats pre-test information 
and field test information without discrimina-
tion. But the historical information and field test 
information may not be compatible (that means 
the same population). Even if  compatible, it 
can only be in a certain degree of  confidence. 
Therefore, the correctness of  the above method 
is questionable. In general, the number of  (a + b) 
is much larger than n. It shows that if  the two 
information directly is mixed without distinction 
of  integration, often leads to historical informa-
tion annihilation of  field information and field 
test results on the final assessment of  almost no 
impact with analysis of  formula (11). The number 
of  historical information is often relatively large 
and the number of  field trials is relatively small, 
so the traditional Bayesian method is obviously 
very unreasonable.

3.2 Hyprid prior bayesian method

In order to make good use of pre-test information 
and distinguish the differences between pre-test 
and on-site information, a mixed beta pre-test dis-
tribution (Ming et al. 2008) has been put forward. 
After obtaining the pre-test distributions for each 
stage, the pre-mix distribution of the tectonics is 
as follows:

π R
R Ra b

i

N i ibb
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( )a bi ibb
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Where ρ ρ
=
∑ i i .ρ
i

N

1

0 1≤ ≤R 0 1≤ ≤ 0 1ρ≤ ≤ρ ≤

The ρ and ρi are called inheritance factors, 
and (1-ρ) is called update factors. The ρi reflects 
the experimental stage i information and field 
test information from the overall similarity. The ρ 
reflects the current product in the reliability of the 
overall historical information on the degree of suc-
cession and the (1–ρ) is described the uncertainty 
of the current product in terms of reliability. In 
ρ = 1, it’s considered that the two populations are 
the same, and the hybrid priori πρ(R) is conjugate 
priori Beta(a,  b). In ρ = 0, the two populations 
are completely different, that is, the historical test 
data have no reference value, and the a priori dis-
tribution is conservatively chosen as Beat(1, 1). In 
0 < ρ < 1, the use of mixed a priori is more reason-
able. After pretest to determine the distribution, 
according to Bayes theorem, substitute site infor-
mation, rearranging the posterior distribution as 
follows:
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With (14), the product confidence lower limit 
RL and product moments μk of  the product reli-
ability can be obtained under given confidence γ 
by follow:

πρ γdR
RLR

( )R D| =∫R
1  (15)

μkμ k
R

E R dR
LR

= ( ) = ( )R D∫R γdR)D =π (Rρππ
1  (16)

3.3 Determination of inheritance factors ρ and ρi

To sum up, the ρ and ρi have a great influence on 
product reliability evaluation, so their values must 
be careful. Therefore, the expert should give the 
value of ρ according to the improvement degree of 
the product. When the value of ρ cannot be given 
accurately, then ρ can be treated as a random vari-
able, and the probability distribution and range 
of ρ are given by the hierarchical Bayes method. 
However, the probability distribution and range 
of ρ are also determined by expert experience. The 
method is subjective, and it is difficult to deal with 
mathematical problems when the probability distri-
bution of N ρi is given. If  the value of ρ is directly 
determined by the goodness-of-fit test of the two 
samples from the population, the calculation is 
simple and its rationality is also well explained. 
Since ρ is a measure of the overall population of 
the pre-test information and the overall sample 
similarity from the field sample, it is necessary to 
determine ρ before determining ρi. Determine ρ 
using the overall goodness of fit with the field test 
method. That is required to test information on all 
stages of synthesis. The so-called synthesis is not a 
simple addition, but the weight and then sum, so 
the weight must be first determined of each stage 
of information. The “i” stage historical test sample 
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 belongs to population Y, and 

the field test sample (n−f, n) belongs to population 
X. The following tables are obtained.
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In the above equation, the Ki is the person 
statistic and its distribution converges to the χ2 
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distribution with 1 degree of freedom. It is required 
that the number of successes and failures of the 
two samples be greater than 5  in (17). When this 
condition is not satisfied, it is corrected as follows 
(Fisher & Yates 1957).
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Ki also approximates the χ2 distribution of 1 
degrees of freedom in the above equation. At a 
given test level γ, Ki can be used as the test statistic 
to test whether X and Y are the same population. 
Even if  the compatibility test, two parts of the test 
information cannot be simply mixed together, it 
still need to determine each stage of the test infor-
mation and the similarity of the field information 
measure T. The goodness of fit Q PiQQ ( )KiK> . 
Qi represents the degree of similarity between X 
and Y in probability, and it is related to Ti. But it 
is difficult to give the function relation of Qi and 
Ti exactly. It is desirable that T Qi iT QT Q 1 2. Then the 
number of test L and the success number S can be 
obtained (Wang & Guo 2006).
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The value of K is obtained by Substitute (S, L) 
and field test sample (n-f, n) into formula (17) or 
(18), and then the value of Q can be obtained by 
using the following formula.

Q P ( )K>  (21)

Taking ρ =QiQQ1 2 , ρi can be obtained as follows 
from the value of ρ.
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3.4 Simulation calculation and discussion

In this paper, three methods of reliability evalua-
tion are introduced, and their merits and demerits 
in the reliability evaluation of the success or failure 
product are studied. The following is a simulation 
study of the number of pre-test information on the 
reliability of the three methods of reliability evalu-
ation of the impact of the one-sided lower cred-
ible limit. Because the multi-development stage 
Bayes evaluation method is an extension of the two 
overall Bayesian evaluation methods, in order to 
reduce the computational complexity, the histori-
cal test information is set as the same population 
and the same batch. Let history test as (n0–f0, n0). 
The simulation parameter is set to γ = 0.8, n = 10, 
p = 0.9, p0 = 0.7 and let n0 changes (Where p and 
p0 are the probabilistic truth values of field test 
information and historical test information, 
p n f n p n f n0 0n 0ff−n0n −n, ). Under the maximum like-
lihood estimation method, the traditional Bayesian 
method and the hybrid method, the estimated value 
RL of the lower credible limit of the unilateral reli-
ability varies with n0/n, as shown in Fig. 1.

The simulation parameter is set to γ = 0.9, n = 20, 
p = 0.95, p0 = 0.95 and let n0 changes. Under the 
maximum likelihood estimation method, the tra-
ditional Bayesian method and the hybrid method, 
the estimated value RL of  the lower credible limit 
of the unilateral reliability varies with n0/n, as 
shown in Fig. 2.

In Fig. 1, since the classical reliability assessment 
method does not take into account the historical 

Table 1. Joint list of two binomial populations.
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Figure 1. The value of RL with p = 0.9, p0 = 0.7.
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test information, it leads to the lower credible limit 
RL is too aggressive. Traditional Bayes method 
does not consider the difference between historical 
information and on-site information, which leads 
to the results evaluation too conservative. And as 
n0/n increases, the influence of field test informa-
tion on RL evaluation results is getting smaller and 
smaller. The hybrid method takes into account 
both the historical information and the historical 
and field information differences, its evaluation 
results are more reliable.

In Fig. 2, the results of the classical reliability 
assessment are too conservative due to less field 
test information. Traditional Bayes method does 
not take into account the difference between his-
torical information and on-site information, lead-
ing to the results of the evaluation too aggressive. 
The results of the hybrid method evaluation are 
between the above two methods. It can be seen 
from the figure 2 that as n0/n increases, the differ-
ence between the traditional Bayes method and the 
hybrid method to evaluate the results is reduced.

From the comprehensive analysis of Fig. 1 and 
Fig. 2, it is found that the evaluation result of the 
traditional evaluation method is not applicable due 
to the less information of field test. Traditional 
Bayesian method does not consider the difference 
between historical information and field informa-
tion, that leads to the prior data inundate the pos-
teriori data. The results indicate that the hyprid 

prior approach can avoid the problem of that the 
prior data inundate the posteriori data effectively. 
And the evaluation results are more reliable.

4 CONCLUSION

This paper presents three reliability evaluation 
methods for the success or failure product, ana-
lyzes and compares the advantages and disad-
vantages with their assessment methods. Bayes 
evaluation method for the reliability of success or 
failure product based on the test information of all 
development stages not only make full use of his-
torical information, but also consider the different 
stages of the test sample heterogeneity. The inher-
itance factor can be determined directly based on 
goodness of fit without additional information. Its 
practicality is strong.
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Numerical simulation of hydroforming of a stainless steel sink
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ABSTRACT: Box-shaped stainless steel sinks are more difficult to shape. In the stamping process, the 
factors affecting the flow of material are more complex. On the basis of the technological difficulties 
and the shape characteristics, this paper uses the Dynaform software to simulate the first drawing of the 
stainless steel flume by using the technology of hydroforming, which can effectively solve problems such 
as low pass rate, low surface quality, and rupture of parts. The influence of the loading path and liquid 
chamber pressure on the result of hydroforming during the forming process was studied. The optimum 
process parameters were established by simulation. This effectively controls the sidewall wrinkles and the 
excessive thinning of the corner of punch. The results provide a theoretical guidance and reference for 
the actual production. Compared with the general deep drawing of the kitchen sink, the quality of the 
hydroforming sink is much better.

chamber can also be used repeatedly to adapt to 
the different shapes of parts, greatly saving mold 
costs. In this paper, the numerical simulation of the 
hydroforming of the stainless steel sink is carried 
out. The optimal process parameters are deter-
mined, and the failure problem in the forming pro-
cess is solved. The theoretical guidance is provided 
for the production.

2 MATERIAL AND DIMENSIONS OF 
STAINLESS STEEL SINKS

2.1 Shape of the stainless steel sink

Figure  1 shows the three-dimensional digital 
model parts diagram of a stainless steel sink. Its 
size is 380 * 330 * 165 mm. With the development 

1 INTRODUCTION

1.1 Type area

Low-end manufacturing industries such as resource-
intensive, labor-intensive, high-energy-consuming, 
and high-polluting industries have experienced 
sluggish growth. However, recently, computer 
hardware and software technology and related 
control technology have been widely promoted 
and used. A number of new technologies and new 
crafts are widely used in traditional manufactur-
ing. They promote the transformation and upgrad-
ing of production methods (Zhang. S. H & Jensen. 
M. R., 2000). Because of the lightweight and high 
quality of the parts, the technology of hydroform-
ing has attracted more attention in sheet metal 
forming.

Hydroforming technology is the use of liquid as 
a force transmission medium of a processing tech-
nology. In the sheet metal stamping, it uses liquid 
instead of a rigid punch or a die (Dursun T  & 
Soutis C., 2014; Lang Lihui & Xu Nuo, 2013). In 
the liquid filling process, the sheet will be pressed 
into the liquid chamber by the punch so that the 
liquid is pressurized and forms a blank around the 
punch. The friction generated between the blank 
and the punch may allow the use of higher pres-
sures. The sheet metal forming performance will 
be improved, which is called the “friction reten-
tion” effect. The liquid pressure will make a blank 
between the punch and die shoulder to form a 
raised structure similar to the drawbead, which 
can help prevent wrinkling of parts (Shihong 
Zhang  &  Lixin Zhou, 2003; Hartl C., 2005). In 
this flexible manufacturing process, the hydraulic Figure 1. 3D model of sink.
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of science and technology and improvement of 
the quality of life, the performance and quality 
requirements of the sink has also increased. The 
most important part of the production process is 
the drawing process. Because the parts forming has 
relatively large stretch, and drawing effect is usu-
ally a low pass rate, the use of traditional draw-
ing needs repeated mold debugging (Lang L H & 
Danckert J., 2004). The forms of failure are dif-
ficult to control. Through the study of numerical 
simulation of key process parameters, reasonable 
control of sheet metal flow in the forming process 
helps to produce qualified parts.

2.2 Sheet performance parameters

Because of its high temperature, corrosion resist-
ance, and good performance, SS304 steel is used 
in a wide range of applications in the sink. Table 1 
shows the performance parameters.

3 FINITE-ELEMENT MODEL OF LIQUID-
FILLED FORMING

3.1 Establishment of finite-element model

The numerical simulation of sheet metal forming is 
carried out by the ETA Company and LSTC Com-
pany. In order to improve the simulation precision, 
the four-node Belytschko-Tsay shell element is 
used to mesh, and the maximum grid is set to 2. The 
die, the punch, and the blank holder are regarded 
as  the rigid body. The rigid four-node element 
is used to divide the mesh. In the automatic set-
ting module of the software, the tools are defined 
respectively. Figure  2 shows the finite-element 
model of the punch, blank, blank holder, and die.

3.2 Setting of simulation conditions

In the simulation of the stainless steel sink, the 
single-action drawing was adopted. Blank material 
selects the SS304 anisotropic material model. The 
punch speed is set at 2000 mm. Then, the contact 
parameters are defined. The contact type of the 
tool is surface contact. For the parts forming effect 
and improving the drawing ratio, the billet and 
punch friction factor is set to 0.3, and the friction 

coefficient between the sheet metal blank holder 
and the die is set to 0.005. According to Dynaform 
software calculations and experience, the blank 
size is 700 mm*700 mm and the thickness is 1 mm.

4 NUMERICAL SIMULATION ANALYSIS 
OF THE PROCESS OF LIQUID–FILLED 
FORMING

In the process of hydroforming of stainless steel 
sink, the process parameters influence the forming 
quality and control failure form of the sheet metal. 
They include the size and performance of the 
sheet metal, the arrangement of the drawbead, the 
blank holder force, the gap, the pressure of the liq-
uid chamber, the liquid chamber pressure loading 
curve, and so on (Peng Chengyun and Zou Qiang, 
2011; Yuan Shijian & Wang Zhongren, 2000). The 
key process parameters are liquid chamber pres-
sure and its loading path, which have important 
influence on the failure forms such as excessive 
thinning of parts and wrinkling of forming sur-
face. In this paper, the numerical simulation and 
analysis focus on the influences of liquid chamber 
pressure loading path in the process of hydroform-
ing of stainless steel sink.

4.1 Liquid pressure loading path and forming effect

In the process of hydroforming, the way of loading 
liquid chamber pressure is mainly of two types (the 
passive natural pressurization and active forced 
pressurization). The former is the punch running 
into the liquid chamber, thus the liquid in the cav-
ity is compressed to form a reaction. Because of 
the small initial forming pressure, the forming limit 
of the plate is low. The latter is the use of valve to 
control the liquid chamber pressure, which greatly 
increases the molding limit.

The load path of the liquid chamber pressure 
has a great influence on the forming quality of 

Table 1. Material performance parameters.

Young’s modulus/GPa  207
Yield stress, MPa  205
Strain-hardening index, N 0.498
Anisotropic index, r 1.2
Poisson’s ratio 0.28
Strain hardening coefficient k 1426

Figure 2. Sink stamping model.
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the part. The pressure value will cause the sink 
to have a different degree of instability (Wang 
Jianmin & Hu Mi, 2009). “Friction retention” and 
“fluid lubrication” resulting from the proper liquid 
chamber pressure can improve the stress and strain 
in the drawing process. These effects improve the 
drawing limit of the material and effectively sup-
press the rupture and wrinkling in the traditional 
drawing. In order to study the influence of the 
pressure loading path in the drawing process, eight 
different loading paths were chosen to simulate the 
study. The gap was 1.1 mm. In this paper, the sim-
ulation test of AUTOSETUP in Dynaform 5.9.1 
was used. In line with the actual production and to 
determine the appropriate pressure, the maximum 
pressures of liquid chamber were 10, 20, 25, 28, 30, 
32, 35, and 50 MPa, as shown in Fig. 3.

The overflow pressure was the maximum liquid 
pool pressure. Between 0 and 0.005 s, the pressure 
of the liquid chamber was zero. Until the punch 
was down to 0.005 s, the liquid chamber pressure 
started to load. When the punch was down to 
0.008 s, the pressure of the liquid chamber reached 
1 MPa and kept 0.002 s. At 0.01 s, the pressures of 
the liquid chamber linearly increased to 10, 20, 25, 
28, 30, 32, 35, and 50 MPa respectively, keeping the 
hydraulic pressure until the forming end.

4.2 Analysis of pressure loading path of liquid 
overflow

The overall thickness of the stainless steel sink 
should be uniform thickness after forming. The 
thickness was generally 0.7–1.0  mm. In order to 
improve the service life and enhance the strength, 
the sink should not be much thin. From the draw-
ing process requirements, the maximum thinning 
rate should not exceed 35% so that the sheet metal 

thickness of the minimum is not less than 0.65 mm 
in the process.

When using the load curve No. 1, the overflow 
pressure was 10  MPa, which is not sufficient to 
reduce the initial tensile stress of the flange part. 
Therefore, the sheet was cracked at the beginning 
of drawing, and the rupture position was close to 
the punch fillet.

When using the load curve No. 8, the relief  pres-
sure was 55  MPa. As the overflow pressure set-
ting was too high, the formed part was no longer 
deformed under the action of favorable frictional 
force. Under the action of the hydraulic pressure, 
the unfavorable friction of the flange portion was 
increased. The radial tensile stress of the sheet near 
the die cavity in the late stage of forming was too 
high, and then rupture occurs.

When using the load curve No. 2–No. 7, the 
overflow pressures were 20, 25, 28, 30, 32, and 
35  MPa. The sink could be formed. The change 
of the thickness distribution of the final shape 
is shown in Figures  4–8. Observing the changes 
of color in these figures, as the relief  pressure 
increases, we can find the change of the quality of 
the formed stainless steel sink.

When the overflow pressure was 20  MPa, as 
shown in Figure  4, the parts were able to shape. 

Figure 3. Liquid overflow pressure.

Figure 4. Thickness of the cloud with 20 MPa.

Figure 5. Thickness of the cloud with 25 MPa.
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The thickness changes more uniformly. The largest 
thinning area occurs in the straight wall near the 
bottom and edge corner.

The maximum thinning rate is 19.239%, not 
exceeding the limit, to meet the requirements. 
As the overflow pressure increases to 25 MPa, as 
shown in Figure 5, the thickness of the edge cor-
ner increases significantly. The maximum thinning 
area occurs in the straight wall near the bot-
tom. The maximum thinning rate is 18.879% in 
the extent specified. When the overflow pressure 
increases to 28 MPa, the maximum thinning rate 
and the maximum thickening rate are about the 
same as that at the relief  pressure of 25 MPa.

When the relief pressure was 30 MPa, it is clear 
from Fig.  6 that the distribution of the thickness 
of the part is not uniform. The straight wall of the 
bottom part is still the largest thinning area. And 
the rest is well formed. However, compared with 
the above thickness distribution, the maximum 
thinning rate increases significantly. The maxi-
mum thinning rate was 31.746%, not exceeding the 
allowable range, to meet the technical requirements. 
However, a minimum thickness of less than 0.7 mm 
did not meet the quality requirements of parts.

When the overflow pressure was 32  MPa, it 
can be seen from Fig.  7 that the forming quality 
of the parts was good. The thickness distribution 
was uniform, and the maximum thinning rate was 
reduced to 18.826%, which satisfies with the tech-
nological requirements and the quality require-
ments. When the overflow pressure was 35 MPa, 
it can be seen from Fig. 8 that the maximum thin-
ning rate increases to 31.922%. The overall form-
ing quality was generally as the same as that at 
30 MPa, which is not good.

It can be seen that when the relief  pressure was 
32 MPa, the largest thickness was 1.329 mm. The 
smallest thickness was 0.812 mm, which is called 
uniform thickness. The maximum thinning rate 

was 18.826%. When the maximum pressures of the 
sink were 20, 25, 28, 30, 32, and 35 Mpa, the sink 
forming quality was best under the relief  pressure 
of 32 MPa.

5 COMPARISON OF COMMON FORMING 
AND HYDROFORMING

We can analyze the forming results of the sink in 
the ordinary deep drawing process and the hydro-
forming process. The FLD diagram of the sink 
was used as the evaluation standard to compare 
the effects of the two forms on the quality. In this 
simulation, 304 stainless steel was selected as the 
sheet metal. The thickness was 1.0  mm, and the 
friction coefficient between the blank and the blank 
holder was 0.005. The friction coefficient between 
the punch and the sheet was 0.3. The friction coef-
ficient between sheet metal and die was 0.005. 
The blank gap was 1.1mm. The punch speed was 
2000 mm/s. The loading curve 1 was selected as the 
loading form. In the ordinary drawing simulation, Figure 6. Thickness of the cloud with 30 MPa.

Figure 7. Thickness of the cloud with 32 MPa.

Figure 8. Thickness of the cloud with 35 MPa.
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the friction coefficient between the sheet metal and 
the punch and blank holder was 0.125, and all the 
other process parameters were the same.

From the forming effects of the sink in the gen-
eral drawing, we can see that the drawing of the 
straight wall part was not fully adequate, which 
was due to uneven flow of sheet metal. Form 
the forming effects of the hydroforming process, 
although wrinkled at the flange, the quality of the 
sink was not affected. The wrinkling area would be 
trimmed in the subsequent process, and the other 
parts were formed in good quality.

It could be seen from Figures 9 and 10 that the 
formability of the sink using the hydroforming was 
much higher than that in the ordinary deep draw-
ing. Compared with the ordinary deep drawing, 
the problem of defects, such as insufficient draw-
ing, was avoided in hydroforming. The forming 
quality of the parts is remarkably improved.

6 CONCLUSIONS

The advantages of the hydroforming process were 
mainly in the hydraulic retention effect. The layout 
of a reasonable hydraulic loading path was the key 
to the success of qualified parts (Wang Jianmin & 

Qian Chunmiao, 2012). It was very important to 
select the appropriate relief  pressure for the hydr-
oforming process (Chen Xuguo & Li Jiguang, 
2015). Only when the appropriate relief  pressure 
was determined, the sheet metal forming can pro-
ceed smoothly. In the numerical simulation of the 
sink, when the safe pressure value was 32 MPa, the 
wall thickness was the most uniform. If  the over-
flow pressure was not appropriate, there will be 
rupture phenomenon.

By comparing the ordinary deep drawing of 
the sink with the liquid chamber pressure loading 
curve No. 1, it was obvious that the quality of the 
sink under the hydroforming process was better 
than that of the ordinary deep drawing process.
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ABSTRACT: In this paper, a bi-axial (x and y axial) thermal convection acceleration sensor based on 
MEMS is described. The sensing principal, sensor design, fabrication process and the performance is 
illustrated. The sensor is fabricated by MEMS process using the SOI wafer. A thermistor with p-type 
slightly doped silicon beam is fabricated by micro fabrication technology and one end of the beam is fixed 
and the other end of the beam was free to increase the sensitivity of the sensor because the free end of the 
beam has a large Temperature Coefficient of Resistance (TCR) value.

2 PRINCIPLE

2.1 Temperature coefficient of resistance

The detection principle of the device is based on 
the thermal resistance effect of p-type silicon. The 
thermal resistance effect is an effect that the lattice 
scattering of a substance changes due to a temper-
ature change. In general, the metal has a property 
that its resistance rises almost linearly with scat-
tering of electrons as the temperature rises. If  the 
resistance value at the reference R0 temperature is 
T0, the resistance value R1 at temperature T1 can be 
expressed by the following equation:

R1 0= { }1 ( )1 0−R00 {1+1 ( 1 0  (1)

In equation (1) α is the temperature coefficient 
of resistance. The same as metals, semiconductors 
also have the property that remarkable change of 
resistance value when temperature changes. And 
the semiconductors are more sensitive than the 
metals.

2.2 Detection principle

The sensing chip of the sensor is packaged in an 
enclosed chamber. The sensing chip is consist of 
a heater in the center and four micro thermistors 
surrounding it. The thermistors are designed as 
free arc-shape, and its center part is fixed on the 
beam.

1 INTRODUCTION

1.1 MEMS accelerometer

There are different kinds of acceleration sensors, 
such as thermal accelerometer, piezoelectric accel-
erometer, semiconductor piezo-resistive accelero-
meter, electrostatic capacitance accelerometer etc.
(MA Ming-jun & RAN Yingling, 2015). In gen-
eral, an accelerometer sensor uses an inertial mass 
to detect the acceleration (GUO Wei, 2012 & LI 
Li-Jie, 2001). Considering the fragility and com-
plexity, a thermal convection chamber can be used 
instead of the inertial mass to overcome the dis-
advantages of the usual mechanical accelerometer 
(LI Li-Jie, 2001; WAN, Cai-xin, 2012; Stephen B. 
Pope, 2000; Alan J. Chapman, 1987 & S.M. Sze, 
1985).

1.2 Gas thermal accelerometer

The accelerometer is based on free thermal convec-
tion principle. The heat source can be created by 
a heater inside a packaged cap. The accelerometer 
includes two parts, a sensing part and the pack-
aged cap.

The sensing part is consist of an arc thermistor 
and its center part is fixed on the beam. The sen-
sor may simultaneously detect acceleration at the 
direction of X and Y axial. The silicon thermistor 
is slightly p-type doped by doping boron. Further, 
the thermistor structures have been optimized in 
thermal stress.
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The heater creates a symmetric temperature dis-
tribution in the chamber. When no acceleration, 
the temperature is no difference on the thermistor. 
When the sensor is given an acceleration in one 
direction, the symmetrical distribution is broken, a 
set of the opposite of the thermistor has a temper-
ature rise while the other is falling. Due to thermal 
effects, therefore resistance changes with tempera-
ture. The calculation formula is as following:

Ra b, ( )t  (2)

Here, Ra, Rb represent the resistance of the oppo-
site thermistor, respectively. R is the resistance of 
the thermistor at room temperature. The resistance 
change is converted into an output voltage change 
by Wheatstone bridge and written equation:

VoutV inVi= { }( )a bR Ra ba bR ( )a bR Ra ba b  (3)

V toutV inVi⋅0 2 α Δ  (4)

And the schematic diagram of sensor was 
shown in Figure 1.

3 DESIGN AND ANALYSIS

3.1 Basic analysis

The mean temperature of the thermistor is an 
important factor and it directly affects to the 
performance of the sensor. The high value of the 
mean temperature means the high sensitivity of 
the sensor. The temperature of the thermistor is 
determined by the heat balance equation. In solv-
ing this equation, the effect of heat conduction 
between the tiny thermistor and the huge support 
arms is ignored.

Temperature distribution along the two thermis-
tor is analyzed by ANSYS, and the result shows that 
temperature at the ends of the thermistor is higher 
than the ambient temperature. The dimensions of 

each thermistor is designed as 160 × 6 × 2.5 μm3. 
Four kinds of materials are used: aluminum wire, 
light doped-silicon thermistor, high doped-silicon 
contact hole, and silicon dioxide insulator layer. 
The size of packaged cap and cavity are studied in 
the simulation.

3.2 Simulation

Using analysis software ANSYS, the three-
dimensional model is built and the tempera-
ture distribution of the heat flow in the sensor is 
simulated.

Cross-sectional view of the sensor is shown in 
Figure 2 and the influence of cavity size on tem-
perature difference is shown in Figure 3.

The L is the length of the cap, d is diameter of 
the cavity, the x is the position of the thermistor 
along the x axial and the x/L means the relative 
position of the thermistor.

The simulation results show that the length 
of the cavity L is 2400  μm and it is most sensi-
tive. It was determined the size of the sensing 
chip to some extent. Through simulation it shows 
the change relationship between the sizes of the 

Figure 1. Schematic view of the accelerator.

Figure 2. Cross-sectional view of the sensor.

Figure  3. Influence of cavity size on temperature 
difference.
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packaged cap and the heater. The size of the cap 
cause different sensor sensitivity. The sensitivity of 
the sensor is increased with the volume of the cap. 
In other words, the width and the height of the cap 
increases, the sensitivity increases. However, big-
ger size makes the frequency characteristic of the 
sensor worse and that limit the application. There-
fore, a suitable packaged cap size was selected to 
improve the sensitivity of the sensor. Finally the 
size was 6000 × 6000 × 500 μm3.

4 FABRICATION PROCESS

SOI wafer is selected for the fabrication of the 
accelerometer. The fabrication process is shown in 
Figure 4.

Firstly, a 0.3  um-thick SiO2 insulation layer is 
formed by thermal oxidation on an SOI wafer. 
Next, photoresist is coated on the wafer and 

photo-lithography is carried out. Thereafter, to 
etch the oxidation layer, wet etching is performed 
with BHF, and 3 um × 3 um contact holes are made 
after the removal the resist. When the contact hole 
is opened, boron is added through the contact hole. 
Then, in order to improve the metal semiconduc-
tor of the contact, p+ diffusion is carried out by 
putting it into a diffusion furnace. In this process, 
first, it is placed in a diffusion furnace at 1000°C 
for 1 hour, then wet etching is carried out by BHF, 
and then diffusing is carried out again by plac-
ing it in a diffusion furnace at 1200°C for 30 min-
utes. Aluminum wires (0.15  μm-in-thickness) are 
formed by the process of vacuum vapor deposi-
tion, photolithography, and aluminum etching. 
By placing the material in an annealing furnace 
at 450°C for 30 minutes, Ohmic contact between 
aluminum and silicon is formed by sintering. The 
thermistor is formed by photo-lithography and 
deep reactive ion etching (Deep-RIE). Deep-RIE 
is performed only in the front wafer for 3 minutes, 
and etching is performed. The front surface of the 
thermistor is coated with photoresist. A layer of 
polyimide is deposited on the surface to provide 
the chip from mechanical damage. The rear sur-
face is also etched by deep-RIE for about 5 hours 
and etching is performed to create the thermistor 
structure. Then, the HF (hydrofluoric acid) vapor 
removes the oxide buried to form the supports of 
the beams. The protective layer of polyimide and 
photoresist is finally peeled off  by removing the 
underlying photoresist. The fabricated sensor is 
shown in Figure 5.

5 PERFORMANCE OF THE SENSOR

The output voltage of the sensor is measured at a 
given acceleration from −6 g to +6 g. The measure-
ment result is shown in Figure 6.

Figure 4. Fabrication process of the sensor.

Figure 5. The fabricated sensor. Figure 6. The sensor sensitivity.
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The power of the heater is 14.7  mW and the 
input voltage is 1  V. The sensor sensitivity is 
12 mV/g and the nonlinearity of the full-span out-
put is 0.32% obtained from the measured sensitiv-
ity curve.

And the TCR value of the thermistor is tested 
by placing the sensing chip in an oven and increas-
ing temperature from −30°C to 30°C. The P-type 
silicon TCR value is shown in Figure 7. The TCR 
value is 6000 ppm/°C.

6 CONCLUSION

In this paper, bi-axial thermal convection accelera-
tion sensor based on micro-machining is described. 
The sensing principal, structure design, fabrica-
tion process and performance test is illustrated in 
detail. Based on heat convection simulation results, 
the sensor was designed and manufactured. The 
new type structure of the sensor reduces the 93% 
thermal stress of the thermistor compared with the 
commonly thermistor.

The convective sensor performance is strongly 
influenced by the size of cavity and cap of the pack-
age. The simulation result shows the sensitivity 

change with the sizes of the packaged cap and the 
cavity. By compromising the accelerometer with 
the sensitivity and the bandwidth of the frequency, 
an appropriate size was estimated. The perfor-
mance of the sensor was tested by experiments, 
and result shows that a linear relationship between 
the acceleration and the output signal is obtained.

One end of thermistors is free due to consider-
ing thermal stress is the merit of the sensor while 
that the load concentrates on the fixed end is its 
disadvantage. Since the large portion of aluminum 
layer causes very large thermal stress, the future 
work is to reduce aluminum wire size in order to 
lower the thermal stress.
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Innovative green design of the frog ramming machine based 
on TRIZ/FRT

Z.G. Xu, J.L. Li & Z.Y. Zhu
School of Mechanical Engineering, Shandong University, Jinan, Shandong, China

ABSTRACT: The green innovation design of the frog ramming machine is done based on FRT (Future 
Reality Tree) and TRIZ. First, the traditional 39 parameters are classified into four major classes and 
16 small classes, which are put into the green conflict parameters. The functions are analyzed for green 
innovation design, targets are solved, green conflicts are collected, and the subtractive model of the frog 
ramming machine is obtained by the FRT method. The product design process verified and exemplified 
the effectiveness of the cooperative TRIZ and FRT model.

kinds of parameters: green parameters, general 
parameters, and half-general half-green param-
eters. To find out the potential conflicts, we first 
determine the innovation goal of a green product 
and then combined the functional model with the 
substance-field analysis. A detailed analysis of the 
relationship between subsystems and components 
determines the potential problem of the product, 
and then, the problem standardization and TRIZ 
conflict are found and solved.

Similar forms of substance field analysis model 
and optimization should be selected to cope with 
the following five models: complete function 
model, perfect incomplete function model, nonef-
fective complete function model, excessive func-
tions, and harmful function. The following two 
need to be removed.

When the improvement of noneffective com-
plete function model increases the harmful func-
tions to the existing system, conflicts will result. 
Table 1 shows the correspondence between green 
design factors with the engineering parameters.

The green design conflict resolution model is 
shown in the following steps.

1. Determine design goals: Subsystems are 
determined.

2. Establish the substance-field analysis model: 
According to the relationship between the sub-
systems, the existing product substance-field 
analysis model is established.

3. Find the existing problems: According to 
the product substance-field function analysis 
model, determine the deficiency function, excess 
function, harmful function, and the problem 
of standardization and choose the appropriate 
TRIZ tool to solve the problem and obtain the 
final solutions.

1 INTRODUCTION

Yamamoto (1999) pointed out that green product 
design can improve environmental efficiency five times. 
Meanwhile, Hsiang-Tang Chang (2004) developed 
a new ecological design tool, which is proved to be 
effective in the application of TRIZ theory into green 
design, and five functional tools are developed: eco-
logical retrieval tool, product evaluation tool by AHP, 
TRIZ engineering parameters describing the ecological 
factors, TRIZ invention tools, and invention retrieval 
tools. S. Vinodh (2014) proposed a quality function 
deployment on the basis of the awareness of environ-
mental protection (ECQFD), the theory of inventive 
problem solving (TRIZ), and the Analytic Hierarchy 
Process (AHP) integration model for computer-aided 
innovation of auto parts and sustainable design.

The Future Reality Tree (FRT) is mainly used 
to verify whether the injection scheme can improve 
the system and achieve the desired results or 
adverse results after the injection (Qian, 2011). 
FRT describes the future prospects, the bottom-up 
approach is used, and the solution injection effect is 
predicted. FRT systems have two important roles: 
one is to make a preliminary evaluation scheme to 
remove the fault scheme, which does not meet the 
environmental requirements; the other is to find 
the negative effects through the solution injection 
and taking measures to prevent or eliminate the 
negative effects (Liu, 2008). Innovation programs 
are injected to insert the corresponding problem, 
and the corresponding FRT chart is illustrated.

2 GREEN CONFLICT RESOLUTION

The optimization goal of green design is to improve 
the green conflicts of a product. There are three 
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4. Determine the green conflict: Use FRT to 
determine whether there is a conflict between 
the target solution and the environment. If  yes, 
product finding needs to optimize the green 
design parameters and deterioration of param-
eters and then determine the product of the 
green conflict.

5. Green conflict resolution: According to 
Table  1, the green conflict into the corre-
sponding engineering parameters, find the 
conflict matrix, according to the correspond-
ing principle of  the invention to get the target 
solution.

6. Innovative program generation: According to 
the above-mentioned five steps, get the target 
solution, and the design of personnel knowl-
edge and experience, get the product’s green 
innovation program.

3 GREEN INNOVATION DESIGN OF 
FROG RAMMING MACHINE

Ramming machine in the work process generates 
severe vibration and makes a large noise, which can 
easily cause deviation from the original direction in 
the process of advancing. Therefore, it needs to be 
pulled back when advancing, and hard labor works 
are needed as well as the security of the whole 
apparatus is enormously reduced.

It is necessary to analyze ramming functions 
by TRIZ tools to find the existing problem of the 
ramming machine. TRIZ tools are used to get the 
target solution. FRT tools are also introduced to 
find the target solution, and the conflicts between 
the machine and the environment are classified. 
The conflicting problems are solved by the conflict 
matrix.

3.1 Functional model

According to the relationship between the parts 
of the actual situation and the ramming machine 
in the process, model function in the process is 
shown in Fig. 1. Ramming machine is analyzed to 
find the functional model, where four problems are 
described as the follows:

Question 1: when reinforcing the soft soil founda-
tion, each time the frog rammer tamps the foun-
dation, there will exist excess soil at the bottom 
part of the front plate of the compaction; 

Table 1. Green product engineering parameters.

Green design 
para types

Green design 
factors

Corresponding 
engineering 
parameters

Green 
environmental 
factors

Low toxicity of 
materials

No.31

Compatibility of 
materials

No.35

Reusability of 
materials

No.23

Easy degradation 
of materials

No.31

Types of materials No.26
Reduction of 

resource 
consumption

No.1, No.2, 
No.7, No.8, 
No.23, 
No.26, 
No.32

Green energy 
factor

Energy use 
efficiency

No.22, No.23

Reduction of 
energy 
consumption

No.15, No.21, 
No.22, 
No.25

Energy cleanliness No.30, No.31

Green 
environmental 
factors

Vibration noise No.31
Emission of 

pollutants
No.31

Cleanliness of 
production

No.30, No.31

Green technology 
factor

Security No.13, No.27, 
No.30

Degree of 
intelligence

No.34, No.37, 
No.38

Life No.15, No.16
Removable 

property
No.13, No.25, 

No.33, 
No.34, 
No.36

Figure 1. Functional model of the ramming machine.
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inhomogeneity of soil distribution caused ram-
ming machine offset line direction; and the pull-
ing back to its original direction needs intensity 
of manual labor.

Question 2: horizontal centrifugal force generated 
by the rotation of the eccentric block drives the 
ramming machine move forward, causing the 
transverse vibration; rammer lifting caused ver-
tical vibration; in addition, the rotation of the 
motor caused a certain vibration.

Question 3: tremendous noise is produced in the 
process of work, by the rotation of the motor, 
moving forward of the rammer, and the lifting 
of the hammer.

Question 4: because of the heavy eccentric block, 
the ramming machine starts very slowly, con-
suming huge amount of energy.

3.2 Target solution

Problem 1 came from the ill functional structure; 
substance-field model is used to solve this prob-
lem. It is a kind of noneffective complete system. 
Problem 1 and its substance-field analysis model 
are shown in Fig.  2. The possible solutions are 
shown in the following three schemes.

Scheme 1: a small hammer is added in the 
dynamic consolidation, which is located in the 
front of the floor, in the large ram compaction 
foundation, while the small ram compaction of the 
soil is in front of the floor.

Scheme 2: a “sweeping structure” is installed in 
the front floor, which is consisted of a cam and rack 
gear. A cam is arranged on both ends of the inter-
mediate shaft; the cam and spring acted together to 
drive the reciprocating rack. The drive gear rotated 
repeatedly, and the gear and a swing rod are made 
into an integrated structure to remove the front soil.

Scheme 3: A small motor is installed in front of 
the floor; the small motor drives the fan to blow 
away surplus soil.

Problems 2 and 3 are very similar, which can be 
seen as a technical conflict. At the same time, the ram-
mer increases the blow strength as well as the vibration 

and noise. If parameter 10 is improved, parameter 31 
gets deteriorated, the principles of 13, 3, 36, and 24 are 
obtained, and the following schemes are suggested:

Solution 4: introduce agent in the motor to 
absorb vibration caused by the motor.

Plan 5: Principle of acting conversely: adding a 
bias offset from the existing eccentric block to off-
set horizontal centrifugal force, thereby offsetting 
lateral vibration.

Plan 6: Principle of intermediary: installation of 
vibration damping material in the arm absorbs the 
transmitted vibration.

Plan 7: Principle of intermediary: add a motor 
cover, and reduce the noise caused by the motor 
rotation.

Problem 4 is regarded as a group of physical 
conflicts; the centrifugal force of eccentric block 
mass provides large force intensity, but will lead 
to slow starting of the ramming machine and high 
energy consumption. Spatial separation princi-
ple is used to solve the problems. The following 
schemes are suggested.

Scheme 8: Separation: the eccentric block is 
designed to be removed. When the eccentric block 
up-rotated, it moved upward; when rotated down-
ward, it moved downward.

Plan 9: Local quality: eccentric block is made of 
hollow magnetic steel balls, with a magnet block 
installed on the eccentric block near the shaft hole.

4 GREEN DESIGN OF FROG RAMMING 
MACHINE

Scheme 1 is shown in Fig.  2. The difference 
between scheme 1 and scheme 2 is that the for-
mer has no the “pre-scanning structure”, where a 
small hammer (10) is utilized to remove the front 
soil; the view is shown in Fig. 2. Compared with 
scheme 2, scheme 1 has the following properties: 
simple structure, material saving, and better effects. 
Therefore, we adopt scheme 1 in this paper.

The front view of scheme 2 is shown in Figure 3; 
the down view of scheme 2 is shown in Figure  4. 

Figure 3. Front view of scheme 2.Figure 2. Structure view of scheme 1.
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A “front sweeping structure” is installed at the bottom 
front, which is consisted of a cam (10), gear (12), and 
rack cam (11). The cam is installed in both ends of 
the intermediate shaft; cam and spring (not marked 
in the figure) acted together to drive the reciprocating 
movement of the rack and the gear. The reciprocat-
ing rotation gear and a swing rod are made into an 
integrated structure to remove the front soil.

Compared with scheme 8, scheme 9 has prop-
erties of simple structure, material saving, easy to 
wear, long service life, and so on. Scheme 9 changed 
the structure of the output belt pulley 3, which is 
made of a hollow structure containing magnetic 
steel balls designed near the eccentric block.

In addition, the four ribs have a semi-solid struc-
ture. Near the center axis, where the belt wheel is made 
into a hollow structure and permanent magnet balls 
are put inside, it consisted of an arc magnet (31) and 

a cylindrical magnet (32). The section view of pulley 
3 is shown in Figure 4. Figure 4 is the state view of 
pulley 3; when the ramming machine does not work, 
the magnetic balls are put inside the arc magnet (31) 
and (32). Because of the lower weight of the eccentric 
block, the machine can start work quickly.

When the ramming machine works, the mag-
netic steel balls move toward the eccentric block; 
when the hammer was landed, the magnetic ball 
moved downward, as shown in Figure  6, and 
crackdown power increased. This scheme reduces 
the material consumption, improves the starting 
efficiency, and increases the blowing efforts.

5 CONCLUSIONS

The green conflict resolution model based on 
TRIZ/FRT is put forward in this paper for the ram-
ming machine green design. Four types of parame-
ters are put forward: green resources, green energy, 
green environment, and green technology. To sum 
up, these four aspects of engineering parameters 
corresponding to green design factors. The design 
process is verified by the green innovative design 
of a frog ramming machine, which becomes more 
complied with environmental requirements.
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Rotor fault diagnosis based on SVM and improved D–S theory
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ABSTRACT: In order to overcome the shortcomings of the D–S (Dempster–Shafer) evidence theory, 
that is, the basic probability distribution is difficult to determine and the conflicting evidence is poorly 
treated, a diagnosis method based on improved evidence theory was proposed and applied to rotor fault 
diagnosis. First, using the pairwise coupling method and the one-to-one support vector machine to obtain 
the basic probability distribution function, the problem of how to obtain the original evidence was solved. 
Second, the theory of evidence was improved. The conflicting evidence was judged by the distance func-
tion of evidence. Then, the evidence was modified and combined to get fusion results. A variety of rotor 
fault signals were collected and analyzed in the experiments. The results showed that the diagnosis method 
was effective.

data fusion was performed to obtain the diagnos-
tic results. The method was applied to the rotor 
system in unbalance, misalignment, and other 
conditions. The results showed that the diagnostic 
accuracy was improved.

2 THEORETICAL BASIS OF THE 
EVIDENCE THEORY

Supposing that frame of discernment Θ = {A1, A2, 
… An} consists of evidence E1 and E2, the BPA 
functions are m1(Ai) and m2(A′j), the focal elements 
are Ai and A′j, and the D–S rule of combination is:
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K represents the conflicting degree of evidence. 
The larger the k, more serious is the conflict of evi-
dence. If  we combine the evidence by using equa-
tions (1) and (2), it will lead to incorrect results.

3 OBTAINING BPA BASED ON SVM

As the general form of BPA is not given by the D–S 
theory, in application, obtaining BPA requires a 

1 INTRODUCTION

Rotor system always plays an important role in 
electric power, aviation, and other industries. Its 
condition is related to equipment safety; therefore, it 
is necessary to perform research on rotor fault diag-
nosis. The D–S (Dempster–Shafer) evidence theory 
can fuse evidence without prior knowledge, so it is 
widely used in fault diagnosis of rotor system (Chen 
2005). However, the D–S theory faces two problems 
(Sima 2012): (1) how to quantify the sensor informa-
tion to get the original Basic Probability Assignment 
(BPA). The main solutions to this problem include 
the neural network method and the expert experi-
ence assignment method. However, neural network 
training requires a lot of historical data, and there 
are over fitting, local minimum phenomena in it; 
the expert experience assignment method relies on 
subjective judgment, and its scope is limited (Jiang 
2012); (2) Uncertainties in measuring systems and 
error accumulation may bring conflicting evidence, 
but the D–S theory will cause unreasonable con-
clusions when dealing with highly conflicting evi-
dence. Although some researchers proposed some 
improved methods to solve this problem, there are 
still slow convergence, low accuracy, and some other 
shortcomings (Yager 1987, Liu 2014).

Therefore, to overcome the aforementioned 
shortcomings of the D–S theory, we proposed 
a rotor fault diagnosis method on the basis of 
Support Vector Machine (SVM) and improved 
evidence theory. The pairwise coupling (Hastie 
1998) and one-to-one SVM were used to obtain 
the BPA function. Then, the D–S evidence theory 
was improved to judge the conflicting degree of 
evidence, and the evidence was modified. Finally, 
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detailed analysis. SVM is a new machine learning 
method proposed by Vapnik. Compared with 
neural network, SVM can achieve a good accuracy 
with only a small number of training samples. It 
also has better generalization ability and no local 
minimum phenomenon (Ai 2005). Meanwhile, 
SVM has strict theoretical and mathematical basis, 
so the BPA function obtained from SVM over-
comes the shortcomings, which the expert experi-
ence method lacks in (Zhou 2014).

However, the output of standard SVM can only 
judge whether the input samples belong to or not 
to a certain class. Platt (2000) proposed a method 
to convert the standard SVM output value f to 
probability pi by sigmoid function:

pi Af B
=
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1
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where pi is the probability of sample xi, K is the 
number of training samples, ti = t+ or t− when the 
classification result is 1 or −1, respectively, and N+ 
and N− are the number of samples classified into 1 
or −1, respectively. By solving (4) and (5), we can 
gain A, B in (3) and then get a function of f and pi.

The method proposed by Platt is only suitable 
for dealing with two classification problems and 
cannot be applied to multiclassification problems 
directly. Therefore, we use the pairwise coupling 
classification proposed by Hastie (1998) to convert 
two classes probabilities into multiclassification 
probability. By solving the optimization problem 
of (6), the probability pi of  the class i is obtained as 
the original BPA function in the D–S rule:
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where j=1,…, k, k is the number of classes, i≠j; 
rij represents the probability that the sample xi 
belongs to class i when pairing the ith class and the 
jth class. Equation (6) can be rewritten as:
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Where p should satisfy the following equation:
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Where p = [p1, p2,…, pk]T is the solution of (6), e is 
a k ×  1 vector, whose elements are all one, 0 is a 
k × 1 vector, whose elements are all zero, and b is 
the Lagrangian multiplier of equality constraint 
∑pi = 1.

Wu (2004) gave the following algorithm to com-
pute p:

1. Give initial value to p, which satisfies:

 
p pi
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k

i
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∑ 1 0pi >pi
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2. Repeat (t = 1,…, k) (11) and (12):
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  Normalize p (12)

until (9) is satisfied.

4 IMPROVEMENT OF THE D–S THEORY

In practice, the error factors lead to conflicting evi-
dence, but the D–S theory is not suitable for deal-
ing with it. Hence, we use the distance function of 
evidence as a criterion to determine whether evi-
dence is conflicting to other or not. Then, the evi-
dence will be amended and combined by the D–S 
rules (Pan 2013, Zhang 2009).

The distance function (dij) of evidence Ei and Ej 
in the frame of discernment is defined as:

dijdd ( )m m m mi jm i jm+mi
1
2

m+  (13)

where || mi ||2  =  < mi, mi >,< mi, mj > is the inner 
product of mi, mj, dij∈[0, 1] and dij=dji. dij describes 
the distance of evidence. The greater the value, the 
higher the conflicting degree of evidence Ei and Ej.

If  there are X pieces of evidence, the distance 
function matrix formed by them is:
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Introducing the parameter ci represents the con-
flicting degree of Ei and other evidence:

c
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As dij∈[0, 1] and the diagonal elements of 
the matrix S are all zero, there should be 0 ≤ ci ≤
[(X−1)/X].

Thus, we introduce the discounted factor, ωi, as the 
weight of the evidence. The smaller the ci, indicating 
that Ei is more similar to other evidence, the greater 
the value of ωi. Otherwise, ωi should be smaller.

Let ωi = f(ci), ωi and ci should meet the following 
conditions:

a. ci→[(X-1)/X], f(ci)→0; ci→0, f(ci)→1
b. 0  ≤ f(ci)  ≤ 1, f(ci) should be monotonically 

decreasing in its interval.
c. When ci small, ωi should decrease slowly. As ci 

increases, ωi should decrease rapidly to zero.

Thus, f(ci) should be an exponential function. A 
similar creditable factor was defined by Pan (2013) 
and Zhang (2009). We define:
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Where β is an unknown parameter to be deter-
mined. Supposing t = ci⋅[X/(X−1)], then 0 ≤ t <1. 
Taking derivation of t, we have:

f t t′ )t lt n )= β β(lnβ βt(lnt(ln β 0) <)  (17)

Rewriting (17), we get β < e. When β decreases, 
f t′ )t  will decrease slowly, which do not meet the 

condition c. Therefore, replacing t with ci, we have:
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After the discounted factor ωi is determined, 
if  the BPA function before modification is mi(Aj) 
and that after modification is mi’(Aj), we use (19) 
to modify the evidence:
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Finally, the D–S rule is used to combine the 
modified evidence and then we can obtain the 
results of evidence fusion.

5 APPLICATION IN ROTOR FAULT 
DIAGNOSIS

5.1 Diagnostic model

Large rotor common faults include loose bearings, 
unbalance, misalignment, and rubbing. In order to 
fully and accurately capture these faults, it is neces-
sary to set multiple measurement points to collect 
vibration signals in different locations on the rotor 
system. The vibration signals were used to extract 
features and form diagnostic eigenvector. Those 
eigenvectors formed by each measuring point data 
were input to SVM for training and testing, and 
the BPA function was generated. The BPA function 
produced by each measuring point was regarded 
as a piece of evidence. Then, we can calculate the 
conflicting degree and modify evidence to elimi-
nate the impact of uncertain information. Finally, 
the D–S evidence theory can be used to fuse the 
evidence and get the diagnosis result.

On the basis of the common faults of the large 
rotor, a rotor fault simulation platform was built. 
The platform consists of multistage pull rod rotor, 
motor, eddy current sensors, and brake (Fig.  2). 
The fault diagnosis system was established by 
applying the SVM and the improved evidence the-
ory as shown in Figure 3.

5.2 Rotor fault signal feature extraction

The vibration signals generated during the opera-
tion can reflect the fault characteristics. Because 
of error accumulation, analysis of single sensor 
data is difficult to accurately identify the fault. 

Figure 1. Relationship between discounted factor and 
conflicting degree when X = 3, 4, 5.
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To solve this problem, we collected the vibration 
signals in different positions of the rotor and used 
the wavelet packet to process the signals to get the 
diagnostic eigenvector.

The rotor radial vibration signal was measured 
by setting eddy current sensors in three positions 
of the rotor. As only the signals measured by two 
sensors perpendicular to each other can fully 
describe vibration information (Han 2009), one 
eddy current sensor was set in horizontal direction 
and another one in vertical direction. The signals 
were recorded as x1, y1, x2, y2, x3, and y3, which 
represented horizontal and vertical signals in three 
points. During the experiments, rotor speed was 
1460  rpm and sampling frequency was 1  kHz. 
Some of the fault vibration signals are shown 
below (unbalanced fault as example).

The frequency band energy distribution of the 
vibration signal reflects the fault characteristics, 

so we can form the eigenvector of  diagnosis by 
decomposing band energy spectrum. We used the 
wavelet packet to decompose the signal and obtain 
the energy spectrum and wavelet energy entropy. 
The eigenvector, which is the full description of 
the fault information characteristics (Han 2009), 
was obtained by combing energy spectrum and the 
energy entropy. Meanwhile, noticing that 1/2f, 2f, 
3f, and so on (f = rotor speed) are fault character-
istic frequencies (Zhou 2014), in order to capture 
the fault information more accurately, we decom-
posed the signal as shown in Table 1.

db12 was selected as the wavelet basis. The x, y 
signals from one measuring point were filtered and 
decomposed by wavelet packet. Wavelet recon-
struction coefficients obtained from eight nodes 
were numbered as Sx1(n), Sy1(n), Sx2(n),…Sy8(n) in 
descending order of  frequency. Then, the energy 
spectrum and energy entropy of the jth frequency 
band were:

E S SzjE xjS
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N

yjSSxjS
=
∑∑ (|(| ( )n( )n | || ( )n | )2

0

2  (20)

EzTotalE zj
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∑

1
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where N = the number of sampling points. Normal-
izing Ezj, we can obtain the vibration signal wavelet 
relative energy spectrum qz = [qz1,…qzi,…qz8]

The wavelet energy entropy, HzW, is:

H q qzWH zi zi
i=
∑ log

1

8

 (22)

In conclusion, the eigenvector of rotor vibration 
signal is: W = [qz1,…qzi,…qz8, HzW]

Figure 2. Fault simulation platform.

Figure 3. Rotor fault diagnosis system.

Figure 4. Unbalanced fault, sensor x2 signal.

Figure 5. Unbalanced fault, sensor y2 signal.
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5.3 BPA function design

With the eigenvector, now we can establish the 
frame of discernment Θ = {A1, A2,…A5} represent-
ing misalignment, imbalance, rubbing, loose bear-
ings, and normal five conditions. Several sets of 
vibration signals were collected under five condi-
tions and some eigenvectors are shown in Table 2:

It can be seen that the decomposition according 
to Table  1  showed the signal energy distribution 
under different faults. But considering the noise 
and error, single sensor information may still cause 
misjudgment.

According to the algorithm shown in Sec-
tion 2, 75 sets of data from the measuring point 1 
(15  groups for each case) were input as training 
samples. SVM was set with RBF kernel, and the 
cross-validation method was used to obtain SVM-
related parameters (Wang 2014) to form SVM1. 
Similarly, SVM2 and SVM3 were formed. For 
each of the three SVMs, 175 sets of test samples 
(35 groups for each case) were input. The results of 
BPA are shown in Table 3.

The accuracy of the diagnosis result was judged 
according to the following rule (Geng 2006):

m
m

r im
r

( )ArA max( ( )AiA )
( )ArA

=
> η  (23)

5.4 Evidence fusion

As can be seen in Table  4, relying on informa-
tion from a single sensor will reduce the accuracy. 
Therefore, we combined the multisensor infor-
mation and improved the diagnostic accuracy. 
According to the improved method shown in Sec-
tion  2, 175  groups of samples were combined. 
Taking unbalanced fault as an example, Con-
trast Yager (1987), Liu (2014, τ  =  0.5), D–S and 
improved D–S theory in Section 4, the following 
results are obtained.

In Table 5, the probabilities of unbalance fault 
from SVM1, SVM2, and SVM3 were 0.869, 0.553, 
and 0.025, respectively. Because of the high con-
flict, the probability of normal condition (0.584) 
was higher after treatment by the D–S rule; The 
uncertainty degree of Yager’s rule was 0.971, which 
means it is difficult to determine the fault; Only 
Liu’s (0.582) and the improved method (0.603) 
produced a result that the rotor was more likely in 
unbalanced fault, which was consistent with the 
actual situation.

In Table  6, the BPA functions provided by 
SVM1, SVM2, and SVM3 were slightly differ-
ent from each other (the probabilities were 0.799, 
0.717, and 0.553, respectively). After the fusion, 
the uncertainty of Yager’s rule was 0.673, and still 

Table 1. Wavelet packet decomposition nodes.

Node Frequency range Node Frequency range

(1,1) 0–0.3125f (4,3) 2.5–3.75f
(2,1) 0.3125–0.625f (5,1) 3.75–5f
(4,1) 0.625–1.25f (6,0) 5–10f
(4,2) 1.25–2.5f (6,1) 10–20f

Table 2. Fault eigenvectors (from point 2).

A1 A2 A3 A4 A5

qz1 0.0157 0.0095 0.0082 0.0120 0.0021
qz2 0.0113 0.0072 0.0151 0.0211 0.0053
qz3 0.3487 0.8515 0.5873 0.7137 0.8605
qz4 0.5071 0.0633 0.2087 0.1650 0.0541
qz5 0.0593 0.0074 0.0731 0.0227 0.0054
qz6 0.0054 0.0055 0.0283 0.0089 0.0061
qz7 0.0289 0.0247 0.0353 0.0273 0.0258
qz8 0.0495 0.0461 0.0470 0.0478 0.0455
HzW 0.5534 0.2995 0.5629 0.4535 0.2700

Table  3. BPA function under unbalanced fault (from 
SVM2).

Sample 
number m(A1) m(A2) m(A3) m(A4) m(A5)

1 0.028 0.429 0.028 0.028 0.487
2 0.031 0.886 0.030 0.030 0.023
3 0.029 0.490 0.029 0.029 0.423
4 0.028 0.567 0.028 0.028 0.349
5 0.029 0.463 0.029 0.029 0.450
… … … … … …

Table 4. SVM diagnosis results (η = 0.8).

SVM 
number

Number of correct 
predictions

Number of test 
samples Accuracy

SVM1 134 175 76.6%
SVM2 109 175 62.3%
SVM3  78 175 44.6%

Table 5. Conflicting evidence fusion.

m(A1) m(A2) m(A3) m(A4) m(A5) Θ

SVM1 0.027 0.869 0.026 0.027 0.051 0
SVM2 0.024 0.553 0.024 0.024 0.375 0
SVM3 0.026 0.025 0.026 0.028 0.895 0
D–S 0.001 0.413 0.001 0.001 0.584 0
Liu 0.019 0.582 0.018 0.019 0.362 0
Yager 0 0.012 0 0 0.017 0.971
Improved 

method
0.011 0.603 0.011 0.011 0.331 0.033
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it is difficult to determine the type of fault. Liu’s 
method correctly diagnosed the rotor condition 
but with slow convergence (0.791). Only the results 
of the D–S method and improved method showed 
that the probability of the unbalanced fault was 
more than 0.96, which showed better convergence 
efficiency as well.

Let the threshold η  =  0.9. 175  groups of test 
samples be fused. The accuracy of diagnosis is 
shown in Table 7, according to (23):

It can be seen that all the methods improved the 
diagnostic accuracy. Among them, the improved 
method was the best; while Yager’s method had 
the worst result. Liu’s method and the D–S method 
had a certain improvement in the correct rate; 
however, the effect was not good as that of the 
improved method.

6 CONCLUSION

The pairwise coupling was combined with SVM to 
solve the problem of evidence generation and over-
came the shortcomings of the expert assignment 
method and neural networks.

The D–S evidence theory was improved. The 
conflicting degree of evidence was judged by the dis-
tance function of evidence. Then, the evidence was 
modified and combined. Experiments showed that 
the improved method could deal with conflicting 
evidence well and had a high convergence speed.

The fault characteristics of rotor system were 
analyzed. Combined with the signal characteristics, 

a rotor fault diagnosis method was established by 
using wavelet, SVM, and improved evidence theory. 
Experiments showed that the accuracy of diagno-
sis was improved, indicating that the method was 
valuable in actual rotor fault diagnosis.
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Table 6. Comparison of convergence.

m(A1) m(A2) m(A3) m(A4) m(A5) Θ

SVM1 0.025 0.799 0.025 0.026 0.125 0
SVM2 0.025 0.717 0.025 0.025 0.208 0
SVM3 0.024 0.553 0.024 0.024 0.375 0
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method
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Table 7. Accuracy of different algorithms.

Methods
Number of correct 
predictions
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test samples Accuracy
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Yager  27 175 15.4%
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method
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A study of the relationship between pre-tightening force and torque 
in precision instrument assembly
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ABSTRACT: The screw thread connection is widely used in precision instruments and the quality of 
threaded connections directly affects the assembly quality and reliability of the product. (Yang X, 2011) 
With the development of micro precision mechanical and electrical products, the requirement of con-
trolling on micro-thread connection is becoming much higher. The present work aims to embark from 
theoretical analysis and experimental research to explore the rules and characteristics of high precision 
threaded connections. During the research, the accurate torque-preloading force mapping relationship 
of the miniature titanium screw in the aerospace field is measured. (Nassar SA, 2005) The experimen-
tal method as well as all the results in the present work can be utilized to improve the accuracy and the 
dynamic stability of the precision instruments and provide guidance for the assembly process of precision 
instrument.

tightening torque T is initiatively applied, and the 
friction torque Tb between the bolt head and 
the supporting surface which is a passive torque. 
The friction torque Tt between the screw thread 
surface and the internal thread surface is another 
passive torque, and the torque which is provided 
by lead angle generate the preload force. This is 
constantly increasing in the process of tightening 
and has the following relationship:

T T T Tb tTT+TbTT α  (1)

The yellow ring in figure 2 is the joint surface 
of threaded connection. The torque of the yellow 
joint surface is called the face friction torque Tb. If  

1 INTRODUCTION

One of the most important reasons why threaded 
connection is widely used is that it can provide 
considerable connection force, besides, it can be 
repeatedly disassembled and interchanged. In the 
field of aerospace precision instruments, there 
are higher requirements for the threaded connec-
tions. The precise controlling of the pretightening 
force has a great influence on the precision and the 
stability of the instrument, so that the accurate 
measurement of torque-preload relationship for 
realizing the quantitative control of assembly has 
the vital significance. As early as 1953, the screw 
torque controlling has strict and precise assembly 
requirements in the assembly process standard 
of Sidewinder missile. In the field of assembly, 
researches have done a lot of work in the design 
of threaded connection form, but rarely involves 
the study of the torque-preload force accuracy 
control, especially small size high precision thread 
connection. (Zaki AM, 2008) Consequently, the 
aim of the present work is to explore the torque—
preload force mapping relationship of the minia-
ture titanium screws in the aerospace field through 
theoretical analysis and experimental research.

2 MECHANICAL MODEL OF THE 
TORQUE METHOD IN THE 
TIGHTENING PROCESS

In the process of uniform tightening bolts as shown 
in figure  1, there are four kinds of torque. The 

Figure  1. The mechanical model in the process of 
tightening.
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the equivalent friction diameter is db, the friction 
torque can be expressed as follows:

T d Fb bT dT b
1
2

μbb  (2)

F is screw preload force, μb is the friction coef-
ficient of the relative sliding surface.

The equivalent friction diameter can be calcu-
lated by

d
D D

bd = 1 2D DD
2

 (3)

Where D1 is the washer outer diameter or the 
outer diameter of bolt head circular contact area, 
which is the large diameter of contact area, D2 is 
thread through hole internal diameter or washer 
internal diameter, which is the small diameter of 
contact area.

Take the rectangular bolt nut connecting as 
an example as shown in Figure  3 (a). The nut is 
regarded as a slider, and it is applied on the posi-
tive pressure F which is equal to the bolt interior 
preload (parallel to the bolt axis), the thrust Ft 
(perpendicular to the bolt axis) can be equivalent 
as the friction torque on the thread surface. In 
figure 3 (a), spread along pitch diameter of thread 
to draw the figure 3 (b). If  the friction on the sup-
porting surface is ignored, the tightening process 
can be converted into the oblique plane-block 
mechanism. In that case, there remain a horizontal 
force Ft and a vertical pressure F. And if  we pro-
ceed the orthogonal decomposition, then we can 
get figure 3 (b), the mechanical relationship of the 
forces can be expressed as follows:

F F F
N F F
F N F

F

f tF FF F
t

f tFF t t

tFF

FF

=

cos i
cos i

( cFF in )
cos

ϕ ϕF sF− in
ϕ ϕFt sFtFF+ in

μNNt tN =NN ϕFtFF sin )
ϕ ϕϕϕ

μ ϕ
μ ϕ
+

−

F

F F
μ ϕ

=
μμμμ

tμμ

i
t
ttFF

1
 (4)

Where φ is the lead angle, μt is the thread sur-
face friction coefficient, N is the support force of 
the bevel to the sliding block, F is the equivalent 
preload force, Ft is the equivalent thrust, Ff is the 
equivalent thread surface friction.

Setting thread surface friction angle as ρ, and 
put it into the formula (4), the equivalent thrust 
can be expressed as follows:

F F FtFF
−

= +F
tan t+

tan t
tan( )ϕt+ an

ρ ϕtan
ρ ϕ+ )

1
 (5)

Setting equivalent friction diameter value is 
the thread pitch diameter d2, so in the tightening 
process, the friction torque Tt can be expressed as 
follows:

T
d

FtTT = +F2dd
2

tan( )ρ ϕ+ ))  (6)

The equivalent friction angle ρ′ of the triangular 
thread can be expressed as follows:

tan =ρ
μ

α
′

′
tμ

cos  (7)

Where α ′  is the included angle between the 
thread flank and the vertical thread axis.

Put ρ′ into the formula (6), Tt can be expressed 
as follows:

T
d

FtTT = +F2dd
2

tan( )ρ ϕ+ )′  (8)

Where d2 is pitch diameter of thread, at the same 
time it is also the equivalent friction diameter.

For the average metric triangular thread:

Figure  2. The schematic diagram of the friction area 
under the surface of the nut.

Figure 3. Rectangular thread force analysis.
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25 30� �30< ′ <α′′

ϕ < 3�

Then:

1 103 1 1 155.
cos

.< <
α ′  (9)

tan .ϕ < 0 0524  (10)

However the scope of the friction coefficient of 
the general metal materials:

0 1 0 3. .1 0< <μt  (11)

Synthesize the formula (7) to (11), we can get

tan tρ ϕtan′ ≈ 0  (12)

Put the formula (12) into the formula (8)

T
d

FtTT = F2dd
2

(tan t+ )ρ ϕt+ an )′  (13)

For

tanϕ
π

=
p
dππ 2dd

 (14)

Putting the formula (2), the formula (7), the 
formula (13) and the formula (14) into the for-
mula (1), the ordinary triangular thread tightening 
torque T can be calculated as follows:

T FdF
d

d
d

d
p
d

KFdFFbd t+FdFF b b +
⎛
⎝
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠
=

μ μdbb t+b

α πdd2 2d 2
2dd

cos ′  (15)

From the formula (15), we know the use of 
empirical the formula (1) can describe the tight-
ening process of the torque method, but there 
are many factors which will more or less affect 
the number of K, they will enlarge the dispersion 
degree of the preload force.

When the thread is loosened, there are still two 
friction torques. The friction torque on the support 
surface has an exactly opposite direction, yet the 
algorithm does not change. In that case, the thrust 
in the force model of the screw thread reverses at 
the moment, and the direction of the preload force 
do not change. Therefore, breakaway torque ′ 
can be calculated as follows:

′ + −
⎛
⎝
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠
= ′T F′′ = dF

d
d

d
d

p
d

K F′′ dFFbd tμ μ
+

dbb t

α πdd2 2d 2
2dd

cos ′
 (16)

3 EXPERIMENTAL STUDY

In order to study the rule of F/M mapping in the 
tightening process of small size screws, an experi-
mental device for screw tightening is designed. 
Screw tightening conditions can be changed to 
detect the torque coefficient of the screw in differ-
ent conditions, then the torque curve and the ten-
sion curve in the process of screw tightening can 
be obtained.

The schematic diagram of the screw tighten-
ing experimental apparatus is shown in figure  4. 
We use the torque tester and high precision sensor 
to display in real time and collect the tightening 
torque and the preload. The experimental bolt is 
fixed on both sides of the support surface by the 
experiment nut, a replaceable gasket is fixed on the 
supporting surface, which can simulate the contact 
between the connected part support surface and the 
screw lower surface. The experiment nut is fixed on 
the connecting column by two pressing plates, and 
the bottom end of the connecting column is con-
nected with the tension-compression sensor which 
is fixed to the bottom plate. The four corners of 
the bottom plate have four studs, which are used 
to support the supporting surface and adjust the 
distance between the upper and the lower boards. 
In the tightening process, when the screw rotates 
under the action of torque, due to friction of the 
contact area, the nut will rotate to some extent 
along with the screw. The tighter the bolt screws, 
the greater the friction and the nut torque is. In 
order to prevent the tension-compression sensor 
from the excessive torque damaging, a limit device 
is designed to limit the rotation of the connecting 
column.

A torque tester is used to make a real-time 
detection of the screw tightening torque and a 
tension-compression sensor is utilized to measure 
the size of the screw preload force. The experiment 
is carried out by using the connecting column, 
which can replace the nut. Besides, each screw 
corresponding to a nut. The upper gasket will be 

Figure 4. The schematic diagram of the screw tighten-
ing experimental apparatus.
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changed to satisfy different materials and different 
hole sizes.

4 THE MEASUREMENT OF THREAD 
PITCH DIAMETER

The machine vision detection is the main method 
that used in precision measurement of micro-
miniature device. It is a measurement method 
which combines optical microscopy techniques 
and computer vision technology. In this paper, we 
use a CCD sensor to measure the pitch diameter 
of the screw. The basic principle is: Place the screw 
in the field of the CCD view, and then light the 
screw using a backlight, screw images are optical 
lens imaging on the light-sensitive chips, light sen-
sitive chip converts the collected image into image 
signal. With the basis of pixel brightness and pixel 
color information, we put them into digital signals 
after image processing system receiving the light-
sensitive chips transmit to image signal. Image 
system takes a variety of operations in order to 
change these signals into the characteristics of the 
target, so that realize precision measurement of the 
tested pieces.

The rapid detection system based on machine 
vision is shown in figure 6.

The image processing methods is as follow:
First, we take five points in the thread path in 

order to fit a straight line. Then a contour line on 
the other side of the thread should be taked. We 
find the closest point of contour line to the straight 
line and get the distance between which names L1. 
Second, we take five points on the large diameter 
using the same method of screw thread in order to 
fit a straight line. Then we find the closest point 
of contour line to straight line, and name the dis-
tance between them as L2. Then we can calculate 
the thread of the large diameter using L1 and L2. 
Since the M2  screw pitch P is 0.4  mm, and the 
M3  screw pitch P is 0.5  mm, we can obtain the 
screw pitch diameter by:

D P2 2 12 0L -L -2L 1 6495.  (17)

The measured results are shown in table 1.

5 RESULTS AND DISCUSSION

Experienced workers of the aviation instrument 
assembly process are invited to help the experi-
ment, each worker loads and releases respectively 

Figure  6. Device rapid detection system based on 
machine vision.

Figure 8. Measuring the thread.

Figure 5. The experiment device.

Figure 7. Experimental sample image.
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with the load wrench of experimental torque tester 
and his customary production assembly tools. 
After the statistical analysis of a number of experi-
mental results, the conclusions and results are 
shown in table 2.

As shown in table 2, each worker in this experi-
ment loads and unloads for four times. The first 
three times are loaded with the load wrench of 
the experimental torque tester, and the last one is 
loaded with the tools customary used in the assem-
bly. While the front is intended to accurately meas-
ure the mapping relationship of torque-preload 
force of precision aerospace screws, and the latter 
is intended to measure the magnitude and consist-
ency of torque and preload for threaded fasteners 
in existing production processes.

Results of the worker shows that the process in 
the production of bolt pre-tightening force distri-

Table 1. Screw pitch diameter.

M1/mm M2/mm

L2 L1 D2 L2 L1 D2

A1 2.527 2.283 2.449 B3 1.638 1.38 1.573
A8 2.539 2.291 2.462 B7 1.632 1.373 1.568
B2 2.517 2.243 2.469 B9 1.628 1.37 1.563
C4 2.500 2.208 2.469 C5 1.637 1.376 1.575
D5 2.555 2.269 2.518 D9 1.634 1.373 1.572
Average 2.527 2.259 2.473 Average 1.634 1.374 1.570
Standard deviation 0.021 0.034 0.026 Standard deviation 0.004 0.004 0.005

Table 2. The preload results.

Figure 9. The average K of all experimental results.

Figure 10. Tightening for the 1st time.

Figure 11. Tightening for the 2nd time.

Figure 12. Tightening for the 3rd time.
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bution is around 400 N, but the consistency is not 
ideal because the variation coefficient is extremely 
high, therefore, to optimize the assembly process 
and improve assembly standard is very important.

Figure 9 illustrates the torque coefficient K that 
a worker tighten a lot of screws three times, and 
figure  10 to 12 are the results of the individual 
time. It is found that the average of K is above 0.5, 
and this does not conform with engineering experi-
ence value 0.3, it shows that precision of threaded 
fasteners in the field of aerospace torque coeffi-
cient K have their own different rules.

As is shown in the pictures above, among three 
times of tightening screw, average torque coeffi-
cient K reduce with the increase of the crew tight 
times. This is because the tight make the thread 
much smoother, and these can lead to reduction 
of the torque coefficient, which means less preload 
can achieve the same torque. Other tighten the 
supervision of the process have similar laws.

6 CONCLUSION

In this article, we analyzed the research status of 
precision instrument at home and abroad, and 
then delve into the influence of threaded fasten-
ers which is precise assembled in mechanical and 
electronic products in the field of aerospace. A the-
ory research and experimental study on miniature 
threaded fastener tighten process is implemented, 
further, the distribution law of coefficient K is sum-
marized and the mapping relationship of preload 
force is explored. The whole work of the present 
study makes a foundation for instrument assembly 
process optimization in the field of aerospace.
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Thermal characteristic analysis of a hollow screw based on the fluid 
structure thermal coupling
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ABSTRACT: Thermal deformation problems of the hollow screw of a machine tool were analyzed 
during the working process. The mathematical models of the screw deformation were established. On the 
basis of the heat transfer theory, the fluid structure thermal coupling problem of screw was solved under 
different coolant flow rates and temperatures. According to the temperature field and thermal defor-
mation under different working conditions, the rules of thermal deformation about hollow screw were 
obtained under different flow rates and coolant temperatures. The analyzing results show the best flow 
and optimum temperature of cooling fluid.

and the section area in unit time. The direction of 
heat transfer is opposite to the temperature rise, 
which is the Fourier law (Guo 2002):
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where q is the heat flux; λ is the coefficient of ther-
mal conductivity; T is the object temperature; λx, 
λy, and λz are the isothermal surface coefficient 
thermal conductivities along the x, y, and z direc-
tions, respectively; nx, ny, and nz are the isothermal 
surface components along the x, y, and z direc-
tions, respectively; and ∂T/∂n is the temperature 
gradient.

Because inner heat source is absent in the work-
ing process of the screw, the load form is axisym-
metric. The heat conduction differential equation 
can be expressed as (Sun et al. 2015):
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where α is the thermal diffusivity, T is the tempera-
ture, and τ is the time. Its initial temperature was 
To = 22°C.

3 BOUNDARY CONDITIONS

The heat source of hollow screw mainly includes 
the bearing rotating friction heat and nut moving 
frictional heat. The methods of heat exchange with 
the outside include the cooling liquid convection 

1 INTRODUCTION

As the ball screw is an important transmission 
part of a machine tool, its performance directly 
affects the running state and precision of the tool 
(Ramesh et al. 2000). If  a machine tool works at 
high speed and heavy loading, the screw-nut and 
bearing will generate a lot of heat. If  the heat 
could not be spread out in time, then it would lead 
to a higher temperature and thermal deformation. 
Therefore, low temperature and narrow thermal 
deformation are very important to reduce machin-
ing errors (Wang et al. 2009).

Much research has been done on the problem 
of thermal deformation of screw. Kim et al. (1997) 
obtained the temperature distribution of screw 
at different speeds and running times using the 
method of finite-element analysis (FEM). Cao 
et al. (2011) analyzed the optimum coolant flow 
value for the hollow screw by the ANSYS thermal 
analysis module. However, few people have studied 
the fluid structure thermal coupling effect on the 
deformation of screw.

The Y-axis hollow screw of a boring-milling 
machining center named TX1600G is taken as the 
research object. In this paper, temperature field 
and thermal deformation were analyzed combining 
with the actual working conditions, that is, mean 
different cooling fluid flow and temperature. This 
paper will provide a theoretical basis for decreasing 
the thermal deformation of hollow screw.

2 MATHEMATICAL MODEL OF 
TEMPERATURE FIELD

In the process of heat generation, the heat quantity 
is directly proportional to the temperature gradient 

ICCAE16_Vol 01.indb   991 3/27/2017   10:46:14 AM



992

heat transfer, the hollow screw and air convection 
heat transfer, the hollow screw, and the lubricant 
convection heat transfer.

3.1 Calorific value analysis

3.1.1 Screw–nut pair frictional heat
The equation of calorific value screw per unit time 
is shown as (Sun et al. 2015)

Q M n⋅1 04 10 4  (4)

where Q is the calorific value in per unit time, N is 
the rotating speed, and M is the friction torque of 
screw. Friction torque of screw is mainly caused 
by the friction torque, which is caused by the pre-
tightening force (Liu et al. 2006). The friction 
torque is calculated as:

M ZZ ( )M MM2 MM cos β  (5)

where Z is the rolling element number, Me is the 
group of friction torque, Mg is the geometry slid-
ing friction torque, and β is the rolling spiral angle 
of the screw.

3.1.2 Friction heat of bearing
Bearing calorific value calculation formula is the 
same as that of the screw–nut pair, and it also 
can be calculated using equation (4). The fric-
tion torque of bearing is shown as (Chen et al. 
1999):
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 (6)

where f0 is a factor related to bearing type and 
lubrication method, v is the kinematic viscosity of 
the lubricant, n is the rotating speed of screw, f1 is 
a factor related to the bearing type and load, P1 is 
the bearing load, and Dm is the mean diameter of 
the bearing.

3.2 Heat transfer calculation of screw

3.2.1 Screw exchanges heat with air
In the working process, the type of heat exchange 
between the air and screw is forced convective heat 
transfer. Therefore, the heat transfer coefficients 
can be given as follows:

h
Nu
Lah =

λN  (7)

Nu P= 0 133
2
3

1
3. R133 e rPP  (8)

Re = ×ω
ν

d 2

 (9)

where λ is the coefficient of thermal conductiv-
ity, L is the feature size, Nu is the Nusselt num-
ber, Re is the Reynolds number, Pr is the Prandtl 
number, ω is the angular velocity of screw, d is the 
diameter of screw, and v is the kinematic viscosity 
of air.

3.2.2 SCRW exchanges heat with lubricating oil
The hollow screw nut–pair is lubricated by oil, and 
the heat transfer coefficient is calculated as:

h
doh = 0 0 2 0 35. (
d

11 . R5 e )P2 PrPP .λ  (10)

3.2.3 Bearing exchange heat with grease
Bearing is lubricated by grease, and its heat trans-
fer coefficient is expressed as:

h
L

P Rg rh
L

PP eR= 0 332
1 1

2. λ  (11)

The thermal boundary conditions could be cal-
culated while the rotation speed of the screw is 
1500 rpm, and the results are shown in Table 1.

4 SCREW HEAT FLOW SIMULATION 
ANALYSIS

The method of one-way steady-state analysis is 
used in this paper. This means that the result of 
fluid analysis is loaded in the static heating analysis 
and static forces analysis.

4.1 Analysis and calculation of the fluid

The flow field was analyzed with CFX module 
of Workbench. The analysis results of the flow 
field can be obtained after setting the fluid inlet 

Table 1. Screw thermal boundary conditions.

Parameter Value

Heat production rate of bearing Qb 197623 W/m3

Heat flow density (screw) qs 2100 W/m2

Heat flow density (nut) qn 2784 W/m2

Heat transfer coefficient (air) ha 54 W/m2 °C
Heat transfer coefficient (lubricating oil) 

ho

288.5 W/
m2⋅°C

Heat transfer coefficient (grease) hg 235 W/m2⋅°C
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temperature, initial temperature, and cooling fluid 
velocity. In addition, the fluid outlet pressure is 
equal to the atmospheric pressure. The coolant 
flow rate is 3L/min, and the inlet temperature is 
20°C. The results are shown in Figure 1.

4.2 Thermal analysis in steady state

At the steady state of thermal analysis, the screw 
is simplified as a hollow cylinder, and the bearing 
is simplified as a ring. The boundary conditions 
of the steady-state thermal analysis are shown in 
Table 1. The temperature distribution of the screw 
system is shown in Figure 2.

4.3 Coupling analysis

The results of the temperature field were loaded into 
the model as the thermal load and pre-tightening 
force. It was also loaded on screw bearing. By set-
ting constraints and the deformation condition, the 
coupling results are shown in Figure 3.

5 RESULTS OF FINITE-ELEMENT 
ANALYSIS

5.1 Results under different temperatures of 
cooling fluid inlet

In thermal characteristic analysis, the rotating 
speed of the milling shaft screw is 1500 rpm, cool-
ant flow rate is 3 L/min, and the coolant inlet tem-
perature is 22°C. The highest temperature of screw 
and the temperature difference of cooling fluid are 
shown in Figure 4.

The relationship between the maximum temper-
ature of the screw and the inlet temperature differ-
ence of the cooling liquid is shown in Figure 4. The 
results show that the lower the inlet temperature of 
the coolant, the greater the temperature difference 
between the inlet and outlet.

The screw axial deformation law and total defor-
mation law are always similar in Figure  5. The 
axial deformation is the main deformation. With 
the increasing of cooling fluid inlet temperature, 
the deformation decreases first and then increases. 
Because the coolant inlet temperature is too low, 
there is a large temperature difference between the 
two ends of the lead screw, which produces a large 
thermal deformation.

Combining with the cooling effect and the defor-
mation of screw, best results are obtained when the 
inlet temperature of cooling fluid is slightly lower 
than the temperature of the environment.

5.2 Results of simulation analysis under different 
cooling fluid flow

Heat flow and solid coupling were analyzed when 
the rotating speed of the milling shaft screw is 
1500 rpm, cooling fluid inlet temperature is 21°C, 
and cooling fluid flows are 1, 3, 5, 8, and 10  L/
min. The highest temperature of the screw and the 
temperature of cooling fluid between inward and 
outward are shown in Figure 6.

Figure 6 shows that the temperature of the cool-
ant becomes smaller while the coolant flow rate is 
higher. Lead screw temperature is significantly 
reduced first, and then decreased slowly. The 
results show that the cooling fluid flow is too small 
and the lead screw undergoes insufficient cooling.

Figure 7 shows that coolant flow rate increases, 
and the total deformation of the screw decreases Figure 3. Deformation distribution of screw system.

Figure 2. Temperature distribution of screw system.

Figure 1. Temperature distribution of hollow screw.
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first and then increases. The deformation of Y-axis 
direction decreases gradually. It also shows that the 
coolant flow should be appropriate, or it will cause 
a larger deformation. Considering the cooling 
effect, the suitable coolant flow should be 2–3 L/
min.

6 CONCLUSION

In this paper, the thermal deformation of the hol-
low screw rod of the boring and milling center is 
studied. When the lead screw is at a different tem-
perature and flow rate, the heat, flow, and solid 
coupling analysis has been carried out in this paper. 
The influence of cooling fluid on the temperature 
and deformation of screw is studied. The coolant 
inlet temperature is lower, the coolant temperature 
will be higher, and the cooling effect will be better. 
If  the coolant flow is too small, the cooling effect 
of the screw will be insufficient. If  coolant inlet 
temperature is lower, the temperature difference 
of both ends of the screw will be higher. Then, a 
larger thermal deformation will appear.
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ABSTRACT: To understand the frequent bulge fault of hydraulic operating mechanism of the breaker 
in a substation, oil pump failure is analyzed, and liquid level and gas sensors are used to design an intel-
ligent exhaust device, which weakens the influence of the environment and improves the safety and reli-
ability of the equipment. This device, with neural network self-learning height measurement algorithm as 
its core, processes the data obtained by barometric sensor and liquid-level sensor by detecting the breaker, 
to get an accurate oil-level height and reach real-time control over solenoid valve exhaust device as well 
as automatic record of system working condition, thus realizing the intelligent detection and automatic 
identification.

Pressure pump breaker failure occurs once every 
minute or tens of minutes depending on the severity. 
Each time it lasts for only about 10s. The hydraulic 
system over time gradually after stabilization sup-
presses longer intervals, and each time the interval 
is extended to 1 h to 10 hours gradually. Through 
the rapid build pressure relief  method, the situa-
tion has changed (Li Zhiyong, 2010).

To overcome the breaker operating mechanism 
fault, intelligent exhaust device is designed in the 
present paper, in which liquid level and gas sensors 
are applied to detect the breaker, automatically 
identify the oil pump’s gas content and liquid level, 
control breaker solenoid valve, to realize intelligent 
detection and automatic identification.

2 INTELLIGENT EXHAUST DEVICE 
OPERATING PRINCIPLE

When there is gas in the oil pump of the breaker 
operating mechanism, oil pump cannot effectively 
send hydraulic oil from the low-pressure section to 
the high-pressure section, thus resulting in shorter 
oil pump bulge interval time, and also the oil pres-
sure does rise with the continuous running of the 
oil pump (Fan Shouxiang, 2000). To make breaker 
resume its normal operation, gas in the oil pump 
and high-pressure oil system need be exhausted in 
time.

1 INTRODUCTION

Recently, the breaker hydraulic operating mecha-
nism is finding wide application for its small size, 
large output power, reliability and maintainabil-
ity (Li Haibo, 2014). High-voltage circuit breaker 
adopts a hydraulic operating mechanism, but in 
practical operation, the probability of hydraulic 
operating mechanism fault is relatively high, in 
which the frequent oil pump bulge fault accounts 
for a relatively large part. If  breaker is used for an 
extended time, there will be some gas aggregated 
in the oil pump’s low-pressure section of hydraulic 
system as well as inside of some high-pressure oil 
system (energy storage canister and high-pressure 
oil cylinder) (Zhou Xuan & Zhao Chenguang, 
2011). The gases prevent the oil pump from effec-
tively sending the hydraulic oil from the low-
pressure section to the high-pressure section, thus 
resulting in shorter oil pump bulge interval time, 
and the oil pressure does rise with continuous run-
ning of the oil pump.

When the pressure of the oil pump drops below 
the monitoring working pressure P1 (32 MPa) or 
less, the pump is started and it pumps the hydraulic 
oil from the tank storage cylinder. When the pres-
sure reaches P1 (32  MPa), the pump is stopped 
automatically after about 3 minutes. Under nor-
mal circumstances, each is weighed one time dur-
ing 24–48 h (Li Jianming, 2011).
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A joint detection of liquid-level sensor and 
barometric sensor is employed in an intelligent 
exhaust device. When the liquid level sensor is only 
used, due to its multiple problems, such as mechani-
cal fraction, short service life, narrow measurement 
range, it cannot measure oil-level height accurately. 
In practical measurements, oil temperature within 
the oil pump and its interior pressure are obtained 
by barometric sensor first. Then a neural algorithm 
is used to calculate the network space to be meas-
ured, so that the relative oil-level height at current 
measuring point is obtained indirectly. Finally 
comparing this measured value to the oil-level 
height obtained by liquid-level sensor, an accurate 
oil-level height is obtained. When accurate oil-level 
height is acquired, oil-level height is alternated 
to control the solenoid valve to the exhaust. The 
exhaust when oil level is under the lowest oil-level 
height set by system, and close to solenoid valve 
when it is above set oil level, shown as Figure 1.

The exhaust device is equipped with a work-
ing condition indicator, shown as Figure 2, a fault 

indicator and a buzzer alarm. If  abnormal working 
condition or malfunction is detected by system 
device through a self-checking program, fault 
indicator will glow and buzzer will raise an alarm, 
and it will enter the system protection state. When 
system resumes the normal working condition, the 
alarm will disappear and the working indicator 
will return to normal. The exhaust device is also 
equipped with system data record and data trans-
mission module to record real-time exhaust valve 
working condition, which helps to understand 
working characteristics of master device and ben-
efits maintenance.

3 INTELLIGENT EXHAUST DEVICE 
HARDWARE DESIGN

The measurement system process of intelligent 
exhaust device is as shown in Figure 3. The whole 
measurement system mainly includes a sensor 
module, analog signal modulation circuit, A/D 
switching circuit, single chip microcomputer pro-
cessing unit with STM32F103 as the core and sole-
noid valve exhaust device.

3.1 Sensor module

The sensor module is composed of BMP085 digital 
barometric sensor and liquid-level sensor, shown in 
Figure  4. BMP085 is a digital barometric sensor 
with high precision and low power consumption, 
which adopts powerful ceramic leadless chip bear-
ing ultrathin packaging, made up of resistance-
type pressure sensor, AD convertor and control 
unit.

Figure 1. Vent valve of oil pump.

Figure 2. Intelligent exhaust device detection module. Figure 3. System flow chart.
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The internal temperature compensation in the 
BMP085 barometric sensor is always limited. 
When its measurement is combined with the liquid 
level sensor, it can reduce pressure height measur-
ing error due to environmental factors such as tem-
perature, reducing fault operation and improving 
measurement accuracy.

3.2 Analog signal modulation circuit

To guarantee that sensor output signal does not 
exceed voltage range of analog-digital conversion 
under a relatively high voltage grade, and is higher 
than the lowest resolution ratio of the analog-dig-
ital conversion, a proportional amplifying circuit 
is adopted in the design to adjust the input signal 
amplitude, to make its signal within the optimal 
range of AD conversion, shown in Figure  5. In 
consideration of that input signal lower than zero 
potential, a DC component is superpositioned in 
input signal in the design.

3.3 Single-chip microcomputer processing unit

A single-chip microcomputer processing unit, 
shown in Figure  6, takes neural network self-
learning height measurement algorithm as its 
core, processes data obtained by barometric sen-
sor and liquid level sensor, to get an accurate oil-
level height and realize real-time control over the 
solenoid valve module. Single-chip microcomputer 
processing unit is equipped with circuit to auto-
matically record the working condition while the 
exhaust valve can automatically conduct relevant 
operation according to received data.

4 IMPLEMENTATION PLAN

After powered on, the exhaust device begins to 
self-check, with working condition indicator and 
fault indicator lit as along with the one-second 
buzzer. When self-check is completed, it imme-
diately enters monitoring. When the first entry is 
made into the working condition, as oil level is 
under the lowest oil level set by system, system-
state indicator is lit on with solenoid valve opened 
and oil level raised. When oil level reaches the 
highest oil level set by the system, the system closes 
the solenoid valve with working green light flash-
ing. When abnormal working condition or fault is 
detected by the system through the self-checking 
program, fault light will flash and buzzer will raise 
an alarm, and device will enter system the protec-
tion state. After the system resumes its normal 
working condition, the alarm will disappear with 
working green light flashing. Intelligent exhaust 
device working flow chart is shown in Figure 7.

The exhaust breaker intelligent detection device 
is shown in Figure 8. When the exhaust solenoid 
valve system data record and data transmission 
module are working, all kinds of system working 
states will be recorded, and system will also receive 

Figure 4. BMP085 digital barometric sensor and liquid 
level sensor.

Figure 5. Analog signal conditioning circuit diagram.

Figure 6. Microcontroller processing block diagram.
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the command by handheld data recorder, and send 
the recorded files to it. The exhaust valve data 
transmission module and portable data recorder 
can send command and data through photoelectric 

coded signal, avoiding mutual interference between 
high-voltage electromagnetic field and other 
devices, which is secure and reliable. Data can 
be stored on the computer room with portable 
data recorder connected by a wired connection. 
Exhaust valve serial number responds to equip-
ment serial number one-to-one. A comparison of 
exhaust valve and master equipment’s working 
state helps to understand some working character-
istics of the master equipment, which also benefits 
master equipment maintenance.

5 CONCLUSION

Intelligent exhaust device processes the data 
obtained by barometric sensor and liquid level 
sensor to get an accurate oil-level height, realiz-
ing real-time control over solenoid valve exhaust 
device as well as automatic record of system work-
ing condition and intelligent identification.

Combined measurement of gas and liquid level 
sensors is adopted in an intelligent exhaust device, 
which weakens environmental influence, avoids 
regular blind manual exhaustion, reduces the dan-
ger of the maintainer touching high-risk equip-
ment during live working, improves equipment 
working security and reliability, and significantly 
improves working efficiency.
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ABSTRACT: This paper presents an improved calibration method for a nondestructive testing system 
based on infrared thermopile sensors. The method uses reference source radiation to get the calibration 
parameters. A new two-point with multi-step calibration algorithm serving as the calibration of infrared 
thermopile sensors was proposed after researching the two-point calibration algorithm used for the cali-
bration of infrared detector array pixels. The experiment verified that this method has advantages of sim-
ple operation, is easy to implement and has good calibration effect when compared with the commonly 
used two-point calibration algorithms.

between the two adjacent sensors. Generally 
speaking, for the calibration of  the sensors, 
software processing is relatively simple and can 
accurately correct the nonuniformity error of  the 
system. In this paper, a new two-point with multi-
step calibration algorithm used for the calibra-
tion of  infrared thermopile sensors was proposed 
based on the two-point calibration algorithm that 
was used for the calibration of  infrared detector 
array pixels. This method uses reference source 
radiation to get the calibration parameters. Then 
the parameter was used to calibrate the thermo-
pile sensors with two-point calibration algorithm 
and improved two-point with multi-step calibra-
tion algorithm. It was demonstrated through 
experiments that this method is easy to operate 
and has prior calibration effect than the com-
monly used two-point calibration algorithms.

2 DESIGN OF AN INFRARED 
NONDESTRUCTIVE TESTING 
SYSTEM BASED ON INFRARED 
THERMOPILE SENSORS

The infrared nondestructive testing system based 
on infrared thermopile sensors is mainly composed 
of pulse excitation source, linearity array infrared 
sensors group, signal conditioning and acquisition 
module, data output and display module and cali-
bration module for sensors, etc. The system block 
diagram is shown in Figure 1.

The linear array infrared sensing module is 
composed of six TPS334L55 infrared thermopile 
sensors and its working principle connects several 
thermocouples together.

1 INTRODUCTION

The infrared nondestructive testing technol-
ogy is currently one of the hot research topics 
in the field of nondestructive testing, which has 
broad development prospects in the industry and 
national defense field. The principle of infrared 
nondestructive testing is based on thermal radia-
tion characteristics of the object. Any object above 
the absolute zero kelvin would launch the infrared 
radiation outward. When heating the surface of the 
tested sample, the heat will flow inside the material 
and if  there is a defect inside the sample, then the 
heat will accumulate in the defect, which will lead 
to the difference of heat distribution between the 
surface corresponding to defects and the surface 
corresponding to other no-defects area. Finally, we 
can detect the defects and their location by using 
infrared sensors to perceive the difference.

The detection module of  nondestructive test-
ing system based on infrared thermopile sensors 
is composed of  a number of  thermopile sensors 
and different sensors tend to have difference at 
the offset and gain coefficients, which will influ-
ence the outcome of  the nondestructive testing. 
So a nondestructive testing system needs to be 
calibrated before it is used. There are a variety of 
calibration methods of  sensors such as hardware 
circuit compensation and linear interpolation 
compensation. However, the hardware circuit 
compensation will enlarge the size of  the system 
and increase the factors affecting the effects of 
the calibration. The linear interpolation com-
pensation not only increases the complexity of 
the calibration but also has the shortcoming of 
bad calibration when there is a large difference 
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The signal conditioning and acquisition module 
is mainly responsible for enlarging and filtering the 
signal voltage transformed by thermopile sensors 
and then the signal is input into the AD converter 
modulus. The circuit diagram of this module is 
shown in figure 2.

The signal was imported by a high common 
mode rejection ratio differential amplifier circuit 
and it was then changed to digital signals by a 
high-speed sampling ADC AD7656 after being 
enlarged by a single-ended operation amplifier 
and being filtered by a passive low-pass filter. The 
system uses FPGA that contains rich IO interface 
as the main controller. The sampling data was 
transferred through serial port to the Labview for 
display and preservation.

3 SELF-CALIBRATION REFERENCE 
SOURCE EXPERIMENT

The reference source experiment is designed to 
obtain infrared response data of each sensor, which 
provides data support for selecting the calibration 
algorithm. The experiments used temperature-
controlled plane array blackbody to radiate the 
linear array infrared thermopile sensor group uni-
formly. The physical and schematic diagrams of 
the system are shown in Figure 3.

The self-calibration experiment system is com-
posed of  temperature-controlled plane array 

Figure 1. Block diagram of the infrared nondestructive 
testing system.

Figure  4. Curves of offset heterogeneity and gain 
heterogeneity.

Figure  2. Circuit diagram of signal conditioning and 
acquisition module. Figure 3. Physical diagram and schematic diagram of 

the system.
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blackbody, six-sensor probe group, signal condi-
tioning module, data acquisition and control mod-
ule and PC labview data display and save module. 
First, the six-sensor probe group was placed to 
the center position of plane array blackbody, then 
the array blackbody is opened and the tempera-
ture set in the working state. The system is pow-
ered and labview opened to save the data when the 
temperature of the blackbody tended to be stable 
and sampling data is saved every 30 s. The work-
ing temperature of blackbody is kept from 20°C 
to 50°C and we tested the output of  six sensors 
under 20°C, 25°C and from 30°C to 50°C at a 2°C 
interval.

According to the tested data, the curves of off-
set heterogeneity and the curves of gain coefficient 
heterogeneity is shown in Figure 4.

As shown from the above figure, the linear array 
infrared thermopile sensor group has the large off-
set heterogeneity and gain coefficient heterogene-
ity. Therefore, the thermopile sensor group needs 
to be calibrated in order to ensure the accuracy of 
detection.

4 TWO-POINT CALIBRATION 
ALGORITHM

4.1 Theory of two-point calibration algorithm

The two-point calibration algorithm is a kind of 
calibration method that selects two irradiance as 
punctuation and it takes the output of the sen-
sors’ response and incident irradiance as a lin-
ear relationship. First, irradiance ψ1 and ψ2 are 
selected as the punctuation within the dynamic 
response scope of the sensor. Then the average 
response output V ( )ψ 1  and V ( )ψ 2  under ψ1 and 
ψ2 of all N sensors can be obtained according to 
equation 1:

V V Ni
i

N

( ) ( ) /ψViVV ( ))ψ )
=
∑

1

 (1)

Provided that any sensor’s gain heterogeneity 
calibration coefficient is mi and its offset heteroge-
neity calibration coefficient is ni, then equation 2 
can be obtained:
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ViVV ( )ψ 1  and ViVV ( )ψ 2  are the actual output under 
the calibration irradiance ψ1 and ψ2. V ( )ψ 1  and 
V ( )ψ 2  means the calibration output under the cal-
ibration irradiance ψ1 and ψ2. According to equa-
tion 2, there is:
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The offset heterogeneity calibration factor and 
gain coefficient heterogeneity calibration factor of 
each sensor can be calculated according to equa-
tion 3. Then the calibration response output of any 
sensor under any irradiance can be represented as 
the following equation:

V i Ni iVV i i
"( ) (V ) (nin , , )i iVi iVV (V )ψ(ViVV )) = 1 2, 3…  (4)

4.2 Calibration of infrared thermopile sensors 
based on the two-point calibration algorithm

According to the two-point calibration algorithm, 
we selected 30°C and 44°C as the fixed point for 
irradiance. According to equation 1, The average 
response voltage under 30°C and 44°C is 0.48469V 
and 2.29675V respectively. The calibration factor 
of six sensors can be calculated according equa-
tion 3. Table 1 shows the gain coefficient nonlinear 
calibration factor and offset coefficient nonlinear 
calibration factor of six sensors.

The offset nonlinear calibration parameters and 
gain nonlinear calibration parameters are loaded 
from above table in each sensor channel and the 
same temperature points’ response voltage again 
under the uniform radiation of plane array black-
body is sampled. Then the offset nonlinear curve 
and gain nonlinear curve can be obtained as shown 
in Figure 5.

It can be seen from the picture above that the 
two-point calibration method improved the off-
set nonlinearity and gain nonlinearity of infrared 
thermopile sensor group greatly in a certain tem-
perature range. However, in the range of 20°C to 
30°C, the offset nonlinearity and gain nonlinearity 
has not improved, which fit the theory that two-
point calibration algorithm is only suitable for a 
small temperature range.

As we all know that the larger the temperature 
difference is, the easier the defect can be detected. 

Table 1. Calibration parameters of six sensors within 
20°C to 50°C.

 Sensors No. mi ni

A1 1.09796 −0.07975
A2 0.98583 −0.37031
A3 0.98695  0.16826
A4 0.96735  0.10177
A5 0.97105  0.20052
A6 1.00195 −0.03405

ICCAE16_Vol 01.indb   1001 3/27/2017   10:46:26 AM



1002

So the infrared nondestructive testing system 
needs to adapt to the detection in wide dynamic 
temperature range and in this case, the two-point 
calibration method of infrared thermopile sensor 
group can’t adapt to the work environment of the 
system. In order to meet the calibration in a wide 
temperature range, the infrared thermopile sensor 
group needs a new self-calibration algorithm for 
calibration.

5 AN IMPROVED TWO-POINT WITH 
MULTI-STEP CALIBRATION 
ALGORITHM

5.1 Theory of two-point with multi-step 
calibration algorithm

The two-point calibration algorithm cannot cali-
brate the infrared thermopile sensors in a wide 
dynamic temperature range and multipoint inter-
polation calibration algorithm has the shortcom-
ing of large amount of computation. By referring 
to the thermal response curve of the thermo-
pile infrared sensors and the idea of multi-point 

approximation, an improved two-point with multi-
step calibration algorithm was proposed based on 
two-point calibration algorithm.

The improved two-point with multi-step calibra-
tion algorithm divides the dynamic temperature 
range of the system into a number of intervals, 
which can be determined according to the practical 
test response output curves of the sensors. Then 
the two-point calibration method is used for the 
calibration again in each interval. As the infrared 
non-destructive testing system only needs to detect 
the relative infrared response between surface with 
defects and surface with no defects, it can mini-
mize the system error as long as it can ensure that 
each sensor’s gain coefficient and offset coefficient 
changes are synchronized.

The theory of two-point with multi-step cali-
bration is as follows. First, select M+1 irradiation 
punctuation ψ iψ ( ,i , , m),1 2, , 3…  under which the 
radiation for all N sensors is calibrated respectively, 
and then the average response V i( )iψ i  under cor-
responding irradiance according to equation 1 is 
calculated. All irradiance is divided into M section 
( , ) (j ,(( , ...M)ψ ψ,j jψ ψ, 2, 3  based on the level of irra-
diance. Then, the sensors are calibrated according 
to the two-point calibration method in each inter-
val and the gain heterogeneity calibration coeffi-
cient mj,i and the offset heterogeneity calibration 
coefficient nj,i are calculated. As equation 5 shows.
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Therefore, in any irradiance, the sensors calibra-
tion method can be summarized as follows. First, 
determine which subinterval the sensors’ infrared 
response belongs to, namely:

V V Vj iVV j jVV i( ) ( ) ( )iVi jVV)i ( )) ψ i≤  (6)

Then, the calibration output VjVV "( )ψ ))  can be cor-
rected as follows after judging the irradiance ψi 
according to the interval:

V m V bj jVV j i jb i
"

, ,i j i j( ) iijm i jVV,i j (Vm Vjm iV  (7)

Vj iVV ( )ii  is the actual response output, mj,i is the 
gain calibration parameter and bj,i is the offset cali-
bration parameter.

It can be seen from the derivation process above 
that the two-point with multi-step calibration 
algorithm generally includes two steps including 
judge interval and two-point calibration algorithm 

Figure 5. Curves of offset heterogeneity and gain het-
erogeneity after two-point calibration.
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is employed at every interval. Compared with 
multipoint interpolation correction algorithm, the 
two-point with multi-step calibration algorithm 
reduced the amount of calculation greatly and the 
defect of narrow calibration temperature that two-
point calibration algorithm has been overcome. So 
it is a simple and effective calibration method.

5.2 Calibration of infrared thermopile sensors 
based on two-point with multi-step calibration 
algorithm

It can be seen from figure 4 that the infrared ther-
mopile sensors has good offset linearity and gain 
coefficient linearity after being calibrated by two-
point calibration method at the temperature range 
from 30°C to 50°C. However, the calibration effect 
is not ideal at the temperature range from 20°C 
to 30°C, so the irradiance range is supposed to 
be divided into two intervals of 20°C to 30°C and 
30°C to 50°C. The nonlinear calibration coefficient 
within 30°C to 50°C still uses the result in Sec-
tion 3.2 and the nonlinear calibration within 20°C 
to 30°Cis described as follows:

First of all, select 20°C and 30°C as irradi-
ance point. According to equation 1, the average 
response at corresponding irradiance is −0.36079V 
and 0.48469V. Then according equation 3, the off-
set nonlinearity calibration factor and gain non-
linearity calibration factor can be calculated as 
follows.

Loading the calibration parameters from 20°C 
to 30°C and 30°C to 50°C respectively into the 
infrared sensors response curves of six sensors 
under radiation of plane array blackbody are 
obtained. The offset nonlinear curves and gain 
nonlinear curves can be obtained as shown in 
Figure 6.

It can be seen from the above figure that the 
two-point with multi-step calibration algorithm 
has good correction effect, which meets the design 
requirements of  the system. The two-point with 
multi-step calibration algorithm can not only 
solve the problem that the sensor group cannot 
be calibrated in the whole working temperature 

range by two-point calibration algorithm but also 
improved the offset linearity and gain linearity of 
six sensors. In addition, this algorithm has advan-
tages of  simple operation, easy implementation 
and involves a small amount of  calculation. Its 
application in the calibration of  linear array infra-
red thermopile sensors laid a solid foundation to 
the normal working of  the infrared nondestruc-
tive test system.

6 CONCLUSION

This article introduced a calibration algorithm 
of an infrared nondestructive test system based 
on thermopile sensors. This method obtains cali-
bration parameters by reference source radiation 
method and it is improved based on the two-point 
calibration method, which is commonly used in 
the calibration of infrared sensor array pixels. 
Finally, compared with experiment, the method 
demonstrated that the improved two-point with 
multi-step calibration algorithm has advantages of 
simple operation, easy implementation and has a 
good calibration effect.

Table  2. Calibration parameters of six sensors within 
20°C to 30°C.

 Sensors No. mi ni

A1 1.07483 −0.06785
A2 0.87621 −0.27521
A3 1.01094  0.16057
A4 0.94068  0.11233
A5 1.03936  0.18053
A6 1.09409 −0.08175

Figure 6. Curves of offset heterogeneity and gain het-
erogeneity after two-point with multi-step calibration.
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Evaluation of wind turbine power generation performance based 
on a multiple distribution model

Shuangquan Guo, Jiarong Yang & Hui Li
Central Academe, Shanghai Electric Group Co. Ltd., China

ABSTRACT: The evaluation of the performance of wind turbine power generation generally focuses on 
the wind power curve. The power value of wind turbine fluctuates within a reasonable range and follows 
a different distribution at different speeds caused by wind speed variation, anemometer accuracy, opera-
tion control and so on. One evaluation method of wind turbine power generation performance based 
on a multiple distribution model, which is validated on the history data of wind turbine, is proposed to 
calculate the performance of the power generation and power loss by data preprocessing steps, training 
the multi-distribution model and performance evaluation. The result reveals the trend of turbine’s power 
generation performance well and several typical faults are detected before they happen.

turbine has different control strategy in different 
conditions, so the wind-power points are always 
scattered around the wind-power curve. When the 
turbine is in normal state, its power fluctuates in 
a reasonable range and satisfies a certain distribu-
tion in a certain wind speed interval. In this paper, 
a model for the performance of wind turbine power 
generation based on a multiple distribution model 
is proposed to evaluate its generation performance 
and calculate the power loss.

2 WIND-POWER MULTIPLE 
DISTRIBUTION MODEL

As shown in Figure 1, the wind-power points scat-
tered around the power curve, usually wind turbine 
has its own design parameters, such as cut-in wind 
speed vIn ,  cut-out wind speed vOut  and rated wind 
speed vN .  Since the turbine has different control 
strategy at different speeds, and the power satis-
fies different distributions, here we partition the 
whole wind speed range by minimal interval Δv 
(like 0.2m/s), which is much less than the value of 
v vOut Iv nII ,  to obtain different operation conditions. 
We take the average speed of each minimal interval, 
vi ,  as the speed of all points in the interval. Then 
several common distributions (beta, exponential, 
gamma, generalized extreme value, logistic, nor-
mal, Rayleigh, Weibull, Poisson and so on) are 
applied to fit the power distribution in each mini-
mal interval of wind speed by maximum likelihood 
estimation, and the best distribution is selected by 
the principles such as negative of the log likelihood 
(NLogL), Bayesian Information Criterion (BIC), 

1 INTRODUCTION

With the increasing of wind power’s installed 
capacity in recent years, China has become the 
world’s largest country in this field. According 
to the wind power development plan in the “13th 
Five-Year” period formulated by the National 
Energy Administration, the installed capacity of 
wind power in 2020 will reach to 200 million kilo-
watts, which is almost twice as much as the current 
installed capacity, and the market prospects and 
scale are very large (Xiao Q, 2014). The increase 
in single turbine capacity and wind farm turn-
ing gradually from land to sea are the two major 
trends in wind power field in the future (Guo S.Q. 
2016). At the same time, the maintenance costs 
are increasing, according to the literature statis-
tics. The maintenance cost of onshore wind tur-
bine accounts for 10% of the total cost, while the 
maintenance cost of offshore wind turbine is up 
to 30% (M.I. Blanco, 2009). Therefore, research on 
the assessment of wind turbine generation perfor-
mance is of great significance to reduce costs by 
optimizing operation and maintenance.

At present, the evaluation of the performance of 
wind turbine power generation mainly focuses on 
the wind power curve, obtained by general methods 
include spline curve fitting, self-organizing map, 
artificial neural network and Gaussian mixture 
model and so on. However, these methods have 
some limitations on describing the distribution 
characteristics of wind power points. In the actual 
operation process, the fluctuation of wind speed 
and anemometer accuracy often lead changing the 
power curve (Chu Zheng, 2014). Meanwhile, each 
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or Akaike Information Criterion (AIC) (Liao L, 
2010), shown in Equation 1.

f
f with NLogL

best d

min( , )BIC AIC
( , ,

( )P v vi|
= ( )P

∈
beff st

2, 3 )NdN, ... ))
 (1)

The sign Nd is the number of common 
distributions.

For a certain period, if  the turbine has worked 
in wide wind speed ranging from the cut-in speed 
to the cut-out speed, we can build its wind-power 
multiple distribution model during this period in 
Equation 2.

f i f
i

NvNN

ff( )P | v f ( )v viv vPP |P =vP
=
∑

1

 (2)

The sign Nv is the number of partitions of the 
whole range, ωi is the weight of the power point 
number in the speed interval of v = vi accounted for 
the total number of power points.

3 POWER GENERATION PERFORMANCE 
MODEL

To evaluate the performance of the power gen-
eration of wind turbine in a certain period (like 
two-day period), we should build the wind-power 
multiple distribution models in the normal-power 
period and current period respectively, and quan-
tify the difference between the two models as 
the index of power generation performance of 
wind turbine. If  fBff ( )P v|  represents the multiple 

distribution model of wind turbine in normal or 
ideal period, namely baseline model, and fCff ( )P v|  
represents the distribution model in current period, 
namely current model, The power generation per-
formance model of wind turbine in this period, 
which is given by Equation 3, can be built through 
evaluating the weighted average of overlapping 
areas of corresponding distributions between the 
baseline model and the current model.

PGP Difference f f

S f f

B Cff ff

i B Bff Cff

= ( )PP ( )P v( )
S f= ( )P iP( )PP ( )P v viP v v=

)vv

v vv v=v,ω iω (( )
=
∑
i

NvNN

1

 (3)

In Equation 3, ω i Bω ,  is the weight of each wind 
speed interval in the baseline model, S ( )f fB Cff , ff  is 
the overlapping area between baseline distribution 
and current distribution where v vi .  As shown 
in Figure  2, in the minimal interval correspond-
ing v vi ,  the average and variance of baseline 
distribution fBff ( )P v viP v v|  and current distribution 
fCff ( )P v viP v v|  are ( , )μ σ,B Bμ σμ ,  and ( , )μ σ,C Cμ σμ ,  respec-
tively. The overlapping area of two distributions is 
expressed by Equation 4.

S f f
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∫

 (4)

For a more intuitive understanding of power 
generation performance, we could also evaluate 

Figure 1. The wind-power scatter diagram, and the minimal interval Δv (like 0.2 m/s), is much less than the value of 
VOut − VIn.
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the expectation of power generation based on the 
baseline model in the current wind condition, and 
calculate the difference with the actual power gen-
eration, namely power loss, shown in Equation 5.

P E N t

P t

loPP ss i C BE CNN
i

N

iPP
i

N

vNN

CNN

E ( )P iP( )PP

−

=

=
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*

Δ

Δ

1

1
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The sign ωi,C is the weight of each wind speed 
interval in current period, EBE ( )P v viP v v|  is the 
expected power at each speed, NC is the total sam-
ple number of this period, and Δt is the sampling 
interval of power points.

In addition, when partitioning the sample points 
during the selected period by wind speed intervals, 
if  there are too few points to fit the distributions in 
some intervals, it can be considered that the distri-
bution characteristic remains unchanged, and take 
the same distribution parameters of last period, 
then combine these samples with the samples of 
next period to evaluate the distribution.

4 APPLICATION EXAMPLE

4.1 Data preprocessing

To verify the practicability of the proposed method, 
we choose the history sample data of one wind tur-
bine, including the parameters such as wind speed, 
wind direction, power, pitch angle and wind tur-
bine state. Before training the model, we should fil-
ter the data by the principles as follows:

1. Remove the points where power is less than 0.
2. Remove the points where wind speed is out 

of the range between cut-in speed and cut-out 
speed.

3. Remove the pitching points where the power is 
less than the rated power.

4. Remove the points in non-generating state.
5. Filter out the outliers by the principle of Grubb’s 

test.

4.2 Training the baseline model

The data for training the baseline model should be 
selected from the appropriate period when the tur-
bine works in a normal state without major mainte-
nance or failure records. Here the cut-in speed and 
cut-out speed of turbine are 3.5 m/s and 17 m/s, 
and the rated speed is 14 m/s. If  we take 0.2 m/s 
as the minimal interval to partition the whole 
range, put all the data below the speed 3.5 m/s in 
the first interval and put all the data beyond the 
speed 14 m/s in the last interval. Finally, the whole 
sample would be partitioned to 54 intervals cor-
responding to the representative speeds (3.5, 3.6, 
3.8, …, 13.6, 13.8, 14.0). Through training, the 
distribution of each interval can be fitted by Equa-
tion 1. Several typical distributions were shown in 
Figure 3. The fitted distributions at speeds of, 7, 
9.6, and 12 m/s are generalized extreme value dis-
tribution, log-logistic distribution, normal distri-
bution and extreme value distribution, respectively.

4.3 Power generation performance and power loss

After training the baseline model, we can evaluate 
the turbine’s power generation performance and 
power loss in different periods. Through partition-
ing the half-year testing data into different periods 
every two days and filtering data of each period 
by the principles in Section  4.1, finally we could 
obtain the wind turbine’s Power Generation Per-
formance (PGP) curve and power loss curve shown 
in Figures 4 and 5 from Equation 3–5.

Figure 2. Schematic of overlapping area between two distributions, and the averages and variances are (μB, σB) and 
(μC, σC).
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From the PGP curve in Figure 4, we find that 
the turbine works mostly in the condition of 
PGP  >  0.7, but the value drops rapidly in early 
February and late May. The real operation records 
show that there were respectively an anemometer 
looseness fault on February 7 and ash cleaning 
maintenance operation in late May, and PGP val-
ue’s significant degradations happen earlier than 

the actual records. Moreover, in Figure 5, we can 
find that the wind turbine’s power loss are mostly 
negative during 12 months, namely the late win-
ter and early spring, which is related to good wind 
condition in this time or the training data selection 
for the baseline model. At last, a maximum of the 
power loss value appeared at early March before 
the pitch lubrication fault alert happened.

Figure 3. Several typical distributions at different wind speed intervals such as 4 m/s, 7 m/s, 9.6 m/s, and 12 m/s.

Figure  4. Wind turbine’s power generation perform-
ance curve.

Figure 5. Wind turbine’s power loss curve.
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5 CONCLUSIONS

In this paper, one evaluation method of perform-
ance of wind turbine power generation based on 
a multiple distribution model has been proposed 
and the whole process including data preprocess-
ing, baseline training and performance evaluation 
has been implemented well on the wind turbine’s 
history data. Results show that the PGP value and 
power loss value are good characterizations of the 
generation status of wind turbine and can identify 
several typical faults before the records happen.

The method can also be tentatively applied to the 
component-level performance evaluation of wind 
turbine, such as drive train, anemometer, and pitch 
system. However, there are still some aspects need 
to improve in the future: (1) take consideration of 
season factor in the model training and evaluation; 
(2) partition the wind range by dynamic interval 
instead of the fixed minimal interval.
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Research on the acoustic emission testing of the tank truck and on the 
defect acoustic emission source location method
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ABSTRACT: The tank truck is an important type of transportable pressure vessel, which transports 
poisonous and harmful media. Due to erosion by the natural environment and poisonous and harmful 
media, corrosion perforation, crack propagation, and fracture of the tank are caused, which can lead to 
failure of the tank structure resulting in huge economic losses and serious environmental and ecological 
pollution. In this paper, acoustic emission testing technology carried out to test the overall structure of 
the tank truck and the location of defect acoustic emission signals were researched. Based on the com-
parison of several common defect acoustic emission source location methods, a defect acoustic emission 
source location method combining arbitrary planar triangle location and local scope linear location was 
proposed. Then, the non-open online detection of the tank truck was realized.

emission source location methods, a defect acous-
tic emission source location method combining 
arbitrary planar triangle location and local scope 
linear location is proposed. Then, the non-open 
online detection of the tank container is realized.

2 ACOUSTIC EMISSION TESTING OF 
THE TANK TRUCK

Acoustic emission testing technology is a kind of 
dynamic non-destructive testing technology which 
can realize rapid detection of the overall structure 
of large size components. The acoustic emission 
testing of tank trucks is based on structural char-
acteristics of the tank truck and acoustic emission 
sensors are placed in a specific location on the 
outer surface of the tank truck. Then, a load is 
applied to the tank truck. The elastic wave gener-
ated by the acoustic emission source is propagated 
to the surface of the tank material and received 
by the acoustic emission sensor through the cou-
pling interface, thus causing the displacement 
vibration of the acoustic emission sensor surface. 
These sensors convert the mechanical vibration 
of the materials into electrical signals, which are 
then amplified and acoustic emission signals fil-
tered. The acoustic emission signals generated by 
the defects are analyzed and studied by acoustic 
emission testing instruments. This is followed by 
deducing the location, state level, and development 
trend of the internal defect of the material or struc-
ture, and then safety status of the tested material 
or component evaluated.

1 INTRODUCTION

Tank truck is an important type of transportable 
pressure vessel, which transports poisonous and 
harmful media. Due to erosion by poisonous and 
harmful media, corrosion perforation, crack prop-
agation and fracture of the tank are caused, which 
can lead to failure of the tank structure resulting 
in huge economic losses and serious environmental 
and ecological pollution.

Currently, the main testing methods for tank 
truck and other transportable pressure vessels 
are conventional testing methods such as visual 
inspection, wall thickness measurement, and sur-
face nondestructive testing and ultrasonic testing 
if  necessary (TSG R0005-2011 2011). However, 
the conventional testing needs replacement, clean-
ing, and other pretreatments. If  the tank truck 
contained inflammable, explosive, toxic and 
harmful media, the replacement, cleaning, and 
waste liquid discharge is put forward as higher 
safety and environmental protection requirements. 
When compared with conventional non-destruc-
tive testing, Acoustic Emission (AE) testing can 
avoid the pre-processing stage of  the tank truck. 
At the same time, without replacement, cleaning 
and other pretreatments can reduce inspection 
of  the environmental impact and personal risk 
(Wang 2009).

In this paper, acoustic emission testing tech-
nology is carried out to test the overall structure 
of the tank truck and location of defect acoustic 
emission signals were researched. Based on the 
comparison of several common defect acoustic 
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The acoustic emission testing process is shown 
in Figure  1. In this paper, signal processing and 
comprehensive analysis, especially the defect 
acoustic source location, are the most important 
research contents.

3 LOCATION OF DEFECT ACOUSTIC 
EMISSION SOURCES

Currently, as shown in Figure 2, during tank truck 
regular inspection, it has been found that typical 
defects that have a great impact on safety of the 
overall structure of the tank truck are as follows: 
the tank joint crack, the wave preventer fillet weld 
crack, and tank and nozzle surface corrosion or 
leakage.

Therefore, the study of acoustic emission char-
acteristics of these defects and accurately locating 
defects in acoustic emission source is considered 
important. In engineering practice, the correlation 
between acoustic emission signal characteristics 
and extent of damage caused by defects is par-
ticularly critical to the acoustic emission testing 
and structural safety evaluation of the tank truck. 
Furthermore, accuracy of defect acoustic emission 
source location is an important indicator in the 
acoustic emission testing and safety assessment of 
the tank truck.

In practical engineering, acoustic emission test-
ing is used in a passive manner for defect dynamic 
testing and acoustic emission signals are usually 
accompanied with interference noise. Thus, in 
order to obtain much more accurate location of 
defects of the acoustic emission source, it is neces-
sary to amplify, filter, and noise-reduce the acous-
tic emission testing signals first. Currently, there 
are many location methods for defects of acous-
tic emission source with the linear location and 

arbitrary planar triangle location being the most 
commonly used.

The tank truck is a cylindrical container, but the 
tank truck outside is usually covered with a ther-
mal insulation layer, which can make an enormous 
impact on the acoustic emission source location. 
So based on comprehensive analysis and compari-
son of several common defect acoustic emission 
source location methods (Wang 2005, Wang 2008 
& Zhang 2012), a defect acoustic emission source 
location method combining arbitrary planar trian-
gle location and local scope linear location is pro-
posed (Long 2002).

As shown in Figure 3, three acoustic emission 
sensors are assumed to form an arbitrary triangle, 
S0 (0, 0), S1 (x1, y1), and S2 (x2, y2); at the point P (x, 
y) it has a defect acoustic emission source, r is the 
distance from S0 to P, there are:

Figure 2. Defect of the tank truck.

Figure  3. The method of arbitrary planar triangle 
location.

Figure 1. The acoustic emission testing process.
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δ1 1δδ 0 1 0= = ⋅Δt v10 ⋅10 v( )1 0t t1 −1  (1)

δ2 2δδ 0 2 0= = ⋅Δt v20 ⋅20 v( )2 0t t2 −2  (2)

Where: Δt10 is the time difference of the defect 
acoustic emission source signal when it reaches S1 
and S0;

Δt20 is the time difference of the defect acoustic 
emission source signal when it reaches S2 and S0; v 
is the sound velocity.

4 ENGINEERING APPLICATION OF 
ACOUSTIC EMISSION TESTING OF THE 
TANK TRUCK

Generally, six acoustic emission sensors are 
arranged on the overall structure for the standard 
acoustic emission testing of the tank truck, with 
four sensors arranged on the cylinder body, and a 
sensor placed on each of the vessel heads as shown 
in Figure  4. Through these six acoustic emission 
sensors, the overall structure of acoustic emission 
testing of the tank truck can be realized.

In this paper, the acoustic emission testing 
instrument used in testing is the type of EXPRESS 
32 produced by PAC Company, USA and the sen-
sor type of DP 151.

The acoustic emission sensors of the tank truck 
and the defect acoustic emission signal location 
are shown in Figure  5. The blue marking points 
in the figure are acoustic emission sensors and the 
red ones are acoustic emission signal source loca-
tions. The acoustic emission signal location point 
appears from the beginning stage up to the holding 
stage. At this stage, there are several acoustic emis-
sion events near the sensor number 1 and number 
3, which disappeared in subsequent pressure stable 

stage. Therefore, the judgment of acoustic emis-
sion signal may not be caused by defects in acoustic 
emission events. It is possible that the interference 
signal during the pressure loading stage, the impact 
or friction between the loading medium and the 
tank internal components, and then at the pressure 
stable stage, were responsible for the acoustic emis-
sion signals to disappear.

5 CONCLUSION

1. In the process of acoustic emission testing of 
the tank truck, at the pressure loading stage, 
due to the impact or friction of the loading 
medium and wave preventer inside the tank, it 
may produce some interference acoustic emis-
sion signals, easy to produce some miscalcula-
tion or make the true defect signals submerged 
in the interference signal such that the defect 
location is not accurate.

2. Acoustic emission testing is only effective for 
active defects and as such the result of acoustic 
emission testing relative to conventional non-
destructive testing methods poses a slightly 
higher risk. Therefore, it is proposed to use both 
the acoustic emission testing and conventional 
non-destructive testing to reduce the risk of 
tank container inspection and ensure the safety 
of the equipment.
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ABSTRACT: The nonlinear dynamic responses of a rectangular cantilever plate to power performance 
based on electromagnetic induction are studied in this paper. At the end of the rectangular cantilever 
plate, an electromagnet is placed and a set of coil is wound around the electromagnet. The rectangular 
cantilever plate is forced by the base excitation which is assumed to be a harmonic load. Based on the 
von Karman type equations and Reddy’s classic plate theory, the nonlinear partial differential govern-
ing equations of motion for the cantilever plate are derived using the Hamilton’s principle. Numerical 
simulations are used to investigate the effects of parameters on the steady-state responses of the cantilev-
ered plate. Substituting the physical parameters of cantilever plate into the ordinary differential equation 
about transverse displacement and the equation of the output voltage, the bifurcation diagram of the 
cantilevered plate for the output voltage via the base excitation frequency is obtained.

2 EQUATIONS OF MOTION

As shown in Figure  1, a rectangular cantilever 
plate clamped at edge Ob whose edge length and 
width in the x and y directions are, respectively, a 
and b and the thickness is h, the harmonic trans-
lation F tcos( )Ω  is subjected at the base of the 
plate. An electromagnet is placed at the end and 
a set of coil is wound around the electromag-
net. A Cartesian coordinate Oxyz is located on 
the middle surface of cantilevered rectangular 
plate.

According to Reddy’s classic deformation plate 
theory and von Karman type equations for geo-
metric nonlinearity, the displacement field of the 
cantilevered plate is assumed to be (Lim et  al. 
1998):

1 INTRODUCTION

With the rapid development of  MEMS, wireless 
communication technology, and computer tech-
nology, wireless sensor network technology has 
become a research hotspot. At present, a vast 
majority of  wireless sensor nodes are battery-
powered (Li & Gao 2008). However, the tradi-
tional chemical batteries have many shortcomings 
such as limited life span, the requirement of  peri-
odical replacement, environmental pollution, etc. 
In order to solve this problem, research about 
energy harvesting devices and spontaneous elec-
trical systems are increasing rapidly (Culler et al. 
2004).

In daily production and life, vibration is a com-
mon energy form. However, it is not used reasona-
bly and wasted in most cases. If  vibrational energy 
can be converted into electricity, not only can the 
efficiency of energy utilization be improved, but 
also a new green method of energy access is pro-
vided (Beeby et al. 2007). Thus vibrational energy 
harvesting technology has become a research 
hotspot.

The most common energy harvesting mecha-
nisms are electrostatic, electromagnetic, and pie-
zoelectric. Among them, electromagnetic energy 
harvester has been paid more attention because 
of small volume, powerful power generation-
higher frequency sensing without power supply, 
and working in harsh environments (Vinod et al. 
2009).

Figure  1. The simplified mathematical model of a 
cantilevered plate structure.
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where (u1,u2,u3) are the displacement of an arbi-
trary point of the cantilever plate in the x, y, and z 
directions; (u0,v0,w0) is the deflection of a point on 
the middle plane (z = 0).

The nonlinear strain-displacement relations are 
given as follows:
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The stress–strain relationship of the cantilever 
plate is given as follows:
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where Q jijQQ ( ,i , )= 1,  is the elastic stiffness coeffi-
cient; EiE ( ,i )2,  is the elastic modulus; G12 is the 
shear modulus; v12 and v21 are Poisson’s ratio.

The Hamilton’s principle is given as follows:
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The variation of kinetic energy is shown as follows:
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The variation of potential energy is shown as 
follows:
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The virtual work is shown as follows:
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Substituting Equation (6) (7) (8) into Equa-
tion (5) yields the nonlinear governing equations 
of motion for the cantilever plate:
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where the dot represents the partial differen-
tiation with respect to time t; c3 is the damping 
coefficient.
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where α β =β x y.y
The stress-strain relations are given as follows:
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Substituting Equation (10) and Equation (11) 
into Equation (9), the governing equations of 
motion in terms of generalized displacement for 
the cantilever plate are as follows:
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The Galerkin method is a numerical analysis 
method, which can transform partial differen-
tial equations to ordinary differential equations 
(Nayfeh & Mook 1979). Through the experimental 
study, the first order modal vibration plays a key 
role in the vibration of the nonlinear system (Yu 
2009). So we choose a suitable mode function to 
satisfy the boundary condition of the cantilever 
plate and consider nonlinear dynamics of the canti-
lever plate in the first mode of u0,v0,w0 and F. Thus, 
we write them in the following forms (Oh & Nayfeh 
1996):
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For the cantilever thin plate, transverse displace-
ment is more obvious than the other directions, so 
all inertia terms in Equation (12) about u v0 0v  are 
neglected (Narita 1985). By using the Galerkin 
method and substituting Equation (13) into Equa-
tion (12), we yield the governing ordinary differen-
tial equations of transverse motion:
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According to Faraday’s law of electromagnetic 
induction, the output voltage is equal to the change 
rate of flux through the closing coil.

V
d
dt

dNBs
dt

dNBlwll
dt

NBlw= − = − = − = −
Φdd �1

1
( )t ( )t  (15)

where φ denotes magnetic flux; N denotes coil 
number of turns; B denotes the magnetic induc-
tion intensity; l denotes the effective length of the 
coil; ��w1( )t  represents the ordinary differentiation 
with respect to time t.

3 NUMERICAL SIMULATION

The fourth-order Runge–Kutta algorithm is used 
to numerically analyze the nonlinear dynamic 

Table 1. Physical parameters of the cantilevered plate.

Physical quantity Value

a 2 m
b 1 m
h 0.008 m
E1 125 Gpa
E2 7.2 Gpa
G12 4.0 Gpa
V12 0.33
ρ 1570 kg/m3

c3 2.83 × 10−5

B 3300 Gs
N 800
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responses of the cantilever plate to the output volt-
age based on the base excitation.

In Table 1, the physical parameters chosen are as 
follows: a denotes the length, b denotes the width, 
h denotes thickness of the plate, E1,E2 denotes 
Young’s moduli, G12 denotes the shear moduli, v12 
denotes the Poisson’s ratios, ρ denotes the density, 
c3 denotes the damping coefficient, N denotes the 
turns of the coil, B denotes the magnetic induction 
intensity.

The Equation (14) and Equation (15) are cho-
sen for numerical simulation. The base excitation 
frequency Ω is used as the controlling parameter 
to investigate the periodic and chaotic responses of 
the cantilever plate to generating electricity based 
on electromagnetic induction.

As shown in Figure 2, the abscissa denotes the 
frequency of the base excitation while the ordi-
nate denotes the output voltage of the plate. When 
the base excitation frequency Ω is located in the 
interval 30 Hz–300 Hz, the bifurcation diagram is 
obtained.

Analyzing the bifurcation diagram in Figure 2, 
it is found that the motions of the rectangular 
cantilever plate are as follows: the periodic motion 
→ the multiple periodic motions → the chaotic 
motion → the multiple periodic motions → the 
chaotic motion with an increase in the base excita-
tion frequency Ω.

Based on the bifurcation diagram and using the 
same physical parameters, the base excitation fre-
quency Ω is changed to obtain different waveforms 
of the cantilever plate, including periodic motion, 
multiple periodic motion, and chaotic motion.

When the base excitation frequency Ω = 60 Hz, 
Figure 3(a) shows the existence of periodic motion 
for the cantilever plate. When the base excitation 
frequency Ω = 170 Hz, Figure 3(b) shows the exist-
ence of multiple periodic motions for the cantilever 
plate. When the base excitation frequency changes 
to Ω = 230 Hz, the chaotic motion of the cantilever 
plate is observed, as shown in Figure 3(c).

4 CONCLUSIONS

The nonlinear dynamic responses of a rectangular 
cantilever plate based on electromagnetic induc-
tion to generating electricity subjected to the base 
excitation were investigated. Based on Reddy’s 
classic deformation plate theory and von Karman 
type equations, the governing equations of motion 
for the cantilever rectangular plate was derived 
by using Hamilton’s principle. Numerical simula-
tion is provided by using the fourth-order Runge–
Kutta algorithm. The numerical results show that 
there exist periodic, multiple periodic, and cha-
otic motions of the cantilever plate under certain 
conditions.

The bifurcation diagram of the cantilever plate 
for the output voltage V via the base excitation fre-
quency Ω is obtained. Analyzing the bifurcation 
diagram, the periodic motion appears firstly, and 
the multiple periodic motion and chaotic motion 
appear alternately when the base excitation fre-
quency Ω exceeds a certain value.

The results show that the output voltage of 
the rectangular cantilever plate is different with a 
change in the base excitation frequency Ω. In order 
to get the optimal efficiency of power generation, 
the appropriate interval of the base excitation fre-
quency Ω must be chosen.
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Figure 2. The bifurcation diagram of the output volt-
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Figure 3. The motion of the cantilever plate.
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Influence of inductance on an interleaved parallel boost PFC circuit

Zhonghua Kong, Ligang Wu & Zaifei Luo
Ningbo University of Technology, Ningbo, China

ABSTRACT: With power rating enhancing unceasingly, the increasing demand for high-power PFC 
(Power Factor Correction) converters is becoming stronger, but the traditional boost PFC converter is 
only suitable for small- and medium-sized power applications. By using the interleaved technology, the 
current stress of switches can be decreased, the ripple of the input current and switching losses can also be 
reduced, and the power rating of the PFC converter can be improved. Interleaved boost PFC is very suit-
able for high power applications. Inductance influence on the characteristics of interleaved parallel boost 
PFC circuit was studied. So the different material inductance and inductance values are designed, and the 
characteristics of the interleaved parallel boost PFC circuit are studied in this paper. Experimental results 
are presented for a prototype boost converter converting universal AC input voltage (85–265 V) to 400 V 
DC output at up to 1 kW load.

results are presented for a prototype boost con-
verter converting universal AC input voltage 
(85–265  V) to 400  V DC output at up to 1  kW 
load.

2 DESIGN OF AN INTERLEAVED BOOST 
CONVERTER

The boost interleaved PFC converter topol-
ogy is presented in Figure 1. It uses a dedicated 
diode bridge to rectify the AC input voltage to 
DC, which is then followed by two boost PFC 
converters in parallel, operating 180o out of 
phase. The boost interleaved PFC converter has 
the advantage of  paralleled semiconductors. 
The input current is the sum of  two inductor 
currents; therefore, it reduces output capacitor 
high-frequency ripple, but still has the prob-

1 INTRODUCTION

With the rapid development of power electronics 
technology, power electronic devices have been 
widely used. This may cause severe harmonic pol-
lution posing a serious threat to the health of the 
grid. Power Factor Correction (PFC) technology 
is a good way to solve the problem of harmonic 
pollution caused by power electronic devices. The 
most commonly used PFC converter in an onboard 
charger is a single-phase diode bridge rectifier fol-
lowed by a boost converter. With power rating 
enhancing unceasingly, the increasing demand for 
high-power PFC converters is becoming stronger, 
but the traditional boost PFC converter is only 
suitable for small- and medium-sized power appli-
cations. By using the interleaved technology, the 
current stress of  switches can be decreased, the 
ripple of  the input current and switching losses can 
also be reduced, and the power rating of the PFC 
converter can be improved. Interleaved boost PFC 
is very suitable for high-power applications. Two-
phase interleaved power factor correction boost 
converters in single phase AC-DC converter can 
reduce input current ripple for the EMI filter, the 
RMS ripple current for output capacitor and cur-
rent stress for switches and inductors (L. Huber, 
2000; C. Wang, 2008; Choudhury, 2005; T. Grote, 
2009; B. A. Miwa, 1992; C. H. Chan, 1997). So this 
article will use interleaved boost PFC converter as 
the research object to study the characteristics of 
interleaved technology. Different material induct-
ance and inductance values are designed, and the 
characteristics of  interleaved parallel boost PFC 
circuit are studied in this paper. Experimental Figure 1. Interleaved PFC boost converter.
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lem of  heat management for the input diode 
bridge rectifiers. The PFC controller adopted 
is UCC28070. The UCC28070 is an advanced 
power factor correction device that integrates 
two pulse-width modulators operating 180° 
out of  phase. This interleaved PWM operation 
generates a substantial reduction in input and 
output ripple currents, and the conducted-EMI 
filtering becomes easier and less expensive. A 
significantly improved multiplier design pro-
vides a shared current reference to two inde-
pendent current amplifiers that ensure matched 
average current mode control in both PWM out-
puts while maintaining a stable, low-distortion 
sinusoidal input line current.

The interleaved inductors are designed to 
meet the requirement of  high power factor over 
a wide range of  AC line voltages. Two non-cou-
pled inductors are used. The inductance value of 
inductors should be high enough to avoid Dis-
continuous Current Mode (DCM) operation of 
each boost leg and acquire high power factor, low 
Total Harmonic Distortion (THD), and low Elec-
tromagnetic Interference (EMI). As the induct-
ance value of  an inductor decreases at higher 
operating currents, the nominal value of  induct-
ance is designed at maximum operating current, 
corresponding to full load conditions (1 kW) at a 
lower line voltage (85 Vac). The inductance value 
is determined by the switching frequency, which is 
set at 80 kHz and the current ripple of  each boost 
leg, which is selected to be equal to 20% (Δi) of 
the maximum AC current. The boost inductors 
(L1 and L2) are selected based on the maximum 
allowable input ripple current. In universal appli-
cations (e.g., 85 V to 265 V RMS input), the max-
imum input ripple current occurs at the peak of 
low line, and for this design, the maximum input 
ripple current was set to 30% of  the peak nominal 
input current at low line.

The following calculations are used to select the 
appropriate inductance for L1 and L2, where vari-
able D is the converter’s duty cycle at the peak of 
low line operation, the max duty cycle Dmax is as 
follows:

D
V

o inii

oVVmaD x
min( )V Vo iV VV Vni min .= =

−
=

400 2 8× 5
400

0 7.  (1)

where Vo is the output voltage, Vinmin is the mini-
mum AC input voltage

Variable K(D) is the ratio of input current to 
inductor ripple current at the peak of low line 
operation as follows:

k
D

= =
2 1D − 0 57maD x

maD x

.  (2)

ΔIL is the boost inductor ripple current at the 
peak of low line based on the converter input rip-
ple current requirements as follows:

ΔI
P
V k

ALI outPP

inVV
=

×
=

2 0× 4 6 49. .
min η

 (3)

The inductance is calculated as follows:

L L
V D

I f
HinVV

LI1 2L LL L
2 131=L2L =min

Δ
μHH  (4)

where f  is the switching frequency at 80 kHz.

3 EXPERIMENTAL RESULTS

In order to study the influence of different induct-
ance material and inductance values on the char-
acteristics of the interleaved parallel boost PFC 
circuit, TDK ferrite N97 and Magnetics Kool Mμ 
77090 materials are selected as the magnetic core of 
the inductor. The ferrite core adopted is EE42/21, 
the boost inductance (L1 and L2) values are 265, 
600, and 835  μH, the Kool Mμ core adopted is 
ring cores, and the boost inductance (L1 and L2) 
values are 290 and 1100 μH. Input voltage and cur-
rent waveform are shown in Figure 2. The yellow 
waveform is the voltage, the blue waveform is the 
current, and the current waveform is close to the 
sinusoidal waveform. Current waveform of the 
inductor and voltage waveform of switching are 
shown in Figure 3. The green waveform is voltage 
and blue waveform is current, the underpart wave-
form is a partially enlarged view form of the upper 
part waveform.

Figure 4 to Figure 6 show the relation between 
the input voltage and power factor and efficiency, 
where B is the power factor curve, C is the efficiency 
curve, and TDK ferrite N97 material is adopted. 
The values of boost inductors (L1 and L2) are 265, 

Figure 2. Input voltage and current waveform.

ICCAE16_Vol 01.indb   1022 3/27/2017   10:46:54 AM



1023

600, and 835 μH. Power factor decreases with the 
increase in input voltage, but efficiency increases 
with the increase in input voltage. The input cur-
rent decreases with increase in input voltage, so 

Figure 3. Current waveform of the inductor and volt-
age waveform of switching.

Figure 4. Relation between the input voltage and power 
factor and efficiency.

Figure 5. Relation between the input voltage and power 
factor and efficiency.

Figure 6. Relation between the input voltage and power 
factor and efficiency.

power loss of the power device increases with 
increase in input current. Overall, considering the 
power factor and efficiency, the boost inductor 
with 600 μH is better than the other inductors.

Figure 7. Relation between the input voltage and power 
factor and efficiency.

Figure 8. Relation between the input voltage and power 
factor and efficiency.
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Figure 7 and Figure 8 show the relation between 
the input voltage and power factor and efficiency, 
B is the power factor curve, C is the efficiency 
curve, and the Magnetics Kool Mμ 77090 is the 
adopted material, the boost inductor (L1 and L2) 
values are 295 and 1100 μH. Efficiency increases 
with increase in input voltage, power factor is 
nearly stable under low voltage and decreases with 
increase in input voltage. So, the characteristics 
of Magnetics Kool Mμ must be considered in the 
design of switching power supply.

4 CONCLUSION

The relation between the input voltage and power 
factor and efficiency is studied in this paper. 
When ferrite material is adopted for power sup-
ply, the power factor decreases with increases in 
input voltage, the efficiency increases with the 
increase in input voltage, and the boost induc-
tor with 600  μH is better than the other induc-
tors. When the Magnetics Kool Mμ material is 
adopted for power supply, the efficiency increases 
with the increase in input voltage, and the power 
factor is nearly stable under a lower voltage and 
then decreases with the increase in input voltage. 
So, the characteristics of  Magnetics Kool Mμ 
must be considered in the design of  switching 
power supply.
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Preface

The 2016 International Conference on Civil, Architecture and Environmental Engineering (ICCAE 2016)  
was held on November 4-6, 2016 in Taipei, Taiwan, organized by China University of Technology and 
Taiwan Society of Construction Engineers, aimed to gather professors, researchers, scholars and indus-
trial pioneers from all over the world. ICCAE 2016 is the premier forum for the presentation and exchange 
of experiences, new advances and research results in the field of theoretical and industrial experience. 
The conference contained contributions promoting the exchange of ideas and rational discourse between 
educators and researchers from all over the world.

ICCAE 2016 is expected to be one of the most comprehensive Conferences focused on civil, architec-
ture and environmental engineering. The conference promotes international academic cooperation and 
communication, and exchanging research ideas.

We would like to thank the conference chairs, organization staff, and authors for their hard work. By 
gathering together so many leading experts from the civil, architecture and environmental engineering 
fields, we believe this conference has been a very enriching experience for all participants. We hope all have 
had a productive conference and enjoyable time in Taipei! 

Conference Chair
Dr. Tao-Yun Han

Chairman of Taiwan Society of Construction Engineers
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Research on carbon option pricing based on the real option theory

Hong Qiu
School of Economy and Management, Tianjin University of Science and Technology, Tianjin, China

ABSTRACT: China’s economy has been developing rapidly, which has led to the growth of carbon 
emissions under the background of global climate change. This paper introduces the carbon option to per-
fect the carbon market mechanism and points out the necessity and significance of carbon option research. 
Because the carbon option has strict conditions for the Black–Scholes option pricing formula, this paper 
will use the Black–Scholes model to establish a carbon option pricing model, build a EUADEC-10–
based option by the EU market data, and determine the option price. At last, it puts forward the counter-
measures and suggestions for China to integrate into the global carbon market mechanism and participate 
in international climate negotiations, which provides research ideas for the construction of China’s carbon 
trading market in the future.

trading market on the basis of  the pilot project, 
so as to create conditions for the final establish-
ment of  a national carbon trading market. The 
primary problem in China’s carbon trading mar-
ket is the initial allocation of  carbon credits, the 
rational allocation of  carbon credits, and scien-
tific pricing mechanisms that are important fac-
tors influencing the performance of  the carbon 
trading market and the key to the smooth func-
tioning of  the carbon trading market. Therefore, 
the study on the initial allocation method and 
pricing of  carbon emission rights in China is not 
only of  theoretical significance but also of  great 
practical significance.

The importance and urgency of environmental 
protection are becoming more and more appar-
ent with the development of society. Every coun-
try is taking action to control the development of 
environmental pollution through constant envi-
ronmental protection measures. As environmen-
tal pollution caused by economic problems are 
increasingly apparent, many scholars of carbon 
emissions have taken up this cause as the object 
of their study. Based on the analysis of traditional 
assessment methods, this paper argues that the 
conditions for assessing the value of China’s car-
bon emission rights are not very mature and can-
not accurately reflect the complete value of the 
carbon assets, and the evaluation results will not 
be accurate enough.

This paper is based on the research results of the 
financial option pricing theory and the real option 
theory in the field of finance. The real option the-
ory is applied to carbon pricing ideas, which will 
focus on the real option theory to carbon option 
pricing of the actual problem.

1 INTRODUCTION

In the 30 years of  China’s reform and opening-up, 
along with the rapid growth of China’s economy, 
the rapid growth of carbon emissions has become 
a serious challenge to be faced; similarly, the 
United States and Japan’s statistics also show that 
economic development cannot be separated from 
energy use and will inevitably result in an increase 
in carbon emissions. The Kyoto Protocol was an 
important outcome of the third session of the 
Conference of the Parties to the United Nations 
Framework Convention on Climate Change 
(UNFCCC) in Kyoto, Japan, which came into 
force on February 16, 2005. The abatement sys-
tem stipulates that free trade between developed 
countries or between developed and developing 
countries are the right to emit greenhouse gas 
emissions, which is bound to promote the for-
mation of the world’s carbon dioxide emissions 
trading market. The Kyoto Protocol signed the 
implementation of the start of  international car-
bon reduction initiatives.

In the international carbon trading market, 
as a developing country, China does not need 
to implement the total control system, only to 
participate in the Kyoto Protocol in the Clean 
Develop ment Mechanism (CDM). Although 
China’s carbon emissions are not limited by the 
total control, the low carbon economic develop-
ment needs and international pressure under the 
dual role of  promoting China’s carbon emissions 
limit is the inevitable result. The Chinese govern-
ment is also considering trying to control the total 
amount of  carbon emissions in selected areas, 
and gradually form a regional carbon emission 
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2 REAL OPTION

Real option is a kind of nonfinancial option, which 
refers to the right of non-financial business invest-
ment to obtain and exploit specific assets in the 
future. The basic idea of financial options is applied 
to the real market opportunity, which is the real 
option. The concept of real option was proposed 
by Professor Myers Stewart of MIT in 1977. He 
proposed that an investment projects cash gener-
ated by the profits, but from currently owned assets 
plus a certain price for the future to acquire or sell 
a real asset or investment plans can be made to the 
right price for option pricing formula. Real asset 
investment can be used similarly to the assessment 
approach to evaluate the general financial option. 
Because the subject matter is about real option, he 
called the nature of this kind as real option. Profes-
sor Myers has applied the concept of option to real 
assets, which has brought a new thinking direction 
for the stagnant asset budget theory.

The valuation of real option is of great signifi-
cance. The value of any asset not only includes 
the future cash flow of the value concept, but it 
should also include the flexibility of selective deci-
sion to bring the value of assets included in the 
future value of real option in the future. It requires 
investors to pay close attention to developments 
and changes in the market conditions, and timely 
project management plans. When the uncertain 
market environment is conducive to the develop-
ment trend of discovery, the shareholders are fea-
sible to make options in adverse market conditions 
directed towards the purchase of equity holders 
who can choose to exercise the option to exit. It 
can be seen that the real value of options is actu-
ally derived from the uncertainty of future climate 
change.

Real option is the extension of financial option 
in the real field, and its subject matter (basic asset) 
is generally the value of an investment project. 
While the rights granted by real options are 
often an investment or management of the right 
to choose; with real options, the holder can be 
within a certain period of time according to the 
basic asset value changes, flexible choice of invest-
ment programs or management activities. With the 
development of real option, its content and form 
of expression are more and more diverse, and the 
structure gets extremely complex.

Carbon emission rights can be viewed as real 
options without dividends and their value is deter-
mined by the underlying asset price, strike price, 
volatility, maturity, and risk-free rate. Assum-
ing that the firm’s cost of  unit carbon emissions 
is constant, all carbon emissions are obtained 
through the purchase of  carbon emission rights, 
without regard to the cost of  carbon credits; and 

the underlying assets of  the carbon emission 
rights are based on the circumstances of  produc-
tion damage (estimated by the average cost of  car-
bon emissions from the treatment unit) and can 
be converted into the unit carbon emissions of 
the enterprise, determined by the firm’s produc-
tion behavior and the market supply-demand rela-
tionship. The implementation of  carbon emission 
rights in theory and the price should be the cost of 
carbon emissions per unit, but because the right to 
carbon emissions is the right to sell to the enter-
prises of  the sewage compensation, the implemen-
tation of  the actual price is zero. The deadline for 
carbon emission rights is set by the government 
and the environmental protection department 
based on the average life expectancy of  produc-
tive enterprises. Risk-free interest rate is generally 
the corresponding duration of  the national debt 
interest rate or the central bank benchmark inter-
est rate.

3 CARBON OPTION PRICING

3.1 The Black–Scholes pricing model

The Black–Scholes model is a mathematical 
model of a financial market containing derivative 
investment instruments. From the model, one can 
deduce the Black–Scholes formula, which gives a 
theoretical estimate of the price of European-style 
options.

The Black–Scholes model was first published 
by Fischer Black and Myron Scholes in their 
1973seminal paper, “The Pricing of Options and 
Corporate Liabilities”, published in the Journal of 
Political Economy. They derived a partial differen-
tial equation, now called the Black–Scholes equa-
tion, which estimates the price of the option over 
time. The key idea behind the model is to hedge the 
option by buying and selling the underlying asset 
in just the right way and as a consequence to elimi-
nate risk. This type of hedging is called delta hedg-
ing and is the basis of more complicated hedging 
strategies such as those engaged in by investment 
banks and hedge funds.

The initial allocation of carbon emission rights 
is based on the combination of free allocation of 
carbon emission credits and carbon allocation. 
Therefore, the pricing of carbon emission rights 
is the pricing of carbon options. Option pricing 
generally uses the Black–Scholes option pricing 
formula, but this formula has strict assumptions. 
Since the carbon option has the following proper-
ties, its pricing applies to the Black–Scholes option 
pricing formula:

1. Carbon option does not pay a dividend to meet 
the relevant securities;
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2. The holder of carbon options is allowed to 
carry out this option at any time, i.e. do not pay 
dividends of an American call option; in theory, 
it will hold the expiration and can be seen as an 
European call option;

3. After the introduction of the option mecha-
nism, the carbon trading market is more mature 
and the transaction cost is reduced, and the 
quantity of carbon emission trading of differ-
ent scale and different nature enterprises is quite 
different, and the quantity is also highly separa-
ble, satisfying the assumption that the market is 
frictionless.

4. In the absence of large-scale technological 
innovation conditions, the carbon market price 
changes are relatively stable, which satisfies the 
hypothesis that the price volatility is fixed;

5. Carbon emissions are clear of property rights 
of public resources to prevent arbitrage oppor-
tunities in carbon trading, which satisfies the 
hypothesis that there are no risk-free arbitrage 
opportunities.

As a kind of financial derivative product, car-
bon option can be priced by Black–Scholes option 
pricing model. The Black–Scholes option pricing 
model is often applied to European option pric-
ing and hedging. We consider European options 
that do not pay dividend stock. According to 
Black–Scholes option pricing model, option value 
is related to stock price, stock price volatility, 
option exercise price, option expiration date, and 
risk-free interest rate.

The price of a call option is:

C SNSS Xe Nrt( )d − ( )d−Xe N)dd (dd  (1)

The price of the put option is:

′ ( )− ( )C X′ = e N−XX S) − N (−S) (S) N (SS  (2)

where

d
t

t

d
t

t
d t

1dd

2dd 1dd

= ( )S N ( )22

= ( )S ( )22
= dd

ln )N + ( r 1r
,

ln )X + ( r 1r
σ

σ
σ

C refers to the price of  the call option, S refers 
to the stock price, X is the exercise price of  the 
option, t is the number of years from the expira-
tion of the option, r is the risk-free rate, N(d1) and 
N(d2) are the cumulative normal density func-
tions, and σ is the annual standard deviation (vol-
atility) of  the stock price. For the carbon market, 
S, X, r are known. Once the strike price and the 

maturity date are determined, the carbon call and 
put option prices can be calculated from (1)–(2), 
and it can be seen that both the prices of  options is 
equal, which avoids the divergence between devel-
oping and developed countries in fixing option 
prices.

3.2 Select the parameters for the Black–Scholes 
model

When using the Black–Scholes model, the fol-
lowing points should be noted when selecting 
parameters:

1. The risk-free interest rate must be in the form 
of continuous compound interest, a simple or 
non-continuous risk-free interest rate (set to 
risk-neutral relative to the concept of risk appe-
tite and risk aversion. In a risk-neutral market, 
each investor does not require compensation for 
risk r0) Once a year compound interest and r0 
requires continuous compound interest. r0 must 
be converted into r and can only be substituted 
into equation (1) calculation. The conversion 
relationship is:

r ( )r+l rr

2. The remaining time (T-t) before the due date is 
expressed as a ratio of one year (365 days).

3. The underlying volatility of return on assets 
should be the annual rate of return volatility, 
which is usually estimated by the volatility of 
the underlying historical price of the asset. The 
first option is valid contract assets consistent 
with the time interval (January, one day a week, 
etc.) and is divided into n segments, and then 
takes a historical price (n+1), calculated as n 
consecutive composite yield by using this set of 
data. The calculation formula is as follows:

i ( )xix i ( )i n=ln ,)xi

Calculate the standard deviation of the sample 
of the above-mentioned n rate of return, that is, 
the fluctuation rate (monthly/weekly/daily yield 
volatility) of the contract term and then by the fol-
lowing formula obtained in the Black–Scholes for-
mula required for annual returns of volatility

σ2  =  a term yield volatility of the square  × 
(1 year included in the number of periods).

4 EMPIRICAL ANALYSIS

Because China is still unable to get the carbon 
emissions trading market data based on the project 
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transaction price of carbon indicators, there are 
too many uncertain factors, so the author of the 
market data is more abundant with regard to the 
EU quota to study.

EUADEC-16, which is a long-term futures con-
tract due in late 2015 is designed for a period of one 
year. For the purposes of this study, it is assumed 
that EUADEC-16 is a 3-month short-term option 
with a contract price of K  =  6 for 92  days and 
66 days from April 8, 2015 to July 8, 2015, the spot 
price S0  =  5.26 EUR, option expiration period 
T = number of options valid days/365 = 0.252 years.

Based on the closing prices of  the EUADEC-16 
transactions offered daily on the Nord Pool Web 
site, trading hours are from March 6, 2015, to 
April 6, 2015, for a total of  30 days with 24 trad-
ing days from which the actual volatility of  EUA-
DEC-16 is estimated. Specifically, that is, the 
natural logarithm of the price of  consecutive days 
to obtain the continuous n of  the composite rate 
of  return r.

That is, r l Pt tPP− /lnPll tPP ln 1  where Pt is the histori-
cal price of day t of futures and Pt-1 is the historical 
price of day t−1. Then the standard deviation of 
the N rate of return is obtained by the monthly 
return volatility, the use of STDEV, obtained 
monthly return volatility σ  =  0.0488, the annual 
volatility is

σ  = 0.0488 *σ 365 24/

Assume R  =  4.511%, r ( )l . ,0)R = 0441  
then,

d T
d T

d T

1dd
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At this point, the EUADEC-16 futures contract 
3 months of the option price of 0.0306 Euros.

While pricing analysis of  carbon emissions by 
the Black–Scholes pricing model, we must cor-
rectly select r, σ and (T-t) of  the 3 parameters. 
Because the carbon trading is still in the explor-
atory stage in our country, we get the price of 
carbon emissions only for EUADEC-16 of  the 
EU quota pricing theory. Although there is no 
direct reference to China's carbon trading, it pro-
vides a new way of  thinking and direction for the 
theoretical study of  China's carbon emissions 
pricing.

5 CONCLUSION

China’s carbon trading market has entered a 
new era. The price of carbon emission rights will 
become the core focus of operation in the market. 
However, due to China’s late start, carbon emission 
pricing in the field of research needs further theo-
retical study and will be of great help and guidance 
of reality, and will only help continue exploring 
a variety of methods that can be used to study a 
more reasonable and realistic conclusion.

Faced with the enormous pressure of emis-
sion reduction, China has to bear the mandatory 
emission reductions that cannot be avoided. The 
application of Black–Scholes pricing model in the 
EU’s carbon emission right quota pricing provides 
a good reference for China’s carbon emission pric-
ing. We should vigorously build the carbon trad-
ing pricing mechanism, carbon financial system, 
the establishment of carbon emissions trading for 
buyers and sellers to provide a fair, just, and open 
dialog mechanism. This will help enhance China’s 
international carbon trading pricing power, and 
the lowest cost way to save resources, and compre-
hensively promote China’s environmental protec-
tion and economically sustainable development.

Because of the complexity and systematic 
nature of the carbon option research, there are 
some sustainable research directions for carbon 
emission trading in China. First, in the analysis of 
carbon emission trading, we can continue to use 
the property right theory. Secondly, it is necessary 
to study the fairness and rationality of the initial 
option allocation of carbon emission, and further 
study the stakeholders’ behavior in the low-carbon 
industrial chain. The second part is the further 
research on the fairness and rationality of the car-
bon option allocation. Third, we should continue 
to deepen the theoretical and technical methods 
to explore the measurement of corporate carbon 
emissions. We should also study the evaluation 
index of carbon emission in the quantitative indus-
try. In order to constantly revise the EU-quota 
based option pricing method, which is determined 
by the relative weight of quantifiable factors, the 
paper can make it more perfect.

The final results of this paper are expected to 
be applied to carbon option practice, especially in 
large and medium-sized production enterprises in 
China. The research of this paper can strengthen 
the application of option theory in the carbon 
emission trading system. It is hoped that this study 
will provide reference and decision-making for the 
healthy development of the low-carbon economy 
of modern enterprises. In view of the fact that 
China’s production enterprises still play an impor-
tant role in the national economy, special attention 
should be paid to specific situations encountered 
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in the carbon trading system. In this study, the 
carbon option pricing theory, the optimal executive 
decision, and optimal option prices can provide 
reference and decision-making for the production-
oriented enterprises to promote the development 
of China’s carbon emissions trading theory.
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Beijing–Tianjin–Hebei region of China: A comparative study
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Institute of Geographic Sciences and Natural Resources Research, CAS, Beijing, China

ABSTRACT: Based on the data of prefecture-level and above cities in the Beijing–Tianjin–Hebei region 
of China in 2013, this paper constructs the index system and evaluates the sustainable development capac-
ity of these cities using Entropy-Weight and TOPSIS evaluation model. Then this paper makes compara-
tive studies between resource-based and non-resource-based cities in the area, and further compares the 
differences of sustainable capacity among resource-based cities. The results are as follows: (1) from high to 
low, the ranking based on weights of criteria is Usage of Energy and Natural Resource, Economic Devel-
opment, Scientific and Educational Level & Support, Environmental Protection, and Employment & 
Social Security; (2) compared with other cities in this region, the resource-based cities in the Beijing–
Tianjin–Hebei region have not lagged behind from the perspective of sustainable development capacity; 
(3) among these five resource-based cities, it is clear that Zhangjiakou and Tangshan have better sustain-
able development capacities than other resource-based cities. Based on the results, this paper further 
discusses the related political implications.

In 2014, the Beijing–Tianjin–Hebei Integration 
Strategy was proposed as a significant national 
development strategy by the central government of 
China. The objective of the strategy was to relo-
cate nonessential functions from Beijing in order 
to adjust the regional economic structure and 
address problems such as overpopulation, pol-
lution, and resource scarcity. Within the 262 cit-
ies, there are five prefecture-level resource-based 
cities located in Hebei Province. The sustainable 
development of these cities will definitely affect 
the successful integration of the Beijing–Tianjin–
Hebei region. Therefore, it is of both theoretical 
and practical significance to evaluate the sustain-
able development capacity of resource-based cities 
in the Beijing–Tianjin–Hebei region, so as to find 
better ways to achieve sustainable and coordinated 
development for the region.

1.2 Literature review

Through literature review, it is clear that sustain-
able development of resource-based cities has 
been a focus of existing studies. Long, et al. 2013 
put forward a method for the selection of alterna-
tive industries for resource-based cities in China 
and conducted an empirical analysis on Jiaozuo, 
a resource-based city in the Henan province of 
China. Kinnear and Ogden 2014 focused on the 

1 INTRODUCTION

1.1 Background

A resource-based city is a type of city that grows 
because of the exploitation and development of 
certain kinds of local natural resources and mainly 
depends on the resource-based industry to support 
the operation and development of the city. Accord-
ing to National planning on sustainable development 
of resource-based cities (2013–2020) (later referred 
to as “National planning”) issued by the State 
Council of the People’s Republic of China in 2013, 
there exists 262 resource-based cities in China, 
which are generally faced with developmental 
problems such as low efficiency of resource utili-
zation, weak industrial structure, fragile economic 
and social structure, and high environmental pres-
sure and lack of driving forces. With the economic 
development of China, the traditional extensive 
development model of resource-based cities whose 
economies depend heavily on the high-level input 
of resources are faced with increasingly serious 
problems, which are causing great challenges to 
the economic transformation, modern industriali-
zation, and new urbanization of China. Due to the 
problem of gradual scarcity in the supply of natu-
ral resources, it is necessary to transform the devel-
opment model of resource-based cities in order to 
achieve sustainable development.
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importance of innovation in the economic, social, 
and environmental development of resource-based 
cities, and put forward suggestions for innovation-
driven sustainable development. Zhang and Yu, 
et al. 2014 studied the important issues related to 
sustainable development of resource-based cities 
in China, including reasonable development and 
utilization of natural resources, nurturing of sus-
tainable and substitute industries, improvement 
of local people’s welfare, comprehensive treat-
ment of the ecological environment and construc-
tion of supportive capacity from the perspectives 
of resource, economic, social, and environmental 
sustainability.

Furthermore, some studies have focused on 
the evaluation of transformation effectiveness of 
resource-based cities in China. Yu and Yao, et al. 
2005 proposed the concept and evaluation model of 
sustainable development level of mineral resources 
and further conducted an empirical analysis on 
Huangshi, a resource-based city in Hubei province 
of China. Yu and Zhang, et al. 2008 studied issues 
in the sustainable development of major mining 
cities in China by identifying principal factors 
controlling the degree of development of mineral 
resources. Su, et al. 2010 measured the degree of 
sustainable development of mineral resources of 
mining cities in China using the AGA-EAHP-FIJ 
method in order to support the decision-making of 
sustainable development for mining cities.

Previous studies have laid the foundation for 
further studies. Therefore, based on the data of 
prefecture-level and above cities in the Beijing–
Tianjin–Hebei region of China in 2013, this paper 
makes the evaluation of sustainable develop-
ment capacity of these cities using the Entropy-
Weight and TOPSIS evaluation model. Based on 
the evaluation results, this paper makes a com-
parative study between resource-based and non-
resource-based cities, so as to provide objective 
and scientific measures for improving the sustaina-
ble development capacity for resource-based cities 
in the region.

2 METHODS AND DATA

2.1 Entropy weight and TOPSIS

This paper provides effectiveness evaluation of the 
transformation of resource-based cities in China 
using the methods of Entropy-Weight and TOP-
SIS. TOPSIS (Technique for Order Preference by 
Similarity to Ideal Solution) proposed by Wang 
and Yoon 1981 is a method falling into the cat-
egory of Multi-Criteria Decision Making. It has 
widespread applications in the fields of evaluation 
and decision making. The main concepts and steps 
of this method are as follows:

Suppose that there exist m feasible solutions to 
be evaluated and n indices in the index system. The 
values of the indices in each feasible solution make 
up the decision-making matrix Y in which yij rep-
resents the element in the matrix, representing the 
value of the jth index in the ith feasible solution (i = 
1, 2,…, m; j = 1, 2,…, n). The steps of evaluation of 
Entropy-Weights TOPSIS are as follows:

Step 1: To normalize the decision-making matrix 
using (1).

z y yij ij ij
i

m

=
∑/ 2

1

 (1)

Step 2: To calculate the entropy value of the jth 
index using (2).

H k f fj iH k ff j iffiff jiff
i

m

=
∑

1

 (2)

Where f y yijff ij ij
i

m

=
∑ ,yij/∑

1

 k = 1/lnm.

Step3: To calculate the entropy weight of the jth 
index using (3).

w n Hj j jH
j

n

=
∑( )H jH /( )

1

 (3)

Then the entropy weight W matrix of the indi-
ces is obtained, where W  = (w1, w2,…, wn).
Step 4: To calculate the weighted and normalized 

matrix X using (4).

xij = wj × zij (4)

Step 5: To determine the ideal positive solution X* 
and the ideal negative solution X0.
Let us suppose that xj

* is the value of the ideal 
positive solution of the jth index in X*, and xj

0 is 
the value of the ideal negative solution of the jth 
index in X0.

For each x*, if  jth index is a benefit index, then

x x
j i ij
* max  (5)

If  jth index is a cost index, then

x x
j i ij
* min  (6)

For each x0, the calculation method is the 
opposite.
Step 6: To calculate the Euclidean distances of each 

feasible solution from the ideal positive solution 
and ideal negative solution.
The Euclidean distance for each feasible solu-

tion from the ideal positive solution and ideal 
negative solution could be calculated using (7)∼(8).
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d
i ij j

j

n
* *( )x xij j

* ,x
=

∑ 2

1

 (7)

d
i ij j

j

n
0 0x 2

1=
∑ ( )x xij j

0x x−xx ,  (8)

Where d* denotes the distance of the ith unit from 
the ideal positive solution, d0 denotes the distance 
of the ith unit from the ideal negative solution.
Step 7: To calculate the relative degree of approxi-

mation by calculating the Euclidean distance 
using (9).

C d d d C
i i i i i
* *d d */( ), ,ddd /(ddd/( 0 1C*≤ ≤C*  (9)

After the calculation, feasible solutions could be 
ranked according to the value of the relative degree 
of approximation. The feasible solution with a 
higher C* is a better solution.

2.2 Selection of objective cities for study

The National planning used a comprehensive group-
ing method by which all resource-based cities are 
categorized into 4 different groups including grow-
ing cities, mature cities, declining cities, and rebirth 
cities. According to the study of Zhang, et al. 2014, 
all resource-based cities, by resource type, can be 
categorized into seven groups including non-metal, 
ferrous metal, coal, oil and gas, non-ferrous metal, 
forest industry, and comprehensive groups. Accord-
ing to the definition and classification of National 
planning, there exist 5 prefecture-level resource-
based cities located in the Beijing–Tianjin–
Hebei region, including Zhangjiakou, Tangshan, 
Handan, Chengde, and Xingtai. In order to con-
duct an objective and comprehensive evaluation 
of sustainable development capacity for these 
cities, it is necessary to evaluate them together with 
other non-resource-based cities (Beijing, Tianjin, 
Qinhuangdao, Langfang, Shijiazhuang, Baoding, 
Cangzhou, and Hengshui).

2.3 Index system and data

Based on the consideration of comprehensiveness, 
representation, comparability, and availability, this 
paper uses 55 indices, which are grouped into 6 cri-
teria under three subsystems to construct the eval-
uation index system of Sustainable Development 
Capacity of Cities in the Beijing–Tianjin–Hebei 
region of China. The details of criteria and indi-
ces are shown in Table 1. All the data are extracted 
from China City Statistical Yearbook (2013).

The indices in criteria A (Economic Develop-
ment) include: (A1) per capita GDP; (A2) GDP 

growth rate; (A3) secondary industry as percent-
age of GDP; (A4) tertiary industry as percentage 
of GDP; (A5) per capita public finance income; 
(A6) per capita public finance expenditure; (A7) 
ratio of public finance income to expenditure; 
(A8) average industrial output value above the des-
ignated size (current price); (A9) average industrial 
profits above the designated size; (A10) per capita 
retail sales of consumer goods; (A11) per capita 
amount of foreign capital; (A12) actually utilized; 
(A13) per capita investment in fixed assets (exclud-
ing rural households).

The indices in criteria B (Employment and Social 
Security) include: (B1) average wage of employed 
staff  and workers; (B2) percentage of employed 
persons in the secondary industry; (B3) percent-
age of employed persons in the tertiary industry; 
(B4) ratio of employees joining urban basic pen-
sion insurance to total population; (B5) ratio of 
persons joining urban basic medical care system to 
total population; (B6) ratio of persons covered by 
unemployment insurance to total population.

The indices in criteria C (Scientific and Educa-
tional Level and Support) include: (C1) percentage 
of expenditure for science and technology in public 
finance expenditure; (C2) percentage of expendi-
ture for education in public finance expenditure; 
(C3) number of regular institutions of higher edu-
cation per 1 million persons; (C4) number of regu-
lar institutions’ vocational secondary schools per 
1 million persons; (C5) number of regular institu-
tions’ regular secondary schools per 1 million per-
sons; (C6) number of regular institutions’ primary 
schools per 1 million persons; (C7) number of stu-
dents enrollment of regular institutions for higher 
education per 10,000 persons; (C8) number of stu-
dents enrollment in vocational secondary schools 
per 10,000 persons; (C9) number of collections of 
public libraries per 100 persons.

The indices in criteria D (Infrastructure Con-
struction) include: (D1) land used for urban con-
struction as percentage to urban area; (D2) number 
of post offices at year-end per 10,000 persons; (D3) 
number of subscribers of local telephones at year-
end per 10,000 persons; (D4) number of subscrib-
ers of mobile telephones at year-end per 10,000 

Table  1. Criteria for evaluation index system for sus-
tainable development capacity.

Criteria Code

Economic Development A
Employment & Social Security B
Scientific & Educational Level & Support C
Infrastructure Construction D
Usage of Energy & Natural Resource E
Environmental Protection F
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persons; (D5) number of subscribers of Internet 
services per 10,000 persons; (D6) number of theat-
ers, music halls, and cinemas per 10,000 persons; 
(D7) number of hospitals and health centers per 
10,000 persons; (D8) number of beds at hospitals 
and health centers per 10,000 persons; (D9) number 
of doctors (licensed doctors and assistant doctors) 
per 10,000 persons; (D10) per capita length of city 
sewage pipes per 10,000 persons; (D11) number of 
public transportation vehicles per 10,000 popula-
tion; (D12) per capita area of paved roads in the 
city.

The indices in criteria E (Usage of Energy and 
Natural Resource) include: (E1) water supply per 
10,000 persons; (E2) annual electricity consump-
tion per 10,000 persons; (E3) electricity consump-
tion for industrial use per 10,000 yuan GDP; (E4) 
household electricity consumption for urban and 
rural residences per 10,000 persons; (E5) total gas 
supply (coal gas, natural gas) per 10,000 persons; 
(E6) liquefied petroleum gas supply per 10,000 
persons.

The indices in criteria F (Environmental Protec-
tion) include: (F1) area of green land per 10,000 
persons; (F2) area of parks and green land per 
10,000 persons; (F3) green covered area as per-
centage of completed area; (F4) volume of indus-
trial wastewater discharged per 10,000 yuan GDP; 
(F5) volume of industry sulfur dioxide produced 
per 10,000 yuan GDP; (F6) volume of sulfur diox-
ide emission per 10,000 yuan GDP; (F7) volume 
of industrial soot (dust) emission per 10,000 yuan 
GDP; (F8) ratio of industrial solid wastes compre-
hensively utilized; (F9) ratio of waste water cen-
tralized and treated for sewage work; (F10) ratio of 
consumption of wastes treated.

3 ANALYSIS OF THE SUSTAINABLE 
DEVELOPMENT CAPACITY

3.1 Entropy weights of indices

Using the methods of Entropy-Weight and TOP-
SIS, this paper first normalizes the original dataset 
matrix constructed with data of 55  indices in 13 
prefecture-level and above cities in the Beijing–
Tianjin–Hebei region of China in 2013. Further-
more, this paper calculates the information entropy 
value and entropy-weight of each index according 
to (2) and (3). The results are shown in the tables 
(Table 2 to Table 7). Note that in each table, “+” 
denotes benefit index/cost index; “–” denotes cost 
index.

From the tables, it is clear that the ranking based 
on the weights of criteria (from high to low) is the 
Usage of Energy and Natural Resources (0.2839), 
Economic Development (0.20523), Scientific 

and Educational Level and Support (0.12816), 
Environmental Protection (0.1225), Employment 
and Social Security (0.10379). The results reflect 
the fact that in order to realize the successful trans-
formation of resource-based cities, more attention 
should be paid to the usage of energy and natural 
resources and economic development. At the same 
time, scientific and educational level and support, 
environmental protection, and employment and 
social security should not be ignored.

Further observations show that the top five 
indices having the largest entropy weights are liq-
uefied petroleum gas supply per 10,000 persons 
(0.09210), total gas supply (coal gas, natural gas) 
per 10,000 persons (0.07460), per capita amount of 
foreign capital actually utilized (0.06240), number 
of collections of public libraries per 100 persons 
(0.05790), and per capita public finance income 
(0.04400). These results indicate that for cities in 
the Beijing–Tianjin–Hebei region, natural energy 
utilization, foreign capital utilization, expenditure 
and public knowledge infrastructure, and finan-
cial income are important factors that need to be 
more focused on in order to achieve sustainable 
development.

Besides that, the indices that have the high-
est weights in each criterion include: (1) per 
capita amount of foreign capital actually utilized 
(0.06240) in Criteria A “Economic Development”; 
(2) ratio of persons covered by unemployment 
insurance to total population (0.04190) in Criteria 
B “Employment and Social Security”; (3) number 
of collections of public libraries per 100 persons 
(0.05790) in Criteria C “Scientific and Educational 
Level and Support”; (4) per capita length of city 
sewage pipes per 10,000 persons (0.04320) in Crite-
ria D “Infrastructure Construction”; (5) liquefied 
petroleum gas supply per 10,000 persons (0.09210) 
in Criteria E “Usage of Energy and Natural 
Resources”; (6) area of parks and green land per 
10,000 persons (0.02670) in Criteria F “Environ-
mental Protection”.

3.2 Comparative analysis of sustainable 
development capacity

Based on the entropy weights of indices in Table 2 
to Table  7, the evaluation scores of Sustainable 
Development Capacity of Cities in the Beijing–
Tianjin–Hebei region of China could be obtained, 
as shown in Table 8 (RBC represents the resource-
based city, Non-RBC represents non-resource-
based city).

As can be seen from the table, the top three cit-
ies that have the highest sustainable development 
capacity score are Tianjin (0.63562), Qinhuangdao 
(0.53577) and Langfang (0.53050). Furthermore, 
Qinhuangdao is the first city in Hebei province, 
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while Beijing has the lowest score (0.43869) in all 
the prefecture-level and above cities in the region.

From the comparative perspective, as shown in 
Table 9, the non-parametric statistical test results 
show that there exists no statistically significant 
difference in the sustainable development capa-
city scores between resource-based cities and 
non-resource-based cities. The results indicate 
that, compared with other cities in this region, 
even with Beijing, the resource-based cities in the 
Beijing–Tianjin–Hebei region have not lagged 
behind from the perspective of sustainable devel-
opment capacity.

Table 2. Evaluation index system for criteria A.

Criteria Index Unit +/− Weight

(A)
Economic 
Development
(0.20523)

A1 yuan + 0.01730
A2 % + 0.00689
A3 % + 0.00146
A4 % + 0.00270
A5 yuan + 0.04400
A6 yuan + 0.02430
A7 % + 0.00336
A8 10,000 yuan + 0.00598
A9 10,000 yuan + 0.00954
A10 yuan + 0.01710
A11 dollar + 0.06240
A12 yuan + 0.01020

Table 3. Evaluation index system for criteria B.

Criteria Index Unit +/− Weight

(B)
Employment 
and Social
Security
(0.10379)

B1 yuan + 0.00316
B2 % + 0.00190
B3 % + 0.00093
B4 % + 0.02500
B5 % + 0.03090
B6 % + 0.04190

Table 4. Evaluation index system for criteria C.

Criteria Index Unit +/− Weight

(C)
Scientific and 
Educational 
Level and 
Support
(0.12816)

C1 % + 0.02730
C2 % + 0.00045
C3 unit + 0.02650
C4 unit + 0.00345
C5 unit + 0.00107
C6 unit + 0.00251
C7 person + 0.00660
C8 person + 0.00238
C9 copy, piece + 0.05790

Table 6. Evaluation index system for criteria E.

Criteria Index Unit +/− Weight

(E) 
Usage of 
Energy and 
Natural 
Resources
(0.28390)

E1 10,000 ton − 0.03690
E2 10,000 kwh − 0.02950
E3 10,000 kwh − 0.01080
E4 10,000 kwh − 0.04000
E5 10,000 cubic m. − 0.07460
E6 ton − 0.09210

Table 5. Evaluation index system for criteria D.

Criteria Index Unit +/− Weight

(D)
Infrastructure 
Construction
(0.15654)

D1 % + 0.01900
D2 unit + 0.01180
D3 household + 0.01250
D4 household + 0.00700
D5 household + 0.00684
D6 unit + 0.03580
D7 unit + 0.00202
D8 bed + 0.00324
D9 person + 0.00721
D10 km + 0.04320
D11 km + 0.00495
D12 sq. m + 0.00298

Table 7. Evaluation index system for criteria F.

Criteria Index Unit +/− Weight

(F) 
Environmental 
Protection
(0.12250)

F1 hectare + 0.02450
F2 hectare + 0.02670
F3 % + 0.00058
F4 ton − 0.01420
F5 ton − 0.01180
F6 ton − 0.01170
F7 ton − 0.02380
F8 % + 0.00666
F9 % + 0.00008
F10 % + 0.00248

According to the study of Zhang et  al. 2014, 
from the perspective of resource-based cities 
(Table 10), most of the these cities in the Beijing–
Tianjin–Hebei region of China (Zhangjiakou, 
Handan, Chengde, and Xingtai) are classified as 
mature RBC cities, which indicates that these cit-
ies have higher capacity of resource support. Only 
Tangshan is classified as rebirth, which indicates 
that it has a relatively lower capacity of resource 
support. Furthermore, most of the resource-based 
cities (Zhangjiakou, Tangshan, Handan, and 
Xingtai) are classified as comprehensive resource 
types, which indicates that in these cities, more than 
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one type of mining resource is being exploited; 
therefore, the development of resource-related 
industries in these cities is more diversified. How-
ever, there still exists more complicated ecological 
and environmental problems caused by multiple-
resource exploitation in these cities. Only Chengde 
is classified as a ferrous metal city in resource type.

Among these five resource-based cities, it is 
clear that Zhangjiakou and Tangshan have better 
performance in sustainable development capacity 
than other resource-based cities in the region. This 
result indicates that the resource supporting condi-
tion and resource type play less important roles in 
the sustainable development of resource-based cit-
ies in the region. Therefore, with the consideration 

of entropy weight results for resource-based cities 
in the Beijing–Tianjin–Hebei region, especially for 
Handan, Chengde, and Xingtai, more attention 
should be paid to the utilization of energy and nat-
ural resources and economic development in order 
to achieve sustainable development.

4 CONCLUSIONS AND POLITICAL 
IMPLICATIONS

Based on the data of prefecture-level and above cit-
ies in the Beijing–Tianjin–Hebei region of China 
in 2013, this paper makes the evaluation of sus-
tainable development capacity of these cities using 
Entropy-Weight and TOPSIS evaluation model. 
Based on the evaluation results, this paper pro-
vides a comparative study between resource-based 
and non-resource-based cities, and further com-
pares the difference in sustainable capacity within 
resource-based cities, so as to provide possible 
ways for the improvement of sustainable capacity 
for resource-based cities in the region. The results 
and conclusions are as follows:

1. Using the methods of Entropy-Weight and 
TOPSIS, this paper finds that the ranking based 
on the weights of criteria (from highest to low-
est) is Usage of Energy and Natural Resources, 
Economic Development, Scientific and Educa-
tional Level & Support, Environmental Protec-
tion, Employment & Social Security. Further 
observations on the weights of indices show 
that natural energy utilization, foreign capital 
utilization, expenditure and public knowledge 
infrastructure, and financial income are the fac-
tors that need more focus in order to achieve 
sustainable development.

2. The top three cities that have the highest sus-
tainable development capacity score are Tianjin, 
Qinhuangdao, and Langfang. Qinhuangdao 
is the top most city in Hebei province, while 
Beijing has the lowest score in all the prefecture-
level and above cities in this region. From the 
comparative perspective, the results indicate 
that the resource-based cities in the Beijing–
Tianjin–Hebei region have not lagged behind 
from the perspective of sustainable develop-
ment capacity compared with other cities in this 
region, even with Beijing.

3. Among the five resource-based cities in the 
region, it is clear that Zhangjiakou and Tang-
shan have better performance in sustainable 
development capacity than other RBC cities 
in the region, which indicates that resource-
supporting condition and resource type play 
less important roles in the sustainable deve-
lopment of resource-based cities in the region. 

Table 8. Evaluation results of sustainable development 
capacity.

City Score Rank City type

Beijing 0.43869 13 Non-RBC
Tianjin 0.63562 1 Non-RBC
Qinhuangdao 0.53577 2 Non-RBC
Langfang 0.53050 3 Non-RBC
Shijiazhuang 0.52345 4 Non-RBC
Baoding 0.52042 6 Non-RBC
Cangzhou 0.51971 8 Non-RBC
Hengshui 0.51664 11 Non-RBC
Zhangjiakou 0.52059 5 RBC
Tangshan 0.52034 7 RBC
Handan 0.51826 9 RBC
Chengde 0.51779 10 RBC
Xingtai 0.51212 12 RBC

Table 9. Comparison of RBC and non-RBC cities.

Statistics and types
Sustainable development 
capacity score

Mann-Whitney U 12.000
Wilcoxon W 27.000
Z −1.171
Asymp. Sig. (2-tailed) 0.242
Exact Sig. [2*(1-tailed Sig.)] 0.284*

Note: *Not corrected for ties.

Table  10. Evaluation results of sustainable develop-
ment capacity of resource-based cities.

City Score Classification* Resource type*

Zhangjiakou 0.52059 Mature Comprehensive
Tangshan 0.52034 Rebirth Comprehensive
Handan 0.51826 Mature Comprehensive
Chengde 0.51779 Mature Ferrous metal
Xingtai 0.51212 Mature Comprehensive

Note: *Based on the Study of Zhang et al. (2014).
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Therefore, more attention should be paid to the 
utilization of energy and natural resources and 
economic development in order to achieve sus-
tainable development. Furthermore, the focus 
should be on aspects including natural energy 
utilization, foreign capital utilization, expendi-
ture and public knowledge infrastructure, and 
financial income.
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PM2.5 open-source component spectrum analysis in the harbor area

Yu Lin
Tianjin Research Institute for Water Transport Engineering, M.O.T, Tianjin, China

ABSTRACT: PM2.5 is a major pollutant in the harbor area. The adoption of chemical mass balance 
model for PM2.5 source profiles is an important way to reduce particulate matter pollution and research 
on the composition of particulates is the basis of the chemical mass balance model. This study collected 
fugitive dust (yard dust, resuspended dust, road dust, soil dust, construction dust) samples in the Tianjin 
port area. First, PM2.5 samples were collected with the resuspension sampler. Then, the PM2.5 source pro-
files of fugitive dust were established, based on which analysis and research on the characteristics of the 
composition spectrum were done.

2 COLLECTION AND ANALYSIS OF 
SAMPLES

Tianjin port, the largest comprehensive port in the 
Bohai Sea, as well as the largest comprehensive for-
eign trade port and an important logistics center in 
northern China functions as the main hub of the 
whole country. It is located in the Binhai New Area. 
Binhai New Area is a sub-provincial district of 
Tianjin City under the jurisdiction of the national 
district and national comprehensive reform pilot 
area with a resident population of 2.97  million. 
Therefore, Tianjin port area was chosen as a typical 
harbor area for the research in this paper.

The PM2.5 open sources in the Tianjin port area 
mainly include yard dust, resuspended dust, road 
dust, soil dust, and construction dust. Due to the 
large open-source emission surface, low inten-
sity, and strong interference from the surround-
ing environment, field sampling is often difficult 
to obtain. In order to match the particle size in 
the atmospheric environment and to simulate the 
real process of particles going into the ambient 
air, resuspension sampler was put into use while 
sampling. During the simulation, a sampler for 
resuspended particulates in the environment and 
pollution sources cut the powder samples into 
the size of PM2.5. The selection of the volume 
sampler was in strict accordance with national 
standards and the environmental standard. Teflon 
filter membrane and quartz filter membrane were 
the two types that were adopted according to the 
need for chemical analysis after sampling and the 
membranes’ own characteristics in the sampling 
filters for collection. The Teflon filter membrane 
prepares for analysis of elements while the quartz 
filter membrane for ion and carbon analysis.

1 INTRODUCTION

Atmospheric particulate matter is the general term 
for all solid and liquid granular materials except 
gases in the atmosphere. Among them, particles 
with aerodynamic diameter less than 2.5  μm are 
known as fine Particulate Matter (PM2.5). The sur-
face of PM2.5 will easily adsorb toxic heavy metals 
(Pb, Zn, Cu, Cd, As, etc.), harmful organic com-
pounds, bacteria, and viruses. So it has an impact 
on ambient air quality, human health status, and 
climate change (Almeida et  al., 2006, Almeida 
et  al., 2005, Hwang and Hopke, 2007, Harrison 
and Yin, 2000). The research on PM2.5 pollu-
tion sources can be divided into four types: open 
source, fixed coal source, motor vehicle exhaust, 
and biomass dust. The biggest difference between 
open-source dust and fixed source dust is that the 
former does not pass through the exhaust funnels, 
causing an irregular, unorganized discharge.

The pollution situation of PM2.5 in the harbor 
area has its own characteristic, which is the diffu-
sion of dust in the atmospheric environment as one 
of the pollution components in the port area. Dur-
ing the loading and unloading operation, materials 
falling on the road are repeatedly raised by traf-
fic, and piled coals, metal ores, building materi-
als and other materials in the bulk cargo storage 
yard are likely to produce more dust due to the 
flat ground and strong wind. Since Tianjin port 
is a typical harbor area, we first collected fugitive 
dust samples in the Tianjin port area. We then used 
the resuspension sampler to collect PM2.5 samples, 
establishing PM2.5 source profiles of fugitive dust 
and eventually discussing the environmental risk 
and health risk assessment of heavy metals in the 
fugitive dust.
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3 ANALYSIS OF OPEN-SOURCE 
COMPONENT SPECTRUM

3.1 Composition of component spectrum

In this study, we collected the samples of coal yard 
dust; ore yard dust, resuspended dust, road dust, 
soil dust, and construction dust in Tianjin port 
area and established those component spectrums 
(Figs 1–6).

In order to facilitate comparison, the chemi-
cal composition of the component spectrums was 
divided into crustal elements, trace elements, ions, 
Organic Carbon (OC) and Elemental Carbon (EC). 
Crustal elements include Ti, Al, Si, Mn, Mg, Ca, 
Fe, K, and Na. Trace elements include V, Cr, Co, 
Ni, Cu, Zn, As, Cd, and Pb. Ions include NO3

−, 
SO4

2−, Cl−, K+, Na+, Ca2+, Mg2+, and NH4+ (Fig. 7).
It can be seen from the figures that the composi-

tion of storage yard dust is highly relevant with coal 
yard dust materials. EC and OC content are high 
with the total carbon content reaching 36%. The Fe 
element content of dust in the ore yard is the high-
est reaching 37%. Construction dust with compo-
nents such as cement and other building materials 
have Ca, Si, Fe, and other content higher. The crus-
tal elements and carbon content in urban dust are 
higher, reaching 29% and 35% because the resus-
pended dust in the port area is influenced by the 
adjacent coal yard. Crustal elements are the most 

Figure 1. Chemical composition of coal yard dust.

Figure 2. Chemical composition of ore yard dust.

Figure 3. Chemical composition of construction dust.

Figure 4. Chemical composition of resuspended dust.

Figure 5. Chemical composition of road dust.

Figure 6. Chemical composition of soil dust.

Figure 7. Chemical composition of fugitive dust.

abundant species in road dust and soil dust, which 
accounts for 45% and 49% of the chemical compo-
sition. The content of trace elements is the highest 
in road dust accounting for 2.11% of the total con-
tent followed by re-suspended dust accounting for 
1.73% of the total content, which shows that road 
dust and resuspended dust are more susceptible to 
anthropogenic sources of pollution.

3.2 Reconstruction of crustal material 
composition

Open-source particle emission of inorganic chem-
istry groups divided into the spectrum of unknown 
components are mainly crustal elements existing in 
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the form of oxides, so Ho (Ho et al., 2003) rebuilt 
soil dust and road dust in the crust by Al, Si, Ca, 
Ti, and Fe mass percentage content and compared 
it with the total component content. The formula 
for calculating the percentage content of crustal 
materials is as follows:

Crustal material =  1.16 (1.90 Al+2.15 Si+1.41 
Ca+1.67 Ti+2.09 Fe) (1)

The 1.16 is to compensate for the mass of MgO, 
Na2O, K2O, and H2O in the composition of the 
earth’s crust that cannot be calculated. Derived 
from Formula 1, and expressed as the percentage 
content in PM2.5 of urban dust, road dust, and soil 
dust was 76.47%, 59.67%, and 88.67%, respectively. 
The results show that the soil crustal elements 
occupy the highest proportion in the total compo-
nent content of PM2.5 in the dust area of Tianjin 
port indicating that soil dust is mainly composed 
of the crust. The source of urban dust and road 
dust is relatively complex, prone to be affected by 
vehicle exhaust dust, cement dust. and coal dust.

4 ENVIRONMENTAL RISK ASSESSMENT 
OF HEAVY METAL ELEMENTS

Heavy metal pollution of open-source dust is due 
to persistence, biodegradation, bioaccumulation 
and toxicity characteristics. Long-term heavy met-
als pose a great threat to the environment, so the 
evaluation of the extent of heavy metal pollution 
in open-source dust and the potential ecological 
risk is necessary. At present, there is no uniform 
standard for judging the pollution degree of heavy 
metals in China and abroad, such as the enrich-
ment factor analysis method, the accumulation 
index method, the potential ecological risk assess-
ment, and so on.

The Enrichment Factor (EF) is an important 
method to identify and evaluate elements of natu-
ral sources and human sources and is an important 
indicator to evaluate the degree of element enrich-
ment. The method was first proposed to study the 
atmospheric particulate matter in the Antarctic and 
is now widely used to study the sources of heavy 
metals in atmospheric particulate matter (Banerjee, 
2003). The calculation formula is as follows:

EF
C C
B B

n rC CC ef

n rB B ef

=
/
/

where Cn measures the value of element n in open-
source samples, Cref is the reference element value 
in open-source samples, Bn is the value of element 
n in the reference system, and Bref is the reference 
element value in the reference system.

The selection of a reference element is consid-
ered necessary in the analysis of enrichment fac-
tors. Different reference elements lead to different 
calculation results of the enrichment factors, thus 
the information of pollutants coming from the 
analysis will vary. Due to the above-mentioned 
statement, when using enrichment factors to 
evaluate the elementary pollution status in soil 
dust, it is crucial to choose variable reference ele-
ments according to the actual situation. Those 
with more stability in the soil, less mobility, and 
manufactured pollution will make comparatively 
better options. In China, Cr and Mn are typical 
pollution elements in the soil. Ca, whose chemical 
character is active, is the characteristic element in 
the construction dust, receiving more impact from 
urban construction and the concrete industry. 
Construction dust contributes considerably to the 
rising rate of particles. Highly influenced by manu-
factured sources, the geo-accumulation index (Igeo) 
of Na tends to be greater in particular areas. This 
research has picked Al which is that of a steady 
chemical property, the highest analysis with respect 
to accuracy and the most widespread use as the 
reference element.

The background values of heavy metal elements 
in Tianjin are shown in Table 2.

To calculate the concentration factors of heavy 
metals in the urban source, soil source, and road 
source in Tianjin port area refer to Figs 8–10.

It can be seen from Figures 8–10 that the enrich-
ment factors of Mn, V, Co, Ni, Zn, As, and Pb are 
all less than 1, showing no sign of enrichment. The 
factor of Cu is between 1 and 2  indicating slight 
enrichment. The factor of Cd is between 2 and 
5  indicating moderate enrichment. The factor of 
Cr is between 5 and 20, a noteworthy enrichment.

Table 1. Classification criteria of EF values.

Pollution level EF value Degree of enrichment

I EF ≤ 1 No enrichment
1 ≤ EF ≤ 2 Slight enrichment

II 2 ≤ EF ≤ 5 Moderate concentration
III 5 ≤ EF ≤ 20 Significant enrichment
IV 20 ≤ EF ≤ 40 Strong enrichment
V EF ≥ 40 Very strong enrichment

Table  2. Soil background values of heavy metals in 
Tianjin (mg.kg−1).

Heavy metals Cr Mn V Co Ni

Background value 84.2 686 85.2 13.6 33.3

Heavy metals Cu Zn As Cd Pb

Background value 28.8 79.3 9.6 0.09 21
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In soil dust, the enrichment factors of Mn, V, Co, 
Ni, and As are all less than 1 suggesting that there 
is no enrichment. Zn has an enrichment factor of a 
value between 1 and 2 indicating slight enrichment. 
A moderate enrichment taking place, Cu and Pb 
have factors valuing between 2 and 5, while Cr and 
Cd factors are between 5 and 20, appearing to be a 
significant enrichment phenomenon.

In road dust, the enrichment factors of Mn, V, 
Co, Ni, Zn, and As are all less than 1 suggesting 
that there is no enrichment. Pb has an enrichment 
factor of a value between 1 and 2 indicating slight 
enrichment. Moderate enrichment takes place with 
Cu having factors valuing between 2 and 5, while 
Cr and Cd factors are between 5 and 20 appearing 
to be a conspicuous enrichment phenomenon.

The element that has the highest amount of 
enrichment factor in these three types of dust is 
Cr, indicating a more than significant enrichment. 
Cu, Pb, and Cr manifest moderate enrichment 

while receiving the impact from manufactured 
sources and natural sources as well. The rest of the 
elements due to their enrichment factors are all less 
than 2, mainly coming from crust materials.

5 CONCLUSIONS

The conclusion derived from the research on 
chemical characteristics of the open-source area 
in Tianjin port is that the yard dust components 
are related to storage materials, building materials, 
and components of cement and other relative con-
struction dust, which is acquired. The earth’s crust 
elements and carbon content in the urban dust are 
higher because the urban dust in the port area is 
affected by the adjacent coal yard. Crustal elements 
account for the highest proportion of road dust 
and soil dust and the highest percentage of trace 
elements in road dust followed by urban dust show 
that road and urban dust were more susceptible 
to anthropogenic sources of pollution. Through 
the reconstruction of the crustal materials, crus-
tal elements in the total composition of soil dust 
PM2.5 have the highest proportion indicating that 
soil dust is mainly composed of the crust. Urban 
dust and road dust source are complex, prone to 
be influenced by vehicle exhaust dust, cement dust, 
and coal dust.
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ABSTRACT: This paper proposes to quantitatively analyze the oil spill risk of the offshore facilities in 
the Bohai area. In particular, the oil spill risk probability of different offshore facilities was calculated by 
using the Event Tree Analysis (ETA) method. This method was presented based on the comprehensive 
analysis of the distribution of offshore oil facilities in the Bohai area and the oil spill accidents. To calcu-
late the spatially variant oil spill risk probability, the Bohai area was divided into different grids and the 
oil spill risk probability was calculated based on the geometrical information related to the grids. Finally, 
the distribution of oil spill risk in the Bohai area was obtained to provide theoretical support for the oil 
spill warning in the Bohai area’s offshore facilities.

pollution is increasing because of offshore oil and 
gas operations, storage, and transportation. At the 
same time, along with the Bohai rim region and 
its hinterland’s rapid economic growth, maritime 
traffic density is increasing with the occurrence of 
traffic accidents among ships, offshore facilities are 
increasing in the Bohai area and frequency of col-
lision accidents are high. Therefore, the research of 
distribution of oil spill risk has the significance of 
oil spill warning and control for the Bohai area’s 
offshore oil facilities.

2 STATISTICAL ANALYSIS OF OIL SPILL 
ACCIDENTS IN THE BOHAI AREA

From 2002 to 2016, there are 27 oil spill accidents 
from offshore facilities that have occurred in the 
Bohai area, which include 10 oil spills of subma-
rine pipeline accidents and 16 crude oil leak acci-
dents. The highest frequency is between 2011 and 
2012, which is 5 times each year. In the 27 oil spill 
accidents, the cumulative booms (gas and solid) 
and suction drag bar used were 11,380 meters and 
28,700 meters, respectively. Oil spill source for sub-
marine pipeline accidents accounted for 37% and 
crude oil spill accounted for 59%.

1 INTRODUCTION

Bohai is China’s inland sea surrounded on three 
sides by land, and only connects to the Yellow sea 
through the Strait of Bohai in the East and has a 
poor self-purification capacity. Bohai is a pioneer 
in operating oil and gas developments in the sea. 
Fixed production platforms account for similar 
platforms of more than 90% of the total, which 
include the earliest exploited work and the larg-
est number of drills. The risk of marine oil spill 

Figure 1. The distribution of offshore facilities in the 
Bohai area.
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3 THE OIL SPILL RISK OF OFFSHORE 
FACILITIES IN BOHAI

3.1 Risk source analysis of offshore facilities

The oil spill sources of offshore facilities in the 
Bohai area mainly include:

1. The oil spill of offshore facilities
Offshore oil facilities refer to the facilities engaged 
in offshore oil and gas exploration, development 
and production operations (including drilling ship) 
of the mobile offshore drilling rig, fixed offshore 
platform, single point mooring floating produc-
tion, storage devices, submarine pipeline, etc. 
At present, there are 128 offshore oil platforms, 
6 Floating Production Storage and Offloading 
(FPSO) vessels, 177 oil and gas pipelines (1653 km) 
and 32 oil tanks in the Bohai area. According to 
development planning, 205 oil platforms will be 
built in the Bohai area from 2013 to 2030. The 
average annual number of drilling wells is about 
70 and the total export drilling adjustment wells 
will be 423. At that time, oil production will exceed 
40 million squares every year and the new laying 
oil and gas pipeline will be 1890 km.

The damage to offshore facilities, poor seal, fire 
and explosion, operational errors, blowout, and so 
on will lead to oil spill accidents. Offshore facilities 
are the main risk sources of oil spill accidents.

2. The operations of offshore facilities
Offshore facilities operations include oil explora-
tion, mining, oil transportation, oil refining, and 
other related products. The oil operation spill refers 
to the spill that occurs in the process of oil opera-
tion and the main reasons include the company’s 
poor environmental awareness, careless thinking, 
nonstandard operations, human factors, etc.

3.2 The analysis method of oil spill risk

Event tree analysis (referred to as ETA) originated 
in the decision tree analysis, which is a kind of pos-
sible consequence derived from the initial event by 
time sequence, meaning it is a logical deduction 
method. When an early event was provided, analy-
sis of events may lead to the result of the sequence 
of events, and the characteristics of qualitative 
and quantitative evaluation system, and help the 
analyst to arrive at the right decision. It is often 
used as a security system for accident analysis and 
system reliability analysis.

As the sequence of events is a graphical represen-
tation and looks like a fan, so it is named as event 
tree. Event tree analysis method has the advantage 
of being strong and flexible. The accident probabil-
ity model based on ETA can significantly improve 
the scientific and effective probability calculation 
of oil spill accidents.

The steps of ETA are as follows:

1. Determining or looking for reasons which may 
lead to serious consequences of events and 
classifying them. For those which may lead to 
the same event tree for different events can be 
divided into the same class.

2. When we build the event tree, the function event 
tree is built first followed by the system event 
tree.

3. Simplify the event tree.
4. Make a quantitative calculation of events.

A branch of the event tree is shown in Figure 2.
From the process shown in the event tree, the 

probability of event F2 can be expressed as:
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As the reason of oil spill accidents occurring in 
offshore oil platforms is relatively simple, it is suit-
able to use the ETA) to analyze the oil spill risk 
as shown in Figure 3. The paper will calculate the 
probability of oil spill accident on the offshore oil 
platform by constructing the event tree.

According to the planned number of drilling 
developments in each area of our country, the 
average annual number of drilling wells is about 70 
and the total export drilling adjustment wells will 
be 423 in the Bohai area from 2016 to 2030. How-
ever, the average annual number of drilling wells 
and adjustment wells is 70 and 90, respectively in 
the eastern and western part of the South China 
Sea from 2016 to 2018.

Thus, the average annual total of oil drilling 
platforms built is far higher in the Bohai area than 
other areas of our country, and the oil spill risk 
is more prominent. The annual number of drill-
ing planned in other areas only accounts for 8% to 
18% of the Bohai area, and as such the oil spill risk 
probability is reduced accordingly.

The oil spill probability of wells was calculated 
based on the ETA method in the Bohai area, which 

Figure 2. Bifurcation diagram of ETA.
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is shown in Table  1. The oil spill probability of 
submarine pipelines in the Bohai area is shown in 
Table 2.

According to the construction plan of subma-
rine pipelines in the Bohai area, by 2030, the newly 
laid submarine pipelines will amount to 1890 km 
and accumulated massive oil spill probability will 
reach more than 0.001. The oil spill probability of 
FPSOs in the Bohai area is shown in Table 3.

Figure 3. ETA of oil spill from a maritime structure.

Table 1. The oil spill probability of wells in the Bohai 
area.

Risk 1 ton 10 tons 100 tons 1000 tons

Oil spill probability 
of exploited well

0.014 0.007 0.004 0.002

Oil spill probability 
of development 
well

0.176 0.088 0.044 0.022

Oil spill 
probability of 
oil-well blowing

0.152 0.076 0.038 0.019

Table 2. The oil spill probability of submarine pipelines 
in the Bohai area.

Risk 1 ton 10 tons 100 tons

Oil spill probability 
of submarine 
pipelines

0.031 0.011 0.003

Table 3. The oil spill probability of FPSOs in the Bohai 
area.

Risk

Oil spill probability

1 ton 10 tons 100 tons 1000 tons

Oil spill 
probability 
of FPSOs

0.050 0.015 0.005 0.001

* The large-scale oil spill risk probability of FPSOs in the 
Bohai area is 0.001.

4 THE DISTRIBUTION OF OIL SPILL RISK 
ON OFFSHORE FACILITIES IN THE 
BOHAI AREA

4.1 Risk superposition of oil spill on offshore 
facilities 

According to the analysis of offshore facilities’ 
characteristics and operation mode, the risk super-
position of oil spill should be considered when cal-
culating the probability of oil spill. The following 
are situations where the risk superposition should 
be considered:

1. Offshore oil facilities are combined together;
2. More than one submarine pipeline has the same 

route;
3. Production platform is combined with exploita-

tion platform by trestle bridge;
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4. Production operation and exploitation opera-
tion are operated, respectively;

5. The design output of newly built offshore oil 
production facilities are more than 500  tons 
(3750 barrels) of crude oil within 10 nautical 
miles radius of target area in Bohai;

6. The newly built submarine pipeline’s length is 
more than 40 km with a diameter of 800 mm 
length of target area in Bohai;

According to the above method, eight offshore 
facilities, Tianjin port, Dalian port, and onshore 
terminal in the Bohai area were dispersed and all 
the risks of oil spill sources (blowout, production 
oil spill, FPSO, etc.) was superimposed. After the 
calculation, the oil spill probability of dispersed 
areas in Bohai was obtained, which is as shown in 
Table 4.

4.2 The distribution of oil spill risk

Bohai area was divided into 905 6′  ×  6′ squares 
according to the latitude and longitude. Consid-
ering the characteristics of oil spill accidents in 

the Bohai area, combined with the statistical data 
of oil spill accidents of platforms (drilling spill, 
development wells spill, oil blowout and produc-
tion spill), submarine pipelines’ spill, FPSOs’ spill 
and terminals’ spill, the risk level of different areas 
was provided based on assessment data of risk 
probability. Finally, different risk levels were plot-
ted on the electronic chart with different colors. It 
was included in the oil spill risk grade map in the 
Bohai area, which is as shown in Figure  4. Cor-
responding relations between oil spill risk level and 
colors is shown in Table 5.

5 CONCLUSION

In this paper, the oil spill risk of offshore facilities 
in the Bohai area was identified by using the ETA 
method, which concluded the oil spill risk prob-
ability based on the statistical analysis of oil spill 
accidents over the years. According to the distribu-
tion characteristics of the Bohai offshore oil facili-
ties, The Bohai area was dispersed into different 
grids for oil spill risk source and the distribution of 
oil spill risk grade was provided at last, which can 
lay the foundation for oil spill risk early warning, 
prevention, and control in the Bohai area.
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Table 4. Oil spill probability of eight offshore facilities in the Bohai area.

Position of oil spill BZ25-1 BZ34-2/4 CFD11 JZ9-3 LD PL19-3 QHD32-6 YingBei
Rate of oil spill accidents 0.461 0.406 0.296 0.339 0.435 0.496 0.376 0.298

Table 5. Corresponding relations between oil spill risk 
level and colors.

Colors Red Pink Blue Green White

Oil spill 
risk level

High Less high Medium Less low Low

Figure 4. The distribution of oil spill risk grades.
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ABSTRACT: Developing a low-carbon economy and constructing a low-carbon city has become the 
trend in the world. China started a national low-carbon city pilot project in 2010. Xuzhou city is a mineral 
resource city that has a long history of coal mining. Its heavy machinery industry is also well-developed. 
However, Xuzhou faces several problems such as coal resource exhaustion and mining subsidence. Due to 
extensive energy consumption, high emissions, as well as other problems of traditional pillar industries, 
the low-carbon city construction of Xuzhou was hindered. Considering the development situation of the 
current economy and society and the restrictive factors of low-carbon economic development, this paper 
provides some suggestions for low-carbon city construction planning: (1) perfecting the law and policy 
system for low carbon economy; (2) transforming coal mining abandoned land and subsidence land, as 
well as developing characteristic tourism; (3) accelerating technological innovation and promoting indus-
trial structure adjustment.

American economist Kenneth Balding proposed 
“circular economy” on the basis of his “spaceship 
economy” theory. He also put forward the concept 
of ecological economy for the first time in 1966. The 
UK has proposed “energy white paper” in 2003 and 
put forward the concept of “low-carbon economy” 
(Xue 2011). These three concepts came into being in 
the same era, but had different emphasis as follows: 
the core of ecological economy was the sustain-
able development of economy and nature; circular 
economy emphasis on resource recycling and low 
carbon economy underlined low carbon emissions 
and improved the climate.

In July 2010, NDRC (National Development 
and Reform Commission) released “The notice on 
carrying out the pilot work of low carbon prov-
inces and low carbon cities”. China started the 
low carbon city pilot project. According to the 
local declaration situation, working foundation, 
and pilot representative information, the govern-
ment has decided to carry out the pilot work in 
Guangdong, Liaoning, Hubei, Shanxi, Yunnan 
provinces and Tianjin, Chongqing, Shenzhen, 
Xiamen, Hangzhou, Nanchang, Guiyang, and 
Baoding cities first. Xuzhou won the national first 
batch of “the most competitive low carbon city” 
awards in 2010 which was unique in Jiangsu. All 
these conditions showed that constructing a low 
carbon city in Xuzhou was feasible and beneficial.

1 INTRODUCTION

Economic recovery and population explosion have 
gradually sharpened the contradiction between 
environment and development since the Second 
World War. Scholars began to think about the 
relationship between humans and nature at the 
same time. Ecological issues also became more and 
more important. As the global climate problem 
draws more international attention, the problem 
of carbon dioxide emission has become an impor-
tant issue (Yang 2011). Since the United Nations 
put forward the concept of “Sustainable Develop-
ment” in 1992, various countries have started pay-
ing more attention to the ecological environment 
and climate change.

Climate change originated from the interaction 
between nature and humans. Human beings have 
seriously affected the natural process through end-
less developmental activities, and thus the climate 
and natural environment have changed. In a word, 
climate change issue is a continuously developing 
problem. Therefore, if  we want to improve the cli-
mate, we should change the way how humans sur-
vive and develop.

Several scholars have proposed theories that 
combined environmental protection with economic 
development. Based on the above-mentioned knowl-
edge, we can understand these theories. In the 1960s, 
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2 LOW CARBON ECONOMY AND LOW 
CARBON CITY

2.1 The definition of low carbon economy and low 
carbon city

Under the effect of the concept of sustainable 
development, low-carbon economy is becoming a 
new economic forum with characteristics of “low 
emissions, low energy consumption, low pollution” 
on energy consumption. Technical innovation, 
institutional innovation, industrial transformation, 
new energy development, and low carbon economy 
are designed to realize the human economic devel-
opment and ecological environment protection 
(Xu 2009).

The low-carbon city is a city which was used 
as a unit to implement low-carbon economy into 
practice. Its purpose was to realize the unification 
of ecological benefit, economic benefit, and social 
benefit within the nature-human-social economy 
composite system. Also, gradually reducing car-
bon source and increasing carbon sinks in the city’s 
economic development process is one of the goals. 
Meanwhile, city industries have transformed from 
the traditional high carbon emission industry to 
low carbon emission industry, as well as the urban 
consumption transforming from high carbon con-
sumption to low carbon (Fang 2009).

2.2 Low carbon economy development—present 
situation at home and abroad

In 2003, the British government issued a report: 
“Our Energy Future: Creating a Low Carbon 
economy”, which proposed the concept of a low 
carbon economy for the first time. Once put for-
ward, the concept has received wide attention.

China released the “National Assessment 
Report on Climate Change” in 2006 and “China’s 
National Program to Address Climate Change” 
in 2007. The USA released “The Low Carbon 
Economy Act”. Then the UN climate change 
conference formulated the “Bali roadmap”. These 
events marked the efforts of low carbon economy 
development from all over the world. In December 
2009, the World Climate Conference convened in 
Copenhagen, which became the symbol of world 
comprehensive transformation into the low carbon 
era. Countries such as France, Japan, and Canada 
have taken corresponding policies and measures. 
Since January 2005, using renewable energy equip-
ment has gotten tax breaks from 40% to 50% in 
France. With support from the Japanese govern-
ment, a lot of low carbon technologies in Japan 
have led the world, such as green residential tech-
nology which could slash energy consumption 
by comprehensive utilization of solar energy and 

heat insulation material, wastewater treatment 
technology and plastic recycling technology (Xu 
2009). The transition to low carbon economy 
has become the major trend of world economic 
development.

2.3 Low-carbon city development in China

China has been making positive efforts in the con-
struction of a low carbon city.

1. Our country has been gradually formulating 
and maintaining laws and policies for energy 
conservation and emission reduction. China 
has formulated a series of laws such as “Law of 
Cleaning Product Development”, “Water Pol-
lution Prevention and Control Law of China”, 
etc. These laws and regulations have played an 
important role in guidance and protection for 
various industries in the process of low car-
bon economic development. Some scholars 
have established an energy conservation and 
emissions reduction database which includes 
1195 policies issued from 1978 to 2013. (Zhang 
2014).

2. China is actively developing new energy and 
renewable energy actively. In recent years, 
China has positively developed hydroelectric, 
solar energy, nuclear energy, wind energy, and 
other sources of clean energy. In 2012, this clean 
energy accounted for 8.3% of the total energy 
consumption. In terms of the scope of applica-
tion and technical level, there is still a large gap 
between China and the developed countries, but 
the momentum of application of new energy is 
good.

3. The country has been actively conducting forest 
plantation actively to increase carbon sinks.

In addition, the Chinese Society for Urban 
Studies discussed the implementation of China’s 
low-carbon eco-city development steps in 2009, 
distributed in 44 years from 2007 to 2050 into three 
stages. China would realize the “low-carbon city” 
dream step-by-step with this implementation.

3 OPPORTUNITIES AND CHALLENGES 
OF LOW-CARBON CITY DEVELOPMENT 
IN XUZHOU

3.1 Xuzhou overview

Xuzhou, named as “Pengcheng” in ancient times is 
located in the northwest of Jiangsu province where 
the Longhai and Jinghu railways meet. The Beijing-
Hangzhou Grand Canal runs through Xuzhou. 
Xuzhou is also the center of Huaihai economic 
zone, which has the reputation of being called “the 
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city of engineering and machinery”. The terrain is 
dominated by plains. It has warm temperate zone 
with a half  moist monsoon climatic region with 
four distinct seasons.

Xuzhou has rich resources and the combination 
condition is superior. It has large coal reserves, 
multiple layers, thick coal seam and high quality. 
It is also an important coal-producing area and the 
power base of east China (Qu 2010). According to 
GDP size sorting, the Chinese Academy of Sci-
ences Sustainable Development Strategy Research 
Group has selected 50 representative cities and 
classified them based on the differences of urban 
functions. Xuzhou was categorized as an industrial 
city (Liu 2013). After years of efforts on industry 
structure adjustment, the third industry growth 
rate was more than the rate of the second industry 
in the year 2014, whereas the proportion of output 
value was almost unchanged (Hao 2014). In 2015, 
the GDP of Xuzhou region had achieved 532 billion 
RMB. The third industrial production struc-
ture adjusted to 9.5:44.3, 46.2, and exceeded the 
secondary industry for the first time.

3.2 Restraint of low-carbon economy development

The low carbon city development in Xuzhou was 
restricted by some factors which were as shown 
below:

1. The industrial structure biased towards heavy 
industry and evolved slowly (Liu 2013). Since 
1980, the industrial structure of Xuzhou has 
been adjusted twice. The primary industry has 
changed from first to second and then dropped 
to the third position. Up to 2014, the second 
industry was still in the leading position. The 
number of heavy industry enterprises was 
dominant and its comprehensive energy con-
sumption level was high (Li 2011a). In 2015, 
Xuzhou’s tertiary industry exceeded the second 
industry for the first time and low carbon city 
construction achieved initial success.

2. The coal industry has strong negative external-
ity and high exit cost. Mining activities have 
caused significant damage to the ecological and 
geological environments. Also, strong public 
negative externality and inter-generational neg-
ative externality have been provoked. Xuzhou 
had more than 100 years of mining history and 
gradually appeared to show the case of shal-
low coal resources as reserves fell sharply, and 
deep mining was too difficult. As a resource-
based city, Xuzhou has also established a large 
number of supporting facilities and mature 
industry chains in the process of coal develop-
ment. Once the coal industry development was 
forced to stop, the corresponding industry chain 

would be interrupted and atrophied, resulting in 
a large number of workers being unemployed 
and equipment getting shut down, which would 
affect local economic development seriously.

3. Xuzhou was backward in science and technol-
ogy and economic development emerged in 
apparent conflict. Carbon productivity was 
determined by the technical level, so technol-
ogy was one of the decisive factors for success 
in being a low-carbon economy city. Compared 
with the south of Jiangsu, Xuzhou’s science and 
technology and economic development level 
was backward, which hindered the low carbon 
city construction and development. Under the 
guidance of the economic development goal, 
stimulating economic growth and promoting 
consumption were necessary. However, low 
carbon economy required the reduction of con-
tinuous resource consumption and reducing 
expenditures. There was a significant contradic-
tion between stimulating material consumption 
and development of “low-carbon economy”. 
If  Xuzhou wanted to achieve these two goals 
at the same time, the government should reach 
a higher level of economic development at a 
relatively low energy consumption level. This 
also meant that Xuzhou needed to assume the 
economic development requirements of the 
third-tier city and environmental protection 
requirements of the first-tier city at the same 
time. Challenge is huge.

3.3 Present measures of existing low carbon city 
development in Xuzhou

Xuzhou has implemented a series of low carbon 
measures. The first one was promoting the low-
carbon concept actively, such as publishing the 
low carbon policy, slogans in newspapers, Web 
sites, billboards, etc. The second was constructing 
a low-carbon living environment. The traditional 
architectural crafts were encouraged to be low 
carbonization, such as reclaimed water cycling, 
charging low-emission car owners for lower park-
ing fees, increasing community green rate, etc. The 
third was to promote industrial low carbon trans-
formation. Ecological agriculture, modern service 
industry, and the energetic photovoltaic industry 
were developed, while the development of emerg-
ing industries was promoted and the industrial 
structure was adjusted simultaneously. On the 
other hand, traditional enterprises were rebuilt 
and transferred. The main measures included: 
(1) high energy consumption and high pollution 
enterprises were rectified or banned; (2) govern-
ment would give some preferential policies and 
funding support to low carbon transformation of 
traditional enterprises; (3) high technology was 
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developed to support the transition of traditional 
pillar industries. At present, there have been three 
new industrial parks of solar photovoltaic, new 
energy equipment manufacturing and clean pro-
duction in the Xuzhou economic development 
zone, which is remarkable.

4 XUZHOU LOW-CARBON CITY 
CONSTRUCTION PLANNING

Even with hard restrictions of the above factors, 
development of a low-carbon city in Xuzhou still 
had feasibilities because the low carbon transition 
of Xuzhou was not only a challenge but also an 
opportunity. The 100-year-old coal-mining city 
has been experiencing the bottleneck in develop-
ment because of the gradual exhaustion of coal 
resources. But the government’s support for low 
carbon city constructions has also brought rising 
high-tech industries and the construction of liv-
able environment, which led to correct consump-
tion patterns in the people and economic recovery. 
Xuzhou’s tertiary industry output value exceeded 
the achievement of the second industry in 2015 for 
the first time, which inspired people and let them 
see the possibility of a low carbon city being built.

The low carbon city construction planning of 
Xuzhou was not perfect, and at present, there were 
still some problems worthy of thinking deeply in 
Xuzhou’s future low carbon road. Many scholars 
have studied the low carbon economy development 
of Xuzhou and provided many suggestions (Yang 
2010, Tao 2011, Chang 2012, Li 2012, Zhang 
2011). Combined with scholars mentioned above, 
this paper proposed our own advice as follows:

1. Developing and completing the law and policy 
for low carbon economy. For the construction 
of a low-carbon city, China has established laws 
and policy systems preliminarily. The govern-
ment of Xuzhou city should adjust the measures 
according to local conditions and set policies 
according to local practice for perfection. In the 
implementation process, the government should 
pay more attention to quality and avoid getting 
hot-headed. In this way, good results might be 
obtained.

2. Transforming mining abandoned land and 
developing characteristic tourism. Reform-
ing abandoned mines and mining subsidence 
land was necessary. Safe and well-preserved 
abandoned mines might be transformed into 
museums and mining subsidence land can be 
converted into ecological wetland parks after 
field investigation and feasibility analysis. There 
is already a built case named “Pan’an Lake wet-
land park”.

3. Speeding up scientific and technological 
innovation and promoting industrial structure 
adjustment. As mentioned above, Xuzhou is an 
industrial city. Heavy industries had a high pro-
portion consuming intensive energy and pro-
ducing heavy pollution with high exit cost. On 
one hand, the government should strengthen 
scientific and technological innovation, sup-
port the transformation and upgrading of 
traditional pillar industries with science and 
technology, and perfect pollution treatment. On 
the other hand, the government should develop 
new energy sources and train talent for new 
energy development comprehensively. The coal 
industry chain and services established during 
the development of the old coal industry should 
be applied for the second time so that the coal 
industry exit cost might be reduced.

5 CONCLUSION

Economic recovery and population explosion have 
stimulated problems between social situation and 
environment since the Second World War. Various 
governments, institutions, and scholars have grad-
ually dabbled in the theory and practice research 
of the “low-carbon economy” and “low-carbon 
city”. Xuzhou has been making efforts.

According to the social and economic develop-
ment situation of Xuzhou, the restriction factors 
of low carbon city construction have been sum-
marized. There were three main factors: (1) the 
emphasis is biased towards heavy industry and 
the industrial structure evolution advanced slowly. 
(2) Coal industry had strong negative externality 
and high cost to quit. (3)The science and technol-
ogy level of Xuzhou was backward and economic 
development showed apparent conflict.

Combined with other research, the development 
countermeasures have been proposed in this paper: 
(1) Developing and completing the law and policy 
for low carbon economy. (2) Transforming mining 
abandoned the land and developing the character-
istic of the tourism business. (3) Speeding up scien-
tific and technological innovation and promoting 
adjustment of industrial structure.
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Geophysical and geochemical characteristics and mineralization 
potential in the Taonatu area, Inner Mongolia
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ABSTRACT: The Taonatu area located in the western part of the north margin of the North China 
Craton in Inner Mongolia has good ore-forming potential. In this paper, a comprehensive prospecting 
model was applied based on geological, geophysical and geochemical characteristics. By using the 1:50,000 
high-precision magnetic survey, we found that the magnetic anomaly is associated with the Agulugou for-
mation and Zenglongchang formation in the Taonatu area, especially with the Agulugou formation. By 
using the 1:50,000 stream sediment geochemical survey in this area, anomalies of Fe, Zn, Au, Ag, and 
other polymetallic elements are extracted. Based on the geological study, this paper successfully applied a 
high-precision magnetic prospecting and stream sediment geochemical survey to explore the mineraliza-
tion potential in the Taonatu area. It is believed that this area is a potential area for finding polymetallic 
deposits.

2 GEOLOGICAL BACKGROUND

The Taonatu area is located in the western section 
of the north of the North China Craton (Peng 
et  al. 2007). Owing to the multi-stage tectonic 
compression, reworking, and magma intrusion, 
the strata outcrop incompletely. The exposed stra-
tum are mainly Paleoproterozoic Baoyintu group, 
Mesoproterozoic Zhaertaishan group, Cretaceous 
and Quaternary (Figure 1).

Since the late Proterozoic, multi-stage tectonic 
movements occurred in the Taonatu area, therefore, 
the intrusive rocks were distributed widely, and the 
variety of types were complicated from ultrabasic 
to acidic rocks. The lithologies are mainly granite, 
diorite, gabbro, etc. The most common rock type is 
acidic intrusion rock.

3 GEOPHYSICAL CHARACTERISTICS

The instrument used for collecting data is the 
GSM-19T proton magnetometer which was 
made in Canada. It has high sensitivity and 
measurement accuracy. The data collection 
process includes instrument detection, diurnal 
variation correction, data observation, data pre-
processing and so on, which was done accord-
ing to “High-precision ground magnetic survey 
technology regulations”. The magnetic survey 
of  1:50,000 was carried out with space in both 
500 m survey lines and 100 m survey points. If  
data anomaly is obvious, high survey density 
measurement is needed.

1 INTRODUCTION

With the increasing difficulty of prospecting, it is 
becoming more and more important to study dif-
ferent kinds of comprehensive prospecting models 
and interpretation methods for geophysical and 
geochemical exploration (Nabighian, et al. 2005 & 
Guan, et  al. 2002). The high-precision magnetic 
survey has been used widely to find hidden mag-
netic metal deposits and also used in the regional 
geological survey, and oil and gas exploration. 
It has got a lot of valuable results. In this paper, 
combining geological exploration information 
extracted from the stratum, magmatic rocks, and 
various mineralized signatures and the relation-
ship between geochemical anomaly and minerali-
zation we reduced the prospecting target area so as 
to achieve the purpose of mineralization potential 
analysis in this area.

The Taonatu area is located at the boundary 
between Alashanzuoqi and Wulatehouqi in Inner 
Mongolia. It belongs to the western part of the 
north margin of the North China Platform, which 
has good metallogenic potential. In the eastern 
part of the study area, some large and medium-
sized copper polymetallic deposits (for example 
Dongshengmiao, Huogeqi, Tanyaokou) have been 
found. There are favorable ore-forming back-
ground and ore-forming conditions in this area. 
Therefore, it has good prospecting potential. In 
this paper, the high-precision magnetic survey and 
stream sediment geochemical survey are combined 
to evaluate the mineralization potential in the 
Taonatu area, Inner Mongolia.
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Figure 1. Geological diagram of the Taonatu area, Inner Mongolia.
1-Agulugou group, 2-Zenglongchang group, 3-Baoyintu group, 4-granite, 5-Quartz diorite, 6-Gabbro, 7-Variable horn-
blende gabbro, 8-Compressional torsion fracture, 9-Measured reverse fault, 10-Unknown fault.

Figure 2. Contour map of magnetic anomaly in the Taonatu area, Inner Mongolia.
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The contour map is as shown in Figure 2.
From Figure 2, the overall area has high mag-

netic anomaly but the peak was lower. The mag-
netic anomalies are distributed in the northeastern 
direction, which is consistent with the distribu-
tion of stratum. The distribution of positive and 
negative magnetic anomalies is consistent with the 
main geological formation. The positive magnetic 
anomaly is located mainly in the Agulugou for-
mation and Zenglongchang formation, especially 
in the Agulugou formation. In addition, there 
are some anomalies in the basic rock. Negative 
anomaly distributes mainly in the area of gran-
ite. The upward continuation was done and the 
results show that the rock mass causing anomaly is 
a whole with a common magma chamber in depth. 
The locally superimposed anomalies are caused on 
the one hand by mineralization and alteration near 
the surface and on the other hand by the hidden 
magnetic body in depth.

Agulugou formation with magnetic anomaly is 
a favorable metallogenic area in the Taonatu area. 
It has good mineralization potential and is benefi-
cial to find iron deposits. It will provide important 
information for the next geological prospecting 
work.

4 GEOCHEMICAL CHARACTERISTICS

The sampling medium is stream sediments. The 
sampling density is 4  samples per square kilo-
meter in the 1:50,000 stream sediment geochemical 
survey.

Geochemical data processing is the basis for 
the extraction of anomaly information (Allegre & 
Lewin 1995). It is a basic problem for the deter-
mination of geochemical anomaly threshold in 
exploration geochemistry (Ren & Wu 1998). The 
traditional method to determine geochemical 

Figure 3. Ag, Au, Fe, Zn element anomaly maps in the Taonatu area.
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anomaly threshold is based on an assumption that 
the data obey the normal or lognormal distribu-
tion. The mean value (C) and the standard devi-
ation (σ) are calculated for the data obeying the 
normal or lognormal distribution, then the anoma-
lous threshold can be calculated by C+kσ (k is a 
multiple of 2).

After determining the geochemical anomaly 
threshold, we could draw single element geochemi-
cal maps. In this paper, GeoExpl software was used 
to complete geochemistry maps (Figure 3). Based 
on the comparison of various gridding methods 
and the spatial structure of geochemical elements 
in the study area, exponential weighting method 
was chosen to do interpolation for the geochemical 
data and establish geochemical anomaly maps. 
Some obvious anomalies were evaluated and veri-
fied preliminarily, which would provide help for the 
evaluation and analysis of geochemical anomaly.

It has been found that this area has the multi-
element combination characteristics of a geochem-
ical anomaly, which is favorable for large-scale 
metallogenic conditions but there were no deposits 
in the anomaly area. The metallogenic elements 
have high anomaly intensity, obvious concentra-
tion zones, and centers (Figure 3).

The main geochemical anomaly contour maps 
of Fe, Zn, Au, and Ag are demonstrated in Fig-
ure 3. From Figure 3 we can see:

1. The anomalies of Fe, Zn, Au, and Ag in this area 
are located mainly in the Agulugou formation 
and Zaolongchang formation. The anomaly 
direction is in accordance with the approximate 
formation and distribution.

2. The Au, Fe, and Zn anomalies which are dis-
tributed mainly in the Agulugou formation and 
Zenglongchang formation have large areas of 
banding distribution. Concentration centers of 
Zn and Au are concentrated and the content 
gradients are obvious.

3. Ag anomalous area is smaller but the anomaly 
concentration is concentrated and the content 
gradient is obvious. Ag anomaly needs to be 
verified in the next work.

5 CONCLUSION

Based on the study of geological, geophysical, and 
geochemical characteristics, it is considered that 

the magnetic anomaly distributed in the Agulugou 
formation have favorable metallogenic potential in 
the Taonatu area. Those areas have good metallo-
genic potential and are favorable locations to find 
iron deposits. It has provided important informa-
tion for the next mineral prospecting.

The geochemical anomaly characteristics have 
multiple elements in superimposition. Metal-
logenic elements show high anomalous intensity, 
obvious zone structure, and concentration centers 
in this area. There are good metallogenic condi-
tions in this area but not any deposits, so we think 
that this area has good potential to find polymetal-
lic deposits.

This paper applied high-precision magnetic sur-
vey and stream sediment geochemical survey to 
geological prospecting successfully in the Taonatu 
area, which achieved the aim of metallogenic 
prediction with comprehensive methods.
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Effects of genistein supplementation on exhaustive exercise-induced 
oxidative damage in mice
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ABSTRACT: The aim of this study was to evaluate the protective effects of genistein on exercise-
induced oxidative damage in mice. Male mice were randomly divided into four groups: a control or one 
of three genistein treated groups (7, 15, and 30 mg/kg). Genistein was orally administered to mice once a 
day for 4 weeks, while the control group received physiological saline. After 4 weeks, mice were required 
to run until exhaustion on the treadmill. Their Creatine Kinase (CK), lactate dehydrogenase (LDH), 
aspartate aminotransferase (AST) and alanine aminotransferase (ALT) in the serum, as well as super-
oxide dismutase (SOD), Glutathione Peroxidase (GPx) and malondialdehyde (MDA) in the muscle were 
determined. As a result, when compared to the control group, genistein supplementation decreased CK, 
LDH, AST, and ALT levels in the serum, as well as MDA levels in the muscle, and increased SOD and 
GPx levels in the muscle. The findings suggest that genistein has protective effects against exhaustive 
exercise-induced oxidative damage.

this hypothesis, the present study was designed to 
evaluate the protective effects of genistein on exces-
sive exercise-induced oxidative damage in mice.

2 MATERIALS AND METHODS

2.1 Materials and chemicals

Genistein (98.5% purity) was purchased from 
Zhenzhun Biological Technology Co., Ltd (Shanghai, 
China). The commercial diagnostic kit for Cre-
atine Kinase (CK) was purchased from Hunan 
Yonghe-Yangguang Science and Technology Co., 
Ltd (Changsha, China). The commercial diagnos-
tic kits for lactate dehydrogenase (LDH), Super-
Oxide Dismutase (SOD), Glutathione Peroxidase 
(GPx) and malondialdehyde (MDA) were pur-
chased from Jiancheng Bioengineering Institute 
(Nanjing, China). The commercial diagnostic kits 
for aspartate aminotransferase (AST) and alanine 
aminotransferase (ALT) were purchased from 
Kangmei Biotech Co., Ltd (Shenzhen, China). All 
the other chemicals used were of the highest grade 
available.

2.2 Experimental animals

Male Kunming mice, weighing 20 ± 2 g, were sup-
plied by the Hunan Biological Supplier (Changsha, 
China). The animals were bred in a temperature-
controlled ((23 ± 2)°C), (55 ± 5)% humidity room 

1 INTRODUCTION

It is well established that regular physical exercise 
has many beneficial effects to health. It improves 
cardiovascular function, vascular tone, muscular 
strength, and endurance (Hamurcu et  al. 2010). 
However, intense or excessive exercise could cause 
oxidative damage in various kinds of cells and 
tissues due to excessive free radicals and Reac-
tive Oxygen Species (ROS) produced from the 
increase in muscle oxygen consumption during 
exercise (Huang et al. 2013). The main sources of 
ROS during exercise are the mitochondrial respira-
tory chain, xanthine oxidase-catalyzed reaction, 
and neutrophil activation (Sureda et  al. 2009). It 
was also suggested that exercise-induced oxidative 
damage may be prevented by optimizing nutrition, 
particularly by increasing the dietary content of 
nutritional antioxidants (Belviranl et al. 2012).

Flavonoids are found ubiquitously in the plant 
kingdom. Genistein, a flavonoid in legumes and 
some herbal medicines (Su et  al. 2016) has vari-
ous pharmacological activities such as antitumor, 
anti-inflammatory, neuroprotective, antiapoptotic, 
antidiabetic, and estrogenic activities, as well as 
protective effects against bone loss and cardiovas-
cular diseases (Wang et al. 2013; Turner et al. 2013). 
This compound also had a significant antioxidant 
activity (Wei et  al. 1995) and our previous study 
has shown that genistein had anti-fatigue effects 
(Hu 2016) suggesting that it may be useful in pre-
venting exercise-induced oxidative damage. To test 
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with a 12-hour light and 12-hour dark cycle. 
Standard mouse diet and water were available 
ad libitum. All animal handling procedures were 
performed in strict accordance with the princi-
ples of Laboratory Animal Care published by the 
National Institutes of Health and were approved 
by the Animal Ethics Committee of Central South 
University (Changsha, China).

2.3 Experimental design

After adaptation for 1 week, mice were divided 
into four groups, and each group consisted of eight 
mice.

i. Control (C) group: mice were allowed free access 
to a standard mouse diet and were treated with 
1.0 mL of physiological saline.

ii. low-dose genistein treated (GT-L) group: mice 
were allowed free access to a standard mouse diet 
and were treated with 7 mg/kg bw of genistein.

iii. intermediate-dose genistein treated (GT-I) 
group: mice were allowed free access to a stand-
ard mouse diet and were treated with 15 mg/kg 
bw of genistein.

iv. high-dose genistein treated (GT-H) group: mice 
were allowed free access to a standard mouse diet 
and were treated with 30 mg/kg bw of genistein.

Genistein was dissolved in 1.0 mL of physiolog-
ical saline and treatments were administered orally 
by gavage daily for 4 weeks. During the fourth 
week, mice were introduced to treadmill running 
with 15 min exercise bouts at 20 m/min and a slope 
of 5% for a week to accustom them to running.

After final treatment with genistein or physio-
logical saline, mice were required to run to exhaus-
tion on the treadmill at a final speed of 30  m/
min, 10% gradient, and approximately 70–75% 
maximal oxygen consumption (VO2 max) (Li et al. 
2014; Xiao 2015). Exhaustion was defined as the 
mouse being unable to turn upright by itself  when 
placed on its back (Huang et  al. 2009), and the 
mean time to exhaustion was 84.72  min (range: 
62.34–95.48 min).

2.4 Analysis of biochemical parameters

Immediately after exhaustive exercise, mice were 
anesthetized using sodium pentobarbital and sac-
rificed by decapitation. Blood samples were col-
lected in the test tube and serum was isolated by 
centrifugation for the CK, LDH, AST, and ALT 
analyses. Next, the gastrocnemius muscles were 
carefully removed, washed with physiological 
saline, and frozen in liquid nitrogen for storage at 
−80°C until required for the SOD, GPx, and MDA 
analyses. Measurements were performed according 
to the recommended procedures provided by the 
commercial diagnostic kits.

2.5 Statistical analysis

Data were expressed as mean ± SD. Statistical 
analysis was performed using one-way Analysis 
Of Variance (ANOVA) followed by Tukey’s post 
hoc multiple comparison test using SPSS version 
16.0 statistical software. Compare value less than 
0.05 was considered significant.

3 RESULTS AND DISCUSSION

3.1 Effects of genistein on CK and LDH levels in 
the serum of mice

CK and LDH are highly inducible enzymes that are 
released into the blood as a result of the destruction 
of the cell membrane by oxidative stress or tissue 
damage, as well as the direct destruction of the cell 
wall and tissue necrosis (Kim & Chae 2006). Several 
recent studies have reported that exhaustive exercise 
elevates CK and LDH levels in serum (Sugino et al. 
2007; Huang et al. 2009). Therefore, serum CK and 
LDH can be used as indexes of muscle damage. 
Effects of genistein on CK and LDH levels in the 
serum of mice are shown in Figure 1.

As shown in Figure 1, the CK levels in the GT-L, 
GT-I and GT-H groups, as well as the LDH levels in 
the GT-I and GT-H groups were significantly lower 
compared with that in the C group (p < 0.05). The 
results indicated that genistein could attenuate mus-
cle damage following exhaustive exercise.

3.2 Effects of genistein on AST and ALT levels in 
the serum of mice

Liver enzymes are normally found within the 
liver cells, but these enzymes are released into the 
blood when the liver is damaged. The most criti-
cal and most widely used liver enzymes are ami-
notransferases such as AST and ALT (Salahshoor 
et al. 2014), which catalyze the transfer of amino 

Figure 1. Effects of genistein on CK and LDH levels 
in the serum of mice. Data are expressed as mean ± SD. 
*, p < 0.05 compared with the C group.
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groups from aspartate and alanine to ketoglutaric 
acid to generate oxaloacetic and pyruvic acids that 
are involved in energy production in the presence 
of oxygen in mitochondria (Bürger-Mendonça 
et al. 2008). Accumulating evidence indicates that 
exhaustive exercise temporally increases the activi-
ties of AST and ALT, and elevated AST and ALT 
levels in the absence of other evidence of liver dis-
ease should lead to the consideration of muscle 
damage, which is confirmed by the observed ele-
vation of CK and LDH levels (Hammouda et al. 
2012). Effects of genistein on AST and ALT levels 
in the serum of mice are shown in Figure 2.

As shown in Figure  2, the AST and ALT 
levels in the GT-I and GT-H groups were signifi-
cantly lower compared with that in the C group 
(p  <  0.05). The results provide further evidence 
that genistein could protect muscle damage after 
exhaustive exercise.

3.3 Effects of genistein on SOD and GPx levels in 
the muscles of mice

It has been well demonstrated that exhaustive exer-
cise is associated with a dramatic increase in oxy-
gen uptake by the whole body and particularly by 
the skeletal muscle and therefore enhances the pro-
duction of ROS, such as superoxide anion radical, 
hydroxyl radical, or hydrogen peroxide (H2O2) 
(Cooper et  al. 2002). As a result, accumulated 
excessive ROS can attack the vital biomolecules, 
such as plasma membrane lipids and proteins, and 
therefore deteriorate normal cellular functions (Yu 
et al. 2012). Antioxidant enzymes including SOD 
and GPx were regarded as the first line of defense 
against ROS generated during exhaustive exercise 
(Huang et al. 2008). SOD is a superoxide radical 
scavenging factor converting superoxide radicals 
to H2O2. GPx reduces H2O2 or hydroperoxides to 
H2O and alcohol (Wu et al. 2013). The effects of 

genistein on SOD and GPx levels in the muscles of 
mice are shown in Figure 3.

As shown in Figure  3, the SOD levels in the 
GT-I and GT-H groups, as well as the GPx levels 
in the GT-L, GT-I, and GT-H groups were signifi-
cantly higher compared with that in the C group 
(p < 0.05). The results indicated that genistein could 
effectively enhance antioxidant enzyme activities to 
protect exercise-induced oxidative damage.

3.4 Effects of genistein on MDA levels in the 
muscles of mice

Increasing evidence indicates that ROS generated 
by exhaustive exercise could attack polyunsatu-
rated fatty acids, which will lead to lipid peroxi-
dation (Qi et  al. 2014). Lipid peroxidation is a 
complex phenomenon involving the generation of 
many products. MDA, one of the most important 
end-products of lipid peroxidation is a popular 
index of the first condition on oxidative damage 
(Lu et al. 2006). Effects of genistein on MDA levels 
in the muscles of mice are shown in Figure 4.

Figure 2. Effects of genistein on AST and ALT levels 
in the serum of mice. Data are expressed as mean ± SD. 
*, p < 0.05 compared with the C group.

Figure 3. Effects of genistein on SOD and GPx levels 
in the muscles of mice. Data are expressed as mean ± SD. 
*, p < 0.05 compared with the C group.

Figure  4. Effects of genistein on MDA levels in the 
muscles of mice. Data are expressed as mean ± SD. 
*, p < 0.05 compared with the C group.
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As shown in Figure  4, the MDA levels in the 
GT-L, GT-I, and GT-H groups were significantly 
lower compared with that in the C group (p < 0.05). 
The results indicated that genistein could effec-
tively reduce lipid peroxidation, and indirectly 
reflected genistein could protect oxidative damage 
after exhaustive exercise.

4 CONCLUSION

In conclusion, the results of the present study 
indicated that genistein supplementation afforded 
significant protection against exhaustive exercise-
induced oxidative damage in mice. The protective 
effect is mediated by the lowering of CK, LDH, 
AST, and ALT levels in the serum, as well as MDA 
levels in the muscle, and elevating of the SOD and 
GPx levels in the muscle. However, further studies 
are needed to investigate the underlying mecha-
nisms for the protective effects of genistein.
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ABSTRACT: Based on confirmation of the target of environmental protection planning text semantics, 
this study listed formal analysis and content analysis methods. Two kinds of modeling technology for 
planning evaluation are put forward: the modeling technology based on the driving force of the model 
and the modeling technology based on interest—driven model. The future research directions related to 
semantic modeling technology are suggested: 1) promoting computer information search and statistical 
techniques in the field of text form analysis. 2) paying attention to the stakeholders' claim, anxiety, dispute 
and the corresponding solutions during the evaluation process.

analysis, a content analysis is made of planning 
texts, to determine requirements for the progress 
of implementing the goals and tasks, and identify 
manpower, financial and other institutional safe-
guard measures, thus eventually forming detailed 
items for the evaluation of plans.

2 FORM ANALYTICAL METHODS OF 
PLANNING TEXTS

The planning text refers to an information structure 
which is made by specific people or organizations 
and has special symbols. Semantics of planning 
texts would inevitably reveal the specific stand-
point, views, values, and interests of compilers 
(or principals). These specific standpoints, views, 
values and interests can be reflected by the form 
of texts, such as feature words, word frequency, 
word number, number and so on (Junyan Dong, 
2011). Therefore, through a form analysis of plan-
ning texts, intention and motivation of planning 
compilers (or principals) can be roughly inferred, 
to provide direction and guidance for the content 
analysis of planning texts, and simplify and stand-
ardize contents of evaluating planning texts.

2.1 Selection of feature words

The selection of feature items is the basic work in 
the text analysis. A scientific and reasonable selec-
tion of feature items can have a multiplier effect on 

1 THE GOAL OF THE SEMANTIC 
ANALYSIS OF PLANNING TEXTS

In general, both planning of public sectors and the 
overall planning of private sectors are essentially 
a collection of 5 aspects: analysis of the present 
situation, prediction of future trends, goals in dif-
ferent stages, tasks to implement, and manpower, 
financial power and other institutional safeguard 
measures. The five-year environmental protection 
plan in Jilin Province, as an important part of the 
planning system of Jilin Province, covers contents 
of the above-mentioned 5 aspects.

The implementation of the five-year environ-
mental protection plan of Jilin Province is evalu-
ated, and the focus of the evaluation is placed on 
3 aspects, that is, the attainment of staged goals, 
the progress of implementing specific tasks, and 
the implementation of manpower, financial and 
other institutional safeguard measures. Therefore, 
in the semantic analysis of planning texts, work 
should be done from 3 aspects to figure out which 
goals to attain in different stages, which tasks to 
complete, and who assumes responsibility of 
implementing the tasks and which sources provide 
funds for supporting the task implementation. To 
make clear the 3 questions, planning texts are usu-
ally analyzed through 2 analytical methods: form 
analysis and content analysis. The form analytical 
method is adopted to form key points and detailed 
rules for evaluation outlined by planning goals and 
tasks (Junyan Dong, 2014). On the basis of a form 
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the text analysis and deconstruction. In accordance 
with the requirements of planning evaluation, fea-
ture words in the environmental protection plan 
of Jilin Province can be generally classified into 3 
categories: a set of feature words about goals (such 
as goal, objective, main indictor, etc.), a set of fea-
ture words about tasks and projects (such as task, 
project, facility, supervision, etc.), a set of feature 
words about policies and measures (such as policy, 
measure, system, mechanism, law, standard, etc) 
(Junyan Dong, 2015). A complex collection of fea-
ture words can be further divided into sub-sets.

2.2 Statistics of the frequency of feature words

The word frequency of a given word refers to the 
number of occurrences of the given word in a text. 
The importance of a word increases along with the 
increase in the number of its occurrence in the text. 
Statistics is made of the word frequency of feature 
words selected from the environmental protec-
tion plan of Jilin Province (Junyan Dong, 2015). 
Through statistics of the word frequency, we can 
not only validate, select and identify feature words 
for the evaluation of this planning text, but also 
make a preliminary evaluation of the importance 
of evaluation indicators for the feature words.

2.3 Clustering analysis of feature words

In a given text, feature words often frequently 
appear in paragraphs with greater relevance in 
meaning, but rarely appear in paragraphs with 
smaller relevance in meaning. Through a cluster-
ing analysis of the position of feature words in a 
planning text, we can match the feature words with 
corresponding text modules, to facilitate the sub-
sequent analysis of the word number, the number, 
other forms and contents of the text.

2.4 Statistics of the word count

Through a clustering analysis of feature words, 
paragraphs with greater relevance in the meaning 
of feature words are classified into the same part. 
Moreover, the clustering analysis can help to gain 
a more intuitive understanding of the importance 
of relevant evaluating contents. An analysis of text 
contents is combined to give further suggestions 
for specific perspectives and evaluation technology 
used to evaluate feature words.

3 CONTENT ANALYTICAL METHODS OF 
PLANNING TEXTS

Compared with the form analysis of texts, in the 
content analysis of texts, evaluators are required to 
have a more comprehensive structure of evaluation 

knowledge, make more detailed and complicated 
analyses and take a more subjective viewpoint. After 
a form analysis of planning texts, a sentence or sev-
eral sentences containing a specific meaning group 
will be clearly separated. According to semantic con-
tents of the text, text contents are further analyzed to 
develop basic items for the evaluation and analysis.

In general, basic elements (concepts) in the text 
content analysis include: event, action, role, subject/
actor, object/receptor, thing, matter, etc. The pur-
pose of the text content analysis is to identify the 
meaning of a sentence, paragraph or article. To put it 
simply, the text content analysis is to find answers to 
4 W1H (Who, What, When, Where and How). In the 
“Environmental Protection Plan in Jilin Province”, 
sentences have 4 kinds of semantics, including the 
statement of the past and present situation, pre-
diction of related factors, guiding requirements 
and constraints of specific targeted issues. Specific 
methods for the text content analysis are as follows.

3.1 Requirements for developing evaluation items 
of declarative sentences

Generally speaking, in the “Five-year Environmen-
tal Protection Plan in Jilin Province”, declarative 
sentences are mainly used to declare past achieve-
ments and existing problems. In the content analysis, 
existing problems should be listed in detail, in order 
to facilitate preliminary judgments of the problem-
oriented logic for the subsequent implementation.

3.2 Methods for developing evaluation items of 
predictive sentences

In the five-year environmental protection plan of 
Jilin Province, predictive sentences are mainly used 
to predict the future social and economic devel-
opment. In the content analysis, trend prediction 
should be quantified, and the impact on specific 
issues and goals in the planning text should be 
built, to facilitate planning evaluation.

3.3 Methods for developing evaluation items of 
restrictive sentences

In the five-year environmental protection plan of 
Jilin Province, restrictive sentences are mainly used 
to put forward requirements for goals and specific 
requirements for tasks and some policy measures. 
The plan-implementing situation is evaluated 
mainly based on the semantics of these sentences. 
In the process of developing items for restrictive 
sentences, focus should be placed on finding out the 
personal liable for the plan implementation (who), 
time of implementation (when), place of implemen-
tation (where), the goal of implementation (what) 
and the way of implementation (how), to facilitate 
subsequent work in planning evaluation.
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For example, in the “11th five-year environmen-
tal protection plan of Jilin Province”, “in 2010, all 
cities should build sewage treatment facilities. The 
urban sewage treatment rate should not be lower 
than 70%, and the national urban sewage treat-
ment capacity should reach 100 million tons/day.” 
These sentences are restrictive ones. 3 items of 
evaluation are developed by analyzing contents of 
restrictive sentences. Specific analytical results are 
shown in Table 1.

From the perspective of form, many restric-
tive sentences contain numerals. However, some 
restrictive sentences do not contain numerals, but 
use the logic word “whether (this work is done” 
and introduce specific achievements. For exam-
ple, “make total analysis and monitoring of the 
centralized drinking water quality at least once a 
year.” “Launch comprehensive collection of fees 
on urban sewage, garbage, hazardous waste, medi-
cal waste disposal and radioactive waste collec-
tion and storage.” These tasks have well-defined 
requirements, obvious achievements and great sig-
nificance (see the plan-compiling specification and 
expert consultation, etc.). Items should be strictly 
developed for restrictive sentences in the text, to 
facilitate the follow-up planning evaluation.

The definition of the responsibility of restrictive 
sentences can be omitted, because the responsibil-
ity is usually allocated in advance, or the labor divi-
sion is made in the jurisdiction competition, for 
completing goals, tasks or projects planned. The 
part with no well-defined liable person can be tem-
porarily in the charge of the department of overall 
coordination.

4 SEMANTIC MODELING TECHNOLOGY 
FOR PLANNING EVALUATION

When the environmental protection plan of Jilin 
province is evaluated, the semantic model building 
is the end point for the constructive understand-
ing of evaluation standards, as well as the starting 
point for the evaluation system building, so the 
semantic model building is a key link between the 
preceding and the following. The internal logical 
self-consistency and completeness of the semantic 

model design directly determine the veracity and 
applicability of the evaluation results.

Through a form analysis and content analysis 
of  the environmental protection planning text of 
Jilin province, evaluation items which have clear 
semantics and basically fixed categories are devel-
oped. When analyzing simply-structured plan-
ning texts (such as texts which just contain goals 
and specific issues to implement), we can achieve 
semantic logical integration of  evaluation items 
simply by observing the relationship of  feature 
word sets, to establish a general evaluation model 
framework. However, when planning contexts 
whose evaluation items have causality, inclu-
sion, inclusion, overlapping and other complex 
relationships, correspondence, transformation, 
exhaustion, exclusion, deduction, induction and 
other logical analytical methods should be used 
to deeply analyze semantic logical relationships 
between the items. Meanwhile, the hierarchy pro-
cess, logical framework analysis and PSR model 
analysis should be combined to build a semantic 
logical model for the planning texts. In general, 
semantic modeling technology for planning evalu-
ation falls into two categories. One is the driving 
force-based model-building technology which 
has been quite mature, while the other is the 
interests-driven model-building technology which 
is emerging.

4.1 Driving force-based model-building 
technology

The “implementation of  environmental protec-
tion plan in Jilin Province” as a comprehensive 
planning evaluation, in essence, is to evaluate 
multiple processes and issues in the environmental 
protection plan implementation. The driving force 
(mechanism) of  these issues is a natural basis for 
building an evaluation semantic model. The driv-
ing force-based model-building method usually 
adopts the input-output, pressure-state-response 
or DPSIR (Driving force-Pressure-State-Impact-
Response) model. This model-building technol-
ogy is relatively mature and widely-applied, so 
unnecessary details would not be discussed in this 
paper.

Table 1. Constraint statement entry production demonstration table.

Who When Where What Ways to achieve

The Government of 
the city seat

To 2016 City and county All to build sewage 
treatment facilities

Government investment 
and other

The Government of 
the city seat

To 2016 City and county Sewage treatment rate 
is not less than 70%

Government investment 
and other

The Government of 
the city where the 
city is located

To 2016 Whole province Sewage treatment capacity 
reached 10 thousand 
tons/day

Government investment 
and other
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4.2 Benefit-driven model-building technology

The stakeholder-based model building technology 
stresses that various stakeholders are involved in eval-
uation and the stakeholders have different opinions, 
run into disputes or even show anxiety in evaluation, 
so evaluators should focus on detecting the difference 
in stakeholders’ demands for interests, coordinate or 
ease the difference according to the principle of equal 
rights and obligation, and eventually reach evalua-
tion results that all stakeholders accept.

This evaluation model-building method should 
satisfy the following 2 conditions. On the one 
hand, evaluation is made up of opinions, anxiety 
and disputes of stakeholders. On the other hand, 
the constructivist paradigmatic methodology (that 
is, the methodology of hermeneutics: a common 
construction is established based on the same 
situation through continuous exposition, analy-
sis, re-exposition and re-analysis of stakeholders. 
Evaluation is seen as a form of intents and actions 
which occur simultaneously and interact with each 
other.

1. Identify all stakeholders at risk in the planning 
evaluation;

2. Analyze each stakeholder group to figure out 
their construction of the evaluation object and 
desired opinions, anxiety and disputes related to 
the evaluation object;

3. Follow the information consistency, logical con-
sistency, value consistency, rights-and-liability 
consistency and other principles of social con-
sensus, so that different constructs, opinions, 
anxiety and disputes can be understood, criti-
cized and considered;

4. Gain as much consensus as possible from the 
understanding, criticism and consideration;

5. Design one or more reports, so that stakehold-
ers have convenience to communicate with each 
other about their constructs, opinions, anxiety 
and disputes;

6. Repeat the evaluation for those unresolved con-
structs and opinions, anxiety and disputes attached 
to the constructs. Results obtained in the last 
round of evaluation can be used for the next round 
of evaluation. Therefore, evaluation will never end, 
but can only be suspended. 

5 CONCLUSION

It is recommended that the following evaluation 
technologies should be studied, in the process of 
semantic model building.

1. Popularize the application of computer infor-
mation search and statistical technology in the 
analysis of text form, to improve the operation 
efficiency of the text form analytical technology.

2. The semantic modeling technology for evalu-
ation should not just limited to get evaluation 
results based on the traditional cognition and 
modeling paradigm, but focus more on opin-
ions, anxiety and disputes of stakeholders and 
their solutions and put forward more feasible 
recommendations for planning evaluation.

This paper introduced form analytical meth-
ods and content analytical methods of plan-
ning texts, presented 2 modeling technologies for 
planning evaluation, that is, driving force-based 
model-building technology and interests-driven 
model-building technology, and gave the following 
2 recommendations for the future development of 
related semantic modeling technology. First of all, 
popularize the application of computer informa-
tion search and statistical technology in the analy-
sis of text form. Moreover, focus should be placed 
on opinions, anxiety and disputes of stakeholders 
and explore corresponding negotiated solutions.
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Analysis and evaluation of the influence factors of waste packaging 
recycling in a circular economy

Ning Jiang, Kai Liu & Junjie Zhang
Department of Business Administration, Qingdao Vocational and Technical College of Hotel Management, 
Qingdao, China

ABSTRACT: Waste packaging is a kind of resource recycling. Recovery and recycling of waste packag-
ing is an important part of developing a recycling economy and promoting energy savings and environ-
mental protection. Now, the overall recovery rate of waste packaging is low in China. How to recycle and 
reuse the packaging material efficiently has become a subject, which everyone must face and participate 
in. This paper summarizes the related factors that affect the packaging recovery efficiency, adopts SPSS 
statistical software for factor analysis, finds out the main influence and corresponding evaluation index, 
and uses a practical example to verify its practicality and effectiveness.

Liu 2008, Wang 2012). The influencing factors are 
shown in Figure 2.

Because there is a certain correlation between 
each factor, the information reflected will over-
lap to a certain extent, which causes information 
redundancy and reduces the actual operability. For 
this reason, the factor analysis method was used to 
screen and simplify the factor index, and to find 
and design one or more comprehensive factors.

1 INTRODUCTION

The circular economy is the mode of economic 
growth, which under the guidance of sustainable 
development achieves waste reduction, efficient use 
of resources, and recycling. The packaging indus-
try is a resource consumption industry. Every year, 
the waste packaging material accounts for about 
one-third of urban domestic waste. Although 
some of the packaging has been recycled, such as 
cartons, bottles, and so on, the rate of most waste 
packaging is low. Therefore, putting the packag-
ing industry into the orbit of the circular economy 
has become an urgent problem, and it is very much 
necessary to analyze and evaluate the factors that 
affect the recycling of waste packaging.

2 FACTORS AFFECTING THE RECOVERY 
OF PACKAGING

At present, the recycling of waste packaging, such 
as packaging collection, classification, transpor-
tation and other sectors are responsible for the 
third-part recycling enterprises. The packaging 
manufacturer is not directly involved in the recov-
ery. It is only responsible for reprocessing of the 
“product” (Wu 2011). The main pattern of opera-
tion is shown in Figure 1.

Considering each node in the recycling net-
work is referring to the previous research results 
of many scholars, we know that the recycling of 
waste packaging is affected by many factors such 
as manufacturing enterprises, recycling enter-
prises, consumers, and the government (Li 2013, 

Figure 1. Operation pattern diagram of waste packag-
ing recovery.

Figure  2. Influencing factors of waste packaging 
recycling.
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3 BASIC PRINCIPLE OF FACTOR 
ANALYSIS

Factor analysis is an important branch of multi-
variate statistical analysis and its purpose is to con-
dense data. The main information of the original 
variables is expressed by the correlation study.

Assuming there are n samples for the multi-
criteria problem X =  (X1, X2,... Xk), and the rea-
sons for the problem are various, in which the 
common reason is called the common factor, using 
Fj to express it, among them are mutually orthogo-
nal. Each component of Xi has its special reason, 
called special factor, using ei to express it and that 
they are not related to each other, and only have an 
effect on the corresponding Xi. F and E are inde-
pendent of each other. So the mathematical model 
of factor analysis can be expressed as:

X a F a F a F e

X a F a F a F e

m mFF

k kX a k kF a m mFFkk k

1 1X aX 1 1F 12 2 1F aF 1

1 1F FF

a F1a 1FF

a Fka 1FF

⎧
...⎨⎨

⎪⎧⎧
⎨⎨⎨⎨
⎩⎪
⎨⎨⎨⎨
⎩⎩

m k< aij;  is 

the load of a common factor, which is the j factor 

of i variable. Matrix A

a a a
a a a

a a a

m

m

k ka km

=

⎡

⎣

⎢
⎡⎡

⎢
⎢⎢

⎢
⎣⎣

⎢⎢

⎤

⎦

⎥
⎤⎤

⎥
⎥⎥

⎥
⎦⎦

⎥⎥

11 12 1

21 22 2

2ka

...
...

...
...

 is a com-

ponent matrix of the common factor. Finding out 
the common factor is done using some method to 
find out the factor component matrix A. For each 
factor, it is observed that there is a load on the vari-
able that is larger and a load on the variable that 
is smaller, then according to the variable content 

of heavy load, the meaning of factor is explained. 
Factor analysis model can also be expressed as 
X = AF + e (Wang 2002).

4 EXAMPLE ILLUSTRATION

In order to study the main reasons for the low 
recovery rate of waste packaging, SD province 
conducted a special investigation, including the 
above 20  influential factors. Through visiting 
inquiring, on-the-spot investigation, the results 
of the investigation were finally obtained in 10 
regions. Because the content of the investigation 
contained many qualitative indicators, so the first 
thing to do was to quantify the qualitative indica-
tors, and then conduct a comprehensive evalua-
tion and scoring by experts, and finally obtain the 
impact factor table, as shown in Table 1.

By observing the data in Table  1, statistical 
analysis software SPSS would be used to carry out 
the factor analysis, where the factors involved will 
be analyzed respectively. Here take the recycling 
processing enterprise as an example to explain the 
process of factor analysis.

Using the factor analysis method to deal with 
the factors of enterprise recovery processing, we 
can get the eigenvalue and contribution of correla-
tion matrix R (as shown in Table 2 total variance 
explained), and can draw the scree plot of the com-
mon factor and the eigenvalue as shown in Figure 3 
(horizontal coordinate is the component number 
and the vertical coordinate is the eigenvalue).

Table 1. The influence factors on the reverse recovery of waste packaging in different regions.

District Factors 1 2 3 4 5 6 7 8 9 10

Production 
enterprises

Economic strength of production enterprises 0.85 0.83 0.68 0.82 0.78 0.72 0.85 0.81 0.77 0.83
Raw material cost savings 0.55 0.64 0.70 0.75 0.63 0.72 0.58 0.68 0.68 0.66
Recycling responsibility 0.80 0.68 0.72 0.77 0.70 0.77 0.80 0.84 0.72 0.76
Sustainable development of enterprises 0.66 0.71 0.62 0.80 0.58 0.82 0.64 0.88 0.77 0.60
Enterprise image 0.79 0.64 0.62 0.75 0.70 0.74 0.76 0.68 0.62 0.80

Recycling and 
processing 
enterprises

Infrastructure investment cost 1910 1798 1673 1482 1490 1286 1394 1520 1865 1920
Recycling channel construction 0.88 0.74 0.64 0.83 0.67 0.60 0.67 0.64 0.82 0.85
Recycling cost 0.68 0.78 0.72 0.73 0.65 0.76 0.58 0.77 0.70 0.75
Enterprise management level 0.62 0.76 0.83 0.80 0.77 0.80 0.83 0.78 0.64 0.65
Enterprise technical means 0.78 0.83 0.75 0.76 0.80 0.82 0.73 0.85 0.68 0.73

Consumers Recovery consciousness 0.80 0.82 0.71 0.72 0.81 0.77 0.65 0.85 0.80 0.75
Recycling convenience 0.85 0.75 0.68 0.81 0.72 0.67 0.75 0.73 0.74 0.76
Consumer economic level 0.57 0.60 0.61 0.64 0.66 0.71 0.74 0.70 0.73 0.72
Recovery ability 0.78 0.80 0.71 0.72 0.67 0.72 0.75 0.63 0.58 0.67
Recovery satisfaction 0.62 0.75 0.70 0.74 0.76 0.68 0.62 0.80 0.68 0.72

The 
government

Legal policy support 0.81 0.71 0.65 0.75 0.73 0.83 0.68 0.73 0.75 0.76
Intensity of recycling subsidies 0.72 0.73 0.57 0.63 0.81 0.77 0.67 0.75 0.60 0.77
Technical support of the government 0.78 0.72 0.58 0.68 0.68 0.72 0.66 0.76 0.70 0.72
Environmental protection propaganda 0.73 0.85 0.68 0.73 0.76 0.75 0.83 0.78 0.84 0.83
Public opinion supervision 0.58 0.77 0.67 0.75 0.60 0.81 0.75 0.78 0.72 0.71
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Table 2. Total variance explained.

Initial eigenvalues Rotation sums of squared loadings

Component Total % of variance Cumulative % Total % of variance Cumulative %

1 2.824 56.476 56.476 2.759 55.174 55.174
2 1.393 27.864 84.340 1.458 29.166 84.340
3 0.386 7.730 92.070    
4 0.240 4.795 96.865    
5 0.157 3.135 100.000    

Figure 3. Scree plot.

Table 4. Rotated component matrix.

Component

1 2

Economic strength of production 
enterprises

0.794 −0.253

Raw material cost savings −0.513 0.719
Recycling responsibility 0.778 0.483
Sustainable development of 

enterprises
0.057 0.927

Enterprise image 0.827 −0.109

Table 3. Rotated component matrix.

Component

1 2

Infrastructure investment cost 0.930 0.049
Recycling channel construction 0.898 −0.169
Recycling cost 0.194 0.908
Enterprise management level −0.926 0.030
Enterprise technical means −0.439 0.775

Table 5. Rotated component matrix.

Component

1 2

Recovery consciousness 0.090 0.891
Recycling convenience 0.680 −0.083
Consumer economic level −0.884 −0.230
Recovery ability 0.788 −0.351
Recovery satisfaction −0.202 0.843

Table 6. Rotated component matrix.

Component

1 2

Legal policy support 0.857 −0.112
Intensity of recycling subsidies 0.790 0.082
Technical support of the government 0.908 0.175
Environmental protection propaganda 0.184 0.835
Public opinion supervision −0.080 0.812

From Table 2, if  the common factor is extracted 
according to the standard of eigenvalue more 
than 1, then taking 2 public factors containing 
the amount of information, it can reach 84.340%. 
From Figure 3, the first 2 public factors change the 

largest, indicating that these 2 public factors can 
provide the original 5 indicators of sufficient infor-
mation. At the same time, it is difficult to find the 
actual significance factor if  the initial factor com-
ponent matrix does not satisfy “simple structure 
principle”, so we adopt a method of rotating com-
ponent matrix to achieve the purpose of simplify-
ing the structure (Wang 2002) as shown in Table 3.

According to the above steps, we can get the 
results of factor analysis of manufacturing enter-
prises, consumers, and the government as shown 
in Tables 4–6.

5 MODEL RESULT ANALYSIS

From the data in Tables 3–6, it can be analyzed:
For recycling and processing enterprises, fac-

tor 1  mainly explains infrastructure investment 
cost, recycling channel construction, enterprise 
management level, and indicates that the basic 
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construction investment of recycling enterprises 
has a great influence on the recovery of waste 
packaging.

Factor 2 mainly reflects the impact of recycling 
cost, enterprise technical means, and indicates that 
the enterprise’s recycling ability is also an impor-
tant influence factor.

For production enterprises, factor 1  mainly 
explains the impact of the economic strength of 
production enterprises, the economic strength of 
production enterprises, sustainable development 
of enterprises.

Factor 2 mainly representative raw material cost 
savings, Enterprise image.

For consumers, factor 1 has a greater contri-
bution on recycling convenience, Consumer eco-
nomic level, recovery ability.

Factor 2 mainly reflects the impact of recovery 
consciousness, recovery satisfaction.

From the perspective of government, factor 1 
has a greater contribution to legal policy support, 
the intensity of recycling subsidies, technical sup-
port of the government.

Factor 2 mainly reflects the impact of environ-
mental protection propaganda, public opinion 
supervision.

Therefore, we can interpret above factors as 
recycling enterprises infrastructure investment, 
recycling enterprises processing capacity, produc-
tion enterprise investment, the economic efficiency 
of production enterprises, residents’ recycling lit-
eracy, residents’ recycling environment, policy sup-
port of the government, social propaganda and 
supervision (Zhou 2012).

6 CONCLUSION

Factor analysis is a common method of multi-
variate statistical analysis to deal with high dimen-
sional data. It can guarantee the minimum loss of 

data information and can quickly extract impor-
tant information from the original database, which 
makes it possible for people to make a full and 
comprehensive understanding of the problem.

In this paper, we selected the relevant data of 
10 regions in SD province and studied the influ-
encing factors of the reverse recycling of packag-
ing waste. Taking into account the desirability of 
data, the paper selected 20  indicators to build an 
index system, and avoid the one-sidedness of the 
single index. Through factor analysis, 8 common 
factors were extracted and the evaluation results 
were obtained.

However, due to limitations of the index selec-
tion, some indicators are excluded due to data 
sources, and the factor analysis may affect the 
comprehensive evaluation of the final.
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ABSTRACT: Aquatic contamination caused by aquaculture has become a major concern in recent 
years, and the main pollutants are CODMn, Suspended Substance (SS), ammonia nitrogen (NH3-N), Total 
Nitrogen (TN), and Total Phosphorus (TP). A water recycling system of attapulgite and artificial wetland 
was constructed to purify polyculture wastewater from crab (Eriocheir sinensis H. Milne-Edwards) and 
crayfish (Procambarus clarkii) pond breeding, and then the operation effect was also evaluated. Addi-
tional constructions were also designed in this system, including Aquaculture Pond (AP), Precipitation 
System (PS), Ecological Ditch (ED), Adsorption System (AS), Artificial Wetland (AW), water quality 
testing system (WS), and External Reservoir (ER). Attapulgite clay in AS had an excellent adsorption 
capacity of TP and NH3-N in synthetic wastewater due to its structure and physicochemical properties. 
NH3-N and TN concentrations in water decreased significantly in AW. Dissolved Oxygen (DO) in water 
increased in ED and AW, and the ED has good effects on SS and CODMn removal. The results of the recy-
cling system indicate that it has an excellent performance of relieving aquatic pollution in crab–crayfish 
polyculture, without any wastewater discharge.

of aquaculture is produced by inland-based 
freshwater or brackish water ponds, which rely 
on periodic effluent discharges into surrounding 
water bodies (Bostock et al. 2010).

Interactions between aquaculture and its sur-
rounding environment are diverse and complex 
(Edwards 2015). The rapid expansion and intensi-
fication of pond aquaculture in China over the last 
two decades have attracted a lot of attention in the 
country, although there have been few studies on 
water quality used in aquaculture, the relationship 
between water quality and farm activity, and the 
impact of pond effluents on receiving waters. (Cao 
et al. 2007, Li et al. 2011). The Ministry of Agricul-
ture in China has launched a nationwide initiative 
since 2006. The Action Plan for Promoting Healthy 
Aquaculture Development is to improve the effi-
ciency and decrease the adverse environmental 
impact of pond aquaculture through improved 
land use and pond water recirculation with fewer 
effluents that cause pollution (Li et al. 2011).

There are many control measures of aquacul-
ture tail water, such as physical methods, chemical 
methods, biological methods, and ecological meth-
ods. While most methods are expensive and also 
difficult to operate to meet the need of water recy-
cling use, the artificial wetland is designed with the 

1 INTRODUCTION

The environment problem caused by the aquacul-
ture industry has been increasingly serious in recent 
years and the major issue is water contamination 
and sediment pollution. The excreta of aquatic 
products, residual breeding baits, and medicines 
used in inland aquaculture farms could result in 
increasing accumulation of Nitrogen (N), Phospho-
rus (P) and CODMn into both water and sediments 
in downstream rivers and estuaries, which becomes 
an important source of eutrophication and other 
environmental problems (Boxall et al. 2004).

China is one of the countries with a long his-
tory of aquaculture in the word. According to the 
China fishery statistics yearbook 2016, there is 
66,996,500 tons of total output aquatic product in 
China in 2015, and the amount of aquaculture is 
49,379,000 tons. The national per capita share of 
aquatic products is 48.74 kg in China. The aqua-
culture area is 84,650  km2 in China in the year 
2015, mariculture and freshwater aquaculture area 
are 2317.6 km2 and 61,472.4 km2, respectively. The 
proportion of freshwater aquaculture is 72.6%, 
including ponds, reservoirs, lakes, ditches, and so 
on. Ponds form the largest area in freshwater aqua-
culture, which is 27,012.2  km2. A great majority 

ICCAE16_Vol 02.indb   1077ICCAE16_Vol 02.indb   1077 3/27/2017   10:54:17 AM3/27/2017   10:54:17 AM



1078

concept of ecological regeneration and it becomes 
more and more popular in aquaculture wastewa-
ter treatment. In addition, the aquaculture tail 
water treated by artificial wetland can be used to 
recycle water. It has been reported that attapulg-
ite clay can remove P and N from polluted water 
(Gan et al. 2010, Shi et al. 2013, Yin et al. 2016). 
Based on the excellent performance of both atta-
pulgite and artificial wetland, there is a hypothesis 
that combining attapulgite and artificial wetland 
could better purify pond feeding tail water and 
implement tail water recycling. So this paper’s 
aims are: (1) to evaluate pollution status of crab–
crayfish polyculture water of an aquaculture farm 
in Xuyi County of Jiangsu Province; (2) to assess 
the removal capacity and performance of attapulg-
ite from Xuyi County; (3) to construct and evaluate 
the recycling system with attapulgite and artificial 
wetland for crab–crayfish polyculture water in the 
aquaculture farm in Xuyi county.

2 MATERIALS AND METHODS

2.1 The study area

Xuyi is an important county in central Jiangsu 
Province in east China with a total area of 2497 km2 
and a population of 0.80  million at the end of 
2015. The region is located at 32°43’∼33°13’N 
and 118°11’∼118°54’E. It has a warm and humid 
subtropical climate with an annual temperature 
of 14.7°C, rainfall of 1005.4  mm. Xuyi County 
is located downstream of the Huaihe River, and 
south bank of Hongze Lake. The study aquacul-
ture farm is located at western Xuyi County, and 
the area of the aquaculture pond is 135 ha. Its 
main breeds are crab and crayfish.

2.2 Sorption capacity of attapulgite from water

The natural attapulgite clay samples were collected 
from the study aquaculture farm at Xuyi County 
(China). The adsorbent sample used was manually 
ground and selected for particles <100 mesh.

Artificial phosphate and ammonia nitrogen 
solutions were used throughout the sorption tests. 
Initially, a stock solution of 1000  mg/L in phos-
phorus and ammonia nitrogen was prepared by 
dissolving a certain amount of chemically pure 
K2HPO4•H2O and NH4Cl in distilled water, respec-
tively. An aliquot of the stock solution was mixed 
with a certain volume of water so that phosphate 
and ammonia nitrogen solution were prepared at 
the desired experimental concentration.

To evaluate the phosphate and ammonia nitro-
gen sorption capacity of natural attapulgite, natu-
ral samples were used. The 25  mL of phosphate 

stock solution with phosphate concentrations 
of 0.4  mg/L and 1.0  mg/L was added to 0.25  g 
adsorbent. The mixture was stirred at 200 rpm in 
a thermostatic shaker for 24 h at 25°C to ensure 
approximate equilibrium. After phosphate sorp-
tion, the solution was filtered through a 0.22 mm 
membrane filter and then analyzed for P. The 
quantity of adsorbed phosphate (sorption capac-
ity) was calculated from the decrease in phosphate 
concentration in solution.

The 25  mL of ammonia nitrogen stock solu-
tion with concentrations of 0.5 mg/L and 5.0 mg/L 
was added to 0.1  g adsorbent. The mixture was 
stirred at 200 rpm in a thermostatic shaker for 24 
h at 25°C to ensure approximate equilibrium. After 
ammonia nitrogen sorption, the solution was fil-
tered through a 0.22 mm membrane filter and then 
analyzed for ammonia nitrogen. The quantity of 
ammonia nitrogen removal (sorption capacity) was 
calculated from the decrease in ammonia nitrogen 
concentration in solution.

2.3 Construction of recycling system for 
crab–crayfish polyculture water 

The recycling system for crab–crayfish polycul-
ture wastewater treatment consisted of aquacul-
ture pond, precipitation system, ecological ditch, 
adsorption system, artificial wetland, water quality 
testing system, and external reservoir (Figure 1).

1. Aquaculture pond: Crab and crayfish were bred 
in a pond with mixed aquaculture. The crab 
stocking density is 12,000 heads per hectare on 
March every year and crayfishes have natural 
reproduction. There are many aquatic plants in 
the ponds such as Elodea nuttallii, Vallisneria 
natans (Lour.) Hara, and Hydrilla verticillata. 
Some snails and silver carps are also being bred 
in the ponds. Through the food chain cycle of 
producers, consumers, and producers, a three-
dimensional aquatic ecological environment is 
constructed.

2. Precipitation system: Tail water from the aquac-
ulture pond enters into the PS through a siphon 
device. There are many shrimps and shellfishes 
in the PS, which can help suspended substances 
settle down in the aquatic pattern. The sus-
pended matter will be removed through a sand 
tank at the end of the PS.

3. Ecological ditch: The ED part mainly cultivates 
a lot of small indigenous grass, as well as a small 
amount of grass-eating fish.

4. Adsorption system: The AS is a ditch with its 
sediment mainly composed of attapulgite clay.

5. Artificial wetland: There are many aquatic eco-
nomic plants and native landscape plants in the 
AW and an appropriate amount of grass-eating 
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fishes and aquatic animals are also being bred in 
the ponds in the AW.

6. Water quality testing system: The indices of 
water quality were analyzed after treatment, 
including physical and chemical index, and bio-
logical indicators. The water quality was also 
tested by certain aquaculture products. In order 
to improve the aquaculture water quality, water 
will be pumped from WS to AP after meeting 
the requirements of aquaculture.

7. External reservoir: In order to maintain a cyclic 
water balance, the ER is used to add fresh water 
to the WS.

2.4 Sampling and sample analysis

Since the crayfish is on sale from June 10th to Sep-
tember 30th and the crab comes into the market 
from September 20th to December 30th, the water 
quality is the poorest in September from crab and 
crayfish polyculture. To test the purification effect 
of pond tail water by the water recycling system, 
the water samples were collected in September 
2013 and 2014, respectively. The pH, DO, SS, TP, 
TN, NH3-N, and CODMn in water samples are 
determined by the portable water quality analyzer 
(Hach, DR2800).

3 RESULTS AND DISCUSSION

3.1 Pollution status of crab–crayfish polyculture 
water

The quality of crab–crayfish polyculture water in 
3 ponds is presented in Table 1. According to the 
relative standard values of Water Quality Standard 
for Fisheries (GB11607-89), Environmental Qual-
ity Standards for Surface Water (GB 3838-2002), 
and Quality Standards for Surface Water Resources 
(SL63-94), the values of SS, CODMn, NH3-N, and 
TN in pond water samples were seriously beyond 
their threshold. The TP values in water samples 
from pond 2 and pond 3 were above its threshold 
value. Meanwhile, DO values in water samples are 
also not achieving its standard. These data indi-
cate that the crab–crayfish polyculture pond could 
lead to water pollution. The pollution sources are 
excreta of aquatic products and residual concen-
trations of aquaculture baits and medicines used 
in polyculture ponds.

3.2 Sorption ability of attapulgite in wastewater

The P and NH3-N removal capacities of natural 
samples were analyzed from synthetic wastewater. 

Figure 1. Water recycling system of aquaculture tail water.
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The results show that attapulgite adsorbent had 
a good phosphate removal capacity, which was 
45.1% and 37.2% from initial synthetic wastewater 
with phosphate concentrations of 0.4  mg/L and 
1.0 mg/L, respectively. Attapulgite adsorbent also 
had a good NH3-N removal performance, which 
was 66.7% and 38.5% from initial synthetic waste-
water with NH3-N concentrations of 0.5 mg/L and 
5.0 mg/L, respectively. Attapulgite is a vital non-
metallic mineral resource at Xuyi and the total 
resource of attapulgite is 2.18 billion tons. Because 

of its structure and physicochemical properties, the 
attapulgite clay has excellent adsorption properties 
(Gan et al. 2009) and could be used as a potential 
adsorbent.

3.3 Application effect of recycling system in 
crab–crayfish polyculture water

The application effect of the water recycling sys-
tem in September 2013 and 2014 were presented 
in Table  2 and Table  3, respectively. The results 

Table 1. The water quality of crab and crayfish polyculture ponds.

Pond Time pH SS CODMn NH3-N TN DO TP

Pond 1 Sep 2013 8.39 41 16 1.40 1.75 9.47 0.16
Sep 2014 8.11 46 26 0.62 3.49 4.63 0.17

Pond 2 Sep 2013 8.27 42 54 1.51 2.20 7.19 0.19
Sep 2014 7.77 52 69 2.49 5.09 4.47 0.44

Pond 3 Sep 2013 8.34 54 47 1.23 1.81 7.01 0.21
Sep 2014 8.33 42 76 1.39 3.09 6.5 0.40

Limit value* 6.5∼8.5 +10 – – – 5 –
III standard value** 6∼9 30***  6 1.0 1.0 5 0.2

* Water quality standard for fisheries (GB11607-89).
** III standard value of environmental quality standards for surface water (GB3838-2002).
*** Three grade of quality standards for surface water resources (SL63-94).

Table 2. Operating results of the polyculture water recycling system in September 2013.

pH SS CODMn NH3-N TN DO TP

WS 8.01 25 15 0.53 0.91 6.3 0.03
Pond-1 8.39 41 16 1.40 1.75 9.47 0.16
Pond-2 8.27 42 54 1.51 2.20 7.19 0.19
Pond-3 8.34 54 47 1.23 1.81 7.01 0.21
ED 8.64 25 16 1.31 1.45 15.27 0.15
AS-1 6.67 28 15 1.23 1.23 8.64 0.13
AS-2 7.18 28 15 1.22 1.21 8.76 0.08
AW 8.55 17 7 0.92 0.96 21.9 0.03
ER 6.85 15 6 0.86 0.97 8.98 0.03
III standard value* 6–9 30 6 1.0 1.0 5 0.2

* III standard value of environmental quality standards for surface water (GB3838-2002).

Table 3. Operating results of the polyculture water recycling system in September 2014.

pH SS CODMn NH3-N TN DO TP

WS 8.26 34 18.2 0.32 2.93 10.9 0.08
Pond-1 8.11 46 26.5 0.62 3.49 4.6 0.17
Pond-2 7.77 52 69.6 2.49 5.09 4.5 0.44
Pond-3 8.33 42 76.3 1.39 5.09 6.5 0.40
ED 7.82 12 39.4 1.03 3.09 8.2 0.22
AS-1 8.65 28 18.3 0.69 1.93 12.1 0.07
AS-2 8.55 30 22.9 0.46 4.82 12.2 0.07
AW 8.68 8 12.7 0.13 1.53 11.7 0.02
ER 7.34 14 26 1.08 2.02 2.5 0.46
III standard value* 6–9 30 6 1.0 1.0 5 0.2

* III standard value of environmental quality standards for surface water (GB3838-2002).
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suggest that the water recycling system had an 
excellent application effect. The ED has good 
effects on the SS and COD removal. The attapulg-
ite in AS has a good adsorption capacity of TP in 
water. The NH3-N and TN in water significantly 
decreased in AW. The DO in water was improved 
in ED and AW. The crab–crayfish polyculture 
water could wholly meet the III standard value 
of Environmental Quality Standards for Surface 
Water (GB3838-2002) after the water recycling sys-
tem. Owing to external causes, the water quality in 
ER was poor in September 2014. To maintain the 
cycle of water balance, the recycling water flowed 
into WS on one hand, and fresh water from the 
ER also added to the WS on the other hand. Water 
recycling was implemented in the whole system, 
and there was no wastewater discharge.

4 CONCLUSIONS

The crab–crayfish polyculture could result in water 
pollution. Artificial wetlands designed with the 
ecological regeneration concept become increas-
ingly popular in aquaculture wastewater purifi-
cation. Attapulgite clays have a good adsorption 
capacity of P and NH3-N in synthetic wastewater 
because of its structure and physicochemical prop-
erties. A combination of attapulgite and artificial 
wetland could be an enhanced method to purify 
polyculture tail water and the real application 
effect of the water recycling system indicates that 
it truly had an excellent performance on purifying 
the crab–crayfish polyculture water.
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Sustainable energy industry coupled with social license to operate

Wan Shen & Ruifeng Li
Shenhua Science and Technology Research Institute, Beijing, China

ABSTRACT: From the present to the predictable future, coal remains the basic energy source around 
the world. Exploitation and utilization of coal resources plays a key role in sustainable development of 
world economy. Therefore, to ensure that coal resources can be exploited successfully, it’s necessary to 
realize the sustainable development of the coal industry. The utilization of Social License to Operate in 
a scientific and reasonable way is closely associated with not only the successful implementation of an 
engineering project, but the healthy development of mining companies and social stability. This research 
conducts a data mining analysis on internet data in connection with coal exploitation in the past decade. 
A statistical review of factors affecting Social License to Operate of coal exploitation has been conducted 
on worldwide network media, search amount of internet users and report coverage of six representative 
print media. Through the above three channels, the order of importance regarding factors affecting Social 
License to Operate in connection with coal exploitation is obtained and verified. The results would pro-
vide strategic support and advice to world coal industry on sustainable mining on a global scale.

regional environment and ecological systems. Coal 
gangue discharged during the production process 
causes severe pollution to lands, rivers and air. 
Industrial sewage discharged outside also cause 
severe pollution to underground water and rivers, 
lakes and seas. Meanwhile, a large amount of dust, 
CO2, and SO2 are produced in the process of coal 
production and consumption (Bian, H.I, 2010 & 
M.J. Chadwick, 1996). These problems have a 
direct effect on mining companies’ development 
while negatively affect people’s health physically 
and psychologically.

As the economy, politics and social culture are 
continuously developing, the relationships between 
coal companies, communities and society are also 
changing from time to time. Those conditions that 
coal companies depend on in their daily opera-
tions changes, thus coal companies must seek bet-
ter approaches to deal with the relationships with 
local communities. Especially in recent years, as 
more and more people have kept their eyes on the 
social responsibilities of mining companies about 
environmental protection and sustainable develop-
ment, the conflicts arising between coal companies 
and communities have become more furious. Coal 
mining offers job opportunities, builds industrial 
bases, and boosts taxation and incomes. On the 
other hand, coal mining has many negative effects 
on the society and environment, i.e. widening gap 
between the rich and poor, poor working condi-
tions, corruptions, damage to environment and to 
physical and psychological health of employees. 
Thus coal industry has received more and more 

1 INTRODUCTION

With economic and social development, the 
requirement for energy is not limited to meet peo-
ple’s basic living standards. Comprehensive utiliza-
tion of energy resources, reduction on damage to 
the ecological environment and concentration on 
the relationships with surrounding communities 
have become a new trend. With advancement of 
industrial technology, long term and significant 
development has been achieved for coal industry. 
The consumption of coal has occupied an impor-
tant position in the energy mix. As one of main 
energies in the world, coal plays a key role in sup-
plying energies required for economic growth 
and social development, as it has large reserve, 
relatively obtainable and highly reliable to sat-
isfy energy needs in the world (Kraft John & Lee 
Chien-Chiang, 2008).

Coal is the most economic fossil fuel with large 
reserves and extensive distribution. The advantages 
also provide a guarantee for coal’s leading role in the 
energy industry. However, the more the coal exploi-
tation and consumption, the more ecological dam-
age and environment pollution are and the more 
negative social image aroused. The coal industry 
will inevitably bring extensive, grave and even irre-
versible environmental problems while it guaran-
tees economic development (Zhu Shuwen, 2010). 
The coal industry has caused large-scale damage 
to the land and vegetation, especially damage to 
the local landscape resulting from surface min-
ing, which causes substantial imbalance between 
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criticisms from government, non-government 
organizations and local communities. Due to coal 
companies’ involvements in the energy sector, their 
social responsibilities will be given more attention 
from society.

Pursuit of harmonious development among 
resources, environment, economy and society has 
become the focal point. The major and important 
topic that needs to be resolved imperatively in 
the theoretical research and practical exploration 
of the current phase is how to find an emerging 
industrialized path with respect to harmonious 
advancement of coal mining and social develop-
ment. The concept of Social License to Operate 
(SLO) indicates a direction for the development 
of the coal industry (R.G. Boutilier, 2014). At the 
United Nations Conference on Environment and 
Development held in 1992, companies’ social and 
environmental responsibilities were raised on the 
agenda followed by establishment of the Interna-
tional Coal and Metal Commission, which is an 
authority organization for the resource industry. 
At the same time, the review commission required 
the mining industry to issue the Transparent Min-
ing Initiative. Since then, this concept has been 
rapidly accepted by mining companies around the 
world. Enormous large international mining com-
panies began to employ sociologists, anthropolo-
gists and even genealogists to offer advice on social 
and environmental problems encountered in coal 
industry. From then on, the Social License to Oper-
ate has progressively become a requirement for 
normal operation of coal companies (S. Bice, K, 
2014 & D.M. Franks, 2010).

The acquisition of a Social License to Operate is 
necessary for the reduction of social conflict risks 
and to boost a company’s reputation. If  no Social 
License to Operate has been obtained, additional 
economic loss will occur. There will be difficulties 
in employing a labor force and all kinds of cost 
increases will incurred and consequently cause 
operating costs to rise, the company to stop its pro-
duction and even cause the closure of the mine due 
to objections from communities. The social actions 
of the mining company will have a direct effect 
on the social evaluation and authentication from 
communities. Therefore, acquisition of the Social 
License to Operate from local communities would 
enable companies to avoid potential risks, conflicts 
and extra costs. Grant of the Social License to 
Operate means communities will benefit from the 
company’s project and both parties will aim at the 
same objectives. In the whole life cycle of exploita-
tion, the company will realize development toward 
a win-win situation.

As the mining companies also are part of the 
social system, not only their actions affect the sur-
rounding environment, but also the surrounding 

environment and interested parties will affect 
mining companies in turn. And obtaining the 
Social License to Operate implies that this com-
pany acknowledges social responsibilities in the 
respect of environment and local communities, 
thus the local government would speed up to issue 
administrative approval and local residents will 
trust the company. Consequently, the company and 
the locals will form a positive relationship which is 
in favor of the development of the whole company. 
Once conflicts arise between the company and 
communities or any problem harmful to Social 
License to Operate caused by failure to maintain 
the relationships with people in the mining area, 
the company should find out factors affecting rela-
tionships and the influenccial extent, i.e. research 
factors affecting the Social License to Operate, 
then according to the extent of importance order 
to take measures. Only in this way most prominent 
social problems encountered by the company can 
be effectively identified and resolved in the prior-
ity order for specific purpose. In this case the risks 
incurred to the company arising from prominent 
problems will be avoided. Thus, the research on the 
Social License to Operate in connection with coal 
exploitation is of great significance for coal indus-
tries’ sustainable development.

2 RESEARCH METHODS

This research applied data mining and analysis 
on mass information collected from the internet. 
First, this research carries out a statistical analy-
sis on report coverage made by worldwide net-
work media on factors affecting the Social License 
to Operate of coal exploitation. Based on the 
report coverage, the degree of attention to respec-
tive influencing factors by network media in the 
past decade is obtained. This degree of attention 
implies the significance of the order of respective 
factors affecting the Social License to Operate in 
connection with coal exploitation, thus we acquire 
the significance order of different influencing fac-
tors through the first channel. Next, we conduct a 
statistical analysis on the search amount on related 
influencing factors by worldwide internet users. 
According to the result, combined with the differ-
ence on search amount among respective factors, 
we obtain the degree of attention to respective 
influencing factors by worldwide internet users, 
where we acknowledge that the degree of atten-
tion to related factors by internet users is a decisive 
factor regarding significance of the Social License 
to Operate in connection with coal exploitation. 
Therefore, we acquire the significance order of 
different influencing factors through the second 
channel.
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3 FACTORS AFFECTING THE SOCIAL 
LICENSE TO OPERATE

Social License to Operate (SLO) refers to the 
acceptance or support degree within local gov-
ernment, communities and media of the mining 
project developed by a mining company. SLO does 
not refer to a formal agreement or document, and 
does not have a formal or formalized assessment 
process or appropriate and institutionalized evalu-
ation criteria. It depends on current creditability, 
reliability, and acceptance of mining companies 
and the projects. SLO mainly involves the relation-
ships with stakeholders, especially with the local 
communities. The SLO is dynamic because stake-
holders’ perceptions can change over time and by 
region.

Firstly, the acquisition of the SLO has become 
a necessary process of mining companies to carry 
out mining operations. Similar to a business 
license, the SLO has become an indispensable part 
for mining companies to obtain mining rights. If  
they cannot obtain the SLO, it’s hard to operate 
the mining operations in the local community due 
to difficulties in hiring employees, relocation or 
land occupancy.

Secondly, the acquisition and long-term main-
tenance of SLO is a necessary condition to reduce 
social conflicts. Company development is insepa-
rable from the understanding and support of the 
community. This support is critical not only for 
dealing with “bilateral relations”, but for their own 
long term development. Mining operations will 
inevitably bring to the local community problems, 
such as land occupancy, water pollution, etc. If  the 
companies cannot get community support, then 
social conflicts may occur and result in delays or 
even coal mine shutdown.

Finally, the acquisition and maintenance of SLO 
can effectively reduce unnecessary expenditure and 
reduce financial costs. If  a mining company cannot 
obtain the SLO, it means that the company has low 
social recognition, its credibility may be poor and 
investors will be more careful in investment. Thus, 
in order to attract business investors or social 
financing, the company will encounter big chal-
lenges to promote corporate image and earn busi-
ness reputation. We must clearly understand that 
the cost to regain a SLO is far more than needed 
to maintain it.

In the above description, we have illustrated 
that coal companies cannot operate in isolation, 
and SLO has become a prerequisite for business 
success. Over the past decades, the coal industry 
has continued to make breakthroughs in tech-
nology, but the company profits increasingly 
depends on its ability to solve the “non-technical” 
issues, such as how to deal with the community, 

non-governmental organizations, government 
departments and other stakeholders. Technology is 
not the only tool leading to business success. For 
business operations, “social license” is also a pre-
requisite. For coal enterprises, consider how to get 
SLO the first problem to be solved is to identify 
factors which influence obtainment of SLO. By 
survey of key stakeholders and through a litera-
ture research, we identified that the main factors 
affecting coal mining operation can be divided into 
eight areas: environmental pollution, safety, land 
resources, water resources, human rights, com-
munity engagement, low-carbon technologies and 
greenhouse gases.

4 ANALYSIS

For the importance of factors, this paper carries 
out a statistical analysis on related data of eight 
factors relating to coal exploitation (environmental 
pollution, safety, land resources, water resources, 
human rights, community engagement, low-carbon 
technologies and greenhouse gases) through three 
methods, so as to obtain the significance order of 
the eight factors affecting SLO of coal exploita-
tion, and provide guidance and advice for factors 
needed to be given priority. The three methods are 
report coverage of global Internet media, search 
amount of global internet users and report cover-
age of global print media.

Analysis on the significance of influencing fac-
tors through report coverage of global internet 
media is conducted from the perspective of inter-
net media in order to analyze the degree of atten-
tion on related factors by network media. As the 
fastest news communication media, the degree 
of attention on related factors by internet media 
reflects to a certain extent the significance degree 
of such factors. Analysis on the significance of 
influencing factors through search amount of 
internet users is conducted from the perspective 
of social publics in order to analyze the degree of 
attention to related factors by publics. As the direct 
stakeholder for development of coal companies, 
the degree of attention to related factors by social 
publics directly determines the significance degree 
of such factors.

Analysis on the significance of influencing fac-
tors through report coverage of print media is 
conducted from the perspective of print media in 
order to analyze the degree of attention to influ-
encing factors by the society. Articles published in 
print media are usually relative specific, objective 
and even authoritative, as in terms of social event, 
print media will publish more detailed reports. 
Commentary articles reflect the degree of atten-
tion on such events by specialists and scholars. 
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Thus to study the factors affecting the SLO of coal 
exploitation, the degree of attention also embod-
ies to a certain extent the significance degree of 
related factors.

After the significance orders are obtained 
through above three methods, we conduct compar-
ative analysis on each of the three orders so as to 
summarize and verify their consistencies and con-
duct analysis on their differences, thus determining 
the significance order of factors affecting the SLO 
of the coal industry. This order result will provide a 
basis for the World Coal Industry to identify prior-
ity areas for future strategies, and also advices on 
the priority of influencing factors for companies to 
obtain the SLO.

In the results of the statistical analysis regarding 
the report coverage from global internet media on 
factors affecting the SLO of coal mining, our data 
mainly come from search results by applying the 
Google search engine for “coal + ‘influencing fac-
tor’” from September 2003 to October 2013. Statis-
tics result is shown below:

From Figure 2, we can clearly observe, as time 
goes by, the report numbers of the Internet media 
on factors affecting the SLO of coal mining is 
constantly increasing, and with the simultaneous 
growth in this background, the report numbers 
of network media on each factor has apparent 

difference and the report numbers from less to 
more are community engagement, low-carbon 
technologies, human rights, greenhouse gases, pol-
lution, safety, land resources and water resources.

The Google trend platform is used for con-
ducting statistical analysis on quantity of internet 
users’ search on factors which affect coal mining 
and social license to operate. The statistics on 
search quantity of internet users still adopts the 
eight keywords in the above-mentioned research. 
By conducting statistics on search quantity of rel-
evant factors between October 2003 and October 
2013, we can obtain the search quantity collecting 
figure. By analysis on statistic results and informa-
tion represented by the figure, the search quantity 
of influence factors and attention paid on influ-
ence factors are obtained in line with the sequence. 
The following figure shows the statistical result.

Figure  3 takes the maximum search numbers 
of the eight factors between October 2003 and 
October 2013 as 100, and other search values are 
respectively displayed in 0–100 compared to the 
maximum value. It can be clearly observed from 
the figure that the search quantity of every factor 
shows certain volatility in the past ten years, but 
there are obvious differences in search quantities 
on different factors. The search quantity can be 
ordered as community engagement, human rights, 
low-carbon technology, greenhouse gases, land 
resources, safety, and environmental pollution and 
water resources.

Whether there is pressure of social opinion or 
enterprise social responsibility, both make print 
media comply with strict malfunction system and 
regulations in the course of publishing informa-
tion and auditing contributions, ensuring precise-
ness, authenticity and even authority, especially for 
some print media with long history and large social 
influence. The report quantity of print media in 
allusion to influence factors objectively embod-
ies attention degree of relevant experts, scholars 
and even government departments on influence 
factors. The difference in the attention also deter-
mines importance degree of influence factors in 

Figure  1. Three methods used to research on factors 
affecting the SLO of coal mining.

Figure 2. The reports numbers of global internet media 
on factors affecting the SLO of coal mining in the past 
decade.

Figure 3. Search quantity of internet users on factors 
influencing coal mining and social license to operate in 
last ten years.
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the view of experts, scholars and even government 
departments.

In allusion to the impact of internet media, print 
media also improves its operation mode to avoid 
being eliminated. Netzens can read and inquire 
periodicals published respectively via the website 
of print media. This research adopts the retrieval 
mode of using “coal + influence factors” in official 
websites of relevant print media, to obtain report 
quantity of news reports or commentary articles 
of a certain media on influence factors related 
to social license to operate of coal mining from 
January 2010 to October 2013, then gathering 
retrieved results of all media and drawing out the 
figure, to analyze importance degree of influence 
factors and conduct the significance sequence.

This research selects 6 print media including 
the New York Times, The Economist, The Times, 
Financial Times, Wall Street Journal and TIME 
magazine. The following information briefly intro-
duces the six print media and the reason for select-
ing them as statistical objects. The six media have 
a long history with wide circulation, authority in 
news reporting and commentary articles and high 
influence on the global scale. The six media all meet 
the requirements of this research in quantity and 
quality, so they are selected as statistical objects.

In the following statistical results, a curve chart 
is used for analyzing statistical results of different 
media. The horizontal axis is time and the verti-
cal axis is report quantity. The statistical results of 
New York Times as an example are listed in the 
Figure 4.

Following the importance ordering of the fac-
tors for the statistical results obtained through the 
above three channels, we could divided these fac-
tors into 3 tiers. The summary of the three tiers is 
as follows.

Through the above summary table we can see 
that the three channels have totally the same idea 

on the importance of “water”, which is in the 
“extremely important” position in the three order-
ings. Therefore, we consider “water” as the most 
important factor affecting the social license to oper-
ate for coal mining. Meanwhile, the three channels 
also have a high degree of agreement on the impor-
tance of the three factors “land resources”, “safety 
problem” and “environment problem”. Though a 
slight difference in the degree of importance exists 
in the interior of the level, it does not affect our 
view about the general importance degree. There-
fore, due to the consistency on the results, we 
treat the “land resources”, “safety problem” and 
“environment problem” as the “important” level. 
The three channels have certain differences on the 
importance degree for the four factors of “human 
rights”, “greenhouse gas”, and low-carbon” and 
“community engagement” with the main reason 
that the report quantity and retrieval quantity for 
these four factors are relatively less; thus, we com-
bine these four factors into one hierarchy, the “less 
important” level.

5 CONCLUSIONS

SLO has become necessary and mandatory for coal 
enterprises to remain in operation; for coal enter-
prises to obtain an SLO is not only required for 
them to launch a coal mining operation, but also an 
effective guarantee to save their costs and improve 
their social image and reputation. Therefore, the 
coal industry should evaluate the importance of 
SLO and promote it among its member enterprises 
and organizations. Meanwhile, by collecting and 
using the data on the Internet in the abovemen-
tioned research, we also obtained the important 

Figure  4. Quantity of report of New York Times on 
relevant factors in the past 13 years.

Table  1. Summary of the importance ordering of the 
factors obtained from three research channels.

Extremely 
important Important Less important

Report amount 
by the global 
Internet 
media

Water Land
Safety
Pollution

Human rights
Greenhouse gas
Low-carbon
Community 

engagement
Search amount 

by the global 
Internet 
users

Water Pollution
Safety
Land

Greenhouse gas
Human rights
Low-carbon
Community 

engagement
Report amount 

by the print 
media

Water Pollution
Safety
Land

Human rights
Greenhouse gas
Low-carbon
Community 

engagement
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sequence of the factors which have influence on 
the SLO for coal mining, distribution charts of 
the global attention rate on each influencing fac-
tor and several well-known media’s attention rates 
on relevant influencing factors. By making the 
research, we observed that the factor which has 
the most influence on the SLO for coal mining in 
current phase is water resources problems caused 
by coal mining, followed by land resources, envi-
ronment and safety problems, and finally human 
rights, greenhouse gas, low-carbon technology and 
participation problems.

Based on the results, coal industry can take 
Public Relation (PR) strategies accordingly, pro-
viding specific countries or cities with help in 
respect to resources to improve the image of coal 
industry, promoting coal enterprises to obtain a 
wider SLO, winning understanding and support 
from the whole society. Simultaneously, we also 
research on influencing factors by different media, 
and we observed that different media pay different 
attention to different influencing factors, which is 
important for coal industry to select PR media and 
information releasing platforms.
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Lab-scale treatment of biologically pretreated landfill leachate by the 
electro-Fenton process in a continuous flow reactor

Shaopeng Yuan, Xia Qin, Li Zhang & Mengnan Zhou
College of Environmental and Energy Engineering, Beijing University of Technology, Beijing, P.R. China

ABSTRACT: The lab-scale treatment of biologically pretreated landfill leachate by electro-Fenton 
(E-Fenton) was carried out in a continuous flow reactor using Ti/RuO2-IrO2 mesh anodes and cathodes. 
The effects of important parameters including voltage, hydraulic retention time, H2O2/Fe2+ molar ratio, 
and H2O2/COD0 molar ratio on COD removal were investigated, and the optimum conditions for this 
advanced oxidation process were found. There was an optimal H2O2/Fe2+ and H2O2/COD0 molar ratio 
so that the highest COD removal rate was achieved. The Dissolved Organic Matters (DOM) in the lea-
chate were analyzed using ultraviolet spectrum and Excitation Emission Matrix (EEM) spectrofluorim-
etry. About 84.58% COD was removed and colority was completely removed after the E-Fenton process. 
The results indicate that the E-Fenton process is an effective technology for the treatment of biologically 
pretreated landfill leachate.

2012). Compared with the classic Fenton process, 
E-Fenton oxidation could offer significant advan-
tages such as the continuous regeneration of ferrous 
ion at the cathode and consequently minimization 
of sludge production (Brillas, 2009), and the syn-
ergistic effect between the electrochemical process 
and the Fenton process (Lin, 2000 & Zhang, 2007). 
The reaction mechanism of E-Fenton technology 
is complicated, but its main involved reactions can 
be described by the following equations (Brillas, 
2009, Rosales, 2012; Wang, 2013).

O2 + 2H+ + 2e− → H2O2 (1)

H2O2+Fe2++H+ → Fe3++•OH +H2O (2)

Fe3+ + e− → Fe2+ (3)

Generally, few studies have reported a lab-scale 
use of electro-Fenton technology in continuous 
mode for the treatment of landfill leachate. For this 
reason, a continuous E-Fenton reactor was devel-
oped in order to validate this technique in landfill 
leachate treatment at lab scale. The effects of vari-
ous operating factors on E-Fenton performance 
were evaluated to determine the optimal reaction 
conditions, such as voltage, Hydraulic Retention 
Time (HRT), H2O2/Fe2+ molar ratio, and H2O2/
initial COD (COD0) molar ratio. The results indi-
cated that E-Fenton treatment was an effective 
way to degrade the refractory organics in bio-
logically pretreated landfill leachate. The average 
removal efficiencies of COD and colority up to 
85.58% and 100% were achieved with 40 min of the 

1 INTRODUCTION

Landfill leachate is strongly polluted wastewater 
that contains complex pollutants including 
organic compounds, ammonia, heavy metals, 
inorganic salts, etc. (Wu, 2011). Conventional bio-
logical treatment is an economical way to remove 
biodegradable organic compounds in the leachate. 
However, mature landfill leachate contains signifi-
cant amounts of recalcitrant organic compounds 
such as Humic Acid (HA), Fulvic Acid (FA), and 
hydrophilic fractions, which cannot be effectively 
removed by conventional biological treatment 
(Atmaca, 2009). Therefore, the effluent of bio-
logically treated mature leachate usually contains 
considerable amounts of refractory organic pollut-
ants, which may pose hazards to the environment. 
The biologically treated effluents then have to be 
properly treated before they can be discharged into 
the environment.

In the past two decades, Advanced Oxidation 
Processes (AOPs) have received great attention 
as alternative methods for the treatment of vari-
ous wastewaters and they have advantages over 
other conventional treatment techniques such 
as high removal efficiency, minimum treatment 
time, and less sludge production (Antonopoulou, 
2014; Oturan, 2014). Moreover, AOPs are capa-
ble of transforming nonbiodegradable pollutants 
into nontoxic biodegradable substances (Wang, 
2011). Since the year 2000, the electro-Fenton 
process has been used for the treatment of mature 
landfill leachate (Lin, 2000; Zhang, 2007; Orkun, 
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E-Fenton treatment. In order to gain insight into 
the dissolved organic matter in the landfill leachate 
before and after treatment, leachate composition 
in the influent and effluent of the E-Fenton reac-
tor was analyzed by ultraviolet spectrum and Exci-
tation Emission Matrix (EEM) spectrofluorimetry.

2 MATERIALS AND METHODS

2.1 Leachate collection and characterization

The leachate samples used in this study were sam-
pled from a municipal landfill site (Beijing, China). 
In the landfill plant, the leachate had been treated 
via a combined process of UASB–aerobic–oxic 
(A-O) and submerged membrane bioreactor treat-
ment (MBR). Its characteristics on average are 
shown in Table 1.

2.2 Chemical reagents

Hydrogen peroxide (30%, w/w), ferrous sulfate 
(FeSO4) and all other chemicals used were in ana-
lytical grade unless noted otherwise. All solutions 
were prepared with deionized water.

2.3 Experimental apparatus and treatment 
procedure

The experiments were carried out in a rectangular 
electrolytic reactor with 12 L of working volume. 
E-Fenton experiments were conducted with Direct 
Current (DC) power supply. Seven 25 cm × 17 cm 
mesh anodes (Ti/RuO2–IrO2) and seven same 
dimension anodes were positioned alternately, par-
allel to each other with the selected inter-electrode 
gap.

Sampling 5 L leachate, the initial pH value of 
the leachate was adjusted to 3 with diluted sulfuric 
acid and sodium hydroxide. When the DC power 
supply was initiated, the leachate was pumped into 
the reactor by a peristaltic pump. Then the hydro-
gen peroxide solution and ferrous iron solution 
were fed into the reactor separately. The treated 
waste water was discharged out of the reactor and 

quenched the reaction by increasing pH to 8.5 by 
sodium hydroxide and diluted sulfuric acid.

2.4 Analytical methods

In order to determine the importance of various 
factors in treating biologically pretreated landfill 
leachate, an orthogonal experiment was designed 
to optimize the experiment condition. Factor levels 
are shown in Table 2.

After processing, the COD was measured by the 
potassium dichromate method. Dissolved Organic 
Matters (DOM) were measured with fluorescence 
and ultraviolet absorption spectrum.

3 RESULTS AND DISCUSSION

3.1 Analysis of the results

Orthogonal experiment design and results are 
shown in Table 3, and variance analysis shown in 
Table 4.

The range Ri is employed to evaluate the impor-
tant order of the factors on the indicator. The 
factors with large range become the main factors 
while the ones with smaller values become second-
ary factors. From Table 3, the important order of 
these geometric factors on the indicator ‘the COD 
removal rate’ is as follows: HRT > Voltage> H2O2/
Fe2+ molar ratio > H2O2/COD0 molar ratio.

The ANOVA results for calculated models are 
shown in Table  4. The ANOVA indicates that 
HRT plays an important role in the COD removal 
rate, whereas, in the selected range, H2O2/Fe2+ and 
H2O2/COD0 do not have significant effects on the 
removal of COD. Therefore, the process of practi-
cal application should focus on regulating HRT to 
enhance the COD removal rate.

Above all, the optimized conditions for the lab-
scale continuous flow treatment of biologically 
pretreated landfill leachate by the E-Fenton pro-
cess is a voltage of 5.0 V, HRT of 40 min, H2O2/
Fe2+ = 1, and H2O2/COD0 = 1. A further experiment 
was performed under proposed conditions and the 
removal rate of COD is 84.58%, the COD value of 
effluent water is 101.96 mg/L, the colority is almost 
zero.

Table 1. The characteristics of landfill leachate.

Parameter Value

COD (mg/L) 661.2∼1016.74
Ammonia nitrogen (mg/L) 81.04∼132.56
pH 7.98∼8.06
Colority 850∼1500
Color Yellow

Table 2. Factor levels.

Factors

Level Voltage/V HRT/min H2O2/COD0 H2O2/Fe2+

1 4.0 20 1 1
2 4.5 30 2 2
3 5.0 40 3 3
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3.2 Ultraviolet spectrum analysis to the DOM 
before and after processing

SUVA254 represents the aromatic constituents in 
DOM and has been widely accepted as an index of 
the aromatic structure during composting (Wang K, 
2013). The SUVA254 values decreased indicating 
that the degree of aromaticity becomes lower in 
the liquid phase of the leachate (Caricasole, 2010). 
E-Fenton can also oxidize macromolecular organic 
matter to small molecules compounds containing 
the conjugated system and the double bond so that 
the molecular weight become lower.

Using the E-Fenton process to deal with biolog-
ically pretreated landfill leachate, the water qual-
ity parameters before and after processing are as 
shown in Table 5.

It can be seen from Table 5, SUVA254 has greatly 
reduced after processing, indicating that the 
E-Fenton technology has a good removal effect 

on the degree of aromaticity in the leachate and 
has a high conversion degree of macromolecular 
organic matter to small molecule compounds in 
the leachate.

3.3 Fluorescence analysis to the DOM before and 
after processing

Excitation-Emission Matrix (EEM) fluorescence 
spectroscopy has been widely used to characterize 
and monitor fluorescent Dissolved Organic Matter 
(DOM) in marine, freshwater, soil, and wastewa-
ter samples. EEM fluorescence spectroscopy is a 
highly sensitive, potent, and useful tool for char-
acterizing DOM in wastewater (Maqbool, 2016). 
This technique has the advantages of being non-
destructive, highly sensitive, rapid, and relatively 
inexpensive (Fellman, 2010). Fluorescence regional 
integration has been widely used for many environ-
mental settings to characterize DOM, including 
landfill leachates (He, 2011, Wu, 2012). Filtered 
water samples are typically irradiated with excita-
tion wavelengths from 200 to 450 nm and emission 
wavelengths recorded from 250 to 550 nm.

Generally, five regions in an EEM were opera-
tionally defined using consistent excitation (EX) 
and emission (EM) wavelength boundaries based 
on the fluorescence of model compounds and 
DOM fractions (Leenheer, 2003). The five defined 
regions are shown in Table 6 and Figure 1.

In Table  6, humic acid-like was a kind of 
degradation-resistant hydrophilic polymer based 
on diverse quinone and polyphenol as the aromatic 
core, which was formed by C, H, O, N, S, P, etc. ele-
ments. On the aromatic core, there has groups of 
carboxyl, phenolic groups, carbonyl, peptide, etc. 
In addition, there are a large number of benzene 

Table 3. L9 (34) orthogonal experiment design scheme 
and its results with the analysis of the indicator.

Test (COD0 = 661.20 mg/L)

Voltage HRT H2O2/Fe2+ COD

No. (v) (min) H2O2/COD0 removal rate

1 4.0 20 1 1 45.26%
2 4.0 30 2 2 44.35%
3 4.0 40 3 3 57.68%
4 4.5 20 2 3 36.49%
5 4.5 30 3 1 65.05%
6 4.5 40 1 2 71.57%
7 5.0 20 3 2 45.08%
8 5.0 30 1 3 72.09%
9 5.0 40 2 1 84.49%
K1

49.10 42.28 62.97 64.93

K2
57.70 60.50 55.11 53.67

K3
67.22 71.25 55.94 55.42

Ri 18.12 28.97 7.86 11.27

Table 4. ANOVA of the COD removal rate.

Source of 
variance Variance F Fα

Significant 
level

Voltage 246.5485 2.966 F0.05 = 4.46
HRT 643.3960 7.739 *
H2O2/COD0 56.0150 0.674
H2O2/Fe2+ 110.2575 1.326
Pooled error 83.1375

Note: F = variance (factor)/variance (error).
Fα is obtained from F value table for analysis of variance.
* stands for playing an important role.

Table  5. Water quality parameters before and after 
processing.

Water quality parameters COD (mg/L) SUVA254

Before processing 661.2 4.736
After processing 101.96 1.805

Table 6. The five defined regions of EEM fluorescence 
spectrum.

Regions Ex (nm) Em (nm) Description

I 200–250 280–330 aromatic protein I
II 200–250 330–380 aromatic protein II
III 200–250 380–550 fulvic acid-like
IV 250–400 280–380 soluble microbial 

byproduct-like
V 250–400 380–550 humic acid-like
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rings and functional groups such as -OH, -COOH, 
>C = O, -PO3H2, -NH2, -CH3, -SO3H, -OCH3, etc. 
Under the action of the oxidant, the class humic 
acid can be oxidatively decomposed.

The EEM fluorescence spectrums before and 
after processing are shown in Figure 2a and 2b.

As can be seen from Figure  2a, only humic 
acid-like is in the fluorescence of DOM, Figure 2b 
shows that after processing, the intensity of region 
V has greatly reduced which is about 20. Most of 
the humic acid absolutely mineralizes into CO2 and 
H2O with little changes into small molecule inter-
mediates like aromatic protein and fulvic acid-like.

Fluorescence index f450/500 refers to the intensity 
of fluorescence emission spectrum in the ratio of 
450 nm to 500 nm, when the excitation wavelength 
was 370  nm. The f450/500 and the aromaticity of 
humic acid showed a negative correlation relation-
ship, the greater the f450/500 value, the weaker the 
aromaticity of humic acid and lesser the benzene 
ring structures.

Fluorescence spectral characteristics of DOM 
in the leachate samples before and after processing 
are shown in Table 7.

After processing, the f450/500 value increased, indi-
cating that after oxidation treatment, the aromatic-
ity of humic acid attenuated in the leachate, so the 
benzene ring structure decreased, and this is con-
sistent with the change of SUVA254.

4 CONCLUSIONS

The results of the orthogonal experiment show the 
importance of the factors in treating biologically 
pretreated landfill leachate: HRT > voltage > H2O2/
Fe2+>H2O2/COD0. Optimum conditions of dynamic 
continuous flow running mode for E-Fenton were 
found to be voltage 5V, HRT 40 min, H2O2/Fe2+ = 1, 
and H2O2/COD0  =  1. Three parallel experiments 
were done under the conditions above, the aver-
age removal of COD and colority achieved were 
84.58% and 100%, respectively. Hence, E-Fenton 
was recommended as a powerful technique for 
the degradation and decolorization of landfill 
leachate.

UV spectrum analysis results show that the 
E-Fenton process has a good removal effect on 
aromatic compounds. EEM spectrofluorimetry 
results show that E-Fenton oxidation technology 
has a good removal of macromolecular humic 
acid in the biologically pretreated landfill leachate. 

Figure 1. The five defined regions of EEM fluorescence 
spectrum.

Figure  2a. The EEM fluorescence spectrum before 
processing.

Figure  2b. The EEM fluorescence spectrum after 
processing.

Table 7. Index f450/500 before and after processing.

Fluorescence intensity ratio f450/500

Before processing (a) 1.6
After processing (b) 3.1
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Most of the organic matter can be decomposed 
into CO2 and H2O.
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The water and sediment characteristics numerical simulation of dig-in 
basin in strong tidal estuary

Gong-jin Zhang, Chuan-teng Lu, Xiao-feng Luo & Yu-fang Han
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ABSTRACT: Taking Dandong Port as the representative of dig-in basin in strong tidal estuary, the 
author intends to make a research on the water and sediment characteristics of dig-in basin. By means 
of numerical simulation method, the study suggests that the hydrodynamic and sediment concentration 
decrease gradually from the harbor entrance to terminus in Donggou 1# basin. The differences of hydro-
dynamic and sediment concentration in harbor entrance are larger than that of harbor terminus. The har-
bor sedimentation intensity of spring tide is higher than that of neap tide, and the harbor sedimentation 
intensity in harbor entrance is higher than that of harbor terminus.

Shoal. The calculation of surge element by wave 
mathematical model has been the subject of many 
classic studies in the mooring stability condition of 
excavated-in harbor.

Back silt:
The sediment in dig-in port is always caused 

by the reflux and the density flow (Xu, 2008). It 
appears the condition that the slit near entrance is 
more than that inside (Yu, 2011). Several methods 
about deposition reduction have been proposed. 
For instance: Xu Ying (2008) has studied the effect 
of entrance direction and stream in dock bottom 
to back silt, while She Xiao Jian (2014) has dis-
cussed the influence of bulwark at outlet.

Exchange of water:
The capability of water exchange is associated 

with the water area, the size of entrance and the 
local hydro-dynamics condition. Liu Pei (2014) has 
investigated the influence of the width of the gate 
on the water exchange capacity of the water body 
of dig-in basin in Lvsi harbor of JiangSu province. 
He Jie (2007) has studied on the water exchange 
ability for the excavated-in harbor basin impacted 
by the linked river's position and dredged way.

This paper researches on the hydrodynamic and 
back-silting characteristics of excavated-in harbor 
in strong tidal stream estuary by numerical model, 
detailing the understanding of dig-in port.

Dandong harbor is located at southeast of the 
Liaodong peninsula, the west bank of Yalu River 
estuary, north to the Yellow Sea, adjacent to 
Dalian, facing Korean Peninsula to the east across 
the Yalu River. It is the convenient and appropri-
ate sea passage of domestic trade and interna-
tional trade in east of the Northeast China and the 
easternmost global commerce port in mainland 

1 INTRODUCTION

Dug-in basin has been widely used in domestic port 
because of the less occupied or not occupied deep 
water coastline and the convenience of operation 
with a good mooring condition in the basin. The 
study about the excavated-in basin may be classi-
fied into four kinds on the basis of the research 
content:

The layout:
The main goal of the layout of dug-in basin 

was to determine the water area, the shape of 
entrance, and the trend of the channel entering 
the port. The size of water area of the basin would 
take an impact on the project investment and dock 
operation. After analysing the data of domestic 
excavated-in basin, Han Shi Lin (2005) suggests 
that it is necessary to increase the basin width of 
the criterion for more than one berth in the port 
side. Chen Jie (2013) argues that the shape of the 
entrance in the port will affect the mooring condi-
tion and the amount of back silting in the basin. 
Moreover, Pan Bao Xiong (1994) has highlighted 
the waterway axis direction into port and the effect 
on sediment volume and stability conditions.

The hydro-dynamics and berthing stability:
The study of dynamics in port always focuses 

on the backflow. In most recent years, it has been 
analysed by physical model or numerical simula-
tion. Shen Xiao Xiong (2003) has compared the 
difference of the plane flow of port in variable 
angle between water flow and the dock; Wang Jia 
Hui (2009) has researched the three-dimensional 
flow characteristics in dug-in port; Ge Jian Zhong 
(2013) has studied the effect on the surrounding 
waters by excavating the pool of Hengsha East 
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coastline. There are three main ports in Dandong: 
the East Port, the LangTou Port and the HaiYang-
Hong port. The East port (Figure 1) is located in 
the south of Donggang City, the west shore of the 
Yalu River mouth.

2 MATHEMATICAL EQUATIONS AND 
COMPUTATIONAL METHODS

The water flow and sediment transport equations 
can be written as:
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Among them:
H-total depth (m); z-water level (m); u, v the 

velocity component (m/s) along the direction of x 
and y; t-time (s); f-Coriolis coefficient (f = 2w sin ϕ, 
w is the angular velocity of the earth rotation, 
ϕ is the area dimension); g- acceleration of grav-
ity (m/s2); C-Chezy coefficient (m1/2/s); Nx, Ny The 

turbulence viscosity coefficient in the direction of 
x, y (m2/s); S-sediment concentration (kg/m3); Dx, 
Dy suspended sediment diffusion coefficient in the 
direction of x, y (m2/s). Fs- sediment source func-
tion or sediment flushing silt function (kg/(m2 s)); 
Mox, Moy the direction at the bottom of the river 
bed elevation changes in the direction of x, y; Mfx, 
Mfy the direction of the bottom friction term in the 
direction of x, y.

Using triangular element mesh, the finite volume 
method is used to analyse the flow equation (1), 
with reference to the literature (Lu, 2013).

3 ESTABLISHMENT OF MATHEMATICAL 
MODEL

3.1 Model scope and calculation parameters

The upper boundary of the model is Dandong 
port, the offshore boundary is 30 m depth isobath, 
the west side of the boundary is the ocean red, and 
the east boundary is to south Xuanchuan of North 
Korea. The total length of model is 90 km, and the 
width is 76 km. The grid of local sea area of 1# 

Figure 1. Sketch map of DanDong Port Dadong har-
bor district.

Figure  2. Sketch map of the range of mathematical 
model.

Table 1. Mathematical model calculation parameters.

Name Parameter

Total number of units 109487
Minimum grid length 15 m
Time step 6 s
Roughness 0.013+0.013/h
The turbulence viscosity 

coefficient
1.5

Moving boundary 0.02 m
Sediment diffusion coefficient 10
Incipient velocity of sediment Dou guoren formula
Sediment-carrying capacity S U hw*SS /( )α 2
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harbor pool of DaDong port was compacted, as 
shown in Figure  2. The terrain of mathematical 
model is the latest data of Donggang District in 
2013, and the calculation of parameters can be 
seen in Table 1.

3.2 Mathematical model validation

3.2.1 Water level verification
The validation data from the synchronous obser-
vation of large, middle and neap tide level included 
velocity and sediment concentration on May 8th to 
May 16th, 2014. The location of the station can be 
seen in Figure 1.

Tidal results are shown in Figure 3, the trend of 
validation in Figure 4, and the sediment concentra-
tion in Figure 5. We can see from the results that in 
addition to individual points, the calculated data is 
similar to the measured data, and the relative error 
was less than 10%. Due to the situation that it can’t 
simulate the difference of different waters and sedi-
ment particle size, bulk density, particle shape in 
the process of calculation, the verification bias of 
sediment is relatively large, but overall, the verify 
of sediment concentration can reflect the variation 
characteristics of sediment station.

3.2.2  Verification of the deposition of the harbor 
basin

In May 2013, Donggou 1# harbor has been 
excavated to the design of the bottom elevation, 
according to the measured data analysis of har-
bor twice on November 18, 2013 and April 14, 
2014. Figure 6 (left). The sedimentation in harbor 
entrance is large, about 0.3 m. The sedimentation 
is more than 0.5 m in some area of harbor entrance 

inside. The more into the bottom of the basin, the 
smaller the sedimentation rate will be.

Figure 6 (right) is the mathematical model veri-
fication diagram. It can be seen from the chart 
that in Donggou 1#, the maximum sedimentation 
thickness is near the harbor entrance, and the sedi-
mentation thickness is small in the internal har-
bour and smaller at the bottom end of the basin. 
The erosion and deposition population distribu-
tion of mathematical model is consistent with the 
actual measurement in general.

4 THE STUDY IN THE HYDRODYNAMIC 
FORCE AND SEDIMENT CHARACTERS 
FOR ESTUARY OF DIG-IN BASIN IN A 
STRONG TIDE AND WEAK FLOW.

The Yalu River estuary is a typical estuary of 
strong tide and weak flow in China, whose annual 
average tidal range is 4.51 m. The biggest rate of 
fluctuation is no more than 1.5  m/s during the 
spring tide. Then, we will study the hydrodynamic 
force and sediment characters of dredged harbor 
basins in the strong tide and weak flow estuary by 
using the Dandong Port, Dadong harbour district, 
1# harbor basins as a representation.

Figure 3. Validation of the tide.

Figure 4. Validation of power flow.

Figure 5. Verification of sediment concentration.

Figure 6. Verification of change of erosion and deposi-
tion of Donggou 1# (The left is the site map, The right is 
the mathematical model verification diagram).
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4.1 Hydrodynamic characters of harbor basins

Figure 7 is the distribution of the biggest rate of 
fluctuation around the Dandong Port, Dadong 
harbour district, 1# harbor basins during a 
spring tide. We can see from the figure that at the 
entrance, the water power is relatively stronger. 
From the entrance to the basin interior, the water 
power weakens gradually. The water power of the 
central basin is stronger than that of both sides of 
the basin, which is related to the arrangement of 
entrance.

Figure  8 and Figure  9 are the comparison of 
hydrodynamic force entre spring tide and neap tide, 
and the sampling points are shown in Figure  7. 
From these figures, the hydrodynamic force of 
spring tide is obviously stronger than that of neap 
tide, and from the entrance to the internal part, 
hydrodynamic force will decrease. At the entrance, 
the biggest rate of fluctuation of spring tide is 
smaller than that of neap tide. Concerning the 
biggest rate of flood, spring tide is approximately 
1 m/s, and neap tide is 0.5 m/s. Concerning the big-
gest rate of ebb tides, spring tide is approximately 
0.8 m/s, and neap tide is 0.4 m/s. At the bottom of 
basin, the biggest rate of fluctuation of spring tide 
is larger than that of neap tide. The biggest rate of 
flood of spring tide is 0.04 m/s more than that of 
neap tide. However, the two biggest rates of ebb 
tides are approximate.

4.2 Basin sediment concentration distribution 
characters

Figure 10 shows the basin average sediment con-
centration of spring tide and maximum sediment 
concentration distribution. The main basin sedi-
ment concentration comes from offshore into inte-
rior of basin at the entrance. From the entrance to 
the bottom of the basin, with the gradual decrease 
of hydrodynamic force, a decrease trend of sedi-
ment concentration is also found.

Figure 11 and 12 show the basin sediment con-
centration distribution. These figures tell us that 
the sediment concentration gradually decreases 
from entrance to the interior of basin. While it is a 
spring tide, the hydrodynamic force is fort, and the 
sediment concentration is obviously higher than 
that of a neap tide. From the entrance to the bot-
tom of the basin, the difference of sediment con-
centration entre spring tide and neap tide weakens 
gradually. At the entrance, the average and the 
maximum sediment concentration for spring 
tide are 0.20 kg/m3 and 0.32 kg/m3, and for neap 
tide are 0.14 kg/m3 and 0.11 kg/m3. At the bottom, 
the difference entre spring tide and neap tide is 
much smaller.

4.3 Basin back-silting characters

Figure 13 shows us the back-silting intensity dis-
tribution of spring tide and neap tide. Due to 
the water sediment concentration of spring tide 
being significantly greater than that of the neap 
tide, the back-silting intensity of spring tide is 
also greater than that of the neap tide. While it is 
a spring tide, from the entrance to the bottom of 
the basin, back-silting intensity decreases at a fast 

Figure  7. The biggest rate of fluctuation near the 
harbour.

Figure 8. The flood maximum velocity distribution.

Figure 9. The ebb maximum velocity distribution.

Figure  10. The average sediment concentration (left) 
and maximum sediment concentration (right) when 
spring tide in harbour.

Figure  11. The average sediment concentrationwhen 
spring tide in harbour.
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rate. At the entrance, the back-silting intensity of 
Z-14#∼Z-17# is similar, which is about 2.3 mm/d 
for spring tide and 1.2 mm/d for neap tide. From 
the entrance to the bottom, the back-silting inten-
sity decreases. At the bottom, the back-silting 
intensity of spring tide and neap tide is close to 
each other, about 0.8 mm/d.

5 CONCLUSION

1. Based on the Dandong Port, the Dadong har-
bour district, and the 1# harbor basins, we can 
construct a tidal sediment mathematical model 
for estuary dredged harbor basins with a strong 
tide. The model hydrodynamic sediment and 
back-silting verify well.

2. For the Donggou 1# harbor basin, from the 
entrance to the bottom, the sediment concen-
tration and hydrodynamic force decrease gradu-
ally. At the entrance, the difference of sediment 
concentration and hydrodynamic force entre 
spring tide and neap tide is bigger, and on the 
contrary, the difference is smaller at the bottom.

3. The back-silting intensity of spring tide is obvi-
ously greater than that of the neap tide, and at 
the same time, it is greater than that of the inte-
rior part at the entrance.
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ABSTRACT: Trenchless technologies have been steadily growing in underground projects in urban 
areas. It is essential to obtain soil data at trenchless zones in order to successfully complete construction 
of underground projects. Consequently, a method for detecting soil conditions has been developed in 
this paper by the integrating Horizontal Directional Drilling (HDD) technique and cross-hole seismic 
tomography. Firstly, several small-diameter holes along trenchless projects are drilled by using the HDD 
technique, and Polyethylene (PE) pipes are installed along the designed path followed by placing detecting 
instrumentations in PE pipes. Travel times of each source–receiver pair are collected to reconstruct the 
velocity distributions between the boreholes. Finally, the soil conditions and anomalous zones are deter-
mined. To verify the feasibility of the proposed method, a main waterpipe constructed by the pipe jacking 
technique is taken as an example to detect obstacles distributed beneath bridges. The field results show 
that the proposed method is capable of detecting soil conditions for trenchless projects.

urban areas and gave three experiments to verify 
its effectiveness. Bichkar et  al. (1998) presented 
a genetic algorithm approach for detecting sub-
surface voids in cross-hole seismic tomography. 
Trivino & Mohanty (2015) assessed the crack ini-
tiation and propagation in rock from explosion-
induced stress waves and gas expansion by 
cross-hole seismometry and FEM-DEM method. 
However, with the investigation and application 
increasing, problems gradually emerged in the 
cross-hole seismic method applied to detection of 
ground conditions, which involves:

1. Cross-hole configuration. Boreholes are per-
pendicular to the ground. Because underground 
pipelines in urban areas are usually linear 
underground structures, the borehole is simply 
able to show the results at the sections and the 
limit number along the planned route give insuf-
ficient information.

2. Image resolution and accuracy. The distances 
of boreholes directly determine the image reso-
lution and accuracy. In the field surveys, the 
cross-hole configuration scheme needs to con-
sider the distance of boreholes and the cost.

3. Complex surface conditions. Municipal pipe-
lines are commonly seen beneath the road and 
constructed using the trenchless method when 
roads appear. Drilling the ground inevitably 
affects the traffic. In addition, difficulties exist 
in the detection of soil conditions beneath 

1 INTRODUCTION

Trenchless technologies such as pipe jacking and 
microtunneling have been used progressively in 
the installation and renovation of underground 
pipelines in urban areas owing to little disrup-
tion to traffic and nearby businesses (Struzziery 
et al. 1998). Compared to open-cut methods, the 
soil data is seen indirectly for trenchless methods, 
which may bring high risks during construction. 
Therefore, it is fundamental to develop a favorable 
method for detecting the subsurface conditions at 
a site.

Several geophysical exploration methods have 
been used extensively to detect underground infor-
mation, which was primitively developed for natu-
ral resources exploration (Gupta & Roy 2007). 
Sakai & Takatsuka (1999) listed major geophysical 
exploration methods and their survey areas. Unlike 
borehole method, geophysical exploration meth-
ods assess ground conditions by measuring indirect 
data (such as velocity, attenuation, and wavelength 
of sound), which is controlled by ground proper-
ties. Among these existing geophysical explora-
tion methods, the cross-hole seismic tomography 
is the most efficient exploration tool for detect-
ing ground conditions. So far, a large number of 
applications and research about this method have 
been reported in the literature. Sakai & Takatsuk 
(1999) developed a new electric wave exploration 
system for detecting shallow strata boundaries in 

ICCAE16_Vol 02.indb   1101ICCAE16_Vol 02.indb   1101 3/27/2017   10:54:23 AM3/27/2017   10:54:23 AM



1102

existing structures when a subway crosses the 
existing buildings.

On account of the above issues, a geographical 
exploration technique for detecting obstacles of 
trenchless engineering (PN: ZL201310305447.5) 
is proposed (Xia et  al. 2013). By integrating the 
HDD technology and cross-hole seismic tomogra-
phy, the soil conditions in trenchless zones are per-
ceived. The main water pipe constructed by pipe 
jacking technique is taken as an example to verify 
the feasibility of the proposed method.

2 A BRIEF DESCRIPTION OF EXISTING 
TECHNIQUES

2.1 Horizontal directional drilling technique

The HDD technology dates back to 1891 when 
the first patent was granted for equipment to place 
a horizontal hole from a vertical well (Carpenter 
2002). The use of this technology has increased 
dramatically since the mid-1980s because of its 
environmentally friendly character.

The HDD process consists of  three stages: 
pilot bore, back reaming, and pipe installation 
(Gokhale et al. 1999). The pilot bore stage con-
sists of  drilling a borehole along the designed 
path by using a small-diameter drill. Once the 
pilot hole is completed, the drill head is switched 
to a reamer. During the back-reaming stage, the 
reamer is pulled back to enlarge the bore path. 
On the final pipe installation stage, the pipe 
installation can either be performed in conjunc-
tion with the reaming stage or after the reaming 
is completed.

2.2 Cross-hole seismic tomography

The cross-hole seismic tomography involves 
the measurement of travel times of the ray path 
between two or more boreholes aiming to derive an 
image of seismic velocity in the intervening ground 
(Jackson et al. 2001).

The cross-hole seismic tomographic processing 
consists of measuring the travel times of all rays 
and restructuring the velocity distribution of tar-
get exploration zones. Firstly, the seismic sources 
and seismic receivers are placed in two boreholes. 
The travel times of each source–receiver pair are 
collected. Then the velocity distributions between 
the boreholes are reconstructed with the aid of 
mathematical inversion approaches such as the 
back-projection technique (Gilbert 1972), the alge-
braic reconstruction technique (Gordon 1974), and 
the genetic algorithm-based technique (Bichkar 
1998) and so on. Because each soil property is 
corresponding to a velocity value, the anomaly 

of the resulting velocity image can be regarded as 
obstacles.

3 A METHOD FOR DETECTING SOIL 
CONDITIONS OF TRENCHLESS 
PROJECTS

In this paper, a method based on HDD technique 
and cross-hole seismic tomography is developed 
to detect the soil condition in tunneling zones of 
trenchless projects, especially linear underground 
engineering (see Figure 1).

The proposed method includes five steps and is 
shown in Figure 2.

Step 1: Exploration scheme design
According to the field condition and exploration 
accuracy, the test scheme is designed, including 
determining the start point, end point, pipe num-
ber, and so forth. Three bore path schemes are 
delivered in Figure 3.

Figure  1. A method for detecting soil conditions of 
trenchless engineering.

Figure 2. Steps of the proposed method.
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Step 2: Drilling and pipe installation
Several horizontal holes along the tunneling 
direction are drilled by utilizing HDD technique. 
These holes are close to the tunneling zones. 
Small-diameter PE pipes (usually 90  mm) are 
placed in holes due to its flexibility, abrasion resist-
ance, and toughness.
Step 3: Coordinate measurement
The coordinate of boreholes is measured by the 
use of a gyroscope to minimize the error of veloc-
ity image.
Step 4: Instrument installation
Sources and receivers are placed in boreholes. The 
borehole layouts are dependent on the tunneling 
area and exploration. Figure  4 illustrates three 
borehole layouts.
Step 5: Cross-hole seismic tomography
The velocity image is termed a tomogram by using 
measurements, which has taken a large number 
of rays with wide angular ray coverage (as illus-
trated in Figure 5). Consequently, the soil condi-
tions and anomalous velocity zones are able to be 
determined.

Figure 3. Design path schemes. Figure 4. Schematic diagrams of drill layouts.

Figure 5. Cross-hole configuration.

Figure 6. Exploration zone.
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4 EXAMPLE

The proposed technique is applied to explore the 
tunneling zone of the main water pipe beneath 
the existing bridge. The pipe is constructed by the 
pipe jacking technique. The diameter and depth of 

Figure 7. Source–receiver geometry and test sections.

Table 1. Anomalous zones.

Section Number Stake Depth

W1 1 40.5 ∼ 44 −10.5 ∼ −11.5
2 59.5 ∼ 61 −10 ∼ −11.5
3 78.5 ∼ 81.5 −9 ∼ −9.5
4 86.5 ∼ 89 −10 ∼ −11

W2 1 42.5 ∼ 46 −8.5 ∼ −9
2 61 ∼ 64 −10 ∼ −11
3 71 ∼ 78 −9 ∼ −10.5
4 86 ∼ 91 −8.5 ∼ −10

Figure 8. Inversion imaging results of W1.

Figure 9. Inversion imaging results of W2.

water pipe are 1000 mm and 10.5 m. The bridge 
width is approximately 30 meters. The field condi-
tion is shown in Figure 6.

The obstacles such as the piers of the bridge, 
ripraps, and root may appear in the tunneling 
zones. Therefore, it is necessary to explore the dis-
tribution of obstacles for successfully constructing 
the water pipe.

4.1 Exploration scheme

The test zone is taken as the width of  bridge plus 
14 meters on both sides. The borehole path of  HDD 
technique is designed as shown in Figure  3 (c). 
The entry angle and exit angle of PE pipes are 20°. 
The maximum pullback force and torque of  the 
device for horizontal drilling are 380  kN and 
12  kN⋅m. A total of  three PE pipes defined as 
Q1, Q2, and Q3 are placed. The diameter of  these 
pipes is 90 mm. The sparker source is placed in 
Q1, while the hydrophone receivers are placed 
in Q2 and Q3. The distance between the source 
and receiver are 3 meters. A total of  two sections 
defined as W1 and W2 are tested. The source–
receiver geometry and test sections are shown in 
Figure 7.

4.2 Results and discussion

Figures  8 and 9  show the result images of  W1 
and W2. It seems that the average velocity of  test 
zones is 1800 m/s, and some anomalous zones (as 
listed in Table 1) appear in the exploration zone. 
These anomalous zones are beneath bridges, 
which may be stones. The following boreholes 
verify these results. It shows that the proposed 
method is able to detect the soil conditions and 
identify obstacles.
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5 CONCLUSIONS

A new method based on HDD technique and cross-
hole seismic tomography is developed to detect the 
soil conditions in the tunneling zones of trench-
less projects. A water pipe project constructed by 
pipe jacking technique is taken as an example to 
verify the feasibility of the proposed method. The 
test results demonstrate that the proposed method 
is capable of identifying the anomalous zones 
and has little impact on field conditions. Yet, this 
method has been applied to several projects and 
produced a good effect. Authors believe that this 
method would be able to expand on another simi-
lar engineering, such as subway, electric power tun-
nel, and utility tunneling, and so on.
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Comparison of thermal hydrolysis and wet air oxidation in sludge 
treatment in China

L. Peng & L.L. Hu
Sichuan College of Architecture Technology, Deyang, Sichuan, China

ABSTRACT: Wet Air Oxidation (WAO) and Thermal Hydrolysis (TH) are both associated with high 
temperature and high pressure. Both processes have been receiving increasing attention in sludge treat-
ment over the last five years, especially TH as a pretreatment for Anaerobic Digestion (AD) has become 
a research hotspot in the world, including China. Sludge source and characteristics, energy consumption, 
and running cost technology are important factors. Both WAO and TH can reuse energy and heat by 
steam recycling, heat exchange, and system design. Typical commercial applications of WAO and TH in 
China are illustrated. WAO has been applied to sludge treatment to reduce moisture to 45%-48% from 
80% with a running cost of 150–200 RMB per ton, while TH is used as an independent technology to 
achieve 50% of water content from 80% with 120–150 RMB per ton.

consumption with a temperature of 240–300°C. 
Anaerobic Digestion (AD), which is mostly applied 
in China (25 sludge treatment plants of 400 waste-
water plants by the year of 2008) (Wu and et  al 
2008) is suggested by Chinese technology policy, 
but high cost in building and low efficiency of 
gas production raise barriers to its development. 
Thermal Hydrolysis (TH) is a kind of pretreatment 
usually used before AD to improve dewaterability 
of sludge by destroying microbial cells and increas-
ing biogas production (Neyens and Baeyens 2003). 
To reduce the costs of sludge management and 
handling, sludge dewatering is crucial, no matter 
which technology is adopted.

WAO and TH are considered as optimal solu-
tions to the sludge problem and have been wildly 
researched. However, no work has been attempted 
to compare TH and WAO in research studies 
and industrial applications in sludge treatment, 
especially in China. This paper summarized and 
compared the research studies of TH and WAO 
in research trends of sludge treatment and indus-
trial factors combined with the actual situation 
in China. Finally, typical industrial facilities of 
WAO and TH in China and their conditions are 
illustrated.

2 RESEARCH STUDIES

To compare the research trends of two technolo-
gies in the world and China, date collection and 
analysis were accomplished in a database of 
Web of Science and China National Knowledge 

1 INTRODUCTION

As China is in the course of urbanization, the 
number and capacity of wastewater treatment 
plants are growing rapidly, and more and more 
attention is paid to sludge treatment and disposal. 
Sewage sludge commonly contains large amounts 
of water (including free water, interstitial water, 
and bound water), microorganisms, and mineral 
components (Qi and Thapa 2011, Vaxelaire and 
Cézac 2004). Chemical sludge from various facto-
ries usually includes toxic pollutants such as heavy 
metals, refractory organic matter, hormones, and 
colored substances.

Some current disposal and reuse practices are 
prohibited or questioned. Since land can no more 
be filled constantly, the landfill is not the recom-
mended technology in China. Destruction of 
organic matter of biosolids is achieved by incin-
eration, but secondary air pollutants and the high 
cost of building and running the facility makes it 
hard to be widely applied. Recycled sludge as an 
adsorbent, microbial consortium, plant, bulking 
agent (wheat husk) and nutrients are researched 
in the study of toxic materials in sludge (Nanekar 
and et  al 2015). Compared to incineration, Wet 
Air Oxidation (WAO), which is a well-established 
process for toxic and hazardous organic wastewa-
ter treatment (Kanhaiya and Anurag 2015), gen-
erates minimal air pollution problems, maximum 
sludge solid reduction, and low environmental 
impact with a closed-loop water system. But indus-
trial facilities used in the 1990s in the world were 
closed or capacity reduced because of high energy 
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Infrastructure, which reflect the research studies in 
the world and China, respectively.

In a brief  search in Web of Science, hits were 
obtained for the term “wet air oxidation *sludge”, 
compared with the term “thermal hydrolysis* 
sludge” (Figure 1).

WAO and TH both have a long history of sludge 
treatment. Thermal hydrolysis was mainly used to 
improve the sludge dewatering performance in the 
1930s, with an increase in the anaerobic digestion 
performance sludge in the late 1970s and carbon 
source of denitrification in the 1990s (Zhi jun et al 
2003). While research on Thermal Hydrolysis (TH) 
in sludge treatment have been booming over the 
past 10 years, it has contributed to the rapid devel-
opment of Anaerobic Digestion (AD) technology, 
taking TH as a favorable pretreatment, as 80% of 
the TH studies have been related to AD. WAO was 
developed in 1967, and various techniques of WAO 
in sludge treatment were developed between 1990 
and 1995 and applied for industrial use in Europe 
(Debellefontaine and Foussard 2000). For high 
temperature and pressure, WAO was regarded to 
be an energy-extensive solution to sludge, as well 
as resource wasting technology as it oxidizes the 
organic substance instead of reusing them.

Same keywords in Chinese were searched 
in China National Knowledge Infrastructure 
(CNKI), and results were as shown in Figure 2.

Research on WAO in China mostly concentrates 
in the introduction, parameter adjusting, and opti-
mal conditions before the year 2000. In the recent 
15 years, catalysis, dewatering character of sludge, 
and organic recomposing process were investigated 
(Baroutian et al 2013). TH technology focused on 
the transformation of pollutants in the process and 
influence followed in AD with different parameters 
(Feng et al 2014,) or effects of mixing with differ-
ent waste (Lombardi and et al 2015).

Study trends of WAO and TH in China both 
show a good correlation, no matter the technology, 

parameter, or material. The research on WAO in 
China has at least a 10 years lag than abroad (1980 
compared with 1970), which simply reported the 
technology compared with the effect study with 
experiments, while the delay time of TH is short-
ened to 5 years (1998 compared with 2003) with 
the wide spread of Internet and awareness of the 
importance of dissolving problems of sludge dis-
posal in China.

3 INDUSTRIAL APPLICATIONS IN CHINA

3.1 Sludge types

According to the source of sludge, it can be briefly 
divided into sewage sludge or similar sludge and 
industrial sludge, but in commercial applications, 
composition and characteristics of sludge are the 
key factors in selecting the treating technology.

In the past decades, a lot of research focused 
on the technology of treatment of the sludge from 
the sewage plant such as agriculture and soil recla-
mation, ocean disposal, sanitary landfill, burning 
method, and other recycling technology. (Yu and 
Tian 2014, Wang 2013). There are plenty of stud-
ies on the dehydration properties of sludge and 
the conclusion indicated that the pretreatment of 
TH has a positive impact on sludge dehydration 
(enhances gas production and accelerates reaction) 
(Xun and Wang 2009). Characteristics of sludge 
and property change in the process, especially water 
content and organic composition were researched 
widely. Based on sludge research, the application 
of WAO (Bengao and You 2014) or catalytic WAO 
in sludge treatment has been studied.

3.2 Energy consumption

In many cases, energy requirement impacts the 
commercial application of TH and WAO processes 

Figure 1. Published work number (data search in Web 
of Science).

Figure  2. Published work number (data search in 
CNKI).
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in sludge treatment systems, especially in a 
developing country like China. TH and anaero-
bic digestion are usually discussed and evaluated 
together. It was found that the feed concentration 
of sludge must be increased (from 3%-7% in total 
solids) in order to become energetically self-suffi-
cient in the TH system (Pérez-Elvira et  al 2008). 
An energy integration scheme which considered 
heat recovery from the flash vapor outlet of the 
reactor can lower the required feed concentration.

To maintain the reaction temperatures, TH 
processes generally require more input of energy 
than WAO, which becomes auto-thermal at higher 
temperatures due to exothermic oxidation. As an 
independent process in sludge treatment, TH and 
WAO both need sludge heating while the energy in 
those processes is mostly spent. Implementing an 
energy integration scheme of the system to recover 
excess heat will be necessary for decreasing the 
heat energy consumed in TH and WAO process. 
There is another option that changes the energy 
source. The most widely used heat source now in 
China is steam, but electric heating is occasionally 
employed, as well as solar energy, microwave radia-
tion, and heat pump.

Steam production needs a generator and it has 
been mostly used when a power plant or central 
steam supply is available around. Microwave heat-
ing has been widely used in system design as the 
system can achieve rapid heating both internal and 
external (Jones and Lelyveld 2002). As a microwave 
generator, developing and applying it in the indus-
try can be a sound heat source for it can reduce 
reacting time of TH from 5 to 15  min and from 
30 to 60 min (Qiao et al 2008). In sewage sludge 
treatment, microwaves are researched and used 
in sludge drying (Idris and Khalid 2004), stabiliz-
ing, and quality adjusting. Solar energy and heat 
pumps are usually applied to the drying process of 
sludge for energy reservation in a small tempera-
ture scale.

Despite consumption, energy recovery from 
waste treatment process is a trend in the world. Also, 
recycling and utilization of energy and resources 
of sludge are encouraged in the technology policy 
of China (Ministry of Environmental Protection 
of the People’s Republic of China 2009).

3.3 Final disposal paths

For sludge, the final disposal of TH and WAO 
products from the industry can be divided into 
three phases, solid, liquid, and gas. The largest vol-
ume of sludge is in liquid form, but it is usually 
flowed back to wastewater treatment plants and 
decomposed by microorganisms, so that biodegra-
dability and toxicity of liquids are vital parameters 
in evaluating. Gas contains organic and inorganic 

gases, which can be adsorbed by adsorbent or 
microorganisms, washed out or burned. Solid is 
most refractory for its high moisture and perish-
able organics, which makes it hard to transport, 
landfill, incinerate, and reuse. The content of cake 
dry solids is required to be greater than 40% (w/w) 
according to some China Standards (GB16889-
2008, GB/T 24602-2009) if  the solids take the land-
fills or incineration as the final disposal.

The final disposal path of  solid products as an 
important part of  sludge treatment is determined 
by the process adopted. According to require-
ments of  the urban sewage treatment plant, 
sludge treatment and pollution control tech-
nology policy of  China (2011), the principle of 
“safety and environmental protection, recycling, 
saving energy and reducing consumption, adjust-
ment measures to local conditions, steady and 
reliable” are all raised in the sludge treatment and 
disposal process. The landfill, incineration, and 
compost are commonly chosen now in China, 
but TH combined with AD, even TH alone, and 
WAO receive more attention in industry applica-
tions for its green final disposal in liquid, solid, 
and gaseous state at the same time.

4 TYPICAL INDUSTRIAL FACILITIES IN 
CHINA

4.1 Yancang sludge disposal center

The Athos process by Veolia Water is one of the 
main WAO sludge treatment technologies cur-
rently provided commercially, which operates at 
temperatures between 250–300°C, using air or pure 
oxygen as the oxidant and claims to produce min-
eral products, clean gas emissions, and biodegrad-
able liquids. As far as observed, no typical Athos 
process is employed in China.

A Chinese patent about Partial Wet Air Oxi-
dation (PWAO) in sludge treatment was granted 
in the year 2013. The biggest feature of PWAO 
are lower reacting temperature and pressure 
(160–220°C, 1.5–3.0 MPa), with its export of solid 
moisture below 50%, and the solid disposal can 
be used as a plant food or matrix for improving 
soil quantity. Partial oxidation means oxidizing 
30%–50% of organic matter that is unstable and 
perishable by macromolecules.

The first commercial PWAO in a sludge treat-
ment plant began operating in 2014  in Yancang 
(Zhejiang province of China), to treat 100  tons 
per day (moisture 80%) of mixed sludge with 
70% leather processing sludge and 30% municipal 
sludge from a wastewater treatment plant in the 
industrial zone. This system consists of three parts 
as shown in Figure 3.
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The sludge treatment plant was located in the 
wastewater plant right beside the workshop of 
sludge dewatering. Mixed sludge and liquid flowed 
back forming slurry with 86%–92% moisture and 
was heated in the premix heating part. At the 
oxidation reactor, the oxidation of organic ingre-
dients starts when temperatures rise between 160 
and 180°C. The oxidized liquor in high tempera-
ture is piped back to the premixed part after cen-
trifugal dehydration. Energy and heat recovery and 
exchange sections are designed to lower the energy 
consumption. The solid products of the line are 
used as a matrix of soil improvers or to be land-
filled with the moisture between 45%–48%.

The heat source of the plant is electricity, which 
is flexible and plenty in many places. The global 
treatment cost is reported to be only 150–200 RMB 
for one ton of sludge with the moisture of 80%. If  
steam can be used as a heat source or the product 
has been sold out, the cost can be further decreased.

4.2 Mianzhu municipal sludge treatment 
equipment

To meet the standard which retained the moisture 
below 60%, dewater property can be enhanced by 
TH alone. Despite that it is not followed by AD, 
the product can be landfilled within a short react-
ing time (30–90 min) with a small-scale equipment 
instead of a large anaerobic digestion tank.

A commercial sludge treatment plant in Mian-
zhu (Sichuan province of China) was operating 
for over one year since 2013 with its capacity of 
50 tons a day (80% moisture). The diagram of the 
system is as shown in Figure 4.

Sludge from the wastewater treatment plant is 
piped into three stage heating with reused steam 
and steam from the generator. Then the sludge is 
passed through the laminar flow reactor in order 
to maintain enough time at a given temperature 
(150–180°C). Two-stage decompressions make the 

sludge easy to be dewatered by centrifugal dehy-
dration and recycling the steam heat. The sepa-
rated liquid is delivered back to the wastewater 
treatment plant or treated by a supporting device.

Sound and stable effect has been achieved. The 
line exported solid maintains 50% moisture, but 
additional section needs to be set if  the solid has 
to be reused because of smell that comes from the 
unoxidized organic matter in solid form. The cost 
for the line is 120–150 RMB for one ton of sludge 
with the moisture of 80% since steam is applied as 
a heat source.

5 CONCLUSION

Wet Air Oxidation (WAO) and Thermal Hydroly-
sis (TH) were both paid increasing attention in 
sludge treatment in the last 5 years, especially TH 
as a pretreatment of Anaerobic Digestion (AD) is 
hot worldwide, as well as in China. Sludge source 
and characteristics, energy consumption and run-
ning cost of sludge treatment technology are 
important in selecting the method. Both WAO and 
TH can reuse energy and heat by steam recycling, 
heat exchange, and system designing. Typical com-
mercial applications of WAO and TH in China 
are illustrated. Partial Wet Air Oxidation (PWAO) 
is developed from WAO and has been applied to 
sludge treatment, which can reduce moisture to 
45%–48% with running cost of 150–200 RMB 
per ton (80% moisture). TH used as an independ-
ent technology to treat sewage sludge and 50% of 
water content can be achieved with 120–150 RMB 
per ton (80% moisture).
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Enhancement of aerobic granulation with real domestic wastewater 
by powdered activated carbon addition

Changwen Wang, Bao Li, Shaoyan Gong & Ying Zhang
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ABSTRACT: Aerobic granulation with real domestic wastewater is difficult to be achieved and usually 
takes a long granulation time. This study investigated the feasibility of adding powered activated car-
bon to enhance the granulation process. It was found that only 37 days were needed to form granular-
dominant sludge in the reactor, which could be comparable with the granulation process with artificial 
wastewater. After 55 days operation, COD and ammonia removal efficiency were 84.63% and 93.86% 
respectively. Effluent nitrite accumulation was observed in the reactor indicating partial nitrification 
could be achieved. This study presents a novel operational strategy to cultivate aerobic granular sludge 
with low COD level real domestic wastewater.

application of aerobic granules for the treatment 
of domestic sewage and municipal wastewater.

Although the long-term stability of aerobic 
granular sludge in pilot-scale reactor with real 
wastewater has obtained validation (Liu et  al. 
2010), the granulation process is still time 
consuming. 6–13 months were still needed to form 
granular dominant sludge in pilot-scale reactors 
with real wastewater (Liu et al. 2010, Ni et al. 2009), 
which is much longer than that required in the lab-
scale reactors such as 2–4 weeks. Liu et al. reported 
that only 17  days were needed to form granule-
dominant sludge and COD and NH4

+-N removal 
efficiencies could reach above 80% and 90% respec-
tively after 50-day operation, however, COD of the 
wastewater used in their experiment was about 
800 mg/L on average (Liu et al. 2011). In general, 
the COD concentration of municipal wastewater in 
China is typically lower than 200 mg/L. Such a low 
COD level would severely impact the granulation 
process and could be a great barrier for the wide 
application of this novel technology. Moreover, 
adding external organic carbon source to raise the 
COD concentration is not an applicable engineer-
ing strategy. Successful granulation of activated 
sludge with such a low-strength municipal waste-
water has not been reported yet. Therefore, explor-
ing the possible operational strategies for rapid 
aerobic granulation with low-strength wastewater 
has very important scientific and engineering value. 
This work aims to enhance the aerobic granulation 
process with real domestic wastewater by adding 
Powdered Activated Carbon (PAC), which would 
be very useful for the development and application 
of aerobic granular sludge process.

1 INTRODUCTION

After more than a score years’ exploration, aerobic 
granular sludges have been successfully cultivated 
in well-controlled lab-scale reactors with high- or 
middle-strength synthetic wastewaters (Beun et al. 
1999, Peng et al.1999, Moy et al. 2002, Arrojo et al. 
2004, Su & Yu 2005). However, there are only a few 
studies that reported the aerobic granulation with 
real domestic wastewater which is usually char-
acterized as a low-strength wastewater (Liu et al. 
2011, Liu et al. 2010). How to cultivate active and 
compact aerobic granulars with the low-strength 
municipal wastewater is crucial for its full applica-
tion. Moreover, the rapid aerobic granulation in 
pilot-scale or full-scale reactor is still the bottle-
neck that restricts its full application.

Fortunately, some forerunner explored the 
unknown area. de Kreuk (de Kreuk 2006) tried 
to cultivate aerobic granules by using pre-settled 
sewage as influent. After 20  days’ operation at a 
high Chemical Oxygen Demand (COD) loading, 
heterogeneous aerobic granular structures were 
observed, with a Sludge Volume Index (SVI) after 
10 min settling of 38 ml/g and an average diameter 
of 1.1 mm. This led to a pilot-scale plant setup at 
a WasteWater Treatment Plant (WWTP) in Ede, 
The Netherlands. Two bubble columns with a dia-
meter of 0.6 m and height of 6 m were used. After 
about one year cultivation, dry weight concentra-
tion was 10 g/L, of which 80% consisted of granu-
lar sludge with a diameter larger than 0.212 mm. 
The influent concentration to the SBR in their 
work was in a range of 270–400 mg COD/L. These 
results provided valuable information for potential 
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2 MATERIALS AND METHODS

2.1 Reactor setup and operation

A bubble column with a diameter of 20 cm, a height 
of 60 cm and working volume of 18.8 L was used 
for the cultivation of aerobic granulars. The sand 
disk diffuser with the same cross section area was 
installed at the reactor bottom for air supply and mix-
ing. The Dissolved Oxygen (DO) concentration in 
the aeration stage was in the range of 2.5–6.5 mg/L. 
Effluent was discharged from the middle port of the 
reactor and the exchange ratio was 60% with a 10 h 
hydraulic retention time. A 12 h operation cycle was 
implemented in each reactor operation, compris-
ing 5-min feeding, 700-min aeration, 3-min settling 
(shortened from 30-min to 3-min gradually), 5-min 
decanting and 7-min idling.

2.2 Seed sludge, wastewater and powered 
activated carbon

The seed sludge, obtained from Gaobeidian waste-
water treatment plant, Beijing, China, was seeded 
directly into the reactor without any acclimation. 
The initial Mixed Liquor Suspended Solid (MLSS) 
was 4200 mg/L. The wastewater used in this study 
was collected from the sewers of campus residen-
tial area. The characteristics of the wastewater are 
summarized in Table  1. Apparently, the feeding 
waster used here was typically low COD level.

Fine PAC particles were used to enhance aerobic 
granulation process with the real domestic wastewa-
ter. The PAC had a mean size of 50 μm having a spe-
cific surface area of 1130 m2/g and an bulk density 
of 1.125 g/m3. A PAC concentration of 4000 mg/L 
was added in the reactor. The whole experiment was 
carried out under room temperature, and the influ-
ent wastewater temperature was 20–23°C.

2.3 Analytical procedures

COD, NH4+-N, NO2
−-N, NO3

−-N, Sludge Volume 
Index (SVI) and MLVSS were measured accord-
ing to standard methods (APHA, 1995). DO and 
pH were continuously monitored by pH/oxi340i 
meter with DO and pH probes (WTW Multi-340i, 
Germany). Microscopic examination was per-
formed using an Olympus-BX51 (Olympus, Japan).

3 RESULTS AND DISCUSSIONS

Formation of aerobic granular sludge with pow-
dered activated carbon addition.

The evolution of sludge morphologies were 
shown in Figure  1. After sludge was seeded into 
the reactor 4000 mg/L PAC was added following. 
Mixed by mixing function of aeration, PAC was 
dispersed in the reactor and contacted with acti-
vated sludge flocs. From Figure 1A, we could see 
that PAC is adhered onto the activated sludge flocs, 
so the settleability of the flocs could be improved 
thus more flocs could be maitained in the reactor. 
After 20 days’ operation, from Figure 1B, granular 
sludges with compact structure and clear bound-
ary could be observed, but flocculent sludge was 
still dominant. On day 37, granular sludges were 
obviously much more than before and the parti-
cle size grew bigger (Figure 1C). The domination 
of granular sludge in the reactor and the distinct 
spherical shape could state clearly that the aerobic 
granular sludge was cultivated successfully. The 
granulation process using only 37 days was as short 
as the granulation processes with artificial waste-
water (Qin et  al. 2004, Liu et  al. 2005, McSwain 
et al. 2004). The results indicated the addition of 
powered activated carbon could enhance the gran-
ulation process with real domestic wastewater. The 
cultivated PAC-aerobic granular sludge appeared 
compact and small particle size ( Figure 1D).

Shortening settling time to form selection pres-
sure was employed to form aerobic granular sludge 
(Qin et  al. 2004). The pattern of shortening set-
tling time and variations of sludge characteristics 
(MLSS, MLVSS/MLSS and SV30) were shown 
in Figure  2. After the inoculation of activated 
sludge, the settling time was set st 30  min. Dur-
ing the following operation, the settling time was 

Table 1. The characteristics of feeding wastewater.

COD
(mg/L)

221.80 ± 23.83 TP (mg/L) 5.52 ± 0.73

NH4
+–N

(mg/L)
77.17 ± 5.72 pH 7.0~7.8

TN
(mg/L)

93.35 ± 6.82 Temperature (°C) 20~25 Figure  1. Images analysis of aerobic granulation pro-
cess on different operation day 0 (a), 20 (b), 37 (c) (both 
by microscope) and 55 (d) (by digital camera).
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shortened according to the sludge settling ability 
till to 3  min. Under the short settling time, the 
sludge flocs with poor settling ability were washed 
out, which directly led to the decrease of MLSS 
from 8000  mg/L (including 4000  mg/L PAC) to 
720 mg/L. The corresponding SV30 were 32 and 7 
respectively, which were improved by the addition 
of PAC. In the aerobic granulation process with no 
auxiliary substances addition, the MLVSS/MLSS 
ratio usually has a significant decrease due to the 
accumulation of inorganic substances in aerobic 
granulars, which is of great importance to aerobic 
granulation (Qin et al. 2004). In this study, because 
of the addition of PAC, the MLVSS/MLSS ratio 
was very low at the beginning, moreover, only had 
a slight decline from 0.69 to 0.5.

3.1 COD and Nitrogen removal

The wastewater influent substrate concentration 
of real domestic wastewater are varying com-
pared with the artificial wastewater. As shown in 
Figure  3, the influent COD concentration varied 
from 45.15  mg/L to 173.10  mg/L. Although the 

MLSS decreased during the operation period, the 
COD removal efficiency kept an increase trend. 
From day 35 to day 55, the MLSS was below 
1000 mg/L and almost only 50% was the MLVSS, 
but the COD removal efficiency was kept at 85%. 
The results indicating that the addition of PAC 
could maintain the function bacteria. From day 0 
to day 55, the average influent COD concentration 
was 113.15  mg/L, which was a low organic sub-
stances level. The wild fluctuation and low level 
of influent COD concentration of real domestic 
wastewater may lead to the slow granulation pro-
cess. But it took only 37  days to form granular 
sludge in this study, which mainly due to the addi-
tion of PAC.

The variations of NH4
+-N removal and efflu-

ent NO2
−-N, NO3

−-N were shown in Figure 4. The 
effluent NH4

+-N was below 10  mg/L during the 
55  days’ operation except for several days at the 
process of granular sludge formation. The NH4

+-N 
removal efficiency did not have an obvious fluctua-
tion and average NH4

+-N removal efficiency was 
87.19%. Along with the shortening of settling time, 
the NH4

+-N removal efficiency decreased slightly 
due to the wash out of biomass. But after granu-
lar sludge was formed from day 37, the NH4

+-N 
removal efficiency kept a steady increase trend to 
about 95%.

3.2 Partial nitrification

The effluent NO2
−-N and NO3

−-N had a great 
change in the granulation process. From day 1 to 
day 23, NH4

+-N was nitrified completely, so NO3
−-N 

was the mainly nitrogen in the effluent and there 
was no NO2

--N. After that, the effluent NO2
−-N 

increased while the effluent NO3
−-N declined indi-

cating a partial nitrification in the reactor.
The wash out of the activated sludge during 

granulation process will result in the incomplete 
nitrification, which is equivalent to stop aeration 

Figure  2. Profiles of reactor sludge MLSS, MLVSS/
MLSS SV30, during the whole operation period.

Figure 3. Performance of reactor with respect to COD 
removal over operation time.

Figure 4. Performance of reactor with respect to nitro-
gen removal over operation time.
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before “ammonia valley” (Guo et  al. 2007, Yang 
et al. 2007). Moreover, the granular structure was 
suitable to maitain the slow growing Ammonia 
Oxidizing Bacteria (AOB) (Vázquez-Padín et  al. 
2010). Thus, the cultivation process of aerobic 
granular sludge is naturally to favor the formation 
of partial nitrification. From day 42, the efflu-
ent NO2

−-N was higher than NO3
−-N and kept an 

increasing trend. The nitrifying granular sludge 
was proposed as an alternative to obtain partial 
nitrification, but the previous reports mainly used 
the artificial wastewater. The results of this study 
indicated that stable partial nitrification with real 
domestic waster could be achieved by aerobic 
granular sludge.

4 CONCLUSIONS

Aerobic granulation process with real domestic 
wastewater was enhanced by the addition of PAC. 
It took only 37 days to form distinct and compact 
granular sludge, which could be comparable with 
those with artificial wastewater. MLSS was very 
low due to the short settling time, but wastewater 
treatment efficiency could be ensured. The COD 
and NH4

+-N removal efficiency were 84.63% and 
93.86% respectively after 55 days operation. Efflu-
ent NO2

−-N was accumulated after granular sludge 
formed indicating partial nitrification with real 
domestic wastewater could be achieved.
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ABSTRACT: The main objective of this paper is to address the various uses of water to an ideal weight 
ratio, solve the storage and movement, form saline alkali, and protect the water during the process, cover-
ing the economic, physical, and environmental benefits. The Analytic Hierarchy Process (AHP) model is 
adopted to filter all the influencing factors and extract the final 10 criteria to determine the use of water 
in these three parts. After computing their weights, the abstract problem is successfully transferred to a 
mathematical model. The second step that we refer to is the grey correlation model to further determine 
the priority order of different states in the water using the calculated weight ratio. Due to the geographical 
location and climate change in the United States, in particular, we confirm the temperature coefficient, in 
this study, in every aspect of the water demand that can be in some densely populated areas and the lack 
of water in the area. By using these two models, through which we will model the multi-objective decision 
analysis model and genetic algorithm, and combined with all the water supply in each country’s three 
regional branches of the classification, the final optimal solution can be obtained.

1.2 Comparison matrix

Starting from the rule hierarchy (the second criteria 
of the hierarchy figure above), comparison matrix is 
structured by the Comparison Method of the number 
1–9 (each represents a different degree of importance). 
Table 1 shows the weights of the social economic con-
dition, development, and utilization degree of water 
resources and state of the ecological environment.

From the four tables presented above, we have 
confirmed that the entire consistency ratio is cor-
rect. The combination weight vector of criterion 
with respect to the evaluation method of dis-
tribution of American river basins is shown in 
Table 5.

1.3 Grey correlation model 

The steps in grey correlation analysis are as follows:

STEP 1: Note reference data series as the ideal 
comparison criteria. In general, reference data 
series consists of the optimal value of every cri-
terion. We can also choose other reference data 
by different evaluation destination. The rela-
tionship is shown as follows:

A a a0 0AA 0( (a0a 1), 0( )2 , , ( )m )

In which, we choose every optimal value as ref-
erence data series, which is A0 = (1,1,…,1).

1 MATHEMATICAL MODEL

1.1 AHP model

The evaluation criteria for the distribution of rivers 
or lakes are involved in many aspects such as econ-
omy, water resources, and environment. In order to 
divide the United States according to the conditions 
of the natural environment, we need to figure out 
the social economic condition, development, and 
utilization degree of water resources and state of the 
ecological environment as the three swordsmen.

Social economic condition

• GDP.
• Modulus of agriculture output.
• Hydropower production.
• Urbanization level.

Development and utilization degree of water 
resources

• Proportion of the number of people by water 
resources (self-sustaining).

• Average temperature.
• Precipitation.
• Percentage of brine.

State of ecological environment

• Modulus of soil and water loss.
• Industrial sewage emission.
• Ratio of underground water in water use.
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Table 1. Pairwise comparison matrix of hierarchy.

Comprehensive impact
Social economic 
condition

Development and utilization 
degree of water resources

State of ecological 
environment Weight

Social economic condition 1 1/3 5 0.2746
Development and utilization 

degree of water resources
3 1 8 0.6571

State of ecological 
environment

1/5 1/8 1 0.0683

By computing the weights of the three main factors, we get the final maximum eigenvalue λ = 3.0444, consistency 
ratio = 0.0383.

Table 2. Pairwise comparison matrix of hierarchy II–III.

Comprehensive 
impact GDP

Modulus of 
agriculture 
output

Hydropower 
production

Urbanization 
level Weight

GDP 1 6 4 2 0.5125
Modulus of agriculture 

output
1/6 1 1/2 1/4 0.0743

Hydropower production 1/4 2 1 1/2 0.1377
Urbanization level 1/2 4 2 1 0.2755

Based on the calculation of the weight of the four factors of the social economic condition, the maximum eigenvalue 
λ = 4.0104, consistency ratio = 0.0039.

Table 3. Pairwise comparison matrix of hierarchy II–III.

Comprehensive impact

Proportion of the 
number of people 
by water resources

Average 
temperature Precipitation

Percentage 
of brine Weight

Proportion of the number of 
people by water resources

1 1/2 3 5 0.2963

Average temperature 2 1 5 8 0.5351
Precipitation 1/3 1/5 1 2 0.1085
Percentage of brine 1/5 1/8 1/2 1 0.0601

After ciphering the weight of the three elements for the development and utilization degree of water resources, the 
maximum eigenvalue λ = 4.0104, consistency ratio = 0.0039.

Table 4. Pairwise comparison matrix of hierarchy II–III.

Comprehensive impact
Modulus of soil 
and water loss

Industrial sewage 
emission

Ratio of underground 
water in water use Weight

Modulus of soil and 
water loss

1 1/2 5 0.3258

Industrial sewage emission 2 1 8 0.6039
Ratio of underground 

water in water use
1/5 1/8 1 0.0703

When it comes to the final three branches of the state of the ecological environment, the maximum eigenvalue 
λ = 3.0055, consistency ratio = 0.0048.

STEP 2: Calculate the absolute difference between 
comparison series and reference data series of every 
evaluated object. That is, Δi iΔ a j a j= (( )jjj ( )j ( )j .0  
In which, I represents the sequence of states, j 

represents the sequence of criterion, a0(j) rep-
resents the reference data of the jth evaluation 
criterion.

STEP 3: Determine the value of p and q.
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p
i n i m

{ }ji≤i
i i j

1 1i n≤i

q
i n i m

{ }ji≤i
j

1 1i n≤i

STEP 4: According to the equation, we can cal-
culate the correlation coefficient with respect 
to every comparison series and reference data 
series.

y j
j q

j = , , ,mi
i

( )j ( )p q
( (i ) )q

=
β))qq

βqq ))qq
1 2, �

STEP 5: To find the relationship between every 
evaluated object and reference data series, we 
calculate the average value of correlation coeffi-
cient of every evaluation criterion and reference 
data series. We define it as correlation, which is 
shown as follows:

r
n

y jj ir
n

y
i

n

=
=
∑1

1

( )j

STEP 6: Calculate the weight of each evaluation 
criterion.

′ =
+ +

r
r

r + r
j m=jr

jr

mrr1 2r rr +
1 2

�
 

STEP 7: Construct a general evaluation model.

Z r a a r a i ni iZ r i mrr i′ ′ + ′1 2rr a rirr a r a+ ′2rr 1 2( )1 ( )2 ( )m( )m , , ,ir a )m

2 ERROR ANALYSIS

2.1 Error from statistical data 

Data from Web sites and encyclopedia are not 
absolutely correct and precise. It has systematic 
errors and random errors. Since the water alloca-
tion plan is totally dependent on those data, the 
errors from the data we collected will bring about 
errors at the conclusion.

2.2 Error from the model

The weights of the evaluation criterion that we 
use in the AHP model have strong subjectivity 
and randomness; therefore, the weight of each cri-
terion is not that credible. In the grey correlation 
model, we divided America into three parts solely 
according to the regional distribution, this divi-
sion method will cause some errors in the conclu-
sion because the river we calculate might not flow 
through the state while our MATLAB program 
deems it would. In other words, we did not con-
sider the topography and geography. In the multi-
objective decision analysis model, the use of trend 
prediction is not that precise because rivers have a 
periodical nature and also a constellation of what-
ever ecological and environmental-related affair 
does not fit our trend model; therefore, it also leads 
to error in the conclusion.

2.3 Error from the algorithm

The Genetic Algorithm has high computational 
requirements and cannot identify the global opti-
mum. Because we have a two-object function, 
the ratio of priority of function is determined by 
intuition and common sense, neither of which is a 
scientific resort to obtain this key factor in com-
puting the optimum solution.

3 CONCLUSIONS

We have come up with a water allocation scheme 
for 2013–2025 in America, in the industrial age, in 
which massive production is the main theme. In 
this sense, we should allocate most of the water to 
production. The massive production brings about 
massive pollution, in that we should give second 

Table 5. Criterion’s weights to overall objects.

Criterion Weight

GDP 0.1407
Modulus of agriculture output 0.0204
Hydropower production 0.0378
Urbanization level 0.0757
Proportion of the number of people by water 

resources
0.1858

Average temperature 0.3516
Precipitation 0.0713
Percentage of brine 0.0395
Modulus of soil and water loss 0.0223
Industrial sewage emission 0.0412
Ratio of underground water in water use 0.0048

Figure  1. Final water allocation scheme concerning 
three ways of using water.
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priority to ecological water use. As the society 
develops, production will become more effective 
and environment-friendly and the water use in pro-
duction will have a descending trend, and as the 
water saving concept is accepted by the people, the 
ratio of domestic water use will have a descend-
ing trend too. As we all know, during the last two 
centuries after the industrial revolution, the envi-
ronment issue was intentionally or unintentionally 
overlooked for a long time, so the environmen-
tal and ecological condition was altered severely. 
In order to surrogate this, we should give more 
attention to environment conditioning. In this 
sense, environmental water supply should have an 
ascending trend.
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ABSTRACT: Large direct shear test and compression test for the improved filler from blast furnace slag 
by the large direct shear apparatus were conducted, and relevant mechanical parameters of the improved 
filler were obtained. Test results show that water content has little influence on the mechanical index as 
fine particle cannot fill the interspace of coarse particles, so the filler has good water stability. There is lit-
tle occlusion cohesion of the mixture filler when the vertical stress is less than 150 kPa and large occlusion 
cohesion if  it is more than 150 kPa. The less the vertical stress, the more the shear shrinkage at the initial 
stage and the less the shear dilation at a later stage. When the vertical stress is more than 150 kPa, the 
shear dilation reduces to a greater degree than the shear zone formed by the fragmentation and breakage 
of coarse particles. Compression at the stage of loading is mainly concerned with the smashed edges and 
corners and long flat shape particles breaking off. The settlement calculation of the foundation should 
refer to the deformation modulus at the stage of reloading when the foundation is constructed by dynamic 
consolidation.

In this article, a large-size direct shear appara-
tus was involved here to conduct improved filler 
direct shear test and compression test and we tried 
to analyze the fillers’ direct shear property and 
compression property. We have analyzed the shear 
dilation of the blast furnace slag under different 
normal stressors by means of vertical displacement 
of the vertical loading plate and provided sugges-
tions on compression modulus while calculating 
the settlement according to test results.

2 FILLERS’ GRADATION PROPERTY

As solid wastes are produced during the process of 
steel and iron production, blast furnace slags fea-
ture irregular shapes, large grain size, and a certain 
amount of pores inside the grains with the average 
internal porosity being 10.5% and the solid den-
sity of blast furnace slag (break off  the large-size 
slags before testing to ensure no closed pores are 
included and adopt the measuring flask method) 
being 2.535 g/cm3. The Curve 1 in Figure 1 shows 
the gradation curve of blast furnace slags accord-
ing to the particle analysis while Table  1  shows 
composition parameters of slag particles. It can be 
seen from the two graphs that blast furnace slags 
are majorly composed of large size particles. Sup-
pose the particles with a diameter larger than 5 mm 

1 INTRODUCTION

Substantial amounts of solid wastes have been 
produced during the rapid development of the 
iron and steel industry and blast furnace slag is a 
major waste. The fact that there has been plenty 
of research on the application of blast furnace slag 
has not changed the situation of little consump-
tion with a high cost. To reduce the land covered 
by slag, how to utilize and consume it remains the 
most urgent problem in the process of steel and 
iron production. Research and analysis indicate 
that the application of blast furnace slag in filling 
foundations or roadbeds is one of the major meth-
ods to substantially consume it (Jin Xia, 2005 & 
Wang Haifeng, 2007). Normally dynamic consoli-
dation with heavy hammers are adopted when blast 
furnace slag are utilized as fillers for high-filled 
foundations or roadbeds to lower the possibility 
of settlement and improve the grain size of fillers 
(Yang Youhai, 2011; Gao Zhengguo, 2013; Yang 
Youhai, 2012; Huang Dawei, 2012;).Improved fill-
ers with relatively large grain size are considered 
coarse particles. The shear strength and compres-
sion modulus of fillers are usually tested indoor to 
calculate the stability and high-filled foundation or 
roadbed as well as the possible settlement after con-
struction (Zhu Jungao, 2011; Chen Xiaobin, 2007; 
Ding Zhouxiang, 2007; Huang Dawei, 2012).
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are referred to as coarse particles represented by 
P5 (proportion of slags with d larger than 5 mm) 
(Huang Dawei, 2012), it can be seen from Table 1 
that P5 is 98.99. Based on the calculation, the non-
homogeneous coefficient and curvature coefficient 
of blast furnace slag are CU = 2.38 and CC = 0.95, 
respectively. According to the Rules of Geotechni-
cal Testing (SL237-1999), some blast furnace slags 
are defined with bad gradation and filler category 
falls into the group of mixture fillers with giant 
particles.

Having doped with fly ashes, ground layer-by-
layer and conducted using dynamic consolidation 
with heavy hammers, we again layer the blast fur-
nace slag and get samples. Results show that the 
particle composition of each layer resembles a 
lot. The Curve 2 in Figure 1 is the gradation curve 
when all fillers are equally mixed. Also see parti-
cle composition in Table 1 where P5 is 87.56, non-
homogeneous coefficient Cu = 6.58, and curvature 
coefficient CC = 1.29. Mixture fillers feature great 
gradation and filler category falls into gravel soil. 
From this, we can know that the mixture, compac-
tion, and dynamic consolidation clearly increase 
the number of fine particles and gradation of 

blast furnace slag as fillers are greatly improved. 
Through the back calculation of fine particle con-
tent, we get to know that the proportion of actual 
fly ashes mixed in total fillers on-site is 2%.

According to the Rules, the largest particle 
diameter of sample fillers for large-scale direct 
shear and compression testing should not be larger 
than 60 mm. In order to achieve this, we run mix-
ture fillers through a soil analysis sieve of 60 mm 
pore diameter and obtain filler samples for com-
pression testing, its gradation curve being Curve 3 
in Figure  1 and particle composition being seen 
in Table 1. It can be read from the parameters of 
Figure 1 and Table 1 that the composition of fillers 
for compression test is similar to that of the mixture 
filler. The test results can be considered as compres-
sion performance parameters for on-site filling.

3 TESTING APPARATUS AND TESTING 
PROGRAM

3.1 Introduction to the apparatus and ways to 
prepare filler samples

The direct shear test that is to say large-scale shear 
test using large structural surface shear apparatus 
(shear apparatus for short) is suitable to be applied 
to the shear test when coarse fillers are involved. 
The large-scale shear apparatus involved here 
is a stress and strain double-controlled one, as 
shown in Figure 2. In this test, we adopt a strain-
controlled apparatus whose direct shear rate is 
2 mm/min. The direct shear box is in a rectangle 
shape, size being height*width*length = 200*400*
600 (the bottom shear box height is 100 mm, the 
upper shear box height 110 mm and 10 mm is left 
for the normal loading plate when packing). This 
kind of direct shear apparatus is only applicable 
when the largest diameter is no larger than 60 mm. 
There is a vertical displacement sensor on the 

Figure 1. Grading curves of the blast furnace slag and 
the filler sample.

Table 1. Index of particle composition for the blast furnace slag and filler sample.

Sample
Fine granule 
content (%)

Coarse granule 
content (%)

Coefficient of 
uniformity Cu

Coefficient of 
curvature Cc Grading

Soil 
classification

Blast furnace 
slag

0.15 98.99 2.38 0.95 Poor Soil mixtures 
with giant 
grains

Mixed soil 
sample

1.27 87.56 6.58 1.29 Well Gravelly soil

Tested soil 
sample

2.48 85.34 9.66 1.86 Well Gravelly soil

Note: There is good particle gradation (Cu ≥ 5, and Cc = 1∼3) and bad gradation (Cu< 5, and Cc ≠ 1∼3), among which 
non-homogeneous coefficient Cu = d60/d10, and curvature coefficient Cc = d302/(d10 × d60), d10, d30, and d60 are in 
accordance with 10%, 30%, and 60% particle diameter in the particle gradation curve. Coarse granule means the soil 
of which particle size is more than 5 mm and fine granule less than 0.075 mm.
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large direct shear apparatus, which imposes con-
stant normal loading by means of liquid pressure. 
Also by collecting vertical displacement data from 
the vertical loading plate, we have obtained shear 
shrinkage and shear dilation property exposed in 
the direct shear test.

The large compression apparatus should be 
adopted in the case of coarse fillers for they are 
mostly composed of large-size particles. Accord-
ing to Rules of Geotechnical Testing (SL237-1999) 
(Chen Zhongyi, 1992), the ratio between the solidi-
fication container diameter (D) and its height (H) 
is 2∼2.5 and generally, people use large gathering 
ring type compression apparatus. However, being 
different from large direct shear apparatuses, the 
large compression apparatuses are not widely uti-
lized by science and research institutions. Consid-
ering this, the large shear apparatus is innovatively 
adopted in this test.

When a large direct shear apparatus is adopted 
in the direct shear test and compression test, there 
is difficulty in obtaining originally-shaped fillers 
and samples are normally obtained through dis-
turbance. We learn from Figure 1 and Table 1 that 
in this test fillers majorly comprise of large size 
particles, which will probably lead to segregation 
between coarse and fine particles when preparing 
samples and the segregation is more serious than 
an on-site one. To avoid such things from happen-
ing, actions should be taken to separate coarse fill-
ers and fine fillers before making samples (setting 
10 mm as a benchmark). While preparing samples, 
dump one-third of the coarse filler into the direct 
shear box, smoothen it and then pour one-third of 
the fine filler. Again smoothen the surface and uti-
lize an iron shovel and an iron bar to harden it until 
the coarse and fine fillers are evenly spread. Repeat 
the same procedure three times and make sure the 
thickness of each layer resembles one another. By 
doing all this, we make sure that the shear plane is 
even and the mechanical index obtained indoor is 
close to that of an on-site test.

3.2 Test programs

The main purpose of this test is to find out the impact 
of shear strength and filler water content on basic 
mechanical parameters after the mixture, compac-
tion, and dynamic consolidation of the blast furnace 
slag is completed. During the test, we have separately 
conducted a direct shear test on dry fillers (air drying) 
and wet fillers adopting the same filling method and 
compacting method. As for the dry filler, conduct the 
test while it remains dry; as for the wet filler, the water 
content is 8%. The dry density for both the dry filler 
and the wet filler is 1.78 g/cm3 during the test.

The main purpose of this large compression test 
is to find out the impact of compression parameters 
as well as filler water content on compression para-
meters after the mixture, compaction, and dynamic 
consolidation of the improved blast furnace slag is 
completed. We adopt the same filling and compact-
ing procedure during the test. Table  2  reveals the 
filler parameters in three compression tests, in which 
dry fillers are air-dried indoor and water content of 
the wet filler is 8% in terms of fillers with a diameter 
less than 5  mm. Graded loading, graded unload-
ing, and graded reloading are adopted in the com-
pression test. The stability time for every loading 
(unloading) is determined by the vertical displace-
ment of the normal loading plate. Usually, if no ver-
tical displacement occurs in 2 min, another graded 
loading (unloading) will be triggered. Figure 3 is the 
relationship curve of “vertical compressive stress–
time” in one compression test.

Figure 2. Large direct shear apparatus.

Table 2. Experimental scheme.

Test 
number

Moisture 
content 
(%)

Weight of the 
dry sample 
(kg)

Dry density 
(g/cm3)

Initial 
void 
ratio

1 0 75 1.56 0.4602
2 0 79.4 1.65 0.3801
3 8 86.3 1.80 0.2687

Figure 3. The curve of vertical compressive stress and 
time.
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4 TEST RESULT ANALYSIS

4.1 Shear strength parameter property analysis

The direct shear test results of dry filler and wet 
filler under different vertical pressures are shown in 
Table 3 and Figure 4 and Figure 5. While analyz-
ing, draw all dots on the coordinates together with 
a smooth curve and try to fit it into the linear ten-
dency line. We have obtained shear strength param-
eters of the two fillers from the fitted linear tendency 
line and rendered them in Table 4. It can be learned 
from shear strength parameters of dry fillers and 
wet fillers that water content produces little impact 
on the fillers’ shear strength parameters and fill-
ers have great water stability. It can also be learned 
from particle analysis that fillers comprise majorly 
of large-sized particles (P5 is about 85.34); water 
mainly influences fine fillers’ strength and since 
blast furnace slag boasts of great water stability, 
water exerts little influence on large-size particles. 
That is because when fine particles are not enough 
to fill up pores between coarse particles, fine parti-
cles will be free between pores while coarse particles 
make up as filler skeleton. Therefore, water content 
has limited influence on shear strength parameters. 

It can be seen from shear strength parameters that 
despite the lack of cohesion between filler particles, 
filler cohesion can be seen from a direct shear test 
that is occlusion cohesion.

It can be seen from Figure 4 and Figure 5 that a 
smoothed curve is in good accordance with the lin-
ear tendency line, that is to say both corresponding 
dots of 150 kPa and 275 kPa normal stress are over 
the tendency line; the slope of circular curve tends 
to reduce; all coordinates with normal stress larger 
than 150 kPa are seen to lie in one line.

The destructive plane (shear plane) in the direct 
shear test is decided by workers. During the test, 
both strain and stress are non-homogeneous and 
quite complicated. Different coordinates have dif-
ferent stress and stress paths. The main stress varies 
surrounding the shear plane in a spiral direction. 
Here is the Coulomb equation:

τ σ ϕfτ + tan  (1)

where
τf is the fillers’ shear strength (kPa);
c is the fillers’ occlusion cohesion (kPa);
σ is the normal stress imposed on the shear 

plane (kPa);
ϕ is the fillers’ internal friction angle (°);
For non-cohesive fillers, the occlusion cohesion 

is c  =  0 when shear strength is in direct propor-
tion to the normal stress imposed on the shear 
plane, which indicates that the τf of  non-cohesive 
fillers is determined by the frictional resistance 
between particles. However, the frictional resist-
ance between particles is made up by sliding fric-
tion and additional resistance provided by mutual 
occlusion, and the value of frictional resistance 
is determined by the size, gradation, density, and 
coarseness of the particles. Hence, it can be under-
stood that conditional on small vertical stress, blast 
furnace slag shows no occlusion cohesion and when 
vertical stress is relatively large (150 kPa for exam-
ple), shear strength shows occlusion cohesion.

Table 3. Direct shear scheme and results.

Moisture content: 0 Moisture content: 8%

Vertical 
pressure 
(kPa)

Maximum 
shearing 
force (kN)

Vertical 
pressure 
(kPa)

Maximum 
shearing 
force (kN)

 50 103.33  50 101.67
100 236.25  75 184.58
150 343.33 150 345.00
275 501.25 275 502.92
400 647.92 500 764.17
500 769.17

Figure  4. The relationship between shearing strength 
and vertical pressure of a dry sample.

Figure  5. The relationship between shearing strength 
and vertical pressure of a wet sample.
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4.2 Shear dilation analysis

During the direct shear test, as soon as shear 
displacement reaches 20 mm, both upper and bot-
tom shear boxes begin to gradually open up as 
shown in Figure 6. The analysis shows that shear 
dilation is responsible for the opening up of  shear 
boxes and upper box fillers’ side friction leads 
the upper box to translate. We have measured the 
vertical displacement of  the vertical stress load-
ing plate as a way to analyze the shear dilation 
in a large direct shear test, as shown in Figure 7. 
It can be seen from Figure 7 that downward dis-
placement of  the vertical stress loading plate can 
be observed at an early stage of  the shear test 
and the largest downward displacement is about 
1 mm. The larger the vertical stress is, the larger 
the vertical displacement will be at an early stage. 
That is to say, as the shear compression contin-
ues to increase with continuing increase of  shear 
displacement, and the vertical stress loading 
plate starts to move upward. It can be seen from 
Figure  7 that larger the vertical stress is, larger 
is the shear compression at an early stage and 
smaller the shear dilation at a later stage.

Shear compression occurs when fillers’ vol-
ume reduces because of  mutual embedding and 

breaking off  of  long and flat particles during the 
shear deformation process. Hence, conditional 
on the same consolidation, the larger the normal 
stress is, the larger the shear compression will 
be. Shear dilation occurs when fillers’ volume 
increases owing to particle re-arraying because 
of  the shear moving and tumbling. However, con-
ditional on larger normal stress, when the force 
that breaks a particle is smaller than the force that 
causes shear moving and tumbling, particles will 
break off. Conditional on the same consolidation, 
the smaller the normal stress is, the larger the 
shear dilation will be.

The destructive plane (shear plane) in the shear 
test is not a whole plane but a complex zone where 
coarse fillers impose force on each other. Under 
these complex mutual interactions, embedding, 
crushing, shear moving, tumbling, and breaking 
off  are supposed to take place at the same time; 
where embedding and crushing can be regarded 
as a decrease of the volume; particle shear mov-
ing and tumbling are regarded as an increase in the 
volume; and particles breaking off  are regarded 
as remaining same of the volume. During the 
direct shear test, particles work differently when 
under different normal stress or at different stages 
of shear displacement and particles breaking off  
mostly take place conditional on large vertical 
stress and large shear displacement. It can be seen 
from Figure  10 that when normal stress is larger 
than 150  kPa, the vertical displacement of the 
vertical loading plate is much smaller than the dis-
placement when normal stress is 150 kPa and it is 
close to the normal stress at 50 kPa. Therefore, it 
can be deducted that when the fillers’ normal stress 
is larger than 150 kPa, the breaking off  of particles 
is mainly responsible for the shear plane. This is 
the reason for the obvious decrease in shear dila-
tion. The fillers also show large occlusion cohesion 
at the same time. We learn from these test results 
that there are more breaking off  particles when 
normal stress is over 150 kPa. See Figure 8.

Figure 6. Opened shear box.

Figure  7. The relationship between the vertical dis-
placement of the upload plate and shear displacement 
for a dry sample. Figure 8. Broken particles by shear.
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4.3 The compression property of improved blast 
furnace slag

Figure 9 shows the curve of settlement of the load-
ing plate and time, where it can be seen that the 
longest time is needed for a stable vertical displace-
ment of the uploading plate at each level stage, 
longer time for the reloading stage, and least time 
for the downloading stage.

Figure 10 shows the curve of “settlement-vertical 
stress” when the loading plate displacement is sta-
ble at different loading/downloading levels during 
the three compression tests. It can be seen that 
among the three compression tests, there is a slight 
difference in loading plate settlement between the 
prior three levels of the first loading and for other 
loading/downloading at different levels the settle-
ment is pretty close. According to the definition of 
fillers’ confining deformation modulus Es from Soil 
Mechanics, if  we randomly choose the slope of a 
small secant line as the confining deformation mod-
ulus in relevant range, then the equation will be:

EsE = Δ
Δ
σ
ε

′
 (2)

where
Δσ ′ is effective stress increase
Δε is compression strain increase
Confining deformation modulus Es obtained 

from different stages of uploading/download-
ing stages according to Equation (2) are listed in 
Table 4, where it can be seen that the compression 
parameters of dry and wet improved blast furnace 
slag are pretty close indicating blast furnace slag 
particles have good water stability. Few fine par-
ticles are seen and they are barely involved in the 
formation of filler skeleton and that is why water 
content exerts little influence on the fillers’ com-
pression property.

It can be seen from Table 3 that when stress is 
growing from 100 kPa to 200 kPa, the Es remains 
to be 15  MPa, and according to the reference 
value of filler compression from Soil Mechanics 
(when stress is growing from 100 kPa to 200 kPa, 
the confining compression modulus lower than 
4 MPa will be regarded as high compression fillers, 
4∼20 MPa medium compression fillers, and larger 
than 20  MPa low compression fillers), the blast 
furnace slag adopted in this test falls in the group 
of medium compression fillers.

Draw curves of Es from different uploading/
downloading stages in Figure  11 (the abscissa 
of coordinates come from the average of verti-
cal stress of both starts and ends of all levels of 
uploading and downloading). It can be seen from 
Figure 11 that Es are small the first time when load-
ing and the values are all smaller than 25 MPa; Es 
(supposed to rebound modulus) will be generally 
larger when downloading, and with the increase of 
downloading it gradually decreases; when reload-
ing, it will first increase and then decrease; it will 
be larger when reloading than the Es at the first 

Figure 9. The curve of settlement of the loading plate 
and time.

Figure  10. Curves of settlement of the loading plate 
and vertical compressive stress.

Table 4. Confining deformation modulus Es for different 
stages of loading and unloading (MPa).

Stages (kPa) No. 1 No. 2 No. 3

Loading   0→50 2.59 4.22 2.47
 50→100 8.95 6.05 8.95
100→200 13.11 9.93 12.85
200→300 14.27 14.18 16.33
300→500 19.42 17.75 18.75
500→700 23.69 20.81 21.49

Unloading 700→500 81.50 85.40 85.11
500→300 70.18 75.24 72.94
300→100 55.94 62.02 57.28
100→50 33.33 38.21 37.27

Reloading  50→100 48.50 54.56 54.05
100→300 55.10 64.34 58.39
300→500 62.00 68.76 65.76
500→700 48.00 50.53 51.73
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loading mainly owing to great deformation that 
has taken place during the first loading.

Improved blast furnace slag fillers mainly com-
prise of broken slags whose edges and corners 
are quite obvious. Samples are obtained through 
indoor disturbance. During the compression test, 
all edges and corners are compressed and there-
fore the stress is highly focused on breaking off  
particles; besides, the lack of fine particle con-
tent makes it impossible for fine particles to fill 
up space between coarse particles, which leads to 
the occurrence of tensile stress between large-size 
and flat particles as shown in Figure  12. Hence, 
the improved blast furnace slag adopted in indoor 
compression test belongs to the medium compres-
sive filler. In order to make sure that fine particles 
will fill up the space between coarse fillers, a num-
ber of particles with a diameter smaller than 5 mm 
should not be less than 30% of total fillers.

Dynamic consolidation with heavy hammers 
is adopted while alternating foundation with 
improved blast furnace slag high fillers. During 

dynamic consolidation, a majority part of edges 
and corners of particles under concentrated stress 
will be broken off  and large tensile stress takes 
place. Large size particles and flat particles are 
also broken off. When the heavy hammer falls 
on the ground, it produces stress much larger than 
the one that is produced by the later upper filler. 
The dynamic consolidation foundation is similar 
to preloading, however, filler samples prepared by 
indoor filler disturbance is difficult to match the 
actual contact between fillers and particles after 
dynamic consolidation. Hence, the compression 
modulus of reloading is highly recommended in 
light of the analysis of high fill foundation com-
pression property of blast furnace slag after an on-
site dynamic consolidation with a heavy hammer.

5 CONCLUSIONS

1. The results of the large direct shear test and 
compression test of the improved filler from 
blast furnace slag indicate that owing to the 
lack of fine particles (P5 is about 85.34), they 
hardly involve in the formation of the fillers’ 
skeleton and also blast furnace slag particles 
feature great water stability. Water content has 
little influence on the fillers’ mechanical proper-
ties. Fillers adopted in this test have good water 
stability.

2. The direct shear test of improved blast furnace 
slag fillers also shows that conditional on the 
same compaction, lower normal stress leads to 
small shear compression at an early stage but a 
large shear dilation at a later stage and larger 
normal stress leads to a large shear compression 
at an early stage, but a small shear dilation at a 
later stage.

3. Conditional on normal stress less than 150 kPa, 
the shear plane formation of blast furnace slag 
mainly results from the particle shear moving 
and tumbling in the shear zone; conditional 
on normal stress larger than 150 kPa, the shear 
plane formation mainly results from the shear 
cutting and breaking off  of particles in the 
shear zone.

4. The improved blast furnace slag mainly comes 
from the breaking of large size slag through 
compaction and dynamic consolidation with a 
heavy hammer. Sample fillers are mainly com-
prised of the skeleton formed by particles with 
obvious edges and corners in this compression 
test. The compression of the first loading in the 
indoor compression test is caused by the crush-
ing of edges and corners of particles as well as 
the breaking off  of long and flat large size par-
ticles. Hence, despite the fact that blast furnace 
slag improved fillers are coarse particles, they 

Figure  11. Curves of confining deformation modulus 
and vertical compressive stress.

Figure  12. Edges and corners smashed and long flat 
shape particles breaking off.
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still are medium compressive fillers at the first 
loading in the indoor large compression test.

5. Disturbed soil is adopted as filler samples in the 
improved blast furnace slag indoor compression 
test, which is difficult to match the practical 
contact between filler compaction and particles 
after dynamic consolidation. Considering the 
characteristics of dynamic consolidation, the 
compression modulus of reloading is recom-
mended in light of the compressive analysis of 
improved blast furnace slag high fill foundation 
with dynamic consolidation.
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Environmental impact assessment of shipping construction based on 
the FCE method
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ABSTRACT: In comparison with highway and railway construction, shipping construction’s concepts 
such as ecological and green construction and environmental protection are still in their infancy. In this 
paper, shipping construction’ environmental impact assessment index system is presented. By introducing 
the Analytic Hierarchy Process (AHP) to determine the weight, this paper utilizes the Fuzzy Comprehen-
sive Evaluation (FCE) method to conduct the comprehensive evaluation, with the 1st-phase of Xiangxi 
Autonomous prefecture shipping construction project in Hunan Province as the case study. The case 
results demonstrate that the impact of shipping construction is slightly negative on the overall environ-
ment. The research results can support theoretical guidance for the reasonable design, green construction, 
and environmental protection of shipping construction. In addition, they can provide auxiliary informa-
tion and scientific basis for the development of the project of environmental management and economic 
development planning along the route.

by construction processes are reflected in three 
aspects: the impact on public, the impact on natu-
ral resources, and the impact on the ecological sys-
tem (Zolfagharian, S. et  al. 2012). The ecological 
environmental impact phase of highway construc-
tion project is divided into two periods: construc-
tion and operation period (Long, X. 2010). Desert 
railways, a kind of railways in special regions, have 
many particularities with respect to the climate, 
geography, and ecological environment. Due to 
these particularities, seven factors are taken into 
consideration to set up a factor set, which includes 
the water environment, soil environment, sand dis-
aster, vegetation cover, wild flora and fauna, climate 
environment, and noise environment (Shao, L. et al. 
2009). The environmental impact of inland water-
way engineering is manifested in mainly six aspects: 
ecological environment, air environment, surface 
water environment, sound environment, solid waste, 
water loss, and soil erosion (Chen, G. J. 2011) From 
the perspective of “people-oriented”, the discussion 
about human health cannot be ignored in terms of 
EIA (Bhatia, R. & Wernham, A. 2008, Harpet, C. & 
Le Gall, A.R. 2013). However, studies such as the 
current domestic one, aiming at assessing the degree 
of effect of shipping construction on the overall 
regional environment are few.

There are various kinds of evaluation methods, 
which include a complex method system. Foreign 
researchers use the Fuzzy Analytical Hierarchy 
Process (FAHP) to assess the impact of a mineral 
project on groundwater environment (Aryafar, A. 
et al. 2013) and evaluate the teaching performance 

1 INTRODUCTION

The purpose of shipping construction is to eliminate 
shoal, jet flow, rapids and other shipping obstruc-
tion phenomena, which are created by the rivers 
under natural conditions, and then to improve the 
channel dimension, the shipping conditions, and to 
expand the passing capacity. The measures taken 
for shipping engineering mainly include damming, 
dredge, bank revetment, reef explosion, and chan-
nelization. Shipping construction is a developmen-
tal activity that has a far-reaching impact on the 
society and the economy, and this construction and 
operations have an impact on the natural and social 
environment. Therefore, we need to efficiently han-
dle the relationship between the project implemen-
tation and the environmental protection.

Vast research has been conducted on the environ-
mental impact of shipping construction in China 
and foreign countries. Technological and industrial 
developmental project activities disturb the natu-
ral ecosystem and have multiple direct and indirect 
environmental consequences (Gupta, R. et al. 2003). 
Environmental Impact Assessment (EIA) is an antic-
ipatory environmental management tool, which is 
of great significance to the sustainable development 
of the society (Jay, S. et al. 2007, Liu, K. F. R. et al. 
2013). Information related to different environmen-
tal impacts produced by the execution of shipping 
construction activities and projects has been limited, 
described by semantic variables, and is affected by a 
high degree of inaccuracy and uncertainty (Peche, R. & 
Rodriguez, E. 2009). Environmental impact caused 
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(Chen, J.F. et  al. 2015). Online static security 
assessment and hazard assessment of organic 
chemicals are based on artificial neural networks 
(Sunitha, R. et al. 2013, Germashev, I. V. et al. 2009). 
A fuzzy multi-criteria approach is used to assess the 
ex-ante impact of food safety policies (Mario, M. 
et al. 2013). Chinese researchers use Fuzzy Compre-
hensive Evaluation (FCE) method to evaluate the 
landscape ecology system in highway and ground-
water quality (Zhang, X. B. et al. 2012, Kou, W. J. 
2013). Zhou Hong (2016) introduced the ecological 
footprint method and the energy analysis method 
of ecological economics, which can be applied to 
large engineering construction projects and trans-
form comprehensive evaluation into ecological 
evaluation. Based on the principle of the Analytic 
Hierarchy Process (AHP) and the characteristics of 
evaluation index system about tourism, an improved 
AHP-TOPSIS model has been established. It aims 
at solving the problem of quantitative assessment 
of World Expo influencing the Shanghai tourism 
industry (Yang, J. K. et al. 2012). Through the com-
parative analysis of various methods and combin-
ing the characteristics of shipping construction, this 
paper uses the FCE method to conduct the assess-
ment of shipping construction’s EIA.

2 EVALUTION INDEX SYSTEM

Choosing evaluation index should follow cer-
tain principles, which mainly include hierarchi-
cal principle, system integrity principle, relative 
independence principle, intuition principle, and 
feasibility principle. To make the index system 
operational and comprehensive, after referring to 
the “Environmental impact assessment specifica-
tion for inland waterway project” (JTJ 227-2001) 
and “Technical guidelines for environmental 
impact assessment” (HJ/T 2.1∼2.3-93), literature 
searching, experts consulting, engineering ana-
lyzing, and other means, the evaluation index set 
is divided into three layers through analysis and 
selection. The first, target layer u; the second, cri-
teria layer {u1,u2,u3} the third, index layer

{u11,u12,u13,u14,u15},{u21,u22,u23,u24}, and
{u31,u32,u33,u34} In this paper, the structure and 

the specific meaning of each index are shown in 
Table 1.

3 ENVIRONMENTAL IMPACT 
COMPREHENSIVE EVALUATION 
MODEL OF SHIPPING CONSTRUCTION

3.1 Evaluation set

An evaluation index set is a kind of language 
description of every evaluation index level, which 

is a collection of comments given by an evaluator 
on evaluation indicators. The impacts of shipping 
construction on EIA are not the same; they can be 
either positive or negative and have different degrees. 
Degree set v = {v1,v2,v3,v4,v5} where v1∼v5 respectively 
denotes that shipping construction has a negative 
and serious impact; a negative and slight impact; a 
negligible impact; a positive and slight impact; and 
a positive and major impact on the environment. In 
order to facilitate the evaluation, this paper uses the 
score to show the evaluation criteria for each level. 
Scores of 50, 40, 30, 20, 10 denote the level of evalu-
ation criteria v1,v2,v3,v4,v5 respectively.

3.2 The determination of the weight

When conducting the FCE, the weight has an 
effect on the final evaluation results. Different 
weights can sometimes derive a completely differ-
ent conclusion.

Therefore, the choice of weight being appropri-
ate or inappropriate is directly related to the suc-
cess or failure of the model (Du, D. & Pang, Q. H. 
2006.). A number of different kinds of meth-
ods can be used to determine the weight, such as 
the expert estimation method, the AHP (Li, Z.Y. 
2004), etc. The complexity of the system and the 

Table  1. The index system of environmental impact 
assessment of shipping construction.

Target layer Criteria layer Index layer

Environmental
impact
assessment
of shipping
construction u

Natural
environment u1

Sound 
environment u11

Water 
environment u12

Atmospheric
environment u13

Soil u14

Natural 
landscape u15

Ecological
environment u2

Terrestrial 
animal u21

Land 
resources u22

Land 
vegetation u23

Aquatic 
ecosystem u24

Social
environment u3

Land requisition 
and
demolishing u31

Immigrant 
resettlement u32

Cultural 
facilities u33

Human 
health u34
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practical need are the basis of making choices. This 
paper uses the AHP to determine the weight.

1. Construct the judgment matrices
First, the experts construct the judgment matrix 
S n n= ×( )uij  using Saaty scale (Saaty, T. L. 
2008), and calculate the largest eigenvalue λmax 
and its eigenvector A of  judgment matrix using 
MATLAB. This feature vector is the importance 
ranking of each evaluation factor.
2. Check consistency
Certain errors arise between the judgment matrix 
constructed by the expert’s scoring method and the 
theoretical judgment matrix. In order to minimize 
the error, we need to do a consistency check (Zhu, Y. 
et al. 2015). The standard for inspection is CI, and 
the calculation method is shown below:

CI
n

n
=

−
−

λ max

1
 (1)

where λmax is the largest eigenvalue of the judg-
ment matrix, and n is dimension of the judgment 
matrix.

When CI = 0, judgment matrix has complete 
consistency. The greater the value of CI, the poorer 
the consistency of the judgment matrix.
3. Find the corresponding mean random consist-

ency index RI
Table 2 shows the mean random consistency index 
of n × n positive reciprocal matrix (n = 1, 2,... 8). 
The results of the mean random consistency 
indexes are calculated after 1000 times.
4. Calculation of the consistency ratio

Using the random consistency ratio to judge the 
result of AHP ranking, the formula is as follows:

CR
CI
RI

=  (2)

When CR < 0.10, the AHP has a satisfactory 
consistency. If  the AHP does not have a satisfac-
tory consistency, we would need to adjust the judg-
ment matrix element value and re-assign the value 
of the weights.

3.3 Single factor fuzzy judgment

Single factor fuzzy judgment matrix, which makes 
assessments based on a single factor, determines 
the degree of membership that evaluation object 
has on evaluation set V. Suppose the degree 

of membership that ui (i  =  1,2,…,m) has on 
vj (j = 1,2,…,n) is rij, where vj (j = 1,2,…,n) is the jth 
element of the evaluation set V. So we get the sin-
gle factor fuzzy judgment matrix as follows:

R

R
R

R

r r r
r r r

r r rm

n

n

m m mn

=
⎡

⎣

⎢
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⎢
⎢⎢

⎢
⎣⎣

⎢⎢
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⎦

⎥
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⎥
⎥⎥

⎥
⎦⎦

⎥⎥ =
⎡

⎣

⎢
⎡⎡

⎢
⎢⎢

⎢
⎣⎣

⎢⎢

1RR
2RR

11rr 12rr 1rr
21rr 22rr 2rr

1 2rm

�

�
�

� � �
�

⎤⎤

⎦

⎥
⎤⎤⎤⎤

⎥
⎥⎥

⎥
⎦⎦

⎥⎥  (3)

Drop half  trapezoid model (Song, H. J. 2014.) 
is used to determine the membership function. 
Suppose Vj and Vj+1 are adjacent of  two grad-
ing standards. Clearly, V Vj jV VV V + 1;  thus, the fac-
tors for membership function on Vj are defined 
as follows:

 (4)

The membership function of vj+1 is defined as 
follows:

 (5)

3.4 Fuzzy comprehensive evaluation

Using the appropriate mathematical operations 
to combine weight vector A with fuzzy judgment 
matrix R of  evaluated objects, we get the result 
vector B of  FCE of evaluated objects; bj is the 
degree of membership that evaluation object has 
on evaluation set from an overall perspective. Thus, 
the equation is

B A R
r r r
r r r

r r r

n

n

m m mn

⋅A ( )a a am ⋅
⎡

⎣

⎢
⎡⎡

⎢
⎢⎢

⎢
⎣⎣

⎢⎢

⎤

⎦

⎥
⎤⎤

a
11rr 12rr 1rr
21rr 22rr 2rr

1 2rm

�
�

� � � �
�

⎥⎥
⎥⎥⎥⎥

⎥
⎦⎦

⎥⎥⎥⎥ = ( )  (6)

4 CASE ANALYSIS

4.1 Use of the AHP to determine the index 
weight

Through the project team interview experts and 
analysis of similar engineering, the environment 
impact report of the 1st-phase of XAP shipping 
construction project in Hunan Province (2009) 
is combined, which is compiled by the Hunan 
Province Research Institute of Environmental 
Protection. Those questionnaires are combined 
behind the report, after which, according to the 

Table 2. Mean random consistency index.

n 1 2 3 4 5 6 7 8

RI 0 0 0.52 0.89 1.12 1.26 1.36 1.41
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AHP, the judgment matrix of the second layer is 
established as follows:

S
CR

CI
RI

CI
=

⎡

⎣
⎢
⎡⎡

⎢⎣⎣
⎢⎢

⎤

⎦
⎥
⎤⎤

⎥⎦⎦
⎥⎥

= = =

=

1 4 3
1 3
1 3 3 1

0 037
0 52

0 07 0< 10
/ /4 1 1
/

.
.

. .07 0<

maλ xx . .−
−

=
−

=
n

n 1
3 074 3

3 1−
0 037

Use MATLAB to calculate the judgment 
matrix’s largest eigenvalue λmax = 3.074. Then, 
check Table 2, when n is 3, RI = 0.52 and the ran-
dom consistency ratio:

Matrix S meets the consistency requirement, and 
the distribution of weights is reasonable. As a nor-
malized processing, the criteria layer’s weight vector 
is A = ( ).)  Similarly, judgment 
matrix of the third layer is established as follows:

S1SS

1 1 2 3 5
1 1 2 3 4

1 2 1 2 3
1 3 1 2 1 3
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Using MATLAB to calculate judgment matrix’s 
largest eigenvalue and checking the consistency, the 
weights of natural environment, ecological environ-
ment, and social environment are as shown below:

A

A

1

2

= ( )0 326 0 314 0 181 0 119 0 060

=

326 314 181 119

3

( )0 394 0 112 0 100 0. ,394 . ,112 . ,100 . 93 499

= ( )0 254 0 254 0 061 0 431A 254 254 061

4.2 Single factor fuzzy judgment

Based on the actual situation, the scores of sound 
environment, water environment, atmospheric 
environ ment, soil, and natural landscape are (38, 
42, 32, 34, 25); the scores of terrestrial animal, land 
resources, land vegetation, and aquatic ecosystem 
are (31, 17, 32, 36); the scores of land requisition 
and demolishing, immigrant resettlement, cul-
tural facilities, and human health are (35, 36, 17, 
31). According to the formulae (4) and (5), the 

corresponding single factor evaluation matrix is 
thus the following:
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4.3 Fuzzy comprehensive evaluation

Putting weight vector and single factor evaluation 
matrix into formula (6), the first level results of 
FCE are shown below:

B

B

1BB

2BB

= ( )0 063 0 614 0 293 0 030 0

=

063 614 293 030

( )0 0 296 0 592 0 078 0 034, .0 , .0 , .0 , .0((

= ( )B3BB

The second level results of FCE are shown 
below:

B A R⋅A = ( ) ⋅
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To sum up, based on the principle of maximum 
degree of membership, the impact degree of the 
1st-phase of XAP shipping construction project in 
Hunan Province is negative and slight in the aspect 
of natural environment. The impact is negligible 
on ecological environment and social environment. 
The impact is negative and slight on the overall 
environment.

5 CONCLUSIONS

1. Compared with highway construction and 
railway construction’s EIA, the contents 
of  shipping construction’s EIA have not 
formed a complete index system yet. Shipping 
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construction’s environmental impact index 
system established in this paper can better 
reflect the impact of  shipping construction on 
the environment.

2. Currently, the preparation of  environmental 
assessment report is based on the technical 
guidance and evaluation specification, includ-
ing the evaluation of  the scope, contents, key 
points, and so on; however, it does not propose 
a specific comprehensive evaluation method. 
The model established in this paper combines 
the quantitative analysis with the qualitative 
analysis, which is feasible, and provides a sci-
entific, reasonable, and simple method for the 
comprehensive evaluation of  impact of  ship-
ping construction on the environment.

3. Evaluation results obtained from the compre-
hensive evaluation can provide decision-making 
basis for scheme comparison and selection dur-
ing the shipping construction planning stage; 
provide auxiliary information and scientific 
basis for the development of the project of 
environmental management and economic 
development planning along the route; and pro-
mote the sustainable development of the econ-
omy and the environment in the areas along the 
route.
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ABSTRACT: Energy, which accounts for two-thirds of today’s greenhouse gas emissions, is the key 
toward reducing greenhouse gas emissions and decelerating global warming. In this paper, the IPCC-
recommended reference approach and scenario analysis are applied to evaluate the dynamic change in the 
energy supply and energy-related carbon dioxide emissions during the period of 1995–2010 in the Yangtze 
River Delta Region (YRDR). The results show that energy importing reliance reached 85% in 2010, and 
that the energy structure has become more diversified in the YRDR. In addition, the per capita CO2 
emission is significantly higher whereas the carbon intensity is lower than that of the national average. 
Under the Low Carbon (LC) scenario, CO2 emissions will begin to fall for the first time in 2017. Hence, 
if  energy-saving and emission-reduction strategy and regional planning for the YRDR are implemented 
thoroughly, the YRDR will achieve the national emission reduction targets by 2020 and will have a great 
CO2 mitigation potential in the future.

increasingly influencing other countries. However, 
the regional-scale studies of energy and CO2 emis-
sions are comparatively scarce (Moriarty 2009, 
WB 2014).

The Yangtze River Delta Region (YRDR), 
China’s most developed region (GDP was 22.1% 
of the nation’s total, NBSC 2015), is now in the 
middle and later periods of industrialization, pos-
sessing energy-intensive and capital-intensive fea-
tures. The rapid urbanization and industrialization 
are still escalating YRDR’s rigid demand of ener-
gies. At the moment, enhancing energy security, 
maintaining economic growth and reducing green-
house gas emission are becoming the major issues 
that challenge the future of the region. Therefore, 
we estimated the past and the present energy sup-
ply and CO2 emissions in the YRDR by applying 
the IEA and IPCC-recommended approaches and 
projected the future trends of energy demand and 
CO2 emissions based on China’s Medium and Long 
Term Energy Strategy and 2011–2020 regional 
planning for the YRDR. According to the results, 
we have put forward a sustainable development 

1 INTRODUCTION

For a century, both carbon intensity and global 
temperature have been on the rise. Furthermore, 
at the same time, human society has gradually 
become aware of the consequences of climate 
change due to the “greenhouse effect”, especially 
of carbon dioxide emissions, making it one of the 
crucial international political issues at present. 
Energy, which accounts for two-thirds of today’s 
greenhouse gas emissions, is at the heart of the 
problem and therefore must form the core of the 
solution (IEA 2015). In recent years, the famous 
international institutions such as Intergovernmen-
tal Panel on Climate Change (IPCC), International 
Energy Agency (IEA), World Bank (WB) and the 
Energy Department of Germany, England and 
America have issued energy reports periodically in 
order to mitigate greenhouse gas emissions and cli-
mate change. The detailed inventory of energy and 
future projections in light of the recent economic 
and policy developments come from these insti-
tutions, and other institutions and countries are 
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project for the YRDR’s future energy planning 
and policy making, which may provide some gen-
eral insights into the effectiveness of regional-level 
energy conservation and GHG reduction for other 
regions as well.

2 METHODOLOGY AND DATA

2.1 Estimation of energy supply

Total Primary Energy Supply (TPES) is made up of 
production, imports, exports, international marine 
bunkers, international aviation bunkers and stock 
changes. Beginning with the 2009 IEA edition, 
international aviation bunkers are subtracted from 
the supply in the same way as international marine 
bunkers (IEA 2010). According to energy balance 
table data of the YRDR, energy supply can be cal-
culated using the following expression:

E i i i i
i

∑( )P R l Si iRR i ill SS+PiPP ±lil  (1)

where E is the total primary energy supply (Mtce, 
million tons of coal equivalent); the subscript i rep-
resents various fuels; and Pi, Ri, Ii, Ei and Si denote 
primary production, recoveries, imports, exports 
and stock changes of fuel i, respectively.

For the analysis of the final energy consumption 
in the YRDR, the total and sectoral energy data for 
the period of 1995–2010 were obtained from the 
energy balance tables of the Shanghai Statistical 
Yearbook by Shanghai Statistical Bureau; Jiangsu 
Statistical Yearbook by Jiangsu Statistical Bureau; 
Zhejiang Statistical Yearbook by Zhejiang Statis-
tical Bureau; and Yearbook database. The with 
final energy consumption sector is divided into 
four parts: primary industry (such as agriculture, 
forestry, animal husbandry and fishery), second-
ary industry (such as industry and construction), 
tertiary industry (such as transport, storage, post 
and communications, wholesale, retail sales, cater-
ing trade and others) and household consumption. 
This study considers mainly three types of energy: 
primary energy (such as coal, oil, natural gas), sec-
ondary energy (washed coal, other coal washing, 
mold coal, coke, coke oven gas, other gases, gaso-
line, kerosene, diesel oil, fuel oil, liquefied petro-
leum gas, refinery gas, other petroleum products, 
other coking products, heat and electricity) and 
other energy in the energy balance tables of the 
YRDR.

2.2 Estimation of CO2 emissions

Based on the energy data, the following expres-
sion provides the detailed calculation to estimate 

carbon dioxide (CO2) emissions from fossil fuel 
combustion from the YRDR using the IPCC-
recommended reference approach (1996).

E o MCOE
i

i2O ( )A c Si iAe i iSS10 3×Ae ciAe i −∑  (2)

where Eco2 is the total carbon dioxide emitted from 
fossil fuel combustion in kilograms (kt CO2); Ai is 
the apparent consumption of fuel i (kt or 100 mil-
lion m3 for natural gas); ei is the net calorific value 
of fuel i (TJ/kt); ci is the carbon emission factor 
of fuel i (t C/TJ), S A e c si sS AS i ie i is ,  is the carbon in 
products from non-energy uses of fossil fuels (kt 
C), oi is the carbon oxidation rate of fuel i, and M 
is the molecular-to-atomic weight ratio of CO2 to 
carbon (44/12). Calorific values and emission fac-
tors of fuels were gathered from “the Revised 1996 
IPCC Guidelines for National Greenhouse Gas 
Inventories (The IEA is still using the 1996 IPCC 
Guidelines)”.

2.3 Scenario analysis

Scenarios are self-consistent storylines of how a 
future energy system might evolve over time under 
a particular set of conditions (Kadian 2007). In 
order to analyze possible effects of series policies 
for energy saving and emission mitigation, two sce-
narios were set up: the Business As Usual (BAU) 
scenario and the Low Carbon (LC) scenario. 
The BAU scenario assumes that the indicators of 
energy-saving and emission reduction will be the 
same as before. Considering the development of 
new and renewable energy, the rates of energy-
saving and emission reduction during 2011–2020 
under the LC scenario will be increased by 0.5–1% 
compared with BAU. The calculation of energy 
consumption per unit of output value (CSUS 
2009) and the major assumptions for the BAU and 
LC scenarios are as follows (Table 1):

Table 1. The basic assumptions for key variables in the 
YRDR.

Key variables 2010a 2015 2020

Populationb 
(millions)

149.91 157.71 165.92

Population growth 
ratec (%)

1.02 1.02 1.02

GDP per capitad 
(yuan)

53434 82000 110000

GDPe (billions of 
yuan)

8010 12932 18251

GDP growth rate 
(%)

14f 10 7

(Continued)
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3 RESULTS AND DISCUSSION

3.1 The energy status in the YRDR

3.1.1 Energy supply in the YRDR
Based on energy balance table, the YRDR’s 
energy demand rose rapidly with the continuing 
growth in population and economic. During 1995–
2010, the energy supply increased from 170.51 
to 436.55  Mtce, representing an annual rate of 
increase of 8.11%. However, primary energy pro-
duction was only 40.45 Mtce in 2010, an increase 
of 60.32% over 1995 levels; however, it was only 
9.26% of the YRDR’s total supply, compared 
to 14.79% in 1995. An average of nearly 85% of 
energy supply for the period of 1995–2010 must 
have been met by imports from overseas and other 
domestic regions. Oil imports were 79.73 Mtce in 

2010, which was 10 times as large as in 1995, as 
shown in Figure 1.

3.1.2 The final energy consumption in the YRDR
The analysis showed that the final energy con-
sumption in the YRDR rose from 169.32  Mtce 
in 1995 to 399.73  Mtce in 2010, accounting for 
16.7% of total final energy consumption of China 
(2538.61 Mtce in 2010). In recent years, the energy 
structure has become more diversified in the 
YRDR: the coal share has decreased from 74% in 
1995 to 63% in 2010, and the share of crude oil, 
natural gas and outdoor electricity has increased 
by 1%, 2% and 6% in 2010, respectively (Figure 2). 
From 1995 to 2010, the energy consumption from 
industry contributed the largest shares, followed 
by household consumption and transport, as 
shown in Figure 3. In 2010, the total final energy 
consumption of the industry sector in the YRDR 
reached 274.87  Mtce and accounted for 69% of 
the total. This was a substantial decline of 8 per-
centage points from 77% in 1995. Yet, construc-
tion sector was the smallest energy consumer in 
the energy consumption. The construction sector 
consumed 6.82 Mtce in 2010, accounting for just 
2% of total final energy consumption. In contrast 
to its small share, however, the construction sec-
tor’s energy consumption grew at a leading rate 
of  16% a year on an average during the period of 
1995–2010.

3.1.3 CO2 emissions in the YRDR
CO2 emissions from fuel combustion in the 
YRDR increased from 361.29 million tons in 
1995 to 901.86 million tons in 2010, with an aver-
age annual growth rate of 7.88%. The emission of 
CO2 per capita in the year 2010 was 6.3 tons (based 
on resident population), which is higher than the 
world average and the national average in China. 
In contrast to per capita emissions, carbon inten-
sity, measured as emissions per unit of GDP, was 
37% lower than that of China’s average and 25% 
higher than that of the world average level in the 

Figure 1. Energy supply by source in the YRDR.

Table 1. (Continued)

Key variables 2010a 2015 2020

Saving rate of 
energy intensityg 
(%)

BAU 4.0 4.0 4.0
LC 4.5 5.0 5.0

Reduction rate of 
carbon intensityh 
(%)

BAU 6.5 6.5 6.5
LC 7.0 7.5 7.5

*aThe key variables are from the YRDR Statistical Year-
book, 2011.
bThe population used in this paper is the resident popula-
tion in the YRDR.
c1.02% was the average annual population growth rate 
during 1995–2010.
dGDP per capita for different time periods are assigned 
based on the 2011–2020 regional planning for the YRDR.
eGDP = Population × GDP per capita.
f14% was the average annual GDP growth rate during 
1995–2010.
gSaving rates of energy consumption per unit of GDP 
for different time period are assigned based on the 11th 
Five-Year Plan for National Economic and Social Devel-
opment in Shanghai, Jiangsu, Zhejiang.
hReduction rates of CO2 emissions per unit of GDP for 
different time period are assigned based on the average 
annual reduction rates of energy consumption per unit of 
GDP during 1995–2010 in the YRDR and Medium and 
Long-Term Development Plan for Renewable Energy in 
China.
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same period (Table  2). On the other hand, due 
to the rapid urbanization and economic develop-
ment of urban areas in the YRDR, CO2 emissions 
from urban areas were 623.36 million tons in 2010, 
which was 69% of the total (Figure 4).

3.2 The energy future in the YRDR

3.2.1 Energy demand
Based on the assumptions of socio-economic 
development in the YRDR and the various 
parameters for scenarios in the calculation, the 
total energy demand under the BAU scenario will 
increase to 814.88 Mtce in 2020, which is twice as 
large as in 2010 (Figure 5). Under the LC scenario, 
it will reach to 722.46 Mtce in 2020, suppressing 
the growth of total energy demand by 0.98% annu-
ally compared to BAU. The energy intensity was 
0.76 tce/10,000 yuan in 2010, and it would be 0.44 
and 0.39 tce/10,000 yuan in 2020 for the BAU and 
LC scenarios, respectively. While the energy inten-
sity has improved in the YRDR, the improvements 
have only been able to decrease the demand growth 
to some extent, but have not halted it, owing to 
rapid economic and population growth.

3.2.2 CO2 emissions
Two important turning points occurred in 2017 
(Figure  6): under the BAU scenario, CO2 emis-
sions will maintain a 0.03% lower average annual 
growth rate during the period of 2017–2020 com-
pared to 3.54% during 2010–2017. Due to the 
series of energy-saving and emission-reduction 
policies and measures, for the first time in 2017, 
CO2 emissions under the LC scenario will begin to 
fall. CO2 emissions will reach 1055.70 million tons 
in 2020, suppressing the growth of total CO2 emis-
sions by 0.95% annually compared to BAU. In per 
capita terms, this means 7.20 and 6.36 tons in 2020 
under the BAU and LC scenarios, respectively, 
compared to 6.30 tons in 2010. The CO2 intensi-
ties of the economy for the BAU and LC scenarios 
will be reduced by 58% and 63% in 2020 compared 
with that in 2010, respectively. The results show 
that the YRDR will achieve the national emis-
sion reduction targets (a 40–45% reduction target, 
Uwasu 2010) only when it continues to implement 

Figure  2. Shares of various fuel types in final energy 
consumption.

Figure  3. Final energy consumption by sector in the 
YRDR.

Figure 4. Urban carbon dioxide emissions as percent-
age of the total.

Table  2. Comparisons of CO2 emission indicators, 
2010.

World China India USA YRDR

Population (million) 6614 1327 1123 306 144
Share of world 

population (%)
100 20 17 5 11

GDP ($2011 trillion,
 PPP)

67.2 7.6 3.1 14.1 1.8

Share of world GDP 
(%)

100 11 5 21 22

Share of world CO2 
emissions (%)

100 21 5 20 15

CO2 emissions per 
capita (t)

4.4 4.6 1.2 18.7 6.3

CO2 intensity 
(kg/$2011, ppp)

0.4 0.8 0.4 0.4 0.5

*a,b,c Share of population, GDP and CO2 emissions in 
China, respectively.
Sources: IEA analysis (2012).

ICCAE16_Vol 02.indb   1138ICCAE16_Vol 02.indb   1138 3/27/2017   10:54:40 AM3/27/2017   10:54:40 AM



1139

its past emission reduction targets and regional 
plans related to energy saving and environmental 
protection.

4 CONCLUSIONS

In this study, the IPCC-recommended reference 
approach and scenario analysis were applied to 
the YRDR to analyze the dynamic change in the 
energy supply and energy-related CO2 emissions 
for the period of 1995–2010 and project the energy 
demand and CO2 emissions up to 2020 under the 
BAU and BP scenarios. The main conclusions 
drawn from the present study may be summarized 
as follows: 1) The GDP and energy consumption 
of the YRDR occupied nearly 22.1% and 16.7% 
of our country in 2010, respectively. However, it 
was one of the serious short-energy regions, and 
energy importing reliance reached 85% during 
the period 1995–2010; this affected the develop-
ment of the local socio-economy and made the 
regional energy security situation grimed. 2) At 
present, despite the energy structure becoming 
more diversified in the YRDR, the energy system 
is heavily dominated by coal. In addition, industry 

has long been the largest final user of  energy, 
reaching 69% of total final consumption in 2010. 
The construction sector was the smallest, at 2%; 
however, its energy consumption grew at a leading 
rate of  16% a year on an average over the period 
1995–2010. 3) CO2 emissions from fuel combus-
tion in the YRDR reached 901.86 million tons in 
2010, and annual CO2 emission growth rate was 
1/2 of  that of  GDP. In the YRDR, the per capita 
emission was significantly higher, whereas carbon 
intensity was lower than that of  the national aver-
age in China. In addition, CO2 emissions from 
urban areas reached 69% of the total in 2010. 4) 
Combining low carbon development with the 
2011–2020 regional planning for the YRDR, 
scenario analysis results show that total energy 
demand will remain relatively high and continue to 
grow. However, under the LC scenario, CO2 emis-
sions will begin to fall for the first time in 2017, 
and the growth rates of  total energy demand and 
CO2 emissions will be smaller, 0.98% and 0.95% 
separately, than the BAU scenario in the YRDR 
from 2011 to 2020. Thus, if  these energy-saving 
and emission reduction plans are implemented 
thoroughly, the YRDR will achieve the national 
emission reduction targets in 2020.

Based on the above research results, the fol-
lowing strategies should be undertaken in order 
to increase geographic and fuel-supply diver-
sity, to curb the growth in energy demand and 
to mitigate greenhouse gas emissions: 1) In the 
YRDR, energy security has emerged as a central 
policy issue and is increasingly affecting regional 
economic and development policy. The govern-
ment should ensure regional supply by diversify-
ing the geographic sources of  oil and physical 
supply route, strengthening energy infrastructure 
construction and increasing domestic produc-
tion of conventional fuels. 2) We must continue 
implementing recent energy-saving and ejection-
decreasing policies to promote the adjustment and 
upgrading of industrial structure, as prescribed 
in China’s Medium and Long Term Energy Con-
servation Plan. Development and deployment of 
clean energies should be carried out in a more cost-
effective manner to phase in the fuel switch from 
coal dominance to more shares of  clean energy 
types such as natural gas and electricity (Hannah 
2016). 3) Despite a rapid decline in carbon inten-
sity in the YRDR, there is still much potential 
for carbon intensity to decline further, especially 
in some urban areas. Therefore, pursuing closer 
cooperation between cities and building integrated 
regional management platform are becoming 
the major tasks, which will further accelerate the 
spread of the information technique and ensure 
that energy policy challenges facing the region are 
addressed in a consistent manner.

Figure 5. Trends of energy demand for two scenarios.

Figure 6. Trends of CO2 emissions for two scenarios.
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vertical flow constructed wetlands treating septage
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ABSTRACT: This study investigated the influence of outflow dynamics on the treatment efficiency 
of NH4

+-N in a pilot-scale Vertical Flow Constructed Wetland (VFCW) designed for septage treatment. 
Continuous samplings had been carried out to measure the temporal effluent flux and the associated con-
centration of nitrogen compounds. The effluent shows a dependency on the sludge thickness at the wet-
land surface. The proposed system demonstrated a promising treatment for Total Nitrogen (TN), where 
the average removal reaches 69.21 ± 16.75%. Nevertheless, it was observed that the overall removal of 
NH4

+-N is still below 50% and the concentration of NO3
−-N is high in the effluent. Comparisons between 

the peak of effluent flux and removal rate and linear regression analysis of the outflow and NH4
+-N 

dynamics revealed that the removal of NH4
+-N was greatly affected by the hydraulic behavior. As the nitri-

fication is the main process in removing NH4
+-N, the percolating rate through the wetland bed determines 

the contact time with the attached-growth biofilm which eventually govern the treatment performance.

Nitrogen content in the raw septage, which 
mostly exist in the form of organic nitrogen (Org-
N) and NH4

+-N, are removed by means of physi-
cal and biochemical processes (Vymazal, 2007). 
The particulate Org-N is physically filtered at the 
wetland surface with other solids content to form 
a layer of sludge deposit. Meanwhile, the removal 
of dissolved Org-N and NH4

+-N mainly rely on 
sequential ammonification-nitrification. Never-
theless, the absence of denitrification due to the 
dominant aerobic environment results in excessive 
NO3

−-N (Vymazal, 2010). In VFCW system, the 
microorganisms involved in the biochemical pro-
cess develop as a biofilm attached on the surface of 
porous medium (Kadlec and Wallace, 2008), and 
thus the treatment performance is governed by the 
flow rate through the wetland bed.

The influence of the system configuration (e.g. 
design of wetland bed, vegetation) and operational 
regimes (e.g. hydraulic and solids loading rate) 
to the overall nitrogen removal in VFCW-based 
septage treatment system have been well studied 
(Koottatep et al., 2001; Jong and Tang, 2014). 
Nevertheless, the study relevant to the relation 
between the outflow dynamics and effluent nitro-
gen content within a feed-drain cycle is very lim-
ited in the literature. Therefore, this research work 
aims to carry out a preliminary study to enhance 
the nitrogen treatment in the first stage treatment 
of a pilot-scale, two-staged VFCW-based septage 
treatment plant by controlling the hydraulic behav-
iour in the system. The hydraulic efficiency of the 

1 INTRODUCTION

Septage is a sludge-based wastewater removed from 
the septic tanks (Crites and Tchobanoglous, 1998). 
Vertical Flow Constructed Wetland (VFCW) has 
become an attractive system in septage treatment 
due to its reasonable cost, low energy consump-
tion and simple operation (Tan et al., 2015). The 
raw septage is loaded on the wetland surface with 
respect to the specified hydraulic or solid load. 
Then, it percolates through the wetland bed and 
then is freely drained from the bottom of the bed. 
In general, the VFCW system is fed after the pre-
vious batch of raw septage has been completely 
drained to allow the restoration of oxygen during 
the draining period. Studies have indicated that 
this type of septage treatment system showed a 
promising treatment for solids content and organic 
matter, where the removal of these parameters gen-
erally reach 80% in the existing system (Lienard 
and Payrastre, 1996; Koottatep et al., 2001; Paing 
and Voisin, 2005; Kengne et al., 2009; Troesch 
et al., 2009; Jong and Tang, 2014). Nevertheless, 
the removal of nitrogen is less consistent, where 
the removal efficiency of ammonium-nitrogen 
(NH4

+-N) is below 60% in some systems (Lienard 
and Payrastre, 1996; Troesch et al., 2009) and the 
concentration of nitrate-nitrogen (NO3

−-N) is gen-
erally increased after the treatment (Lienard and 
Payrastre, 1996; Koottatep et al., 2001; Paing and 
Voisin, 2005; Kengne et al., 2009; Troesch et al., 
2009; Jong and Tang, 2014).
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system including the recovery of water and peak 
flux in the effluent was evaluated in respect to the 
hydraulic load, solids load and sludge thickness. 
Then, the outflow dynamics were compared to the 
concentrations of NH4

+-N and NO3
−-N concen-

tration to identify their effect on the efficiency of 
NH4

+-N removal.

2 METHODOLOGY

Experimental data were collected from the first 
stage treatment of a pilot-scale, two-staged 
VFCW-based septage treatment system located at 
Curtin University Sarawak Malaysia. Two wetland 
beds were constructed in 1 m3 polyethylene tanks, 
which have a surface area of 1.1 m2 as shown in 
Figure 1. A 20 cm drainage layer was built using 
large gravel (∅ > 5 cm) at the bottom of the bed. 
The main layer consists of two different sizes of 
crushed gravel, where a 27 cm thick medium-sized 
gravel layer (∅  2.5–3.75  cm) was topped by a 27 
cm thick small-sized gravel layer (∅ 0.95–1.25 cm). 
Two vertical ventilation pipes were installed along 
the wetland bed to enhance the reaeration. Nine 
clumps of common reeds (Phraugmites Karka) 
were transplanted to each wetland bed. Prior to the 
data collection, the wetland bed was acclimatized 
with diluted raw septage for 2 months to stimulate 
the growth of vegetation and biofilm.

Raw septage was fed into the pilot-scale wet-
land bed through batch loading process in between 
November 2015 to February 2016. The raw sep-
tage was collected from the household area and 
was stored in two 400-gallon polyethylene tanks. 
During the operation, the raw septage was dis-
charged to a 250-gallon feeding tank and was 
manually homogenised with a PVC stirrer. The 
hydraulic loads were varied at five different values 
of 50 l, 75 l, 100 l, 125 l and 150 l. Volume of the 
effluent was sampled and measured with respect 

to the time after loading. The percentage of water 
recovery was calculated as a fraction of the volume 
of effluent and influent:

Water Recoveryr
V

V
eVV

i

N

i(%) %
V

ei ii i∑ 0

0VV
 (1)

where N is the number of sample collections (-), Ve 
is the volume of effluent (l), and V0 is the hydraulic 
load (l). The effluent flow rate (l min−1) was con-
verted to per unit area (cm min−1) in the analysis.

Concentrations of Dissolved Oxygen (DO), 
NH4

+-N and NO3
−-N were measured using a 

HACH HQ40d portable multi-parameter meter 
with specific probes. The concentration Total 
Nitrogen (TN) in the raw septage and effluent were 
determined using Test’N Tube method with HACH 
DR2800 spectrophotometer. As the water loss was 
mainly attributed to the incomplete infiltration of 
influent, the Mass Removal Rate (MRR%) is esti-
mated using a conservative equation to minimize 
overestimation of treatment performance: 

MRR
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where C0 is the influent concentration (mg l−1) and 
Ce is the effluent concentration (mg l−1).

3 RESULTS

Eighteen sets of data were collected from the 
experimental work. Each case of hydraulic load 
was carried out for four runs except for 150 l, 
which was only carried out for two runs. Table 1 
summarizes the operating conditions, comprising 
the hydraulic loads, thickness of surface deposit 
and solids content, and the experimental results of 
hydraulic performance, including the water recov-
ery and peak effluent flux.

Due to the continuous operation and regu-
lar maintenance, the thickness of sludge deposit 
varied from 3  cm to 12  cm. Moreover, different 
batches of raw septage collection and varying 
hydraulic load led to the fluctuating solids load 
throughout the experiment, ranging from 105 g to 
2325 g. The water recovery shifts between 9.72% 
and 90%. In a similar way, the peak effluent flux 
ranged from 0.004 to 0.073  cm  min−1. The mean 
water recovery and peak flux are 58.28 ± 23.54% 
and 0.027 ± 0.018 cm min−1, respectively.

The water recovery and peak effluent flux are 
highly dynamic with respect to hydraulic load and 
solids load. On the other hand, both parameters 
appears to be lower when the thickness of sludge Figure 1. The configuration of proposed wetland bed.
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deposit layer reaches 8 cm as described in Figure 2. 
This observation highlights the importance of 
sludge thickness to the hydraulic performance. 
Nevertheless, neither high water recovery nor rapid 
effluent flux was solely influenced by a thin sludge 
deposit layer, where these hydraulic performances 
are still affected by varying hydraulic and solid 
load.

The DO concentration is extremely low 
in the raw septage (0.38  ±  0.32  mg l−1). The 
average con centration of influent TN is 
170.78  ±  104.96  mg l−1, while the average influ-
ent concentration of NH4

+-N and NO3
−-N are 

53.11 ± 12.49 mg l−1 and 8.90 ± 4.63 mg l−1, respec-
tively. The high SD indicates the highly variable 
quality of septage throughout the experiment. As 
the concentration of nitrite in raw septage was 
very low and can be assumed negligible, the con-
centration of Org-N was estimated from the nitro-
gen balance. It was found that an average value of 
Org-N is 126.90  ±  96.44  mg l−1. Table  2 displays 
the removal performance of nitrogen compounds 
in each case. In general, the treatment efficiency of 
TN was between 60% and 80%, which gave an aver-
age efficiency of 69.21 ± 16.75%. The treatment of 
NH4

+-N is less effective since the average removal 
rate is less than 50%. The influent was well aer-
ated and the concentration of NO3

−-N increased 

throughout the treatment due to the favourable 
nitrification. Figure 3 illustrates that the removal 
rate of NH4

+-N tends to be proportional to the 
peak effluent flux, where a lower peak effluent flux 
most likely resulted in a better removal rate.

Figure 4 shows an example of the comparisons 
between outflow dynamics and the concentration 
of NH4

+-N and NO3
−-N in effluent of case 75A. 

The effluent flux typically reached maximum rate 
at the early stage of the feed-drain cycle. Then, 
the effluent flux gradually decelerated and stabi-
lized at the late stage. The dynamics of NH4

+-N 
suggests a similar trend with the outflow dynam-
ics, where the concentration is proportional to the 
effluent flux. Meanwhile, the NO3

−-N appears to 
show a progressive rise. Linear regression analy-
sis was employed to establish the relation between 

Table  1. Hydraulic performance of the pilot-scale 
VFCW system with varying factors.

Case

Sludge 
thickness 
(cm)

Solids 
load (g)

Water 
recovery 
(%)

Peak 
flux 
(cm min−1)

50A 3 390 62.48% 0.034
50B 4 445 67.43% 0.016
50C 10 1200 24.49% 0.004
50D 6 735 56.43% 0.032
75A 5 255 85.08% 0.026
75B 6 360 71.92% 0.015
75C 7 105 85.87% 0.026
75D 5 105 68.14% 0.065
100A 6 1280 73.41% 0.043
100B 5 460 70.10% 0.019
100C 8 1260 46.94% 0.017
100D 3 1950 47.59% 0.012
125A 12 1188 14.57% 0.004
125B 9 525 9.72% 0.007
125C 3 275 90.00% 0.031
125D 5 2325 56.43% 0.032
150A 3 480 81.37% 0.073
150B 4 225 35.67% 0.022

Mean 5.78 753.50 58.28% 0.027
SD* 2.51 624.35 23.54% 0.018

*Standard deviation.

Figure  2. Influence of sludge thickness upon water 
recovery and peak flux.

Table  2. Treatment efficiency of nitrogen compounds 
and R2 between outflow dynamics and concentration of 
NH4

+-N.

Case TN NH4
+-N R2

50A 42.72% 33.95% 0.81
50B 67.25% 67.55% 0.53
50C 77.87% 57.73% 0.79
50D 76.77% 9.53% 0.60
75A 41.70% 50.51% 0.85
75B 73.41% 49.70% 0.85
75C 71.59% 67.36% 0.80
75D 79.55% 23.70% 0.83
100A 77.35% 19.56% 0.81
100B 96.37% 47.08% 0.86
100C 77.17% 38.40% 0.91
100D 89.96% 57.73% 0.71
125A 76.57% 96.51% 0.30
125B 69.06% 76.94% 0.87
125C 31.99% 36.86% 0.75
125D 84.56% 35.51% 0.69
150A 68.73% 24.09% 0.81
150B 55.94% 55.11% 0.90

Mean 69.21% 47.10% 0.76
SD 16.75% 21.35% 0.15

ICCAE16_Vol 02.indb   1143ICCAE16_Vol 02.indb   1143 3/27/2017   10:54:42 AM3/27/2017   10:54:42 AM



1144

the outflow dynamics and NH4
+-N as shown in 

Figure 5. The results of coefficient of determina-
tion (R2) are presented in Table 2. There are only 
three out of eighteen cases having a R2 value below 
0.7, and the average value of R2 is 0.76 ± 0.15.

4 DISCUSSION

The batch loading in the pilot-scale VFCW-based 
septage treatment system is described using a 
feed-drain cycle. Such a cycle is crucial in gener-
ating a variably-saturated condition to aerate the 
wetland bed during the dry period. Under this 
condition, the hydraulic behavior in the substrate 

can be highly fluctuating, especially related to the 
alteration of hydraulic load and solids load Theo-
retically, a higher hydraulic load creates a larger 
head difference at the wetland surface that acceler-
ates the infiltration, and thus eventually results in a 
rapid effluent flux (Richards, 1931). Nevertheless, 
the solids content in the raw septage is retained 
and forms a sludge deposit layer instantaneously 
at the wetland surface during infiltration and sub-
sequently influences the hydraulic behavior in the 
wetland bed.

The water recovery and peak effluent flux are 
found to be governed by the thickness of this low 
permeable layer, which is similar to the finding 
by Molle (2014). However, the sludge thickness 
is greatly affected by the operating strategies and 
influent quality.

These parameters is unable to be altered easily 
and directly. As a result, although the hydraulic 
and solids load did not show any direct impact on 
the water recovery and the peak effluent flux, these 
parameters are still crucial in governing the accu-
mulation rate of sludge deposit. Xu et al. (2013) 
highlighted that higher hydraulic and solids load 
tend to generate a rapid sludge accumulation and 
ultimately lead to the clogging of wetland bed.

Org-N and NH4
+-N are found to be the major 

forms of nitrogen compounds in the raw septage. 
Meanwhile, the concentration of NO3

−-N is typi-
cally low. The Org-N exists in particulate and dis-
solved form. The former is mainly filtered at the 
wetland surface and the latter is hydrolyzed to 
NH4

+-N by ammonification. The favorable aerobic 
condition in a VFCW system promotes nitrifica-
tion to oxidized NH4

+-N to NO3
−-N. It should be 

noted that the nitrification is a transformative pro-
cess. It is not an ultimate removal mechanism of 
nitrogen, where the changes of TN may be insig-
nificant from this process. Therefore, the major 
removal of TN in the system is attributed to the 
straining of particulate Org-N in the wetland bed. 
This also explains the relatively consistent removal 
rate of TN compared to NH4

+-N.
Adsorption is another important NH4

+-N removal 
pathway in the VFCW system. The adsorbed NH4

+-N 
is nitrified during resting and is washed out in the 
following feeding, so-called a two-step process 
(Woźniak et al., 2007). The flush out of NO3

−-N is 
observed at the early phase of effluent, which is illus-
trated in Figure 5. The limitation of anaerobic con-
dition in the VFCW system inhibits the occurrence 
of denitrification (Vymazal, 2007), and thus the 
concentration of NO3

−-N generally remained high 
in the effluent throughout the experiment. The plant 
uptake is a potential mechanism for NH4

+-N and 
NO3

−-N treatment, however, its contribution to the 
overall nitrogen treatment is insignificant (Vymazal, 
2007). In summary, the current system still requires 

Figure  3. Relation between peak effluent flux and 
treatment efficiency of NH4

+-N.

Figure 4. Comparison between outflow dynamics and 
concentrations of NH4

+-N and NO3
−-N (Case 75A).

Figure  5. Linear regression analysis of outflow 
dynamics and concentrations of NH4

+-N (Case 75A).
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further improvements in delivering a complete 
nitrogen removal, especially for NO3

−-N. A second-
ary treatment is required to enhance the removal of 
NH4

+-N and to eliminate excessive NO3
−-N in the 

effluent.
As the nitrification involves biochemical mecha-

nisms, the contact time between influent, attached-
growth biofilm and oxygen content ultimately 
drive the treatment efficiency (Torrens et al., 2009). 
Under the operating regime of feed-and-drain, the 
Hydraulic Retention Time (HRT) in the VFCW 
system can be described as the percolating rate 
throughout the wetland bed. Figure 4 indicates that 
the overall removal of NH4

+-N shows a depend-
ency on the peak effluent flux. The outflow and 
concentration of NH4

+-N are linearly correlated as 
their linear regression has high values of average 
R2. Accordingly, the treatment of NH4

+-N can be 
improved by controlling the percolating rate in the 
wetland bed.

The poor treatment efficiency of NH4
+-N in this 

study can be attributed to the rapid percolating 
rate throughout the wetland bed, where the HRT 
is relatively short to enhance nitrification. The 
experimental results indicate that the peak effluent 
flux is required to be control below 0.02 cm min-1 
to achieve 50% of NH4

+-N removal.
According to Table 1, neither the loading regime 

with hydraulic load nor solid load effectively con-
trols the HRT, as both factors show less effect 
on the effluent flux. Low HRT can be addressed 
by accumulating a thicker sludge deposit layer 
to decelerate the effluent flux. Nevertheless, the 
extended infiltration period is impractical from the 
view of productivity. Therefore, a further study is 
required to optimize the removal of NH4

+-N with 
a reasonable HRT. In addition to the optimiza-
tion of operation, the identification of the corre-
lation between outflow and nitrogen dynamics in 
a VFCW system treating septage will gains useful 
insight towards its numerical modelling. Langer-
graber and Šimůnek (2005) highlighted the impor-
tance of hydraulic simulation in modelling the 
VFCW system. Linear relationship proposed in 
this study will be able to simplify the calibration 
procedure in the modelling of nitrogen dynamics.

5 CONCLUSION

The first stage treatment of  a pilot-scale VFCW 
system was tested and it was found that it demon-
strates a promising treatment for TN. Neverthe-
less, the overall removal of  NH4

+-N and NO3
−-N 

were less efficient. Linear regression analysis was 
employed to obtain a correlation between the 
effluent flux and the associated NH4

+-N concen-
tration. The high average R2 (0.76 ± 0.15) indicates 

that the NH4
+-N dynamics is greatly affected by 

outflow dynamics. In a VFCW system, the per-
colating flow rate determines the contact time 
between the contaminants and attached-growth 
biofilm. This parameter subsequently governs the 
nitrification rate and ultimately affects the overall 
treatment efficiency. A thicker sludge thickness is 
capable of  extending the retention time of  influ-
ent in the bed, however, it may reduce the produc-
tivity of  the system at the same time. Therefore, a 
further study is required to optimize the treatment 
of  nitrogen compounds with a reasonable HRT. 
These outcomes gain useful insights towards 
the optimization of  operation and numerical 
modelling.
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ABSTRACT: Water is an important resource in “the Belt and Road Initiative”. As the most important 
transboundary river in Asia, the Lancang-Mekong River plays a significant role in the development of 
aquatic ecosystems in “the Belt and Road Initiative”. For this reason, in this paper, non-radial direction 
distance function is used to analyze the water use efficiency of the Lancang-Mekong River Basin region 
from two perspectives (total-factor and water-factor indicators). Then, the influencing factors of water 
use efficiency in the Lancang-Mekong River are discussed using gray correlation analysis. The result 
shows that water use efficiency of Thailand, Cambodia, Yunnan and Qinghai is at a relatively optimal 
level, whereas for Vietnam, Tibet, Laos and Myanmar, it is relatively low. Economic development level, 
technological progress, industrial structure and trade and foreign investment have an impact on water use 
efficiency. Among the influencing factors, economic development level has the greatest impact.

are concerned with issues such as sustainable water 
utilization (Guo et al., 2013) and co-management 
among Mekong river basin countries (Piao et al., 
2013). Scholars from other countries pay more 
attention to China’s water exploitation on upper 
Mekong River from the perspective of interna-
tional relations and its political effect (Menniken, 
2007; Hensengerth, 2009).

The importance of Lancang-Mekong River has 
concerned scholars, but existing research mostly 
analyzes water utilization from a macro level. 
However, due to the challenge of increasing scarce 
water resources, improving water use efficiency 
seems to be the effective solution to improve water 
imbalance between supply and demand and for 
sustainable use of water (Allan, 1999; Deason 
et al., 2001). Former EPA Administrator William 
Reilly points out that water use efficiency is not 
high in the world, and typically 50% of the water is 
wasted. The UK government ensures improvement 
of water use efficiency and reduction of water pol-
lution to achieve both environmental protection 
and sustainable utilization of water resources. 
China’s Water Law clearly indicates the improve-
ment in water use efficiency through reasonable 
water resource allocation of agricultural water, 
industrial water and domestic water.

1 INTRODUCTION

In September 2013, Chinese President Jinping Xi 
put forward “the Silk Road Economic Belt and the 
21st-Century Maritime Silk Road” (referred to as 
“the Belt and Road”) during his visit to the Cen-
tral Asian and Southeast Asian countries. The Silk 
Road Economic Belt region is ecologically fragile, 
comprising arid inland areas, where clean water 
is limited and per capita water resources are defi-
cient. Serious water issue has become one of the 
most important resource factors that constraints 
“the Belt and Road Initiative”.

In March 2016, the Lancang-Mekong coop-
eration mechanism was established around the 
implementation of sustainable development and 
cooperation in the Lancang-Mekong River in 
order to promote regional integration process that 
includes water resource management, disaster 
response, etc. In fact, in 1992, the Asian Devel-
opment Bank (ADB) had initiated the Greater 
Mekong Sub-regional Economic Cooperation 
Program (GMS) to strengthen the economic ties 
among the basin countries.

With the progress of “the Belt and Road”, many 
scholars studied the problem of water resources of 
Lancang-Mekong River. In China, the scholars 
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In this view, we studied water utilization of 
Lancang-Mekong River Basin regions from the 
perspective of water use efficiency using quanti-
tative analysis. Because of the difference of geo-
graphical conditions, economic development level 
and the dependence on water resources, water use 
efficiency is different. Then, we explored the fac-
tors that influence water use efficiency on the basis 
of the estimated water use efficiency. Finally, some 
suggestions have been put forward to increase the 
water use efficiency in order to achieve sustain-
able development of the water resources of the 
Lancang-Mekong River Basin region.

2 METHODOLOGY

2.1 Non-radial directional distance functions

In the current research (Zhang et al., 2014), non-
radial directional distance function is established to 
estimate water use efficiency from two perspectives: 
total-factor indicator and water-factor indicator.

Suppose there are N regions, and each region uses 
capital (K), labor (L), and water (W) as inputs, and 
gross domestic product (Y) as output. Then, the 
production technology can be described as follows:
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The non-radial directional distance functions of 
water use efficiency can be defined as follows:
�
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sup= sup{ }TTw ))w ∈))K L W g diag: (((( , ,L , )Y )Y ( ))K L W,L ,Y × diag( ))  (2)

where, w = (wK, wL, wW, wY)T denotes the normalized 
weight vector relevant to the numbers of inputs and 
outputs; β = (βK, βL, βW, βY)T ≥ 0 denotes a vector of 
scaling factors representing individual inefficiency 
measures for each input/output; and g  = (−gK, −gL, 
−gW, gY) is the explicit directional vector representing 
the expectation of each input/output to reduce/increase.

Considering water resource investment and 
other inputs, the total-factor non-radial direction 
distance function can be calculated using the fol-
lowing DEA-type model:
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If
�

D L W Y( ,K , ,W ; )g ,= 0  then the region to be 
evaluated is located along the best-practice fron-
tier in the g direction. Assume that the input and 
output are equally important, both to be given 
weight 1/2. Then, the average is given the weight 
1/2 to three inputs. Therefore, we set the weight 
vector as wT = (1/6, 1/6, 1/6, 1/2) and the directional 
vectors as g = (−K, −L, −W, Y).

Suppose that β β β β
K L

β
W Y

β* *β * *β,β
L

β  represent the opti-
mal solution to Eqs. (3). We define the average 
efficiency of each factor as Total-Factor Efficiency 
Index (TEI). Then, the TEI can be formulated as 
follows:
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To measure the pure water use efficiency, it is 
better to fix non-water inputs. Assuming that capi-
tal and labor are fixed, the maximum reduction 
ratio of water and the maximum increase ratio of 
output are evaluated. We set the weight vector as 
wT = (0, 0, 1/2, 1/2) and the directional vectors as 
g  =  (0, 0, −gW, gY). Then, the Water-Factor Effi-
ciency Index (WEI) is expressed as follows:

WEIEE W Y= ( )* *− β βW +Wβ * ) /(1)W /() /(  (5)

The TEI and the WEI both lie between zero and 
unity. If  the TEI/WEI is equal to unity, it means 
that the region is located along the frontier of best 
practice.

2.2 Gray correlation analysis

Gray correlation analysis model can be formulated 
as follows:

Let reference sequence X0 = (x0(1), x0(2),…, x0(n)) 
and compare sequence X1 = (x1(1), x1(2),…, 
x1(n)), X2 = (x2(1), x2(2),…, x2(n)),…, Xm = (xm(1), 
xm(2),…, xm(n)).

For ρ ∈( , ),1,  let
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where, ρ denotes the distinguishing coefficient, 
usually with a value of 0.5. The value does not 
affect the results of the sort, only changes the size 
of the relative value; γ ( )X X0, i  denotes gray cor-
relation degree between X0 and Xi.

2.3 Data

In comparison with other five countries, China has 
a vast territory and complicated geographical fea-
tures, and the economic scale and population also 
vary greatly. In order to increase the comparability, 
we selected Qinghai, Tibet and Yunnan, which are 
the regions the Mekong flows through in China, as 
the research object was to analyze water use effi-
ciency of the Mekong River Basin regions.

Due to the availability of data, we selected the 
statistical data of eight regions of the Mekong 
River Basin in 2013. The data was respectively col-
lected from the World Bank WDI database, IMF 
database, WTO database, UNCTAD FDI database 
and China Statistical Yearbook.

We measured the output (Y) of each region 
by GDP and the capital input (K) by gross fixed 
capital formation. The labor input (L) was meas-
ured by the number of employees in each region. 
Due to different statistical standards, the water 
input of Laos, Myanmar, Thailand, Cambodia 
and Vietnam was measured by annual freshwater 
withdrawals, whereas the water input of Qinghai, 
Tibet and Yunnan was measured by the annual 
total water use.

The following factors influencing water use 
efficiency were considered. (1) Water use effi-
ciency is affected by regional economic and social 
development. Economically developed regions 
are more likely to show greater water efficiency 
(Zhang et al., 2014). Economic development level 
was measured by the per capita GDP of each 
region. (2) Upgrading water-saving technology is 
the direct path to improve water use efficiency. We 
measured technological progress by the ratio of 
capital to labor. (3) The difference of  water use 
efficiency stems from different economic struc-
tures (Deng et al., 2016). Agriculture is the largest 
sector of  water consumption. The ratio of  added 
value of  agricultural sector to GDP was measured 
to influence water use efficiency. (4) Imports of 
virtual water can increase the supply of  water 
in the importing country and reduce their water 
pressure. Therefore, trade inevitably influences 
water consumption and use efficiency. Therefore, 
import trade (import/GDP) and export trade 
(export/GDP) are assumed to affect water use 
efficiency. (5) Foreign investment helps improve 
water use efficiency through technology spillover. 
We measured foreign investment in terms of  for-
eign direct investment.

3 RESULTS AND DISCUSSION

3.1 Estimation results of water use efficiency

Water use efficiency is calculated and showed in 
Figure 1. From Figure 1, it can be observed that 
the average TEI of the Mekong River Basin region 
is 0.8239. Thailand, Cambodia, Yunnan and Qing-
hai show the highest TEI values (unity), indicating 
that water use efficiency of these regions is at a rela-
tively optimum level. The TEIs of Vietnam, Tibet 
and Laos are 0.6995, 0.6702 and 0.5962, respec-
tively. The TEI in Myanmar is the lowest, with the 
value of 0.4492. The average WEI of the Mekong 
River Basin region is 0.7082. Thailand, Cambodia, 
Yunnan and Qinghai still show the highest WEI 
values (unity). In these regions, the level of water 
usage and output are in optimal frontier. They have 
less improved space. The WEI in Vietnam, Tibet, 
Laos and Myanmar are all less than 0.5, with the 
value of 0.4698, 0.3469, 0.3042 and 0.2528, respec-
tively. The average TEI is higher than the average 
WEI, indicating that the Mekong River Basin 
regions show better performance in TEI than WEI.

TEI and WEI both indicate that in the process 
of economic development, the capital, labor and 
water accomplish optimum allocation in Thailand, 
Cambodia, Yunnan and Qinghai of water 
resources. In Vietnam, Tibet, Laos and Myanmar, 
the capital, labor and water are largely the inputs, 
but the output efficiency is low. This means that 
water allocation deviates from the optimal config-
uration because of capital, labor and water input 
redundancy or output deficiency. Extensive mode 
of development and low water recycling rate may 
be the causes of low water use efficiency in these 
regions. There is huge potential in these areas in 
terms of saving water resources; improving water 
use efficiency; and increasing the output.

3.2 Factor analysis of water use efficiency

Gray correlation degree between TEI/WEI and its 
factors are shown in Table  1. It can be observed 

Figure  1. Comparison of TEI and WEI for Mekong 
River basin regions.
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that the correlation degree between economic 
development level and TEI is the highest, with val-
ues of 0.8166; the next factor is import trade, and 
correlation degree is 0.7693; the correlation degree 
of technological advances and TEI, export trade 
and TEI, foreign investment and TEI are 0.7469, 
0.7266 and 0.7003, respectively; the correlation 
degree between industrial structure and TEI is the 
lowest, with the value of 0.6031. Compared with 
correlation degree between TEI and its factors, the 
order of correlation degree between WEI and its 
factors is slightly different. Specifically, the cor-
relation degree between economic development 
level and WEI is still the highest, with the value 
of 0.8575, whereas the correlation degree between 
industrial structure and WEI is still the lowest, 
with the value of 0.6244; the correlation degree 
between technological progress and WEI comes in 
the second place, with the value of 0.8037; and the 
correlation degree of import trade, export trade 
and foreign investment are 0.7976, 0.7607 and 
0.7265, respectively.

Overall, the result shows the following. (1) 
Economic development level has a great impact 
on the water use efficiency. Higher level of  eco-
nomic development provides support for the 
water use efficiency and stabilizes the water infra-
structure construction. (2) Technological progress 
improves the water-saving technology and equip-
ment, thereby improving water use efficiency 
directly. (3) The effect of  import trade is greater 
than export trade. Using import and export com-
modity, considering local water use efficiency 
and water use by using comparative advantage 
theory, the region can reduce water consumption 
and improve water use efficiency. (4) Local enter-
prises can get access to advanced international 
knowledge and production management experi-
ence through technology spillover from foreign-
invested enterprises. It is conducive to improve 
water use efficiency. (5) The higher the proportion 
of  agriculture in the economic structure, the more 
the agricultural water consumption. Low effi-
ciency of  agricultural water consumption reduces 
overall water use efficiency.

4 CONCLUSIONS AND SUGGESTIONS

Using non-radial direction distance function, this 
paper analyzes water use efficiency of the Lancang-
Mekong River Basin regions from the perspective 
of total-factor and water-factor indicators. Then, 
the influencing factors of water use efficiency 
are discussed using gray correlation analysis. The 
result shows that water use efficiency of Thailand, 
Cambodia, Yunnan and Qinghai are at a relatively 
optimal level, whereas Vietnam, Tibet, Laos and 
Myanmar are relatively low. Economic develop-
ment level, technological progress, industrial struc-
ture and trade and foreign investment have an 
impact on water use efficiency. Among the influ-
encing factors, economic development level has the 
greatest impact, followed by technological progress 
and trade, and the effect of industrial structure is 
relatively low.

On this basis, we propose the following sug-
gestions. (1) The modernization level of  water 
conservancy and paddy field irrigation can be 
improved, water-saving agricultural technology 
can be spread, and methods for low water con-
sumption in agriculture can be developed. China 
already has certain mature water-saving irrigation 
techniques such as sprinkling irrigation and drip 
irrigation. Through technical output and coopera-
tion with the Mekong River Basin regions, regions 
with low water use efficiency can reduce water 
waste and improve water use efficiency. (2) Regions 
with low water use efficiency can import water-
intensive commodity, while using inadequate 
water for economic activities can produce higher 
economic returns. (3) The agricultural structure 
can be adjusted. The Lower Mekong countries are 
agricultural countries, and rice is the agricultural 
pillar industry. However, the water consumption 
of rice is large. To alleviate water shortage, the 
regions can reduce rice cultivation while enrich-
ing cash crops species. (4) Institutionally, as one 
of the economic instruments that optimizes water 
resource allocation and water shortage relieving, 
establishing water price rationally can encourage 
farmers to increase crop production and save irri-
gation water. For crops with high yield per unit 
area and low water consumption, low water prices 
can be levied; for crops with low yield per unit area 
and high water consumption, high water prices 
can be levied. (5) At the national level, the basin 
countries play a complete role in “the Belt and 
Road Initiative” and Lancang-Mekong coopera-
tion mechanisms. On the one hand, they enhance 
environmental protection and increase the total 
amount of water resources, and on the other hand, 
they strengthen communication and coordination 
to achieve reasonable allocation of water resources 
and benefit sharing.

Table 1. Gray correlation degree between water use effi-
ciency and its factors.

Efficiency index TEI WEI

Economic development level 0.8166 0.8579
 Technical progress 0.7469 0.8037
 Industrial structure 0.6031 0.6244
Trade Import 0.7693 0.7976

Export 0.7266 0.7607
Foreign investment 0.7003 0.7265
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ABSTRACT: This paper is about elevator equipment in Da Nang City, Vietnam. The research project 
is based on the accessibility norms of the Braille system of barrier-free elevator equipment set up, and 
the differences are analyzed. The research purposes are as follows: first, Da Nang City elevator Braille 
system’s analysis and explanation of the meaning of its contents; second, according to the Vietnamese 
TCXDVN 264-202, houses and buildings, basic rules of accessible design and construction are applied for 
people with disabilities, where 64.3% of Braille panel used English Braille and 21.4% used Korean Braille. 
Elevator equipment should comply with the provisions of the concept of universal design.

control buttons, and (b) at the right-hand side 
of  the control buttons. The subjects of  this study 
include one airport, two office buildings, nine 
hotels, and two department stores in Da Nang 
City, Vietnam. The details of  the analysis of  the 

1 INTRODUCTION

The subject of this study is accessible elevator 
Braille systems in Da Nang City, Vietnam. The 
research background and motivation and objec-
tives of this study are as follows.

1.1 Background and motivation

This study investigates the limitations of inacces-
sible elevators with Braille System and the literal 
meanings of Braille symbols, locations, and floor 
setups in elevators in public transport systems, 
departmental stores, office buildings, and hospi-
tals in Da Nang City with reference to Vietnamese 
Construction Standards TCXDVN 264:2002. The 
study compares the elevator specifications from 
three aspects: design, use, and construction.

1.1.1 Design aspect
According to section  5.8.3 of the Vietnamese 
Construction Standards TCXDVN 264:2002 
specifications, Braille systems must be provided 
in accessible elevators in public buildings, venues, 
and public transport systems for the aid of the 
disabled, as shown in Fig. 1.

1.1.2 Use aspect
During the research that examined the accu-
racy of  Braille symbol placement in elevators, 
field studies were conducted and photographs 
were captured. Braille chips are typically placed 
in two locations: (a) at the lower part of  the 

Figure 1. TCXDVN 264:2002 specifications.
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current situation of  accessible elevator facilities 
are listed below.

Representations of these buildings are pre-
sented in Table  1. According to the Vietnamese 
construction law regulations, Braille symbols must 
be placed “at the lower part of control buttons.” 
Therefore, the cases collected from the field stud-
ies are compared against the current regulations in 
Vietnam for an accurate analysis.

1.1.3 Construction aspect
Since construction workers may not have sufficient 
knowledge of Braille, they may not accurately 
place the symbols, which could lead to incorrect 
arrangement of Braille symbols. This study will 
review the contents of Braille, construction, loca-
tion, and whether or not they are in the correct 
proportions.

1.2 Research objectives

The refinement of elevator Braille signage systems 
that better suit elevator deployment scenarios is subse-
quently based on the survey results in areas as follows: 
1. Braille systems in elevator facilities; 2. Functional 
meanings and the positioning of control buttons; 3. 
Braille systems in use. It is expected that the findings 
of this study can be used as a reference for accessible 
elevator Braille chip system design and construction 
in Taiwan, in addition to as a reference for a universal 
design complying with international standards.

2 RESEARCH SUBJECT AND 
PROCEDURE

The subjects of this study include one airport, two 
office buildings, nine hotels, and two department 

Table 1. Da Nang City, to investigate the object tables.

Code
Name of 
building

Intended 
use Languages

Up 
meanings

Down 
meanings

Open 
meanings

Close 
meanings

Floor 
meanings

Basement 
meanings

Alarm 
meanings

AP01 Da Nang 
Airport

Airport English  ×  ×  o p n sh u t G  × p h “one”

OB01 MB Bank Office English u p d n o p n c l s G  × t e l
OB02 AAC 

Auditing 
Accounting

Office Korean  sang  ha  ke  pye G  × Korean 
a l a r m

HT01 Da Nang Port 
Hotel

Hotel Korean  sang  ha  ke  pye G  × Korean 
a l a r m

HT02 Fansipan 
Hotel

Hotel Korean  sang  ha  ke  pye G  × Korean 
a l a r m

HT03 HAGL Plaza 
Hotel

Hotel Chinese “sh“ang” 
h “ying”

h“ya” 
h“ying”

k“ai” 
m“en”

g “wan” 
m“en”

G B d “yan”
“wa” 
g“ying”
l“ying”

HT04 HAGL Plaza 
Hotel 
Service

Hotel Chinese u p dow n k“ai” 
m“en”

g “wan” 
m“en”

G B d “yan”
“wa” 
g“ying”
l“ying”

HT05 Novotel 
Premier 
Han River

Hotel English  ×  × o p “en” “sh” u t 1  × p h “one”

HT06 Orchid 
Hotel

Hotel English  ×  × o p n c l s 1  × t e l

HT07 Van Son 
Hotel

Hotel English u p d o n o p n “sh” u t 1  × p h “one”

HT08 Olalani 
Restort

Hotel English u p d “ow” n o p e n s h u t 1 B a l m

HT09 Azura 
da-nang

Hotel English o p n “sh” u t G B a l “ar” m

DS01 CO.OP 
Mart

depart-
ment 
store

English u p d o w n o p e n c l o s e G B a l “ar” m

DS02 Lotte Mart depart-
ment 
store

English u p d “ow” n o p n “sh” u t 1  × a l m
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stores of Da Nang City, Vietnam. The details of 
the analysis of the current situation of accessible 
elevator facilities are listed below.

Representations of these buildings have been 
shown in Table 1.

2.1 Procedures of research and analysis

2.1.1 Determining the subject
Four types of organizations were selected as the 
research subjects: airports, office buildings, hotels, 
and departmental stores.

2.1.2 Aspect analysis
This analysis included the design aspect, user 
aspect, and construction aspect.

2.1.3 Problem definition
A. Based on the design aspect, problems were 

divided into two categories: Braille systems and 
literal meanings.

B. Based on the user aspect, problems were divided 
into two categories: chip positioning and chip 
recognition.

C. Based on the construction aspect: the prob-
lem definition was from the point of view of 
whether the construction workers misplace the 
Braille signs.

2.1.4 Functional divisions
Functions were divided into internal and external 
functions.

2.1.5 Individual buttons
Up, down; open, close; floor; and alarm.

2.1.6 Solutions
Solutions for problem resolution are provided 
using the following analysis.

2.1.7 Conclusion
A Braille symbol table is developed for design 
referencing.

3 CASE ANALYSES OF VARIOUS 
ASPECTS

In this study, accessible elevator facilities in air-
ports, office buildings, hotels, and departmental 
stores in Da Nang City were examined. Various 
aspects of the data were gathered from a survey 
and processed with statistical procedures for the 
analysis.

Analysis from the design aspect: (Tables pre-
ceding with letter A): two codes (A1 and A2) are 
used for elevator Braille panel design and their 
meanings.

A. Braille System (i.e., English Braille, numeric, 
and Korean letters). B. Meanings of words.

3.1 A1–1: Analytical comparisons on the landing 
call buttons of the Braille signage system

A. The number of cases adopting A1 Braille sys-
tem in elevators with English Braille systems 
and Braille signage systems with another lan-
guage were statistically analyzed.

B. Functional division: A1–1, [up  down]; the up 
and down buttons of the elevator outside the 
control panel buttons.

C. Statistical comparison: A1–1 [up  down]; func-
tion buttons using Braille signage system pro-
portion. 50.00% were with English Braille; 
21.43% were with Korean Braille; 7.14% were 
with Braille Chinese Roman pronunciation, and 
21.43% systems did not have Braille signs.

The Vietnam construction standard TCXDVN 
264:2002 does not regulate up  down Braille.

3.2 A2–2: Analytical comparisons of the literal 
meanings of the open and close buttons

A. Problem definition: Statistical analysis of the 
variance of A2 word meanings against the col-
lected cases.

B. Functional division: A2–1, open and close sec-
tion: opening or closing the door by controlling 
the open and close buttons on the internal con-
trol panel.

C. Statistical comparisons: Analysis of the Braille 
system open buttons, function buttons content 
word meaning [opn] with 42.86%, [open] with 
14.29%, [op“en”] with 7.14%, Korean Braille 
[  ke] with 21.42%, Chinese Braille [k “ai” m 
“en”] with 14.29%. Analysis Braille close but-
tons, Function buttons literal content [cls] with 
14.29%, [“sh”ut] with 35.71%, [close] with 
7.14%, [shut] with 7.14%, Korean Braille [  
pye] with 21.43%, Chinese Braille [g “wan” m 
“en”] with 14.29%.

3.3 B1–2: Analytical comparisons between chip 
positions in open and close buttons

A. Problem definition: Statistical analysis of the 
case for the position of the elevator Braille sig-
nage with the buttons’ positioning.

B. Functional division: B1–2, open and close sec-
tion: the elevator control panel of the button 
inside the elevator door button.

C. Statistical comparisons: open and close buttons. 
The positional relationship between the propor-
tion of function buttons with Braille signage. 
Analysis Braille position [open] buttons, Braille 
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elevator buttons located at the lower part of the 
button comprise 71.43%, 21.43% are located 
on the left-hand side, and 7.14% are located 
on the left-hand side of the button. Analysis of 
position of Braille [close] buttons: 71.43% are 
located in the lower part of the button; 7.14% 
are located on the left-hand side of the button; 
14.29% are located on the right-hand side of the 
button; and 7.14% are located on the left-hand 
side of the button.

4 PROBLEMS AND COUNTERMEASURES

Fourteen public buildings of Da Nang City, 
Vietnam were selected for the analysis from vari-
ous aspects, and the problems and countermeas-
ures are as follows.

4.1 Design aspect

A. Problems: Inconsistent abbreviations of Eng-
lish usage in the Braille system.

a. Braille systems with English characters com-
prised 64.29%, other 21.43% used Korean 
Braille, and 14.29% used Chinese Braille 
(Roman alphabet).

b. For example, among the close buttons, up to 
35.7% used the English word “sh u t”, which 
is different from the word “close” as recom-
mended by Vietnamese standard.

c. The up and down buttons used the English 
words “up” and “down”, with three elevators 
adopting the Korean Braille system. Two eleva-
tors adopted the Chinese Braille system.

c. Several English words for the alarm buttons 
were used, including “alm” and “alarm”. The 
“alm” did not conform to the Vietnamese stand-
ard, but was used in 14.28% of the cases.

4.2 The use aspect

A. Problems: Braille symbols should accommo-
date the tactile-based reading behaviors of peo-
ple with visual impairments. Therefore, Braille 
symbols should be prominently positioned 
at the bottom of the control buttons for easy 
recognition. Currently, ground floors are rep-
resented by multiple variations of the English 
Braille symbols, including 1 and G, causing 
confusion.

B. Countermeasures: In accordance with Viet-
namese standards, the English words represent-
ing the floor landing call buttons have not been 
standardized. Users with visual impairments 
spend a lot of time confirming the control 
buttons.

4.3 The construction aspect

A. Problems: For Braille signs located on the but-
ton below, whether a tactile behavior will affect 
the visually impaired, the Vietnamese construc-
tion standards TCXDVN 264:2002 specifica-
tion left.

B. Countermeasures: For the Braille tactile posi-
tion, the behavior of the visually impaired must 
also be considered. The use of left button key-
board as keys to increase the area. Therefore, 
Braille located beneath the bump button is easy 
to discern with clarity, and using the function 
keys helps in reducing the time for confirmation 
by the visually impaired people.

This is in accordance with the Vietnamese con-
struction standards TCXDVN 264:2002 specifica-
tion left.

5 CONCLUSION

In Da Nang, Vietnam, 14 public buildings’ 
(barrier-free elevator) elevator Braille systems were 
compared and analyzed, and the following result-
ing conclusions and solution proposals were made:

A. According to the Vietnamese construction 
standards TCXDVN 264:2002 standard, the 
proportion abbreviation system is as follows: 
[close] 7.14%, [open] 14.29%, [alarm] 21.44%, 
and Braille [phone] 14.28%. The efficiency of 
the implementation details need to be discussed.

B. In Vietnam, usually, floor 1 (ground floor) 
begins with number [1] and G Floor (Ground 
Floor), proposal on the ground floor label with 
the number [1] F (most used) representative, 
while still underground floors with B1, B2, B3 
(the current situation most used).

C. The universal design is divided into the two 
parts: first, with the universal design, Braille 
is located in the lower part of the button using 
English Braille; second, the local language 
Braille System is located at the left-hand side 
of the button. The English Braille and the sign 
should be printed into a single button. The local 

Figure 2. Braille clip site-position of U.D.
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language Braille should be placed on the left-
hand side separately (as shown in Fig. 2).

D. The universal design should be installed in all 
the accessible elevators in public transportation 
facilities where frequent international travelling 
occurs, such as in airports or mass rapid transi-
tion, e.g. the subway stations.

REFERENCES

Li, M.Q., C.C. Tang, L., Lin, C.M., & J.X. Wang, (2011). 
Braille system of research facilities elevator accessi-
bility East Regional Hospital. Architectural Institute 
of Taiwan—23nd second annual meeting building 
research results publication to meeting collection 
(p. 119) Taipei, Taiwan: National Taipei University of 
technology.

Su, M.B. (2010). “Research the public works non-barrier 
elevator braille system application—take Hong Kong 
and Taiwan as the example,” Feng-Chia University 
master the paper.

Tseng, L. (2015). An Accessibility Study of Elevator 
Braille System in Chiang Mai Province, Thailand, 
Architectural Science, 11, 29–43.

Tseng, L., C.C. Tang, & C.J. Sun, (2013). A Study on 
the Braille Elevator Signage System in Public Build-
ings: The QFD Perspective., Original Research Article 
Science Direct (Procedia-Social and Behavioral Sci-
ences), 85p152–163.

ICCAE16_Vol 02.indb   1157ICCAE16_Vol 02.indb   1157 3/27/2017   10:54:46 AM3/27/2017   10:54:46 AM



http://www.taylorandfrancis.com


1159

Civil, Architecture and Environmental Engineering – Kao & Sung (Eds)
© 2017 Taylor & Francis Group, ISBN 978-1-138-02985-9

Investigation and analysis of thermal comfort and IAQ in naturally 
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ABSTRACT: This research studied the variables of the thermal environment and Indoor Air Quality 
(IAQ) of classrooms in a naturally ventilated primary school in Shenyang during winter. Some features 
of thermal sensation and IAQ satisfaction of pupils and teachers in the classrooms were revealed. Field 
measurements were carried out in 6 classrooms occupied with 32 teachers and 197 pupils in total from 
November to December 2015, while the heating system was used. The results indicated that classrooms’ 
IAQ was bad. Thermal comfort and IAQ satisfaction of pupils and teachers in the classroom were signifi-
cantly different. Most of the pupils could not make accurate judgments of the indoor air quality. It was 
demonstrated that the existing ventilation mode could not meet the needs of thermal comfort and IAQ 
of classroom in winter.

1 INTRODUCTION

Thermal environment and IAQ are two essential 
components to evaluation on quality of indoor 
environment in severe cold region. Researchers 
started to evaluate the indoor environment of 
schools from the students’ perspective on thermal 
comfort in the 1970s (Table 1).

By studying children’ thermal comfort and 
preference, Humphreys found that most children 
under the age of seven, usually less sensitive to 
thermal environment than adults, can understand 
and use simple expressions to describe their ther-
mal sensations (Humphreys 1977). Sander ter 
Mors, a Dutch scholar, found that the comfort-
able temperatures of pupils were lower than previ-
ous theoretical predictions from thermal comfort 
models and they prefer a cooler environment 
(Mors et al. 2011). Teli, a British scholar, found 
that students had different thermal sensations 
compared to adults in the classrooms (Teli et al. 
2012).

Different regional groups usually have different 
thermal demand due to the theory of thermal com-
fort of the human body. Although the researches 
on the thermal comfort of the children were gradu-
ally enriched recently, there were few researches on 
thermal comfort of minors under natural ventila-
tion in winter. In winter of Shenyang China, the 
main type of ventilation in classrooms is natural 
ventilation. However, teachers and pupils control 

Table  1. Thermal comfort field studies in school 
classrooms.

Country Reference
Ventilation 
type

Age 
group

UK Humphreys (1977) NV* 7–11
Singapore Wong & Khoo (2003) NV 13–17
Japan Kwok & Chun (2003) NV + AC* 13–17
Italy Corgnati, Filippi, & 

Viazzo (2007)
NV 12–23

Kuwait Al-Rashidi, Loveday, & 
Al-Mutawa (2009)

MM* 11–17

Taiwan Hwang, Lin, Chen, & 
Kuo (2009)

NV 11–17

Netherlands Mors, Hensen, 
Loomans, & 
Boerstra(2011)

NV 9–11

Taiwan Liang, Lin, & Hwang 
(2012)

NV 12–17

Italy De Giuli, Da Pos, 
De Carli (2012)

NV 9–11

UK Teli, James, & Jentsch 
(2012)

NV 7–11

Iran Haddad, Osmond, 
King, & Heidari 
(2014)

MM 10–12

Chile Trebilcock, Soto, & 
Figueroa (2014)

NV 9–10

China Xu, Liu, & Liu (2014) AC ≤13
Turkey Emir (2016) NV+AC 13–15

* NV = natural ventilation; * AC = air-conditioning; 
* MM = mixed-mode ventilation.
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the ventilation into the classrooms by thermal 
comfort rather than air quality. The indoor air 
quality was poor due to the lack of ventilation to 
keep the indoor air temperature. The above sug-
gests that there was a need for research on the 
thermal perception of children in Shenyang’s 
school classrooms to obtain a deeper understand-
ing of pupil thermal preferences. The aim of this 
study was to extend the knowledge base of pupils’ 
response towards their classrooms’ thermal envi-
ronment. The main objectives were as follows; to 
record the current situation of the environment, 
to analyze the influence of gender on indoor ther-
mal sensation, to compare the difference of ther-
mal sensation between pupils and teachers, to test 
whether pupils have the ability to evaluate the qual-
ity of the classroom.

2 THERMAL COMFORT FIELD STUDY

2.1 The school for case study

The object of this study was located in Shenyang, 
that northeast of China (Fig.  1).In the Chinese 
building climate district, Shenyang is belong to the 
severe cold region. The average annual tempera-
ture of Shenyang was 6.2 to 9.7 degrees, and the 
average temperature in January was less than or 
equal to −10°C. Shenyang had 5 months in winter, 
so from the beginning of November to March of 
next years, the central heating be used.

This school had two buildings. The case study 
part was denoted as B on Figure 1. The case 
study building had 6 floors. It was a typical frame 
structure without thermal insulation structure. 
The case study building used hot water radiation. 
The main ventilation type was natural ventilation. 

Occasionally the teachers opened doors and 
windows for ventilation.

The case study building had 34 classrooms. 
These classrooms were arranged in two sides 
along the corridor. In this study, we selected 6 
classrooms in the fourth floor. There were 4 class-
rooms in south orientation and 2 classrooms 
in north orientation. The classroom size was 
6600 mm × 8400 mm. There were two doors, three 
windows and one internal window in each class-
room. The door size was 2100 mm × 900 mm. the 
window size was 2100  mm  ×  1500  mm, and the 
internal window size was 600  mm  ×  1500  mm. 
Inside windows and outside windows were slid-
ing windows. Ventilation was achieved through 
manually opening the classroom windows, which 
was usually undertaken by the teachers or students 
near the windows.

There were 197 pupils in 6 classrooms aged 
9∼12, in grades 5∼6. There were 97 boys and 100 
girls. The information of classroom was shown in 
Table 2.

2.2 Measurement instruments

Indoor temperature and relative humidity were 
selected to denote the comfort level of indoor 
thermal environment. The CO2 concentration was 
measured as an important indicator of IAQ. The 
test were lasted from November 24th to December 
24th in 2015, using RR002 temperature/RH log-
ger and handhold Telaire 7001 CO2 tester (Fig. 3). 
Figure  4 showed outdoor temperature of Shen-
yang during test period.

The above parameters were measured at a 
height of 1.1  m except for the middle measured 
point. The middle measured point in the class-
rooms was measured at a height of 0.75  m. The 
measuring performance specification was shown in 
Table 3.

2.3 Survey questionnaire

The questionnaire was divided into teachers’ ques-
tionnaire and students’ questionnaire. The ques-
tionnaire includes; 1) gender, age 2) the thermal 
sensation, humidity sensation 3) the satisfaction 
evaluation of thermal sensation 4) the satisfaction 
degree of the air quality evaluation.

The questionnaires were issued from November 
to December in 2015. 197 questionnaires were 
distributed to the students in this study, and 197 
valid questionnaires were recovered. 32 question-
naires were distributed to the teachers, and 32 
valid questionnaires were recovered. The thermal 
sensation.

(TSV) scales and satisfaction scales used in the 
questionnaire were shown in Table 4.

Figure  1. Main plan of school building and school 
ground.
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Figure 2. The fourth plan of case study building.

Table 2. The information of classrooms.

No. Room Grade Orientation Number of boys Number of girls Total Age 
group

1 401 5 South 18 12 30 10–11
2 405 5 South 16 16 32 10–12
3 406 5 South 15 23 38 9–11
4 409 6 South 20 11 31 11–12
5 412 5 North 16 14 30 10–12
6 414 5 North 12 24 36 9–12

Figure  3. RR002 temperature/RH logger and hand-
hold AZ7752 temperature/CO2 tester.

Table  3. The measuring range and accuracy of 
instruments.

Environmental 
parameter

Range Accuracy

Air temperature −40°C∼+85°C ±0.5°C 
(−10°∼+85°C)

Relative humidity 0∼100% RH ±3% RH 
(10∼95% 
RH, +25°C)

CO2 concentration 0∼10000 ppm ±5% 
(0∼10000 ppm)

Figure 4. Outdoor temperature during test period from Shenyang Meteorological Administration.
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3 RESULTS AND DISCUSSION

3.1 Indoor thermal environment and air quality 
in winter

Table 5, which is organized by classroom, gives the 
mean, Standard Deviation (SD), maximum and 
minimum values of each environmental parameter 
measured during the surveys. It was found the 6 
classrooms almost did not open windows in class 
during test period. The air speed was tested several 
times as 0m/s while windows kept closed. Hence, 
the study does not treat air speed as the environ-
ment parameter.

Table 5 showed that the temperatures of class-
room No.1 to No.4 varied greatly. Indoor tempera-
tures of classroom No.2 and No.3 were lower than 
the standard value (18°C). That because windows 
of classroom No.1 to No.4 were opened randomly 
by teachers or students during the class interval. 
Times of opening windows in classroom No.2 and 
No.3 were more than other classrooms. Classroom 
No.5 and No.6 almost don’t open the window. So 
the temperatures of them were higher than the 
other classroom. Thus, winter ventilation by open-
ing windows is the main cause of indoor heat loss 
in severe cold region.

In the aspect of indoor relative humidity, the 
relative humidity of the six classrooms was sig-
nificantly different. The relative humidity of class-
room No.1 and No.3 was slightly higher than the 
standard value (40%-60%).

The concentration of carbon dioxide in the six 
classrooms was significantly higher than that of 
the national standard (1500ppm). Because of insuf-
ficient ventilation rate. Ventilation for a short time 
could not solve the problem of indoor air quality.

3.2 User evaluation of thermal environment and 
air quality

Pupils’ evaluation of indoor air quality was illus-
trated in figure  5. Generally speaking, students’ 
evaluation of indoor air quality is satisfactory. 
Table  5 shows that the six classrooms IAQ were 
poor in the actual measurement, but pupils had a 
good evaluation of indoor air quality. There was a 
significant difference between the subjective evalu-
ation of pupils and the objective measurement of 
IAQ.

The main reason was divided into the following 
points; 1) Pupils’ knowledge of IAQ is not enough. 
Most pupils know little about IAQ. 2) It might 

Table 4. Thermal sensation (TSV) scales and satisfaction scales used in the questionnaire.

TSV scale Hot (5) Warm (4) OK (3) Cool (2) Cold (1)

Temperature 
satisfaction

Very satisfied (5) Satisfied (4) OK (3) Dissatisfied (2) Very dissatisfied (1)

Humidity satisfaction Very satisfied (5) Satisfied (4) OK (3) Dissatisfied (2) Very dissatisfied (1)
IAQ satisfaction Very satisfied (5) Satisfied (4) OK (3) Dissatisfied (2) Very dissatisfied (1)

Table 5. The values of the main environmental parameters.

Classroom 1 2 3 4 5 6

Indoor temperature (°C)
Mean   19.4   17.5   17.6   18.6   19.6   19.5
SD    1.2    1.4    1.2    1.2    0.7    0.9
Maximum   21.2   19.4   19.7   20.4   21.3   21.3
Minimum   15.5   13.6   13.7   14.8   17.6   17.0
Relative humidity (%)
Mean   68.9   45.7   67.6   48.8   52.9   60.6
SD    4.7    8.0    5.5    7.1    7.0    9.5
Maximum   79.0   62.0   76.0   63.0   67.0   73.0
Minimum   57.0   30.0   51.0   31.0   35.0   30.0
CO2 (ppm)
Mean 2356.0 3134.4 2783.8 2908.4 3493.9 3914.6
SD  914.8 1736.6 1505.0 1682.3 1672.8 1615.3
Maximum 4334.0 7070.0 6254.0 6883.0 6642.0 6987.0
Minimum  722.0  640.0  828.0  758.0  794.0 1295.0
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has a certain adaptability to the indoor air quality, 
because pupils had to remain staying in the class-
rooms for a relatively long time.

Study shows that pupils have a certain ability to 
evaluate the indoor air quality, but the gap between 
the evaluation and the actual measurement results 
was huge.

Figure 6 was shown that the pupils’ evaluation 
of indoor temperature was very good. Among 
them, pupils in the classroom 4 had the high-
est degree of satisfaction with the temperature. 
Although there were two classroom temperatures 
slightly lower than 18°C and the excessive temper-
ature differentials.

Figure  7 describes the degree of satisfaction 
with the relative humidity of the pupils. In gen-
eral, pupils were satisfied with the relative humid-
ity of the classrooms. Most students know little 
about relative humidity. But under the guidance of 
teachers, pupils were able to make the evaluation 
of indoor relative humidity.

Figure 7. Pupils’ evaluation of relative humidity.Figure 5. Pupils’ evaluation of indoor air quality.

Figure 6. Pupils’ evaluation of indoor temperature.

Figure 8. Influence of gender on evaluation (a) The satis-
faction votes of boys, (b) The satisfaction votes of girls.

According to the comparison figure  8 (a) and 
(b), there was no significant difference between 
boys and girls of the evaluations of IAQ, indoor 
temperature and indoor relative humidity. It means 
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there was no influence of gender on evaluation 
of IAQ, indoor temperature and indoor relative 
humidity.

Figure  9 was shown that pupils’ and teachers’ 
evaluation in the classroom of IAQ, temperature, 
and relative humidity was very different. Pupils’ 
evaluations to the classroom air quality, tempera-
ture, relative humidity were very high, but teachers’ 
evaluations to the classroom air quality, tempera-
ture, relative humidity were not so good. The 
reasons that lead to the difference between teach-
ers and students were; differences in educational 

background, attention of environment and 
evaluation criteria.

4 CONCLUSION

The study shows the existing ventilation mode 
couldn’t meet the needs of IAQ in the classroom 
during heating seasons. The indoor temperature 
varies greatly due to the ventilation by randomly 
opening window. Ventilation by open window 
would make a great waste of heat. Therefore, the 
appropriate ventilation mode should be used in 
the classroom during winter. The objective test 
showed that the air quality in the six classrooms 
was quite poor, because the concentration of car-
bon dioxide in all of the six classrooms exceeded 
the level for body health. There were obvious dif-
ferences between pupils and teachers in the sub-
jective evaluation results. Pupils could not make 
accurate evaluation of indoor air quality. Appro-
priate monitoring equipment should be used in 
school classroom.
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ABSTRACT: An accurate forecast of typhoon track is essential for the effective mitigation of typhoon-
induced loss in the coastal areas. Based on the dynamical analysis of forecast errors of typhoon track at 
four weather forecast centers, i.e. China Meteorological Administration (CMA), Japan Meteorological 
Agency (JMA), Joint Typhoon Warning Center (JTWC) of USA, and Taiwan Meteorological Center 
(TMC), in this paper, the ensemble forecast method is proposed and further improved by using the run-
ning training scheme during the entire typhoon process. The performance of the method is examined by 
the forecasting of two typical typhoons, i.e. “Damrey” (No. 1210) and “Fitow” (No. 1323), in the region 
of Northwestern Pacific. The results show that better accuracy is achieved using the ensemble forecast 
method compared to the results from the four individual forecast centers and the existing method for both 
the typhoons.

to present more reliable typhoon track forecast. 
However, the computational time cost by using 
these methods turns out to be very high. In order 
to tackle this problem, Krishnamurti et al. (1999, 
2000) proposed a multi-mode super-ensemble 
forecasting method. It contains more than one 
independent modal forecasting result, which can 
rapidly achieve multi-sample ensemble forecast, 
and effectively improve the results of  wind field 
forecast. Due to its low cost of  computational 
time, simplicity, and practicability, this method 
has been widely used in meteorological and hydro-
logical forecasting in recent years (Zhi et al., 2009; 
Cane et al., 2013; Chen et al., 2014). The relevant 
research shows that ensemble forecast is a method 
that makes full use of  the results of  central modal 
forecast to reduce systemic deviation. It gives a sig-
nificant direction to the current numerical forecast 
technological development. This paper focuses on 
the application of super ensemble method in the 
forecast of  typhoon tracks. An improved ensem-
ble method is proposed and applied in the fore-
cast of  two typical typhoons that occurred in the 
region of Northwestern Pacific. The accuracy of 
the method is examined in comparison to the indi-
vidual forecast results from four different forecast 
centers. The details are presented in the following 
sections.

1 INTRODUCTION

The region of northwestern Pacific is often 
attacked by typhoons. During a typhoon, the sea 
water level rises rapidly, and storm surge disasters 
appear under the effect of  strong wind and low 
pressure, which may cause serious economic losses 
and causalities. In order to reduce the typhoon-
induced damages, it is essential to provide a 
high-precision forecast service of  storm surges in 
coastal areas, which needs a reliable forecasting 
of typhoon tracks. In recent years, many weather 
forecast centers have been using numerical models 
for the typhoon forecast, which, however, cause 
some errors to arise from the inaccurate initial 
boundary conditions, physical parameters, numer-
ical schemes, etc. In order to reduce such kinds 
of errors, an ensemble of forecast methods based 
on the initial disturbance or the mode perturba-
tion are usually employed (Zhang and Krishna-
murti, 1997; Zhu and Dai, 2000; Zhou et al, 2003; 
Wang and Liang, 2007). These methods can gen-
erate multiple groups of forecast results through 
the combination of different initial conditions, 
physical parameters, or even different meteoro-
logical models (e.g. Duan and Wang, 2004; Rao 
and Srinivas, 2014). On the basis of  statistical 
analysis, the methods have been proved to be able 
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2 METHODOLOGY

2.1 General introduction

This super ensemble method is proposed based on 
the weighted average of forecast results from dif-
ferent weather centers. Without any loss of rep-
resentativeness, the 24-hour forecast data from 
four operational weather forecast centers—China 
Meteorological Administration (CMA), Japan 
Meteorological Agency (JMA), Joint Typhoon 
Warning Center (JTWC) of USA, and Taiwan 
Meteorological Center (TMC)—is used for the 
study. The forecast procedure is divided into two 
periods: training period and forecasting period. 
The weighted coefficients for each center are deter-
mined by the center’s performance of typhoon 
forecast in the training period. A higher weighted 
coefficient will be assigned to the center that per-
formed more accurately in the training period.

2.2 Existing method

The existing method proposed by Ding et al. (2015) 
uses the dynamical training scheme to calculate the 
weight coefficients along with the changes of fore-
casting typhoons in more than one typhoon fore-
cast. The forecasting period is for a single typhoon, 
whereas the training period is for the previous k 
typhoons adjacent to the forecasting one, as illus-
trated in Figure 1. As the weight coefficients are 
adjusted according to the changes of the train-
ing samples, the forecasting result is related to the 
value of k.

With a series of numerical experimental tests, 
the scheme of k  =  40 without “double typhoon” 
samples is recommended. Compared with static 
training method, this method has following mer-
its: (1) the most recent typhoons can be taken into 
account in the training period; (2) the overall fore-
cast errors become quite stable when k ≥ 40. How-
ever, this method also has some limitations: (1) it 
requires a large amount of data; (2) the weight 
coefficients for the different weather forecast cent-
ers remain unchanged during the entire forecast-
ing period; (3) the size of the training sample is 40, 
but the specificity, type, and landing area of the 40 

typhoons are not completely equivalent. Therefore, 
there is a need for this method to be improved.

2.3 Improved method

In order to tackle the limitations of the existing 
method, an improved method is proposed, which is 
based on the dynamic analysis of forecast errors at 
the four weather forecast centers during the entire 
typhoon process. By studying the typhoon track 
graph, we found that the forecast tracks are con-
sistent with the actual typhoon track in the gen-
eral trend. Based on this finding, we used forecast 
and the corresponding measured values in the first 
two moments as raw data. Then, the raw data was 
extended linearly to obtain the 24-hour forecast 
value and the corresponding measured value of 
the certain typhoon in every start time. The revised 
deviation between the linearized forecast value and 
the real forecast value was regarded as the revised 
error in ensemble forecast, and the distance of 
forecast deviation of each model was gained. The 
smaller the deviation is, the bigger the weighted 
coefficient (αi) will be. It can be described as
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in which αi is the weighted coefficient for the i-th 
forecast center; and Ei is the multiplicative inverse 
of the mean forecast errors of i-th forecast center 
in the training period.

Once the weighted coefficient is determined, 
the forecast values can be calculated by using the 
bias-removed ensemble mean (WEM) method. As 
the typhoon track cannot be absolutely smooth, a 
distance correction parameter is introduced. The 
parameter value is 0.3 according to experience, 
which is described as
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in which FWEM is the forecast value; Fi is the fore-
cast value of the i-th forecast center; N is the num-
ber of the forecast centers, with N = 4 in this study; 
fi is the real forecast value of the i-th center; and 
Di is the forecast deviation of the i-th center in the 
training period.

3 ENSEMBLE FORECAST ANALYSIS

To examine the performance of the modi-
fied method on the typhoon track forecast, two Figure 1. Illustration of a moving training method.
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typical typhoons that occurred in the region of 
Northwestern Pacific, i.e. “Damrey” (No. 1210) 
and “Fitow” (No. 1323), were taken as examples 
for the case studies. The results are presented as 
follows.

Typhoon Damrey is the strongest typhoon that 
landed in the north of the Yangtze River since 
1949. It strengthened slowly in the early stage, 
and its track direction was changeable. Besides, 
it moved slowly and strengthened stably offshore. 
The forecast tracks and the actual track are shown 
in Figure 2, and the average track forecast error is 
shown in Figure 3.

It can be observed from Figure 2 that with the 
advancement of typhoon to the coasts, the fore-
cast results tend to be closer to the actual track. 
The corresponding forecast errors decrease sig-
nificantly. This is because at the beginning, the 
movement of the typhoon center has large uncer-
tainties, and there is no obvious regularity of the 
typhoon track; therefore, there is fluctuation of 
the forecasting results. With the ensemble method, 
the forecast tracks are generally closer to the actual 
ones compared to the results from single forecast 
centers because of the real-time revision of the 
forecast errors; this shows that revised errors have 
a great influence on the accuracy of typhoon track 
forecast. As it can be seen from Figure 3, the track 
error of ensemble forecasting method decreased 
evidently compared with JTWC, JMA, CMA, and 
TMC by 20.14%, 21.26%, 19.45%, and 11.69%, 
respectively. Compared to the existing method, the 
proposed ensemble method decreased by 6.82%. 
The existing method also revised the weight coef-
ficients and track errors in the forecasting of new 
typhoon; however, their coefficients remained 
unchanged during one single typhoon, and a large 

amount of typhoon data were required. Further-
more, there might be major deviance when using 
typhoons from the history. This is why the dynami-
cal training method uses the same typhoon for 
training and forecasting period, which can improve 
the forecast precision.

Based on the track error analysis of “Damrey”, 
this paper chose 1323 “Fitow” for ensemble fore-
cast to further demonstrate the improvement in 
the method created on the forecast precision of a 
single typhoon.

A severe tropical typhoon, Fitow (1323) was the 
strongest typhoon landing that was encountered 
in China’s mainland after October. It caused eco-
nomic losses that amounted to 62.33 billion RMB 
to China and ranked only second to Typhoon Herb 
(9609). It formed on September 30th in 2013 in the 
eastern ocean of the Philippines and slowly devel-
oped in the early stage. It intensified into a strong 
typhoon on October 4th and landed at Fuding in 
Fujian Province of China at 01:15 on October 7th. 
The typhoon was weakened into a tropical storm 
at 5 a.m. on the same day and disappeared near 
the coast of Jianou in Fujian Province of China 
at 9 a.m. on the same day. The similar results for 
the typhoon “Fitow” are shown in Figures 4 and 5.

Figure  2. Damrey’s forecast tracks and the actual 
track.

Figure 3. Damrey’s average track forecast errors.

Figure 4. Fitow’s forecast tracks and the actual track.
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As it can be observed from the figures, in the 
process of typhoon track forecast of “Fitow”, the 
forecasting track error obtained by revised ensem-
ble forecast diminished by 9.31% compared with 
the best station (TMC). Compared to the existing 
method, the track forecast error diminished by 
11.83%. Through these case studies, we found that 
the modified training method evidently diminished 
the track error and greatly improved the forecast 
accuracy.

4 CONCLUSION

Based on the forecast data obtained from CMA, 
JMA, JTWC of USA, and TMC, the ensemble 
forecasting of 24-hour typhoon tracks was con-
ducted for two typical typhoons that occurred over 
the Northwestern Pacific. We used the forecast and 
the corresponding measured values at the first two 
moments as the raw data, and they were extended 
linearly to calculate the weighted coefficients and 
bias for each weather forecast center. The revised 
deviation between the linearized forecast value and 
the real forecast value is regarded as the revised 
error in ensemble forecast. The results are listed as 
follows:

a. The idea of estimation proposed in this paper 
is feasible. According to the statistical results, 
the revised deviation has a great impact on the 
ensemble forecast value. The distance correc-
tion parameter is introduced when calculating 
the ensemble forecast, and 0.3 is reasonable as 
the correction parameter. The modified method 
could improve the accuracy of track forecast.

b. According to the analysis of some typical 
typhoons like “Damrey” and “Fitow”, we found 
that the track error of ensemble forecasting 
method is less than that of the single stations. In 
addition, the precision of track forecast is better 
compared with the existing method. Although 
the existing method also revised the weight coef-
ficients and track errors in the forecasting of new 

typhoon, their coefficients remained unchanged 
during a single typhoon. Moreover, there might 
be major deviance when using typhoons from 
the history. This is why the dynamical training 
method uses the same typhoon for training and 
forecasting period, which can improve the fore-
cast precision.

c. The modified method does not need to use his-
torical data, and it builds a strong operability 
system in forecasting typhoon track. Besides, 
the modified method provides forecast with high 
accuracy and realizes the real-time correction of 
the weight coefficient and forecast deviation.
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An investigation into the system of feasibility study for the revitalizing 
of idle public facilities through outsourcing of venue management

Jyh-Harng Shyng
Department of Environment and Property Management, Jin-wen University of Technology, Taipei, Taiwan

ABSTRACT: This study found that any proposed revitalization strategy through outsourcing of venue 
management must be subject to proper feasibility studies and negotiations. Public departments shall refer 
to the “profitability” and “economic benefits” of the public facilities to formulate various tendering cri-
teria. Private entities, on the other hand, must determine whether these tendering criteria would be com-
pliant to their investment expectations and “financial benefits”. Under reasonable “financial benefits”, 
feasibility studies and negotiations shall then be carried out in order to determine whether the revitaliza-
tion strategy of the public facility is capable of complying with the features of the public facilities and the 
objectives of providing socio-economic and public benefits.

private entities to establish revitalization strategies 
and decision making mechanisms needed for feasi-
bility studies that take place for the “outsourcing 
of venue management”.

2 LITERATURE REVIEW

2.1 Studies of outsourcing processes of idle public 
facilities in other countries

According to past experiences in other countries 
and current trends of privatization and diversifi-
cation, the “outsourcing of venue management” 
model was adopted to introduce the dynamism 
and management experiences of private enter-
prises. This would be a key strategy for the revi-
talization of public construction and facilities. 
The following lists the experiences of outsourced 
management by the governments of the UK, 
the US, Canada, and Japan (Chang and Chang, 
2006):

1. Outsourcing experiences in the UK: Bevir, 
Mark & David O’Brien (2001), Woods and 
Rober (2000), Clarke and John (2000), and Fal-
coner, Peter K. & Kathleen McLaughlix (2000) 
provided the following reference: Step-by-step 
process of “activation, search for potential part-
ners, collaboration, and project investigation” 
for public-private partnerships.

2. Outsourcing experiences of the US: Raffe, 
Jeffrey A., Debar A. Auger, & Kathryn G. 
Denhardt (1997), Savas, E. S. (2000) and 
DeHoog & Ruth Hoogland (1990) provided 
the following reference: Using “clear” and 

1 INTRODUCTION

1.1 Research background

The Executive Yuan of Taiwan has initiated a 
“Program for Promoting the Revitalization of 
Idle Public Facilities” and established a cross-
departmental taskforce responsible for promoting 
revitalization work. A number of taskforce evalu-
ation meetings have been held. In 2016, the Public 
Construction Commission of the Executive Yuan 
continued to compile a list of idle public facility 
construction projects that were completed but 
failed to be used according to its planned objec-
tives or were underutilized, as well as public facil-
ity construction projects that had been suspended 
for extended periods of time but may offer social 
economic potential. This list will help an “evalu-
ation to be made of the feasibility of revitalizing 
idle public facilities” and initiate a diverse selection 
of revitalization strategies that include “improve-
ment of facility functions”, “transformation and 
reutilization”, and “outsourcing”.

1.2 Experimental objectives and scope

The objectives of this study would be to introduce 
novel forms of management for public assets by 
private entities. Such public assets and facilities 
have the advantages of added support from pub-
lic departments and the dynamism and innovative 
management approaches of private entities, result-
ing in a mutually beneficial opportunity for both 
public and private organizations involved.

The scope of this research focused on the nego-
tiation process between public departments and 
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“flexible” principles to construct a contract-
based management system.

3. Outsourcing experiences of the federal and 
provincial government of Canada: “Partner-
ship contracts” were used to establish a positive 
partnership between government and private 
organizations in order to review the necessity of 
government tasks.

4. In the 21st century, Japan utilized the concept 
of “transformation” in order to promote effec-
tive utilization of urban areas.

2.2 Outsourcing theories and their suitability for 
public facilities

According to Li Tsung-Hsun (2002), the theoreti-
cal basis for the outsourcing of government proc-
esses adopted the general concept of “best value”, 
which would be used to introduce various other 
theoretical perspectives.

Savas, E.S. (2000) proposed that certain 
degrees of categorization should be employed for 
the nature of various public facilities. There is a 
number of steps that the public department must 
exercise control over during the overall outsourc-
ing process. These steps include: leading feasibility 
evaluations, creating a competitive environment, 
establishing benefits or qualifications criteria, and 
preparing a tendering manual.

2.3 Key aspects that influence the outsourcing 
process

Experiences of outsourced public construction 
projects and literature review found that “financial 
issues” were the key determinant of the success of 
the outsourcing process (Huang, 2003). Outsourc-
ing was also defined as a “revolutionary revitaliza-
tion strategy for management models”.

The mutual influences included within this 
model could be divided into 4 categories, includ-
ing: (1) “Differences between the roles of the 

public departments and private entities”. Public 
departments must comply with specifications and 
guidelines defined by law or policy. (2) “Uncer-
tainties that influence financial factors”. (3) “Fea-
sibility of the financial planning provided for the 
development project”. (4) “Comprehensiveness of 
the negotiations, evaluations, and decision-making 
mechanisms” as shown in Figure 1.

3 RESULTS OF INVESTIGATIONS 
CARRIED OUT INTO IDLE CASES

This study referred to other studies and compiled 
a total of  6 feasibility study indicators for the out-
sourced management of  public facilities. Relevant 
studies as well as the context and results of  evalua-
tions conducted by the Public Construction Com-
mission were also referenced to generate 6 major 
feasibility categories with 37 primary variables. 
The categories were “Policy and legal systems”; 
“economic environment”; “market environment”; 
“project planning”; “project finances”; and “pro-
ject negotiation system”. The targets reviewed 
in this study included 153 public facilities that 
had been listed by the Executive Yuan Public 
Construction Commission. A total of  119 effec-
tive results were recovered for a recovery rate of 
77.8%.

4 ANALYSIS OF THE INDICATORS AND 
DIMENSIONS FOR THE FEASIBILITY 
STUDY OF THE OUTSOURCING 
PROCESS

This study analyzed the reliability values of 3 
dimensions. Factor 1 was the dimension of “con-
cession criteria and factors”; factor 2 was the 
“external criteria and packages”; and factor 3 
was “influences of the economic environment”. 
The reliability scores for each of the 3 dimensions 
exceeded 0.9. Cumulative variance of the 3 dimen-
sions was 70.765%, showing that these dimensions 
provided adequate representativeness. The reliabil-
ity of the dimensions was very close and consist-
ent with the overall dimension. Reliability for each 
of the factor dimensions exceeded 0.9, which was 
acceptable.

Several dimensions were extracted after the 
aforementioned factor analysis. These were: 
“discussion of concessions, external criteria and 
packages”, and “influences of the economic envi-
ronment”. This also helped to clarify the interpre-
tation and meaning of the “feasibility study of the 
outsourcing of public facilities” in order to con-
struct indicators and dimensions of the feasibility 
study (Figure 2).

Figure 1. Aspects that may influence the negotiations 
and evaluation system for the feasibility of outsourced 
projects.
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5 FEASIBILITY STUDY OF THE 
OUTSOURCING

Revitalization of public facilities through out-
sourcing would be mainly carried out through 
public-private partnerships. Under this arrange-
ment, both parties must arrive at a consensus and 
establish a partnership model.

5.1 Using “management profitability” to 
categorize factors that may influence the 
feasibility study

The term “Differences between the roles of the 
public departments and private entities” mainly 
refers to the legal or policy standards guidelines 
with which public guidelines must comply. These 
would be the prerequisites for establishing public 
facilities.

The nature and type of the public facilities shall 
be divided into 2 categories of “profitable public 
facilities” and “non-profit public facilities”. The 
3 dimensions listed above would therefore each 
include 2 hidden factors listed in the following:

1. “Financial influence” could be regarded as 
“uncertainties that influence the financial fac-
tors” and “feasibility of the financial planning 
of the development project”.

2. “Planning environment” could be regarded as 
“comprehensiveness of the negotiations, evalu-
ations, and decision-making system” which 
would be similar to the factor of influences of 
the economic environment.

These two categories of factors could therefore 
be compiled as contents of the “financial dimen-
sion of the overall development project” used to 
formulate the “tendering criteria”. These criteria 
would be key during negotiations between public 
departments and private entities needed to estab-
lish partnerships between the two.

5.2 Evaluations and decision-making 
processes when employing outsourcing as a 
revitalization strategy

The Executive Yuan raised a total of 3 revitaliza-
tion strategies: “improving facility functions”; 
“transformation and reutilization”; and “out-
sourcing”. The profitability of public facilities 
would be used to conduct feasibility studies and 
negotiations for the revitalization process. This 
study specifically analyzed the feasibility study 
procedure for the third revitalization strategy of 
“outsourcing” (Figure 3).

Figure 2. Indicators and dimensions for the feasibility 
study of the outsourcing of idle public facilities.

Figure  3. Evaluation and decision-making processes 
when using outsourcing as a revitalization strategy for 
idle public facilities.
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Public and private departments and entities 
must comply with the principles of partnerships. 
Where planning was led by public departments, 
these requirements would be known as the “ten-
dering criteria”. If  private entities submit devel-
opment applications to the public departments 
pursuant to the articles of the “Act for Promotion 
of Private Participation in Infrastructure Projects”, 
these requirements would be regarded as “applica-
tion criteria”.

Regardless of the type of criteria used, public-
private partnerships must include factors that 
influence the planning process, details that may 
influence the finances, and maintain a certain 
degree of flexibility for the adjustment process. 
Negotiation systems and flexibility must be pro-
vided for. The decision-making procedure and 
factors influencing the development project will 
differ according to the tendering mode along with 
factors that influence project finances. Hence, the 
negotiation system for the revitalization of public 
facilities through outsourcing would also generate 
different revitalization strategies.

6 CONCLUSION AND 
RECOMMENDATIONS

Decision making processes for the revitalization 
strategies of idle public facilities must undergo fea-
sibility study or a relevant system. The first step 
must involve the characterization of the “manage-
ment profitability” of the specified public facility. 
A suitable feasibility study must then be selected 
to carry out feasibility studies and evaluations by 
both the public department and private entities. 
Various performance indicators and factors under 
the categories of “environmental planning” and 
“financial criteria” must then undergo negotia-
tions and sensitivity analysis. It is only by perform-
ing these previous steps that planners will be able 
to conduct accurate feasibility studies and generate 
proper details of the revitalization strategy.

Public departments must consider the economic 
benefits (employment opportunities and encour-
agement of peripheral industries) of the public 
facilities. Private entities must refer to the tender-
ing criteria of the public departments to determine 
whether these projects are able to meet their invest-
ment expectations and “financial benefits”. Dur-
ing the phase of the feasibility study, “tendering 
criteria” proposed by the public departments and 
financial reviews by the interested private entities 

will generate a reasonable “financial benefits plan” 
to review the project and determine whether the 
revitalization strategy selected is capable of meet-
ing the expected socio-economic benefits as well 
as public policy objectives for developing public 
facilities.
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ABSTRACT: The distribution characteristics of livestock ammonia emissions in Hunan Province were 
investigated by applying the foreign average emission factor as the calculating factor. The total ammonia 
emissions of poultry feeding industry in Hunan province are 39.84 × 104t in 2014, among which the maxi-
mum city emission was in Hengyang City as much as 5.50 × 104t⋅a−1. Moreover, the intensity of ammonia 
emissions in 2014 from livestock in Hunan Province averaged 1.88 t/km−2, and the Xiangtan City emission 
intensity went up to 3.87 t/km−2 as the maximum. The results showed the reduction of ammonia emissions 
was mainly attributed to the gradual expansion of exit and prohibited area. Furthermore, pig breeding 
was found to be the largest source of ammonia emission, as the proportion to 54.82%.

Ammonia emissions include anthropogenic 
and natural sources. Ammonia emissions from 
anthropogenic sources were increasingly serious, 
among which the ammonia emissions from live-
stock were the largest source and caused the most 
negative impact increasingly. Hunan province is 
a big producer of  livestock and poultry breed-
ing in China because of  its breeding scale. It is 
in the forefront of  China with regard to livestock 
breeding, which leads to more serious ammonia 
emission pollution. Obviously the characteris-
tics of  ammonia distribution influences the pre-
vention and control of  atmospheric pollution, 
provided the basic data on the fine particulate 
matter source spectra is available. Therefore, the 
main goal of  the present study was to investigate 
the distribution of  ammonia emission from live-
stock and poultry breeding in Hunan province in 
2004–2014.

2 RESEARCH METHOD

Research areas include 13 prefecture-level cities as 
follows: Changsha, Zhuzhou, Xiangtan, Shaoyang, 
Huaihua, Changde, Yiyang, Yueyang, Hengyang, 
Yongzhou, Chenzhou, Loudi, Zhangjiajie City 
and Xiangxi Tujia and Miao autonomous prefec-
ture, which were studied from 2004 to 2014.

2.1 Calculation method

Up to now, the emission factor method was adopted 
in the domestic and international research on the 
source of ammonia emission inventory. Emission 
factor multiplied by the corresponding number 

1 INTRODUCTION

Atmospheric fine particulate matters have posed a 
serious threat to human health and ecological envi-
ronment, attracting much public attention in recent 
years. The formation mechanism of fine particles 
in the atmosphere is complex, including primary 
particles that are directly formed and secondary 
particles that form indirectly. Primary particles are 
mainly composed of dust particles and generated by 
combustion of carbon black (organic carbon) fuel 
particles. Besides, secondary particles are mainly 
water-soluble aerosol particles (sulfates, nitrates and 
ammonium salts), which account for about 57% of 
mass concentration of the atmospheric fine particles.

Ammonia (NH3) is one of the most impor-
tant trace gases in the atmosphere involved in the 
nitrogen cycle. As the most important alkaline 
substances in the atmosphere, ammonia plays 
an important role in cushioning the underlying 
atmosphere acidification, acid deposition and the 
forming of secondary particles. Meanwhile, the 
NH3 emissions into the atmosphere would produce 
the greenhouse effect. Back in 1997, ammonia was 
discovered as an important precursor of fine par-
ticulate matter (PM2.5). SO4

2−, NO3
−, and NH4

+ 
were the major components of PM2.5 while NO3−, 
NH4 + and ammonia were closely related. Recently, 
due to the association between ammonia emission 
and formation of the secondary particles, which 
posed a considerable threat to human health, a 
number of researches on ammonia emissions were 
carried out. Ammonia and nitrate-forming nitrate 
aerosols will significantly increase the total partic-
ulate matter; for example, much of the ammonium 
nitrate aerosol could be found in PM2.5 particles.
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(from the Hunan Provincial Environmental Pro-
tection Office 2004–2014 annual environmental 
statistics) was applied to calculate ammonia emis-
sions from farming. Ammonia emissions divided 
by each region area were equal to the emission 
intensity.

2.2 Determination of the emission factor

Due to the complexity of many factors affecting the 
ammonia emission factors, it is difficult to deter-
mine the emission factor. Meaningful reports and 
review articles on these studies have appeared and 
have been published abroad. Therefore, much litera-
ture on ammonia emissions of livestock and poul-
try breeding industry almost refer to the foreign 
emission factors. However, foreign emission fac-
tors largely depend on the specific situation, which 
caused some differences between China and world-
wide and pose a remarkable negative impact on the 
estimation accuracy of ammonia emission. Thus, 
referring to some data on foreign emission factors, 
the average value was used as the calculation values 
in this study. These values are shown in the Table 1.

3 RESULTS AND DISCUSSION

According to the calculation, all kinds of livestock 
and poultry ammonia emissions in Hunan prov-
ince during 2004–2014 are shown in Table 2.

3.1 Spatial distribution of ammonia emission 
from the livestock and poultry breeding 
industry in Hunan Province

Fig.1(a) showed the spatial distribution of live-
stock and poultry breeding in Hunan province in 
2014. The total amount of ammonia emission from 
livestock and poultry breeding industry in Hunan 
province was 39.84  ×  104 tons, within which the 
district-level emission per unit was 2.85 × 104 tons 
on average. One of the biggest emissions was Heng-
yang, whose emission was as much as 5.50 ×  104 

tons, followed by Changde city, Shaoyang city and 
Changsha city. Comparatively, Zhangjiajie was the 
minimal emission source, at the level of 0.48 × 104 
tons and the key reason was that Zhangjiajie was 
the tourist area and therefore covered less amount 
of livestock and poultry breeding than Hunan 
Hengyang.

3.2 Spatial distribution of livestock and poultry 
breeding in Hunan province ammonia 
emission intensity

The spatial distribution of ammonia emission 
from livestock and poultry breeding in Hunan 
province in 2014 is shown in Figure  1(b). The 
Xiangtan city was the emitter with the strongest 
intensity, with a value of 3.87 t⋅km−2 in 2014. It was 
followed by Hengyang and Changsha city, which 
emitted significantly more than 3 t⋅km−2. Mean-
while, there was a large proportion of the popu-
lation and industrial emitter in Changsha and 
Xiangtan, which could make it easier to transform 
the pollutants into secondary aerosols. Therefore, 
Changsha and Xiangtan city were chosen for 
the management and treatment of livestock and 
poultry breeding ammonia emissions. Apart from 
these results, the lowest emission was 0.37 tons per 
square kilometers in western Hunan noticeably.

According to some literature and reports on 
emission intensity of ammonia due to the livestock 
and poultry breeding, Beijing, Tianjin, Hubei prov-
ince, Jiangxi province, Jiangsu and Guizhou were 
2.95 2.54, 1.27, 0.59, 2.74, 1.09  tons per square 
kilometers, respectively. Compared to these areas, 
the average emission intensity in Hunan province 
was 1.88 t⋅km−2, which belongs to the medium level 
among the above-mentioned areas.

3.3 Temporal distribution of ammonia emissions 
from livestock and poultry breeding in Hunan 
province

Temporal distribution of  livestock and poultry 
breeding in Hunan province in terms of  ammonia 

Table 1. Ammonia emission factors in the livestock farming industry/kg⋅a−1.

Species

References
This 
study[10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21]

Pig 2.25 6.4 5.92  9.2  4.8  4.8  4.8  5.4
Dairy cattle 13.1–55 28 31.0 39.7 17.4 19.4–24.8 40 28.5 29 27 29.4
Beef 18.6 39.7 10.0  9.5–9.9 28 14.3 14 6.8 16.7
Laying hen 0.1 0.1  0.41  0.60  1.24  0.32  0.38 0.45 0.22  0.43
Broiler 

chicken
0.1 0.1  0.17  0.24  0.18  0.27 0.28 0.23 0.22  0.20

Goat 1.1–3.0 1.34 1.2  1.2 1.9  1.30
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emissions in 2014 is illustrated in Figure  2. It 
could be seen that the total annual ammonia 
emission fluctuated and showed a downward 
trend since 2001. However, there was a sharp 

maximum in 2009 and the total emission reached 
42.4  ×  104t⋅a−1 in the Hunan province. The pri-
mary cause was the significantly increased pig-
breeding quantity.

Table 2. Ammonia emission in the livestock farming industry/104t⋅a−1.

Year Pig Dairy cattle Beef Laying hen Broiler chicken Goat Total

2004 22.2 5.7  6.2 2.5 4.5 0.8 41.8
2005 23.5 6.0  6.4 0.3 1.3 0.9 38.4
2006 23.9 6.1  6.5 0.3 1.5 0.9 39.3
2007 23.7 6.0  6.4 0.4 2.1 0.9 39.6
2008 20.4 4.2  4.5 1.9 5.6 0.7 37.3
2009 21.1 0.9 10.5 3.0 6.1 0.7 42.4
2010 21.8 2.2  7.8 3.6 5.7 0.7 41.7
2011 21.8 4.4  4.7 3.6 4.7 0.7 39.8
2012 21.1 5.3  5.8 3.0 3.8 0.6 39.6
2013 19.5 5.2  5.7 0.3 1.8 0.5 33.0
2014 19.4 5.3  5.5 0.5 1.1 0.5 32.2

Figure 1. Spatial distribution of ammonia emissions from the livestock farming industry in 2014 in Hunan/104t.

Figure 2. Temporal distribution of ammonia emissions from the livestock farming industry in 2014 in Hunan.
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3.4 Distribution of livestock and poultry ammonia 
emissions in Hunan province

The ammonia emissions of different livestock in 
2014 in Hunan are showed in Figure 3. In propor-
tion to 54.82%, the pig-breeding was the largest 
ammonia emitter. Although its emission factor is 
not high, nearly 0.22 million slaughters and huge 
pig-producing quantities led to the strong emis-
sions. Differing from the situation in Pearl River 
Delta of China and Beijing, the pig-breeding was 
further manifested as the main ammonia emitter in 
Hunan province.

4 CONCLUSIONS

Ammonia emissions from livestock and poultry 
farming in Hunan province ranged from 32.2 to 
42.4  ×  104t⋅a−1 when foreign emission factor is 
applied in the calculation. In 2014, the strong-
est emitter was Hengyang city, with an emission 
of  5.50 × 104t⋅a−1. In contrast, Zhangjiajie is the 
least polluter, with an emission of  0.48 × 104t⋅a−1. 
Moreover, the total annual emission fluctuated 
and showed a downward trend since 2001 due 
to the expanded area of  banning and retirement. 
Furthermore, the average emission intensity in 
Hunan province was 1.88  t⋅km−2, among which 
the biggest emissions was Hengyang, with a 
value of  5.50 × 104 tons and the lowest emission 
was 0.37  tons per square kilometers in western 
Hunan. The results also show that pig-breeding 
contributed most (54.82%) to ammonia emission.
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ABSTRACT: In this study, effectiveness of using Pseudomonas mendocina NSYSU (P. mendocina 
NSYSU) on the bioremediation of octachlorinated dibenzofuran (OCDF)-polluted soils was evaluated 
through batch and bioreactor experiments under aerobic conditions. The goal of the research were to 
assess the feasibility of biodegradation of OCDF by indigenous soil bacteria and isolated bacterial strain 
(P. mendocina NSYSU) from OCDF-polluted soils, and Results show that P. mendocina NSYSU was able 
to degrade OCDF through the aerobic cometabolic mechanisms with the addition of carbon substrates. 
Up to 62% of OCDF was removed after a 50-day operation with carbon substrate supplement. Results 
indicate that primary substrate supplement is required for the enhancement of aerobic biodegradation of 
OCDF, and OCDF could not been used as the sole carbon source for the growth of P. mendocina NSYSU. 
Results reveal that an aerobic bioremediation system using P. mendocina NSYSU as the inocula would be 
a cost-effective system to remediate furan-polluted soils.

et  al. 2015). Compared to physical and chemical 
remedial methods, biological method can reduce 
the cleanup cost for the PCDF-polluted sites if  sig-
nificant amounts of media need to be remediated 
(Tue et al. 2016; Vallejo et al. 2015). The microbial 
species involved in bioremediation technologies 
include aerobic and anaerobic processes depending 
on the nature of contaminant and microorganisms 
(Megharaj et  al. 2014). Compared to anaerobic 
process, aerobic bioremediation of PCDF-polluted 
media can be more efficient, and thus, remediation 
time can be reduced (Chen et  al. 2016; Hanano 
et al. 2014).

One promising remedial method for the reme-
diation of chlorinated compounds polluted soils 
is aerobic bioremediation by aerobic or facultative 
bacterial species (Futagami et  al. 2008; Lai and 
Becker 2013). Some aerobic microorganisms have 
specific metabolic processes, which enable them to 
biodegrade less-biodegradable and persistent chlo-
rinated compounds.

Supplement of carbon sources for the use of pri-
mary substrates is necessary to enhance the aerobic 
cometabolic mechanisms (Kruse et  al. 2014; Liu 
et al. 2014; Zhen et al. 2014). Currently, the infor-
mation related to the biodegradation of higher 
chlorinated PCDFs under aerobic conditions is 
limited (Kuokka et al. 2014; Liu et al. 2014; Tu et al. 
2014). A pentachlorophenol (PCP)-biodegrading 

1 INTRODUCTION

Polychlorinated dibenzofuran (PCDF) isomers, 
which are usually produced thermal processes, 
have been classified as the mutagens and carcino-
gens (Coutinho et al. 2015; Squadrone et al. 2015). 
Incinerators and boilers have been considered as 
the major causes of PCDFs production after waste 
burnings (Wittsiepe et al. 2015; Pongpiachan et al. 
2016). Production of PCDFs cause the ecosystem 
and environmental media contamination (Klees 
et  al. 2015; Kruse et  al. 2014; Shin et  al. 2016). 
PCDFs have strong environmental persistent char-
acteristics and they are also subjected to biomagni-
fication as well as bioaccumulation effects in many 
living organisms (Hanano et  al. 2014; Wu et  al. 
2014; Yang et  al. 2015). Different furan isomers 
including octachlorinated dibenzofuran (OCDF, 
a highly chlorinated furan), have been observed 
in different environmental media (e.g., sediments, 
soils) in many industrialized areas (Govindan and 
Moon 2015; Urban et al. 2014).

As a result of their hydrophobic and xenobi-
otic nature, OCDFs usually are very persistent 
in ecosystems (Liu et al. 2014; Zhao et al. 2015). 
Due to their highly adsorptive, less biodegradable, 
and highly toxic natures, remediation of PCDF-
polluted media (e.g., soils, sediments) can be a 
necessity but costly (Anasonye et  al. 2014; Zhao 
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bacterial strain, Pseudomonas mendocina NSYSU 
(P. mendocina NSYSU), was isolated from PCP, 
dioxin and furan-contaminated soils (Kao et  al. 
2005). The site was also polluted by OCDF with 
concentrations up to 10.8  mg/kg (NSC 2012). In 
this study, a biodegradation study was performed 
to assess if  P. mendocina NSYSU could bioreme-
diate OCDF-polluted soils in an aerobic system. 
The major tasks of this study were as follows: (1) 
evaluation of the feasibility of improving OCDF 
biodegradation by P. mendocina NSYSU under 
aerobic conditions, and (2) assessment of the exist-
ence of functional genes for the anaerobic OCDF 
biodegradation.

2 MATERIALS AND METHODS

2.1 Medium and growth of P. mendocina NSYSU

P. mendocina NSYSU culture was incubated in 
nutrient medium. The components of the media 
included the following: The mineral medium 
contained the following components (mg/L): 
Mg2SO4.7H2O, 98.6; H2PO4, 326.4; NH4Cl, 
10.7; CaCl2.2H2O, 44.1; Na2HPO4, 1263.8; 
and 3.35  mg of trace elements (CuCl2.2H2O, 
0.25; Na2B4O7.10H2O, 0.25; MnSO4.4H2O, 1; 
FeSO4.7H2O, 1; CoCl2.6H2O, 0.25; ZnCl2, 0.25; 
NH4VO3, 0.1; (NH4)6Mo7O24.4H2O, 0.25). The pH 
of this buffer solution was 7.5. The medium solu-
tion was autoclaved before use. The P. mendocina 
NSYSU solution was cultured at 200 rpm for 48 h 
in a 50 mL flask (sealed with butyl rubber stopper) 
at 20°C under aerobic conditions. Density of the 
bacteria was analyzed by the spectrophotometer 
(Hach Co., USA).

2.2 OCDF biodegradation experiment

The biodegradation of OCDF under aerobic con-
ditions was investigated in the batch experiment. In 

this study, P. mendocina NSYSU and soils collected 
from the OCDF-contaminated site (OCDF con-
centration = 10.8 mg/kg) were used as the inocula. 
Glucose, which was used as the primary substrate, 
was supplied in the microcosms. Approximately 
500 mg of glucose was added in the batch bottle to 
serve as the primary substrate for microorganisms 
and P. mendocina NSYSU. Each batch bottle con-
tained 5 mL of glucose solution (100 g/L) (or 5 mL 
of mineral medium solution), 15  g of site soils, 
5 mL of P. mendocina NSYSU solution as inocula 
(or 5 mL of mineral solution), and 35 mL of min-
eral medium (autoclaved before use) in a 70-mL 
serum bottle, which was sealed with Teflon-lined 
rubber septa.

Table 1 lists the constituents of different micro-
cosms. Batch A was kill control batch containing 
500 mg/L NaN3 and 250 mg/L HgCl2, and the soils 
were autoclaved before use. Batch B was live con-
trol batch containing OCDF-contaminated soils 
and P. mendocina NSYSU, but no glucose addi-
tion. Batch C was also live control batch contain-
ing OCDF-contaminated soils and glucose, but no 
P. mendocina NSYSU addition. Dead (Batch A) 
and live controls (Batches B and C) were prepared 
to assess the effects of substrate (glucose) and 
inocula addition on OCDF removal.

Batch D bottles contained sterilized soils, glu-
cose, and P. mendocina NSYSU, and Batch E 
bottles contained unsterilized soils, glucose, and 
P. mendocina NSYSU. P. mendocina NSYSU was 
incubated aerobically in nutrient and glucose 
medium solution and the microcosms were oper-
ated at room temperature (20ºC). Duplicate sam-
ples were analyzed for OCDF concentrations for 
each sampling event. The degradation efficiency 
of OCDF was calculated as a percentage of the 
concentration on day 0. The procedures for P. 
mendocina NSYSU incubation, soil extraction 
procedures, and OCDF analytical methods were 
described in Tu et al. (2014).

Table 1. Components of five batches of biodegradation experiments.

Microcosm Inocula Components

A
(Kill control)

Sterilized soils Sterilized OCDF-contaminated soils + 
nutrient medium solution + glucose + 250 mg/L 
HgCl2 + 500 mg/L NaN3

B
(Control-no glucose)

Soils + P. mendocina NSYSU OCDF-contaminated soils + nutrient medium 
solution + P. mendocina NSYSU

C
(Control-no strain)

Soils OCDF-contaminated soils + nutrient medium 
solution + glucose

D Sterilized soils + P. mendocina NSYSU Sterilized OCDF-contaminated soils + nutrient 
medium solution + P. mendocina NSYSU + glucose

E Soils + P. mendocina NSYSU OCDF-contaminated soils + nutrient medium 
solution + P. mendocina NSYSU + glucose
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3 RESULTS AND DISCUSSION

Figure 1 presents the remained OCDF in A to E 
batches during the 50  days of operation. Slight 
OCDF removal [approximately 3% (Batch A) to 
8% (Batch C) removal] was observed in kill-control 
batch (Batch A), control-no glucose batch (Batch 
B), and control-no NSYSU strain (Batch C). 
Results demonstrate that soil bacteria could not 
biodegrade OCDF effectively under aerobic condi-
tions. This might be due to the fact that the furan-
degrading bacteria were not the dominant bacteria 
in site soils. Results also reveal that supplement 
of primary substrate is a necessity to enhance 
the anaerobic dechlorination. Results demon-
strate that OCDF could not be used as the carbon 
source by P. mendocina NSYSU or soil bacteria. 
Slight decrease in OCDF concentration in Batch 
B (control-no glucose) bottles was because natu-
ral organic carbon was consumed by P. mendocina 
NSYSU for primary substrate.

In Batch D bottles (sterilized soils with P. men-
docina NSYSU addition), significant drop of 
OCDF was observed and about 62% of OCDF was 
degraded after 50 days. Results demonstrate that 
efficient OCDF biodegradation could be obtained 
aerobically by P. mendocina NSYSU with the sup-
plement of glucose. The glucose could be used 
as the carbon sources by P. mendocina NSYSU. 
Thus, OCDF could be degraded through aero-
bic cometabolic mechanisms using glucose as the 
carbon sources. In Batch E bottles (non-sterilized 
soils with P. mendocina NSYSU addition), rela-
tively lower efficiency OCDF degradation (27%) 
was detected. Results might be due to the fact that 
indigenous bacteria competed the supplied carbon 
sources with P. mendocina NSYSU resulting in the 
decreased efficiency of OCDF removal.

4 CONCLUSIONS

This study was conducted to evaluate the capabil-
ity of P. mendocina NSYSU on the aerobic biodeg-
radation of OCDF. Under aerobic cometabolic 
conditions, P. mendocina NSYSU had the capabil-
ity to biodegrade OCDF. Glucose could be used 
as the primary substrate resulting in increased 
aerobic biodegradation of OCDF. The removal 
efficiencies for OCDF reached 65% in microcosms 
with the supplement of glucose under anaerobic 
conditions, respectively. Results demonstrate that 
OCDF could not be used as the carbon source for 
P. mendocina NSYSU and indigenous soil bacteria 
under aerobic conditions. Therefore, addition of 
an appropriate substrate was required to enhance 
the OCDF biodegradation. Results reveal that an 
on-site bioreactor or in situ bioremediation using 
P. mendocina NSYSU as the inocula would be a 
cost-effective and acceptable remedial system to 
remediate furan-polluted soils.
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ABSTRACT: In this paper, the research object is marine soft soil in Linhai Park of Qinzhou Port and 
Qisha Park of Fangchenggang Port. The marine soft soil environment factors, additional load stress of 
coastal reclamation layer and calcium ions of pore water chemical composition, were simulated by using 
a soil soaking-load linkage. The soil soaking-load linkage is mechanism simulation device. Impact on 
water-soil interactions of marine soft soil was analyzed for additional load stress of coastal reclamation 
layer and calcium ions of pore water chemical composition. The conclusion is as follows. Firstly, from 
the point of geotechnical engineering, there are mainly hydraulic connection, water chemical field and 
additional load stress of coastal reclamation layer for the soil and water environmental change of marine 
soft soil in coastal reclamation district. Secondly, the soil and water environmental change of marine soft 
soil in coastal reclamation district is simulated by using a soil soaking-load linkage. Thirdly, under the 
same circumstances of the calcium ions concentration of soak solution, the consolidation deformation of 
artificial soil samples come up under the action of additional load stress, consequently, artificial soil sam-
ples’ porosity decreases. Artificial soil samples’ porosity and osmotic coefficient decreases along with the 
increase of additional load stress of coastal reclamation layer. Artificial soil samples’ calcium ions content 
decreases along with the increase of additional load stress of coastal reclamation layer. Fourthly, under 
the same circumstances of the additional load stress of coastal reclamation layer, artificial soil samples’ 
calcium ions content increases along with the increase of calcium ions concentration of soak solution. 
Fifthly, artificial soil samples’ porosity and osmotic coefficient decrease slightly along with the increase 
of the calcium ions concentration of soak solution under the same circumstances of the additional load 
stress of coastal reclamation layer with the exception of 180 kPa in Linhai Park of Qinzhou Port.

Qisha Park of Fangchenggang Port completed by 
hydraulic filled sand, and applied directly to the 
engineering facilities construction after foundation 
treatment was fulfilled (Liu et al. 2012, Hu 2009). 
Third, the load of coastal reclamation layer to 
underlying layer strata is great. Coastal reclamation 
district extends gradually from tidal flats to shal-
low sea, along with the construction technology of 
Coastal reclamation become mature and demand 
for land use area increase. Thickness of coastal rec-
lamation layer increase sharply, therefore the load 
of coastal reclamation layer to underlying layer 
strata also increase sharply. The depth of railway 
feeder hydraulic filled sand project from Dalanping 
to Qinzhou Free Trade Area is as deep as decade 
meters. Disturbance of environment of marine soft 
soil is extremely severe because of coastal recla-
mation compare with the formation of the natu-
ral evolution process of marine soft soil. Marine 
soft soil and its formation of the natural geological 
environment are a relatively stable state of dynamic 

1 INTRODUCTION

Since the 21st century, large-scale coastal reclama-
tion engineering was created in our country (Ge 
et al. 2014, Sun et al. 2012, Dong et al. 2014). Much 
of the coastal reclamation engineering is industry 
and urban construction land such as Linhai Park of 
Qinzhou Port and Qisha Park of Fangchenggang 
Port. There is a mass of soft soil in coastal recla-
mation district (Liu et al. 2014, Yi et al. 2015, Ou 
et al. 2015). The kind of project such as the coastal 
reclamation engineering has the following char-
acteristics. First, the area of coastal reclamation 
land is large, according to the overall planning of 
Qinzhou City during 2008 to 2025, the total coastal 
reclamation area will reach about 79 km2. Second, 
the schedule of coastal reclamation land is fast, the 
time is shorter that the coastal reclamation land 
use for industrial and urban construction land 
from construction to use. The coastal reclamation 
engineering of Linhai Park of Qinzhou Port and 
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balance before coastal reclamation. The state of 
marine soft soil deposition would change rapidly 
after a violent disturbance of coastal reclamation, 
and its environment would achieve a new dynamic 
equilibrium.

2 BASIC PHYSICAL PROPERTIES OF SOIL 
SAMPLES IN COASTAL RECLAMATION 
DISTRICT

Test results of basic physical properties of soil 
samples in coastal reclamation district are shown 
in Table 1.

Particle size distribution of marine soft soil 
was measured by sieving method and densimeter 
method in Linhai Park of Qinzhou Port and Qisha 
Park of Fangchenggang Port. Test samples of 
marine soft soil mixed sodium hexametaphosphate 
that its concentration is 4%. Test analysis results of 
particle size distribution are as follows.

Content of fine grained soil which the particle 
size is less than 0.075 mm reach 80.55%, content of 
fine grained soil which the particle size is less than 
0.005 mm reach 43.69% in Linhai Park of Qinzhou 
Port.

Content of fine grained soil which the parti-
cle size is less than 0.075  mm reach 82.2%, con-
tent of fine grained soil which the particle size is 
less than 0.005 mm reach 33.3% in Qisha Park of 
Fangchenggang Port.

3 ANALYSIS OF THE SOIL AND WATER 
ENVIRONMENTAL CHANGE OF 
MARINE SOFT SOIL FOR COASTAL 
RECLAMATION

That coastal reclamation impact on environment 
of marine soft soil is multifaceted. From the point 
of geotechnical engineering, in order to coastal rec-
lamation engineering of Linhai Park of Qinzhou 
Port and Qisha Park of Fangchenggang Port as the 
research object, water-soil environmental change 
of marine soft soil was analyzed as follows.

First, environmental change of the hydraulic 
connection was analyzed. Hydraulic connection 
environment of marine soft soil will be signifi-
cant changes before and after coastal reclamation 
engineering. Marine soft soil contact with seawater 

directly before coastal reclamation engineering, 
hydraulic connection is strong, marine soft soil was 
separated by coastal reclamation layer of hydrau-
lic filled sand, hydraulic connection is weaken. 
Marine soft soil contact with seawater by means 
of pore water seepage of coastal reclamation layer 
of hydraulic filled sand. The surface of coastal rec-
lamation layer of hydraulic filled sand is ground 
surface which is exposed to air layer, the bottom 
contact with marine soft soil, one side of coastal 
reclamation layer of hydraulic filled sand contact 
with seawater, the other side contact with land 
directly. The nature of the changes of the original 
boundary conditions have taken place. Pore water 
source of coastal reclamation layer will be con-
trolled by its boundary conditions.

Second, environmental change of water chemical 
field was analyzed. With marine soft soil environ-
mental change of the hydraulic connection, dis-
charge and supply conditions of marine soft soil’s 
pore water will change, water chemical field and 
its chemical components of marine soft soil’s pore 
water will change before and after coastal reclama-
tion engineering. Material sources of coastal rec-
lamation layer’s pore water chemical composition 
divided into three parts. Section one of pore water 
chemical composition is derived from seawater lied 
in the side of the sea, section two of pore water 
chemical composition is derived from the ground-
water seepage lied in the side of the land, section 
three of pore water chemical composition is derived 
from the surface seepage. Soil-water interactions of 
marine soft soil will be new changes, because the 
material composition of water field change.

Table 1. The physical properties of marine soft soil.

Natural moisture 
content (%)

The proportion 
of soil particles

Plastic limit 
(%)

Liquid limit 
(%)

Plasticity 
index

Liquidity 
index

Qinzhou 52.57 2.70 20 42.5 22.5 1.45
Fangchenggang 65.07 2.69 25.3 49.2 23.9 1.67

Figure 1. The cumulative curve of grain size in Qinzhou 
and Fangchenggang.
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Third, additional load stress of marine soft soil 
layer was analyzed due to coastal reclamation layer. 
Coastal reclamation layer consists of hydraulic 
filled sand. Coastal reclamation layer of hydrau-
lic filled sand exert new additional load stress to 
marine soft soil layer. Additional load stress will 
produce corresponding geotechnical engineering 
geology effect to marine soft soil.

4 MECHANISM ANALYSIS OF SOIL-
WATER INTERACTIONS

Water—soil—electrolyte system consists of marine 
soft soil, pore water and pore water chemistry 
composition. Ion composition exchange will hap-
pen between pore water of soft soil and soak liquid 
in the process of soaking, pore water ionic concen-
tration and its components will change. The origi-
nal dynamic equilibrium of Soil-water interactions 
is broken between soft soil clay mineral particles 
and pore water, until a new dynamic equilibrium 
is reached.

First, ion exchange adsorption occur between 
soft soil clay mineral particle and pore water solu-
tion when the pore water ionic concentration and 
its components change. The surface state of soft 
soil clay mineral particles will change because of 
ion exchange adsorption, and mechanical prop-
erties and engineering properties of soft soil soil 
will change. The characteristics of ion exchange 
adsorption is that dissociation ions of surface of 
soft soil clay mineral particles substitute for dis-
appearing ions in the pore water solution. Ion 
exchange adsorption is the result of the interaction 
between clay mineral particles and pore water solu-
tion, the strength of the ion exchange adsorption 
depends on two aspects that are clay mineral parti-
cles and pore water solution.

Second, settling—dissolution chemical action 
of ion chemical compositions of pore water solu-
tion come up when the ion composition concen-
tration of the pore water solution change. Calcium 
ions concentration was increased in in the process 
of the test, calcium ions precipitated, the generated 
solid cement filled in the pores of the soil parti-
cles, so that the pores of the soil particles would 
decrease.

5 EXPERIMENTAL STUDY ON WATER-
SOIL INTERACTION INFLUENCE 
FOR ENVIRONMENTAL CHANGE OF 
MARINE SOFT SOIL

Water-soil environment of marine soft soil was 
simulated by using a soil soaking-load linkage (Wu 
et al. 2013) when calcium ions concentration of 

soft soil pore water changes. Water-soil interaction 
taken place between soak liquid calcium ions and 
soft soil. And then meso-structures of soft soil 
changed, consequently, physical and mechanical 
properties of soft soil transformed.

Environmental change of marine soft soil was 
simulated under the action of additional load 
stress of coastal reclamation layer and soak liquid 
of calcium ions in Linhai Park of Qinzhou Port. 
Combination plans of working condition are a 
total of nine combinations are shown in Table 2.

Environmental change of  marine soft soil was 
simulated under the action of  additional load 
stress of  coastal reclamation layer and soak liquid 
of  calcium ions in Qisha Park of  Fangchenggang 
Port. Combination plans of  working condition are 
a total of  nine combinations are shown in Table 3.

5.1 Calcium ions of soft soil

Ion components of soft soil are measured by using 
the instruments that is model number 5300DV 

Table  2. The working condition simulation combina-
tion plans of marine soft soil in Qinzhou.

Additional load stress of 
coastal reclamation layer (kPa)

Soak solution 80 kPa 130 kPa 180 kPa

Seawater in Qinzhou 
(calcium ions 
concentration 
is 0.025%)

No. 1 No. 2 No. 3

calcium ions 
concentration 
is 0.25%

No. 4 No. 5 No. 6

calcium ions 
concentration 
is 2.5%

No. 7 No. 8 No. 9

Table  3. The working condition simulation combina-
tion plans of marine soft soil in Fangchenggang.

Additional load stress of coastal 
reclamation layer (kPa)

Soak solution 80 kPa 130 kPa 180 kPa

Seawater in 
Fangchenggang 
(calcium ions 
concentration 
is 0.044%)

No. 10 No. 11 No. 12

calcium ions 
concentration 
is 0.44%

No. 13 No. 14 No. 15

calcium ions 
concentration 
is 4.4%

No. 16 No. 17 No. 18
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Inductively Coupled Plasma Atomic Emission 
Spectrometer made in Optima Company.

Calcium ions content of disturbed soft soil sam-
ples is initial value before disturbed soft soil sam-
ples were soaked in Linhai Park of Qinzhou Port 
and Qisha Park of Fangchenggang Port. Calcium 
ions content of the center of the artificial soil sam-
ples were measured after the completion of the soft 
soil samples soaked. Test method is that extractive 
content of soft soil samples’ calcium ions in deion-
ized water is evaluation standard.

The determination results of soft soil samples’ 
calcium ions content are shown in Table  4 and 
Table 5. The unit, mg/kg, shows calcium ions con-
tent in per kilogram soil samples.

Change laws of calcium ions content are shown 
in Figure 2 and Figure 3 along with the additional 
load stress of coastal reclamation layer.

Figure  2 and Figure  3  show that calcium ions 
content of artificial soil samples decreases along 
with the increase of the additional load stress of 
coastal reclamation layer under the same circum-
stances of calcium ions concentration of soak solu-
tion. With the combination of Figure 6, Figure 7, 
Figure  10 and Figure  11, we can infer that cal-
cium ions inlet will decrease from soak solution to 
artificial soil samples along with the decrease of 
porosity and osmotic coefficient in the process of 
soaking.

Change laws of calcium ions content are shown 
in Figure  4 and Figure  5 along with the calcium 
ions concentration of soak solution.

Figure  4 and Figure  5  show that calcium ions 
content of artificial soil samples increases along 
with the increase of the calcium ions concentration 
of soak solution under the same circumstances of 
the additional load stress of coastal reclamation 
layer. The reason is that calcium ions inlet will 
increase from soak solution to artificial soil sam-
ples along with the increase of the calcium ions 
concentration of soak solution.

Table  4. Calcium ions content in Linhai Park of 
Qinzhou Port (mg/kg).

Soak solution

Additional load stress of 
coastal reclamation layer 
(kPa)

Before 
soaked80 kPa 130 kPa 180 kPa

Seawater in Qinzhou 
(calcium ions 
concentration 
is 0.025%)

299.6 271.1 256.0 328.8

calcium ions 
concentration 
is 0.25%

440.9 418.3 385.9

calcium ions 
concentration 
is 2.5%

1927 1758 1589

Table  5. Calcium ions content in Qisha Park of 
Fangchenggang Port (mg/kg).

Soak solution

Additional load stress of 
coastal reclamation layer 
(kPa)

Before 
soaked80 kPa 130 kPa 180 kPa

Seawater in 
Fangchenggang 
(calcium ions 
concentration 
is 0.044%)

145.0 129.2 117.8 146.1

calcium ions 
concentration 
is 0.44%

241.3 207.9 190.4

calcium ions 
concentration 
is 4.4%

1615.1 1494.3 1403.0

Figure  2. The change chart of calcium ions content 
along with the additional load stress of coastal reclama-
tion layer in Linhai Park of Qinzhou Port.

Figure  3. The change chart of calcium ions content 
along with the additional load stress of coastal reclama-
tion layer in Qisha Park of Fangchenggang Port.

ICCAE16_Vol 02.indb   1188ICCAE16_Vol 02.indb   1188 3/27/2017   10:54:56 AM3/27/2017   10:54:56 AM



1189

5.2 Porosity

Porosity of artificial soil samples are shown in 
Table 6 and Table 7 under different conditions in 
Linhai Park of Qinzhou Port and Qisha Park of 
Fangchenggang Port.

Change laws of artificial soil samples’ poros-
ity are shown in Figure 6 and Figure 7 along with 
additional load stress of coastal reclamation layer.

Figure  6 and Figure  7  show that artificial soil 
samples’ porosity decreases along with the increase 
of additional load stress of coastal reclamation 
layer under the same circumstances of the calcium 
ions concentration of soak solution. The reason is 
that the consolidation deformation of soil samples 
come up under the action of additional load stress, 
consequently, soil samples’ porosity decreases.

Change laws of artificial soil samples’ porosity 
are shown in Figure 8 and Figure 9 along with cal-
cium ions concentration of soak solution.

Figure  8 and Figure  9  show that artificial soil 
samples’ porosity decreases slightly along with 

Figure  4. The change chart of calcium ions content 
along with the calcium ions concentration of soak solu-
tion in Linhai Park of Qinzhou Port.

Figure  5. The change chart of calcium ions content 
along with the calcium ions concentration of soak solu-
tion in Qisha Park of Fangchenggang Port.

Table  6. Porosity of artificial soil samples in Linhai 
Park of Qinzhou Port.

Soak solution

Additional load stress of 
coastal reclamation layer (kPa)

80 kPa 130 kPa 180 kPa

Seawater in Qinzhou 
(calcium ions 
concentration 
is 0.025%)

1.10 1.00 0.85

calcium ions 
concentration 
is 0.25%

0.96 0.95 0.94

calcium ions 
concentration 
is 2.5%

0.90 0.83 0.77

Table 7. Porosity of artificial soil samples in Qisha Park 
of Fangchenggang Port.

Soak solution

Additional load stress of coastal 
reclamation layer (kPa)

80 kPa 130 kPa 180 kPa

Seawater in 
Fangchenggang 
(calcium ions 
concentration 
is 0.044%)

1.47 1.38 1.31

calcium ions 
concentration 
is 0.44%

1.43 1.36 1.29

calcium ions 
concentration 
is 4.4%

1.33 1.24 1.19

Figure  6. The change chart of artificial soil samples’ 
porosity along with additional load stress of coastal rec-
lamation layer in Linhai Park of Qinzhou Port.

the increase of the calcium ions concentration 
of soak solution under the same circumstances 
of the additional load stress of coastal reclama-
tion layer with the exception of 180 kPa in Linhai 
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soak solution because part of the pores was filled 
by cementing material precipitation of calcium 
ions. The reason of the exception of 180  kPa in 
Linhai Park of Qinzhou Port may be that impact 
on artificial soil samples’ porosity is little for the 
increase of soak solution’s calcium ions concentra-
tion. Variable quantity of artificial soil samples’ 
porosity was concealed by error in the process of 
experiment.

5.3 Osmotic coefficient

Osmotic coefficient of artificial soil samples are 
shown in Table 8 and Table 9 under different con-
ditions in Linhai Park of Qinzhou Port and Qisha 
Park of Fangchenggang Port.

Change laws of artificial soil samples’ osmotic 
coefficient are shown in Figure 10 and Figure 11 
along with additional load stress of coastal recla-
mation layer.

Figure  7. The change chart of artificial soil samples’ 
porosity along with additional load stress of coastal rec-
lamation layer in Qisha Park of Fangchenggang Port.

Figure  8. The change chart of artificial soil samples’ 
porosity along with calcium ions concentration of soak 
solution in Linhai Park of Qinzhou Port.

Figure  9. The change chart of artificial soil samples’ 
porosity along with calcium ions concentration of soak 
solution in Qisha Park of Fangchenggang Port.

Table 8. Osmotic coefficient k of  artificial soil samples 
in Linhai Park of Qinzhou Port (10−8 cm/s).

Soak solution

Additional load stress of 
coastal reclamation layer (kPa)

80 kPa 130 kPa 180 kPa

Seawater in Qinzhou 
(calcium ions 
concentration 
is 0.025%)

14.1 11.2 6.09

calcium ions 
concentration 
is 0.25%

12.0 9.65 7.92

calcium ions 
concentration 
is 2.5%

10.3 7.65 4.94

Table 9. Osmotic coefficient k of  artificial soil samples 
in Qisha Park of Fangchenggang Port (10−8 cm/s).

Soak solution

Additional load stress of coastal 
reclamation layer (kPa)

80 kPa 130 kPa 180 kPa

Seawater in 
Fangchenggang 
(calcium ions 
concentration 
is 0.044%)

15.8 12.5 8.62

calcium ions 
concentration 
is 0.44%

14.1 10.6 8.02

calcium ions 
concentration 
is 4.4%

11.0 9.35 7.49

Park of Qinzhou Port. With the combination of 
Figure 4 and Figure 5, we can infer that artificial 
soil samples’ porosity decreases slightly along with 
the increase of the calcium ions concentration of 
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Figure 10 and Figure 11 show that artificial soil 
samples’ osmotic coefficient decreases along with 
the increase of the additional load stress of coastal 
reclamation layer under the same circumstances of 
calcium ions concentration of soak solution. The 
change law of artificial soil samples’ osmotic coef-
ficient is consistent with change law of artificial 
soil samples’ porosity.

Change laws of artificial soil samples’ osmotic 
coefficient are shown in Figure 12 and Figure 13 
along with calcium ions concentration of soak 
solution.

Figure  12 and Figure  13  show that artificial 
soil samples’ osmotic coefficient decreases slightly 
along with the increase of the calcium ions con-
centration of soak solution under the same cir-
cumstances of the additional load stress of coastal 
reclamation layer with the exception of 180 kPa in 
Linhai Park of Qinzhou Port. The change law of 
artificial soil samples’ osmotic coefficient is con-
sistent with change law of artificial soil samples’ 
porosity.

6 CONCLUSION

In this paper, the research object is marine soft 
soil in Linhai Park of  Qinzhou Port and Qisha 
Park of  Fangchenggang Port. The marine soft 
soil environment factors, additional load stress 
of  coastal reclamation layer and calcium ions 
of  pore water chemical composition, were simu-
lated by using a soil soaking-load linkage. The 
soil soaking-load linkage is mechanism simula-
tion device. Impact on water-soil interactions of 
marine soft soil was analyzed for additional load 
stress of  coastal reclamation layer and calcium 
ions of  pore water chemical composition. The 
conclusion is as follows.

1. From the point of geotechnical engineering, 
there are mainly hydraulic connection, water 
chemical field and additional load stress of 
coastal reclamation layer for the soil and water 
environmental change of marine soft soil in 
coastal reclamation district.

Figure 10. The change chart of artificial soil samples’ 
osmotic coefficient along with additional load stress of 
coastal reclamation layer in Linhai Park of Qinzhou 
Port.

Figure  11. The change chart of artificial soil sam-
ples’ osmotic coefficient along with additional load 
stress of coastal reclamation layer in Qisha Park of 
Fangchenggang Port.

Figure 12. The change chart of artificial soil samples’ 
osmotic coefficient along with calcium ions concentra-
tion of soak solution in Linhai Park of Qinzhou Port.

Figure 13. The change chart of artificial soil samples’ 
osmotic coefficient along with calcium ions concentra-
tion of soak solution in Qisha Park of Fangchenggang 
Port.
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2. The soil and water environmental change of 
marine soft soil in coastal reclamation district is 
simulated by using a soil soaking-load linkage.

3. Under the same circumstances of the calcium 
ions concentration of soak solution, the con-
solidation deformation of artificial soil sam-
ples come up under the action of additional 
load stress, consequently, artificial soil sam-
ples’ porosity decreases. Artificial soil samples’ 
porosity and osmotic coefficient decreases 
along with the increase of additional load stress 
of coastal reclamation layer. Artificial soil sam-
ples’ calcium ions content decreases along with 
the increase of additional load stress of coastal 
reclamation layer.

4. Under the same circumstances of the additional 
load stress of coastal reclamation layer, artifi-
cial soil samples’ calcium ions content increases 
along with the increase of calcium ions concen-
tration of soak solution.

5. Artificial soil samples’ porosity and osmotic 
coefficient decrease slightly along with the 
increase of the calcium ions concentration of 
soak solution under the same circumstances of 
the additional load stress of coastal reclamation 
layer with the exception of 180 kPa in Linhai 
Park of Qinzhou Port. The reason of the excep-
tion of 180 kPa in Linhai Park of Qinzhou Port 
may be that impact on artificial soil samples’ 
porosity is little for the increase of soak solu-
tion’s calcium ions concentration. Variable 
quantity of artificial soil samples’ porosity was 
concealed by error in the process of experiment.
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ABSTRACT: This study is to assess greenhouse gases and energy use of China’s PPI using an accounting 
framework that makes up the entire supply chain. A cradle-to-grave tracking is applied in the calculation. 
We consider three groups of raw materials—wood, waste paper, and non-wood fiber—yet focus on wood 
and waste paper, which are further divided into two subclasses according to the sources: domestic and 
imported. The different impacts in the major exporting countries to China’s PPI are analyzed by consid-
ering the land use change. In addition, sensitivities to changes in major factors in the supply chain are 
examined. The results of this study are useful in framework designing and decision making of regional 
strategy department of PPI.

tons of  paper and paper board, respectively. The 
gross output value of  China’s PPI was about USD 
95 billion (585 billion Yuan), which accounts for 
3.64%of the total GDP (gross domestic product) 
in China’s manufacturing sector. The total con-
sumption of  paper and paper board in 2010 was 
91.73 million tons, a 7.05% increase from the pre-
vious year; per capita consumption of  paper and 
paper board in China was 68 kg, about 23% of 
the average per capita consumption in developed 
countries (300  kg). Obviously, there is a great 
growth space for China’s PPI. Thus, energy con-
sumption and GHG emissions in China’s PPI will 
increase inevitably in conjunction with the grow-
ing market.

In addition, China’s PPI is facing great short-
age of domestic raw material supply (Manda et al., 
2012). In 2010, China imported 35.43 million m3 
of industrial roundwood, an increase of 26.6% 
from the previous year, which accounts for 34.6% 
of its total domestic roundwood production (FAO, 
2012). China is also a net importer of pulp; 35% 
of total pulp consumption during 2006–2010 was 
imported. Moreover, China is the world’s biggest 
buyer of recovered paper (BIR, 2011). Over 62% 
of China’s pulping materials in 2010 was recycled 
paper, of which 24.35 million tonnes was imported 
(CTAPI, 2011).

The huge market size of  China’s PPI highlights 
the need to investigate the energy use and GHG 
emissions. Although it has been proved that the 

1 INTRODUCTION

Greenhouse Gas (GHG) emissions have become 
a focus of international attention as the impacts 
of global climate change increase. Burning of fos-
sil fuels is a major source of GHG emissions, and 
industries are major users of fossil energy. The 
Pulp and Paper Industry (PPI) is the fourth larg-
est industrial energy user in the world; electricity 
and heat are needed for chemical pulping, paper 
making, black liquor evaporation, and other oper-
ations (Chen et al., 2012). Consequently, the PPI is 
one of the biggest emitters among all the industrial 
sectors (Nilsson et al., 1995; Gasbarro et al., 2012).

Since 2008, China has overtaken the US as No.1 
emitter of GHGs in the world, accounting for 
23.33% of global emissions in that year. Further-
more, carbon leakage may exist between Organiza-
tion for Economic Co-operation and Development 
(OECD) countries and the newly emerging econo-
mies like China as polices in the OECD countries 
aim at the reduction of domestically produced 
GHGs, which may result in the relocation of 
emission-intensive industries to countries with less 
stringent emission standards. China is also ranked 
as the largest carbon exporter (Homma et al., 2012; 
Bruckner et al., 2010).

According to China Paper Manufactur-
ers Association (2010), there were more than 
3700  mills in China’s PPI, annually producing 
73.18  million tonnes of  pulp and 92.70  million 
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composition structure of  raw materials has a 
great relationship with the energy use and GHG 
emissions of  PPI (Hammett et  al., 2001; Wang 
et al., 2012), imported materials along the supply 
chain also have a great impact on that because of 
different forest types and management practices 
across exporting countries (James, 2012). The 
perspective of  whole supply chain is essential to 
assess the energy use and GHG emissions of  PPI 
properly.

This paper will look into the energy use and 
GHG emissions of China’s PPI using the supply 
chain approach and life cycle assessment. We will 
measure and compare energy use and GHG emis-
sions of paper products made from different raw 
materials originating from domestic and foreign 
sources.

2 METHODOLOGY AND DATA

2.1 Assumptions

To achieve study goal, necessary assumptions are 
made as follows:

1. For raw materials, we included wood fiber, 
recovered fiber and non-wood fiber. All types 
of fiber are further divided into domestic and 
imported fiber except for non-wood fiber that is 
predominantly domestic grain stoves.

2. Imported wood fiber refers to chips exclusively 
under the consideration of transportation con-
venience and industry and employment oppor-
tunities protection.

3. Wood pulp is roughly divided into to two cat-
egories: chemical pulp and mechanical pulp, to 
achieve a balance between calculation simplicity 
and obvious differences of energy consumption 
that exist in different types of wood pulp.

4. This study focuses on fiber only; therefore, 
other substances (such as fillers, chemicals) are 
excluded.

5. Carbon sink resulting from domestic forest cul-
tivation to supply wood fiber to PPI is included 
in the total CO2 emissions, while the carbon 
stock in the wooden product used as a raw mate-
rial in the supply chain is considered as carbon 
emission.

6. Activities occurring in the final product utiliza-
tion phase are not incorporated.

7. All used paper is assumed to be incinerated to 
generate electricity if  not recovered, and energy 
contained in recovered paper is considered to 
be equivalent to the same amount contained in 
wood fiber.

8. Being a territorial accounting, transportation 
activities that occur outside of the study area 
are excluded consequently.

9. All measurements in this study are based on the 
production and consumption of 1 ton of paper, 
and energy is expressed on the Lower Heating 
Value (LHV) basis.

2.2 System boundary

The system considered in this study consists of 
wood harvesting, transportation, pulping, paper 
making, and waste paper disposing as well as 
importing of raw materials, intermediate products 
and final products. The system boundary is shown 
in Figure 1.

First, carbon sequestration in forest cultiva-
tion is calculated as emissions mitigation while 
those associated with wood and waste paper incin-
eration, are ignored since sustainable forestry is 
assumed. Second, wood cutting and chipping 
operations are supposed to be carried out in-field 
before transportation, which is widely accepted as 
a rational option (Emer et al., 2011; Kallio et al., 
2011; Acuna et  al., 2012). Third, details of non-
wood fiber production are not considered. Finally, 
energy contained in biomass or/and recycled paper 
is calculated as energy input, while waste paper dis-
carded is assumed to be incinerated with munici-
pal solid waste, which is considered as energy 
generation.

Figure 1. Details of the system boundary.
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2.3 Calculation method

2.3.1 Energy consumption calculation
Energy consumption along the supply chain is cal-
culated by subtracting the amount of total energy 
generation from the amount of total energy input 
(energy use).

Energy use in wood cutting and chipping opera-
tions are included in energy input with cultivation 
activities. Besides wood, imported pulp and waste 
paper put into the supply chain are converted into 
the wood equivalent to calculate biomass energy 
use. Energy use of non-wood pulp making is 
assumed to be 28.7 GJ/Adt, including raw mate-
rial (mainly wheat straw) production, harvesting, 
chipping, transportation and pulping (Kissinger 
et al., 2007). The average transportation distance 
(one way) of domestic goods is assumed to be 
150 km and 500 km is assumed for imported goods 
(Manda et al., 2012).

By-products in pulping processes can be used for 
energy generation. Generally, there are two sources 
of energy generation extracted from by-products: 
black liquor and rejects.

End-products also contain energy. Two end 
processes are assumed for waste paper: recycled 
and incineration. The recycle rate of waste paper 
in China in 2010 is 0.4 (Chen Q.W., 2010).

2.3.2 CO2 emissions calculation
CO2 emissions are calculated by multiplying total 
consumption of each type of energy with the car-
bon content of the energy source, as follows:
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where α (kg CO2/kwh) is the emission factor of 
electricity; β (kg CO2/GJ) is the emission factor 
of  steam, relying on main fuel used and convert 
efficiency in objective region; γ is the emission 
factor of  energy used in wood cultivation and 
non-wood pulp acquisition; θ is the emission fac-
tor of  energy used in transportation; and τ (kg 
CO2/m3) is unit CO2 emissions mitigation of  for-
est cultivation.

The emissions factors used are the CO2 emis-
sions factors for fuel combustion as recommended 
by the IPCC (1996). Emission factors of national 
primary energy are used for the calculation of car-
bon emissions in the cultivation and non-wood 
pulp acquisition, which is accurate enough because 
the amount of energy use in these activities is 
minimal.

2.4 Inputdata

Current state-of-the-art technologies are supposed 
in estimating the parameters used in this study.

Table 1 presents the amount of energy use and/
or generation in different processes. Emissions 
with energy used in forest cultivation are assumed 
to be equivalent to coal combustion in this study, 
because the primary energy used in China is coal 
(IEA, 2012). Energy used in transportation is 
assumed to be diesel. The average energy conver-
sion efficiency set in this study is 35% for electricity 
and 90% for heat (Graus et al., 2007).

3 COMPUTATION RESULTS

3.1 Energy input

The total amount of six parts of energy input 
are 2914E6  GJ, 955.57E6  GJ, 537.2E6  GJ, 
455.44E6 GJ, 372.24E6 GJ, 1.1E6 GJ for biomass, 
paper making, transportation, pulping, non-wood 
pulp production and cultivation, respectively, and 
the total energy input is 5235.55E6 GJ (Figure 2).

Energy use in cultivation is so minimal that it 
cannot be seen in the diagram. Energy use in pulp-
ing is not as much as it used in paper making in 
China’s PPI that corresponds to the large amount 
of imported pulp as well as large amount of energy 
use in transportation. Energy contained in all 
materials put into the supply chain is accounted 
for, which can explain for the largest energy use 
among all parts.

3.2 Energy generation

Energy generation in pulping activities is 
347.56E6 GJ. Energy generated from waste paper 
incineration is 679.34E6 GJ, and 1221.88E6 GJ is 
the energy contained in the recovered paper.

Table 1. Data of energy consumption and generation.

Steam 
(GJ/Adt)

Electricity 
(kwh/Adt)

(Energy consumption/generation)

Chemical pulp 22.2/22.2b 700a/2463c

Mechanical pulp −/5.4d 2200b/−
Recovered pulp 0.4c/0.42e 390c/−
Paper making 5.6c/− 608c/−
paper incineration −/1200e

Wood incineration −/1750f

a. Nilsson et al. (1995); b. Gullichsen & Fogelholm (2000);
c. Farahani et al. (2004); d. Holmberg & Gustavsson (2007);
e. Laurijssen et al. (2010); f. Dornburg et al. (2006).
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In 2010, there is a small amount of net exported 
paper and paper board whose energy contained is 
calculated as energy generation with conversion 
factor between paper and wood equivalent. In all, 
the total energy generation in China’s PPI in 2010 
is 2281.08E6 GJ.

3.3 Energy consumption

Based on energy use and energy generation, the 
total energy consumption in China’s PPI can be 
calculated and the result is 2954.47E6  GJ. The 
average unit energy use per pulp consumption is 
32.21 GJ/t paper. This figure is of the same magni-
tude with unit energy use in Dutch PPI (Laurijssen 
et  al., 2010), which also versifies the account-
ing framework used in this study, Even though 
the value is higher than that in Netherland due to 
higher recycling rate in Netherland and differences 
in those two accounting frameworks. 

3.4 CO2 emissions

Total CO2 emission from China’s PPI in 2010 is 
147.69E6 t CO2 and average carbon emission per 
tonne of paper is 1610 kg CO2. Energy use and CO2 
emission in some countries are listed in Table 2.

Energy use and carbon emissions depend 
strongly on energy efficiency, primary energy 
used and accounting framework. The high value 
of carbon emissions in this study is partly due to 
the energy contained in imported materials that 
is included, but the corresponding carbon sink in 
forest cultivation activities is excluded. In fact, a 
net importer of wood product should be responsi-
ble for carbon storage in imported wood materials 
(Heath, 2010).

3.5 Comparison with production-based 
accounting

Within production-based or territorial account-
ing calculation method (Bruckner et al., 2010), the 
total energy consumption in China’s PPI in 2010 is 
1974.0E6 GJ (21.3 GJ/t paper) and the total car-
bon emission is 118.26E6 t CO2 (1275.7 kg CO2/t 
paper). These two figures both smaller than the 
ones within incorporating impacts of imported 
goods, which may indicate that China is a carbon 
importer in terms of PPI.

3.6 Sensitivity Analysis

3.6.1 Importing
1. Change in quantity of imports
We investigate the sensitivity to the change in 
quantities of imported raw materials and final 
product of the supply chain (see Figure 3). To keep 
comparativeness, when the amount of imported 
chips changes, the amount of domestic chips 
changes accordingly and all other parameters 
are assumed to be unchanged in order to satisfy 
the paper market’s demand. As the amount of 
imported chips increasing, unit energy use and 
CO2 emission both increase (see Figure 3a).

Imported chips consume more energy in trans-
portation and less energy in cultivation when com-
pared to domestic chips; however, the energy use 
saved in cultivation activities cannot offset the 
extra energy used in transportation due to longer 
distance transportation of imported chip. With 
decreasing demand of domestic chips, carbon sink 
accompanied with cultivation activities decreases 
as well, which contributes to the increasing in car-
bon emissions. The marginal unit energy use is 
0.03 GJ/t paper and the marginal unit carbon emis-
sion is 15.03 kg CO2/t paper.

Figure  3b shows the sensitivity of unit energy 
use and unit carbon dioxide emission to quantity 
of imported pulp, which can give us insight of the 
influence of the amount of imported pulp. The 
quantity of domestic pulp changes with quantity 
of imported pulp changes to keep total paper pro-
duction and consumption unchanged and the pro-
portion of all kinds of raw materials to produce 

Figure 2. Energy input composition in China’s PPI.

Table  2. Energy use and CO2  emission of producing 
every 1 t paper in different countries.

Country Energy use (GJ/t) CO2 emission (kg/t)

China 32.2 1610
Canada 18.2a 260a

USA 32.5b 787c

Netherland 14d 200d

Sweden 29.3b 204b

a Adès J. et  al. (2012), Only natural gas and oil prod-
ucts emit CO2; electricity is not considered to emit CO2; 
b Farahani S. et  al. (2004); c Heath L. S. et  al. (2010); 
d Laurijssen J. et al. (2010).
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domestic pulp is fixed invariably. With the amount 
of imported pulp increasing, unit energy use and 
unit carbon emissions go up. If  the amount of 
imported pulp increases by 10%, unit energy use 
and unit carbon emission will have an increment 
of 0.18 GJ/t paper and a jump of 61.35 kg CO2/t 
paper respectively. With conjunction of energy use 
and generation, the net energy use in pulping pro-
cess is negative as well as carbon emissions.

A similar phenomenon is also found in sen-
sitivity analysis for imported waste paper (see 
Figure  3c). The marginal unit energy use is 
0.18 GJ/t paper and the marginal unit carbon emis-
sions are 12.95 kg CO2/t paper.

Figure  3d illustrates unit energy use and car-
bon emissions from one ton of paper products 

consumed in China at different quantity of 
imported paper. With more paper imported, less 
energy consumption is required and less carbon is 
released. If  all paper consumption in China is sat-
isfied by import, the unit energy use is 15.89 GJ/t 
paper and the unit carbon emissions are 1291.97 kg 
CO2/t paper.

Although importing paper can result in less 
energy use and carbon emissions, replacement of 
domestic paper production by imported paper may 
cause a decline of PPI in the country and severe 
issues of unemployment.
2. Different import sources
In our accounting framework, carbon emissions 
are calculated from the perspective of a country, 
however, impacts on carbon emissions associ-
ated with export countries should be taken into 
account.

Based on FAO data, China imports chips mainly 
from Vietnam, Thailand, Australia, Indonesia, 
New Zealand, Russian Federation, Cambodia, 
USA, and Malaysia, while imports pulp mainly 
from Canada, Brazil, USA, Indonesia, Chile, 
Russian Federation, Uruguay, Finland, Japan, 
New Zealand, Sweden, South Africa and, paper 
and paper board mainly from USA, Indonesia, 
Japan, Republic of Korea, Sweden, Russian 
Federation, Canada, Finland, Australia, Brazil, 
Germany, New Zealand, Thailand and Belgium. 
We convert the different products into Wood Raw 
Material Equivalent (WRME) underbark based on 
the research of James K. (2012).

Although carbon contained in wood fiber dis-
play slightly differences in different countries, the 
gap in carbon emissions among countries by con-
sidering land use change is significant as condi-
tions of land use in different countries vary greatly. 
Don et  al. (2011) identified absolute losses of 
10.2–15 t C ha−1 where primary forest is converted 
to secondary forest (including plantation), while 
Munoz et al. (2007) found that soil carbon under 
50% lower than primary forest. The main export-
ers to China’s PPI are divided into several groups, 
according to their changes of primary forest and 
planted forest, see Figure 4.

Based on the facts described above, countries in 
the top right corner in the diagram with increas-
ing cover both in primary forest and plantation 
are perfect exporters within PPI in terms of car-
bon emissions. Then are the countries in the mid-
dle part from top to bottom, and countries in the 
top left corner should decrease their exports. This 
analysis illustrates that importing forest woody 
materials from Indonesia may cause worst carbon 
impacts among the countries under scrutiny.

Using the quantifying method proposed in 
James (2012), change in carbon stores associated 
with removing 1 m3 of WRME underbark of each 

Figure  3. Sensitivity to the change in quantities of 
imported raw materials and final product of China’s 
PPI.
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country can be measured based on FAO data, 
which is listed in Table 3. With the first group con-
cerned, forest extends with carbon sink increasing. 
So the change in carbon stock with removing 1 of 
WRME can be considered as carbon mitigation in 
forestation. The calculation results illustrate that 
Russia is the best exporter in group 1. However, 
in group 2, with data available, it can be judged 
that as forest product exporter South Africa is 
better than Canada, and Thailand is better than 
Malaysia. Also, New Zealand is better than 
Cambodia in group 4, and in group 5, Australia 
may be the worst exporter since decreasing carbon 
stock and increasing forest area, which indicates 
the degradation of forest.

3.6.2 China’s domestic recycle rate
Figure  3e shows trends of unit energy use and 
unit carbon dioxide emissions as the paper recy-
cling rate in China increases from zero to one with 
anything else unchanged. The greater the domes-
tic recycling rate is, the less the carbon emissions 
and energy use become. When no waste paper is 
recycled (recycling rate = 0), the unit energy use is 
40.59 GJ/t paper and the unit carbon emissions are 
2107.15 kg CO2/t paper. The value of unit energy 
use will decrease by 2.1 GJ/t paper and the value 
of unit carbon emissions will increase by 124.29 kg 
CO2/t paper with a 10% increase of recycling rate. 
A higher recycling rate indicates a reduction in 
waste paper incineration. Because paper incinera-
tion causes more GHG emissions than recycling, 
carbon emissions decline.

If  ignore different uses of recycled waste paper, 
that is to say, all recycled waste paper is reused 

Figure  4. Dividing export countries into different 
groups according to change of primary forest and 
planted forest.

Table  3. Changes in carbon stock associated with the 
removal of 1 m3 WRME underbark, 2005–2010.

Group Country
CO2 eq 
(t/m3) Group Country

CO2 eq 
(t/m3)

1 Japan 58.04 3 Sweden N/A
Russian 80.24 Belgium 6.47
USA 20.72 Finland N/A
Uruguay N/A Germany N/A

2 Canada N/A 5 Korea −60.34
South Africa N/A Viet Nam 4.52
Malaysia 7.87 Australia N/A
Thailand 7.42 Brazil 3.50
China 1.83 Chile 1.94

4 Cambodia 2.30 6 Indonesia 14.59
New Zealand −7.10

Figure 5. Comparison of two kinds of assumption of 
recycled paper on energy use and carbon emission.

in PPI, the amount of imported waste paper will 
decrease. Figure 5 shows the comparison of results 
between the two kinds of assumption on recycled 
paper. It is noted that when recycling rate reaches 
0.7, domestic recycled waste paper can match the 
total amount of waste paper used in China’s PPI 
supply chain and 0.7 is just the recycling rate in 
developed countries.

As depicted in Figure  5, the slope of the two 
curves with the assumption that Imported Waste 
Paper Change Corresponding to Recycling Rate 
(IWPCCRR) are both steeper than the cor-
responding curve without IWPCCRR, which 
strengthens the argument that recycling is benefi-
cial with regard to emission and energy use.

4 CONCLUSION

In response to climate change, balancing energy 
use, GHG emissions, and resource scarcity in 
China’s PPI is an important task in forest resource 
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planning and allocation and national sustainability 
development policy making. This study investi-
gates the environmental impacts of PPI in China 
using energy use and CO2 emissions as indicators 
and presents a new accounting framework from 
the viewpoint of supply chains, which can com-
pensate for the deficiency of LCA widely used in 
research. With the proposed accounting frame-
work, total energy use and total CO2 emissions in 
China’s PPI in 2010 are 2954.47 E6 GJ and 147.69 
E6 t CO2, respectively.

The results of this study are useful for decision 
making of the strategy departments of PPI. GHG 
emissions accounting framework designed from 
the viewpoint of supply chain can provide a new 
account sight to assess energy use and GHG emis-
sion of certain industry in a country or a region 
and an insight into the strategy such as resource 
allocation and sourcing decisions.

Issues that need further research are (i) combi-
nation of economic indicators and environment 
indicators in assessing different industries of a 
country or a region; (ii) environment impacts of 
allocation of limited raw materials among different 
industries.
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ABSTRACT: In order to discover the effect of floor and rib failure on the whole entry stability in 
the three-soft coal seam, through site measurement and numerical simulation, the failure circle around 
the entry is obtained, and its mechanism is explored. Based on Protodyakonov’s arch theory, the limit 
equilibrium arch function of entry roof is set up by considering the effect of floor and rib failure. It is 
found that the height of roof equilibrium arch is proportional to the equivalent width of the entry, and is 
inversely proportional to the friction coefficient of the rib and the roof. When the rib fail, the equivalent 
width of entry increases, and the increment of roof equilibrium arch height is proportional to the depth 
of rib failure zone. When floor fails, it causes the equivalent height of entry to increase, and results in the 
equivalent width of entry increasing and the height of roof equilibrium arch increasing. The increment 
of roof equilibrium arch height is proportional to the floor failure depth. Thus, the theory of equilibrium 
circle of entry is established based, and it is pointed that strengthening the ribs and floor is important to 
improve the stability of the whole entry.

with soft roof and floor, which is so called the 
three-soft coal seam.

2 LIMIT EQUILIBRIUM CIRCLE OF 
ENTRY

2.1 Failure circle measured around entry

The study entry is in the Gaocheng coal mine 
in Henan Province of China. The thickness of 
the No. 21 coal seam is 4.8  m and the average 
depth is about 450 m, the dip angle of coal seam 
is 8°–13°. The roof is in sliding structural zone, 
which is extremely broken, and the floor is soft 
sandy mudstone. It belongs to typical three-soft 
coal seam. The entry size is width 6.0  m and 
height 3.4 m. The mechanical parameters of coal 
and rock are shown in Table  1. The compressive 
strengths are 0.92–17.0 MPa, water softening coef-
ficients are 0.24–0.36, and the elastic modulus are 
33.0–413.8  MPa. It is clear that the surrounding 
rock is typical soft rock.

The original support of the entry is U section 
steel in arch-shaped yielding supports (Fig. 1).

The convergence between roof and floor is 
1.5 ∼ 2.0 m, and between ribs is 1.5 m. It belongs 
to large deformation soft entry. According to 
the radar scan and borehole observation in the 
No. 21051 roadway, the failure zone around the 

1 INTRODUCTION

Usually, the roof is paid more attention than the 
ribs, and the floor is always ignored in the entry 
support. The main reason is unclear in the inter-
actions of “floor–ribs–roof”. There are a lot of 
research on soft rock entry support theory, but 
less study on the influence of the floor and ribs 
on the roof. Practice shows the soft floor has a 
direct effect on the rib deformation and influences 
the stability of the roof. Currently, the main theo-
ries on the entry and roadway support including 
Protodyakonov’s arch theory (Li 1986), broken 
rock zone theory (Deng et al. 1994), key circle the-
ory of entry (Kang 1997), self-stable arch theory 
(Huang 2014), and roof stability (Gou et al. 2006, 
Tan 2003, Xu et al. 2013).

There is some research dealing with the shape 
of the roof arch by considering the initial hori-
zontal stress (Zhao 1978), and the surrounding 
rock stability of the roadway (Miao 1997). Some 
researches found that strengthening the floor and 
the two ribs had important impact on the whole 
stability of entry (Bai et al. 2011, Guo et al. 2013). 
But there is less study on the interaction mecha-
nism of “floor–ribs–roof”.

This research analysis involves the interaction 
mechanism of “floor–ribs–roof”, and provides a 
new theory of entry support in the soft coal seam 
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entry is circle shape (Fig.  2). The height of roof 
arch is 3.8 ∼ 4.1  m, and the thickness of failure 
zone in ribs is 2.6 ∼ 3.1 m, and the deepness in floor 
is 1.0 ∼ 1.5 m.

In general, the surrounding rock self-stable equi-
librium circle refers to the circular boundary of the 
surrounding rock in the limit state of self-stability. 
In the entry roof, it is approximate to tensile stress 
boundary. And in ribs and floor, it is approximate 
to plastic zone and tensile failure zone boundary. 
Generally, the failure circle zone around entry 
refers the limit equilibrium self-stable circle.

2.2 Numerical simulation of failure circle

In order to explore the interaction and influence of 
“floor-rib-roof”, simulation models are set up by 
Flac3D and the result is shown in Fig. 3.

When the roof is weak (c   =  0.6  MPa, σt  = 
0.4 MPa) and the floor is stronger (c  = 1.8 MPa, 
σt  =  1.6  MPa), the strength of ribs reduce from 
c  =  1.4  MPa to 0.5  MPa, and σt   =  1.2  MPa to 
0.3  MPa, the height of roof arch increases 15%. 
Based on that, when the strength of floor is reduced 
from c = 1.8 MPa to 0.4 MPa and σt = 1.4 MPa to 
0.2 MPa, the thickness of rib failure zone increases 
by 20%, and the height of roof arch increases by 
25%. The total increment of roof arch height due 
to the influence of soft and soft floor is 43%. So, 
it is obvious that the soft floor and soft ribs have 
a significant impact on the development of roof 
failure arch of the three-soft entry.

2.3 Natural limit equilibrium arch of entry roof

If  only the influence of soft roof is considered, 
the natural equilibrium arch in the entry roof can 
be determined by Protodyakonov’s arch theory 
(Wang 1996). Actually, the arch is in limited equi-
librium state, and the arch calculation model is 
shown in Fig. 4.

Assume that there is only axial compression 
force, and no shear force and bending moment on 
any cross-section of the limited equilibrium arch. 
Choose any point M(x,y) in the arch curve, the 
bending moment of all the external force to the 
point M(x,y) is

M Ty qTT xTyT 2 2 0=/  (1)

where q is vertical uniformly distributed load on 
the arch, MPa; T is horizontal force at arch sec-
tion, MN.

According to static equilibrium equation, 
T  = T’

Based on Protodyakonov’s arch theory, the 
horizontal force T’ at the arch feet must meet the 
condition:

′ ≤T qaf  (2)

where T’ is the horizontal force at arch feet, MN; 
f is internal friction coefficient of roof. Put T  = qaf 
into Eqs. (1), and there is

y x af2 2/  (3)

Table 1. The physical and mechanical parameters of roof and floor in the No. 21 coal seam.

Stratum Lithology

Uniaxial 
compressive 
strength 
(MPa)

Thickness
(m)

Water 
softening
coefficient

Tensile 
strength
(MPa)

Shear strength Elastic 
modulus
(MPa)

Poisson’s
ratio

Unit 
weight
(t/m3)C(MPa) Φ(°)

Coal seam No.21 coal 0.92 4.86 0.32 0.10 0.70 20 33.0 0.28 1.35
Roof Sandstone 16.35 8.00 0.24 2.97 5.12 35 351.2 0.20 2.65
Floor Mudstone 15.44 15.00 0.36 3.32 0.86 25 413.8 0.20 2.44

Figure 1. Deformation of entry section.

Figure 2. Entry failure circle by site measurement.
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The height of the nature equilibrium arch is:

b a f/ 2  (4)

where b is the height of the arch with stable ribs, 
m; a is the half  width of entry, m; f is the internal 
friction coefficient of the roof.

2.4 Height of the limit equilibrium arch with rib 
failure

When there is a failure in ribs, the maximum fail-
ure depth in rib can be calculated as:

r h fbff1rr 2/  (5)

where r1 is the maximum depth of rib failure, m; 
h is the entry height, m; fb is the internal friction 
coefficient of rib.

Rib failure is equivalent to the entry width 
increase, and leads to the development of roof 
equilibrium arch (Fig.  5). The equivalent half-
width increment is given by r kr1 1r kr rr* , where r1rr* is 
equivalent width increment of rib, m; k is equiva-
lent coefficient.

According to fracture mechanics, the equivalent 
increment of crack length is equal to half-width 
of the plastic zone. So, the equivalent width coef-
ficient k  = 0.5, and the equivalent half  width of 
entry is

r a r1 1a rr 1rr0 5= +aa = +a* .  (6)

where a1 is the equivalent half  entry width with ribs 
failure, m.

Put x  = a1, y  = b1 into the Eqs. (3), the height of 
the limit equilibrium arch is:

b a f a r f ffbff1 1b ab 10a 8a1a 0/ f/ f2 f2 f . r55r5rrr /f b h=f  (7)

where b1 is the height of equilibrium arch with ribs 
failure, m.

3 LIMIT EQUILIBRIUM CIRCLE THEORY

3.1 Limit equilibrium circle theory of entry 
support

In the three-soft entry, floor heave will cause ribs 
damage and result in the roof arch increment 
(Fig. 6).

Assume equivalent floor failure depth hd is half  
floor failure depth, there is:

h h hdh* +h  (8)

where h* is equivalent height with floor failure, m; 
hd is equivalent depth of floor failure, m.

Figure 3. The failure circle development in three-soft entry.

Figure  4. Calculation model of the limit equilibrium 
arch.

Figure  5. Limit equilibrium arch of entry with rib 
failure.
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If the internal friction angles of ribs and floor 
are same, the width of floor influence by Eqs. (5) 
is:

r h fd bh fh f2 1rr = +r1rr  (9)

where r2 is the maximum depth of the rib failure 
zone influencing floor failure, m.

In the same way, the equivalent width of entry 
is:

a h fd bh fh f2 2a 10= +aa . r a hh2rr 15 = +a1  (10)

where a2 is equivalent half  width of floor failure.
So, the height of the limit equilibrium arch by 

considering the effects of floor and ribs failure is:

b a f h h ffd bfff2 2b ab 8h hdha2a h/ (f b2 f b2 f ) /  (11)

where b2 is the height of the limit equilibrium arch 
with floor and rib failure, m;

The increment of arch height by floor failure is:

Δb b b h ffd bh fff2 2b bb b 1bb 8−b2b /  (12)

3.2 Principles of entry support

Assume, a  = 2.5 m, h  = 4.0 m, hd  = 1.0 m, and 
f  =  fb  =  fd  =  tan35º =  0.7, the roof arch height 
increment Δb with the width increment Δa is in 
Fig. 7.

Based on above analysis, the entry support prin-
ciple is put forward:

1. Entry support design must put “roof–ribs–
floor” as an integral whole. Rib strengthening is 

important to maintain the stability of the roof. 
Floor strengthening is helpful to rib stability.

2. Integration of “rib–floor” and “roof–rib” (shadow 
zone in Fig. 8) are key areas in the entry.

3. When the height of roof equilibrium arch is less 
than the general bolt length, bolt length needs 
to be higher than the arch height.

4. For larger equilibrium arch, cables should be 
used and cable length should be longer than the 
equilibrium arch height.

4 CONCLUSIONS

In the three-soft coal seam, the failure zone in 
the surrounding rock of  entry is observed as 
a circle type. The failure circle can be simply 
expressed in the limit equilibrium state. The size 

Figure 6. Equilibrium circle of entry with floor and rib 
failure.

Figure 7. Increment of arch height vs. half  width.

Figure 8. Entry equilibrium circle evolution.
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of  the circle is influenced by “floor–ribs–roof ” 
interaction.

The height of the roof equilibrium arch is pro-
portional to the width of the entry. Entry rib fail-
ure equals to increase the equivalent width of the 
entry. Strengthening ribs is helpful to decrease the 
development of the limit equilibrium arch, and 
improve the stability of the roof.

Entry floor failure will cause the rib failure and 
equivalent to increase the entry width. The equiva-
lent width of the entry is proportional to the floor 
failure depth.

The purpose of entry support is to control the 
stability of rock mass in the limit equilibrium circle. 
The length of cable bolt can be determined by 
the height of the limit equilibrium arch of roof. 
Entry support should pay attention to the floor 
and rib control. The entry support design must 
take roof-rib-roof as a whole support system.
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frequency analysis method in Zhejiang Province
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ABSTRACT: Based on the daily rainfall data of 84 meteorological stations from 1980 to 2009 in 
Zhejiang Province, the power function model was used to calculate rainfall erosivity. The frequency analy-
sis method, the Mann–Kendall test method and the cumulative deviation method were used to mine data 
changes. And the spatial variation characteristic was analyzed by the radial basis function interpolation 
method. The results showed that the relationship of distribution area in different periods was Rl (low 
rainfall erosivity) > Re (extreme rainfall erosivity) > Rm (medium rainfall erosivity) > Rh (high rainfall ero-
sivity). The area mutation of the Rl and Rm were detected in the early 21st century. And in 1980s, the area 
under Rh and Re also mutated. The variation process of rainfall erosivity in the 30 years can be divided 
into three successive stages. In spatial distribution, central lower grade rainfall erosivity gradually spread 
into marginal higher grade rainfall erosivity.

and the temporal-spatial variation characteristics 
of  different grades rainfall erosivity were less 
studied. Therefore, this study used the hydrologi-
cal frequency method to grade rainfall erosivity. 
The coverage area changes of  different rainfall 
erosivity were analyzed. It is aimed to provide the 
basis for comprehensive management of  soil and 
water conservation and ecological environment 
construction.

2 DATA AND METHODS

Considering the integrity and unity of data 
sequence, it was ultimately determined to use the 
daily rainfall data of 84 meteorological stations 
from 1980 to 2009. The power function model 
widely used in China was selected to calculate the 
rainfall erosivity (Zhang et al. 2003). The average 
annual rainfall erosivity was graded by the hydro-
logical frequency analysis method (Guo et al. 
2010). At the same time, the mutation points of the 
time series of rainfall erosivity were determined by 
the non-parameter Mann–Kendall test method (Li 
et al. 2011). The different rainfall erosivity phased 
variation characteristics were explored by the 
accumulation of the measured data distance away 
from average (Wang et al. 2007), abbreviated as 
ADDA. In the spatial analysis, the spatial interpo-
lation of rainfall erosion force is analyzed by using 
the radial basis function interpolation method in 
ARCGIS10.2 software.

1 INTRODUCTION

The potential ability of  rainfall to infuse soil ero-
sion is called rainfall erosivity. It is an objective 
evaluation index for soil separation and trans-
port caused by rainfall. But it is not the concept 
of  “force” in physics, and the rainfall erosivity R 
factor is calculated by the measured rainfall and 
rainfall intensity. The R factor is a statistical index 
to characterize the impact of  rainfall on soil ero-
sion and it can be used to evaluate the potential 
impact of  regional climate on soil erosion (Fan et 
al. 2003). Thus, it becomes an important factor 
in soil erosion prediction model (Wischmeier and 
Smith 1978). At present, in the study on the large 
scale, the daily rainfall data are obtained from 
conventional meteorological stations are usually 
used to estimate the rainfall erosivity (Richardson 
et al. 1983; Zhang et al. 2002). Domestic scholars 
have made a lot of  studies on the temporal and 
spatial evolution characteristics of  rainfall ero-
sivity in different regions of  China. For instance, 
Wang (2013) studied the distribution law of  rain-
fall erosion in the upper Yangtze River. Wu (2011) 
analyzed the change characteristics of  rainfall 
erosivity in Three Gorges Reservoir area. Mu 
(2010) discussed the spatial-temporal character-
istics of  rainfall erosivity on the Loess plateau. 
Liu (2012) explored the rainfall erosivity in the 
southwest mountain area. However, many stud-
ies were aimed at measuring rainfall erosivity on 
a certain scale. How to grade the rainfall erosivity 
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3 RESULTS AND ANALYSIS

3.1 The gradation standard of rainfall erosivity

In the frequency analysis of hydrology in China, 
the Pearson III type curve has been used as the 
hydrology frequency curve. The parameters 
of hydrological frequency curve usually were 
obtained by curve-fitting method. In other words, 
based on the empirical frequency point and under 
certain curve-fitting conditions, parameters were 
solved. The best estimation method that can meet 
the requirement of hydrologic frequency analysis 
was determined. Figure  1 showed three types of 
Pearson III type curve with different parameters. 
The three curves had good fitness, but by compari-
son, the curve that features skewness coefficient 
equal to two times the variation coefficient has a 
higher adaptability. Therefore, this paper adopted 
this curve to evaluate the frequency distribution 
of rainfall erosivity. According to the calculation of 
the data series and the parameters, the values of 
rainfall erosivity under different frequency were 
8361 (p = 0.5), 9572 (p = 0.2) and 10249 (p = 0.1). 
Based on the calculated results at different fre-
quencies, the gradation standard of rainfall erosiv-
ity was established (in Table 1).

3.2 The area of different rainfall erosivity

The area of different grades rainfall erosivity had 
an obvious difference (Figure  2). The relation-
ship of different grades of rainfall erosivity in dif-
ferent periods were Rl  >  Re  >  Rm  >  Rh. In 1990s, 

the area where the Rl and Re occurred obviously 
change. In 1980s and the early 21th century, the 
area proportion of the Rl was 57.5% and 58.8%, 
respectively. But only 38.3% in 1990s. On the con-
trary, the area proportion of Re in 1990s (33.5%) 
was obviously higher than that in 1980s (14.9%) 
and the early 21st century (20.9%). For medium 
rainfall erosivity, in 1980s and 1990s, the area 
accounted for nearly 17.8%, respectively. The pro-
portion (13.9%) relatively slightly lower in the early 
21st century. The area of the Rh was also relatively 
close in 1980s (9.9%) and 1990s (10.4%), and the 
proportion decreased to 6.4% in the early 21st cen-
tury. Through rainfall erosivity gradation and area 
statistics, the area of the Rl was found to be the 
largest, and Re next highest, which mutated in the 
1990s and early 21st century. Their area propor-
tion accounted for 76%. It followed that the dis-
tribution of different gradation rainfall erosivities 
appeared to be polarization. The area of Rl in each 
period broadly remained unchanged. The values 
of Rm and Rh decrease, but Re increases.

3.3 Time variation trend of area

Figure 3 clearly shows the annual variation trend 
of areas with different rainfall erosivities. The 
average area of the Rl was 5.32 × 104 km2, and the 
inter-annual variation coefficient less than 0.5 
(Table  2). The time series showed a weak down-
ward trend (Z < 0). The mutation test showed 
obviously increased mutation occurring in 2003 
(5.74  ×  104 km2) and 2006 (1.13  ×  104 km2), 

Figure  1. Pearson-III frequency curve of rainfall 
erosivity.

Table 1. Gradation standard of rainfall erosivity.

Grades Range Code

Low R < 8361 Rl

Medium 8361 ≤ R  9572 Rm

High 9572 ≤ R 10249 Rh

Extreme R ≥ 10249 Re

Figure 2. Area with different rainfall erosivities.

Figure 3. Time series characteristics of area.

ICCAE16_Vol 02.indb   1208ICCAE16_Vol 02.indb   1208 3/27/2017   10:55:06 AM3/27/2017   10:55:06 AM



1209

and a significantly decreased mutation in 2004 
(1.80 × 104 km2).

The average area of Rm was 1.79 × 104 km2 and the 
inter-annual variation coefficient 0.52. The annual 
variation of area also showed a downward trend. 
The mutation occurred in 2002 (0.48 ×  104 km2). 
The average area of Rh was 0.61  ×  104  km2, the 
inter-annual variation was highly variable. The 
area variation trend was increasing, and a sig-
nificantly decreased mutation appeared in 1986 
(0.38 × 104 km2) and 2005 (0.18 × 104 km2). In terms 
of extreme rainfall erosivity (Re), the area was an 
average of 2.47 × 104 km2, Inter-annual variation 
was highly variable. The time series increased, and 
the mutation occurred in 1984 (5.01 × 104 km2) and 
1987 (4.05 × 104 km2).

The ADDA processes of different rainfall erosiv-
ity were different (Figure 4). The variation process 
of the Rl can be divided into three stages, which 
was in the continuing increasing stage (1980–1986), 
decreasing stage (1987–2002) and gradually increas-
ing stage (2003–2009). The process of Rm was rela-
tively complex, and its area was fluctuating between 
1980 and 1992, which belonged to volatile stage. The 
ADDA curve showed a continuous increase trend 
(in 1993–2000). But in the nearly ten years, the area 
was decreasing. The distribution area of Rh also 
mainly presented three variation stages. The process 
showed a downward trend in 1980–1992, increasing 
continuously in 1993–2002, and decreasing in 2003–
2009. There were also three great variation stages 
for the Re. The area gradually shrank in 1980–1987. 
The continuous fluctuation in the increasing stage 
occurred in 1988–2002. But the process showed a 
slight downward trend in 2003–2009.

3.4 Spatial distribution characteristics

The distributions of rainfall erosivity in different 
periods were shown in Figure 5. It can be seen that 

in 1980s the Rl widely distributed in the north and 
center region of Zhejiang. The Rm and Rh distrib-
uted along the boundary of Rl. The distribution 
of the Re showed three zones. By comparison, in 
1990s the distribution of different rainfall erosivi-
ties showed a drastic change. The distribution area 
shrunk from three sides to the middle. The distri-
bution shape of the Rm and Rh did not change, 
but the area underwent a change. The area of the 
Re expanded obviously, and was widely distributed 
in the west and the southeast coast of Zhejiang. By 
the beginning of 21st century, the distributions of 
different rainfall erosivities were further changed. 
The area of Rl expanded to the west of Zhejiang. 
The distribution belt of Rm in the west changed 
short and wide, and the area in the southeast 
changed narrow. The distribution belt of the Rh in 
the west disappeared, and the belt in the southeast 
changed narrow. The Re was concentrated in the 
southeastern coast of Zhejiang.

In the distribution of average rainfall erosivity 
of thirty years, the whole north and center region 

Table 2. Gradation standard of rainfall erosivity.

Code Cv. Z value My. Vr.

Rl 0.47 −0.357 2003 5.74↑
2004 1.80↓
2006 1.13↑

Rm 0.52 −0.500 2002 0.48↑
Rh 0.66 0.749 1986 0.34↓

2005 0.18↓
Re 0.68 0.785 1984 5.01↓

0.785 1987 4.05↑

Note: Cv. stands for variation coefficient. Z value is the 
statistical eigenvalue of Mann–Kendall. My. stands for 
mutation year. Vr. stands for variation range (Unit is 
104 km2).

Figure 4. Time series of the ADDA.

Figure 5. Spatial distribution of rainfall erosivity.
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belonged to low rainfall erosivity range. The 
medium rainfall erosivity mainly showed a long 
belt distribution in the edge of low rainfall erosiv-
ity. The high rainfall erosivity distributed along the 
edge of medium rainfall erosivity, but the belt was 
narrower. Extreme rainfall erosivity concentrated 
in the west and the southeastern coast of Zhejiang.

4 CONCLUSIONS

The study concluded that the relationship of differ-
ent rainfall erosivities in different periods was Rl > 
Re > Rm > Rh. It showed that the composition of 
rainfall erosivity presented polarization. The aver-
age area of the low rainfall erosivity accounted for 
51%, the extreme take up 25%, and the medium 
and high were responsible for 24%.

Through time series analysis of the area of 
different rainfall erosivities, the low and medium 
rainfall erosivity showed a moderate varia-
tion. The time series showed a decreasing trend, 
and the mutation occurred in the early 21st century. 
The high and extreme rainfall erosivity showed 
the highest variation, and the time series had an 
increasing trend. The mutation mainly occurred 
in 1980s. The variation process of different rain-
fall erosivities can be divided into three stages. The 
process of low rainfall erosivity showed the trend 
of increase-decrease-increase. The medium rainfall 
erosivity showed the trend of fluctuation-increase-
decrease. The high and extreme rainfall erosivity 
showed a trend of decrease-increase-decrease.

The low rainfall erosivity was mainly distributed 
in the north and the center region of Zhejiang. 
The medium and high rainfall erosivity showed a 
belt distribution in the west and southeast. The 
extreme rainfall erosivity showed a concentrated 
distribution in the west and southeast. During 
thirty years evolution, the distribution of different 
rainfall erosivities had changed obviously.
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Research on the Norbulingka garden art characteristics under the 
background of Han-Tibetan cultural blending

Chang Liu & Min Wang
Huazhong Agricultural University, Wuhan, China

ABSTRACT: Norbulingka is one of the centers of politics, religion and culture in Tibet. Only in 
Norbulingka, a perfect combination of architectural art, religious art and garden art can be seen. Garden art 
is the detailed embodiment of people’s life. This paper, through the analysis of garden art of Norbulingka, 
explores the world outlook, philosophy of life and values of the Tibetan. In the meanwhile, the research on 
the common features between Tibetan garden art and traditional Hans garden art reflects the two nation-
alities have many similarities when they are dealing with the relationship between man and nature.

2 NORBULINGKA

2.1 Introduction

“Norbulingka” means the garden is precious 
as pearls in the Tibetan language. It covers an 
area of 36 hectares located in the southwest of Potala 
Palace spanning at least 2 kilometers. Norbulingka 
was listed as a world heritage site in 2001 by 
United Nations Educational, Scientific and Cul-
tural Organization. It was founded in the middle 
of the eighteenth century to handle affairs, held 
ceremonies and religious activities, spend summer 
holiday for Darailama. The three main groups of 
palace are “gesang” palace, “gesang” palace and 
“dadanmijiu” palace. Norbulingka is the most dis-
tinctive of the large-scale garden in Tibet, which 
sets gardens, palaces and buildings as one. It shows 
the unique history, culture, nature and other fea-
tures of Tibet with high value in history, science 
and art.

2.2 Origin

This area was originally a shrub in which the 
trees were lush and the birds and animals 
often appeared. People called this scenic place 
“lawacai”. According to the records of  Tibetan 
documents, there was a fountain said to be 
able to cure people. So the VII Dalai Lama 
“gesangjiacuo” usually went there to have rest. 
At the time of  the Ambans, a simple structure 
for rest called “wuxiao palace” which means 
“pavi lion palace” was designed for the emperor 
Qian Long in the Qing dynasty. This is the initial 
state of  the Norbulingka.

1 INTRODUCTION

The Han and Tibetan people created a completely 
different living space in order to meet the needs of 
their own lives because of the different living envi-
ronments. Especially the Tibetan people’s living 
environment is more difficult than the Han people. 
But on the other hand, the Han and the Tibetan 
people living together formed a mutually depend-
ent and harmonious ethnic relation. The culture of 
the two nationalities influenced each other.

Garden is a reflection of the higher level of 
people’s spiritual and material life called “linka” in 
Tibet. “Linka” means a small forest, trees or gardens 
originally. And the same time, the meaning of garden 
is same with the Han Chinese garden. But there are 
great differences in the form and style of the garden 
between “linka” in Tibetan and garden in inland of 
China. In the Tibetan language, “linka” describes a 
beautiful place with lush flowers and trees and the 
environment is favorable. On the other hand, “linka” 
is a small piece of artificial forest surrounded by 
earth, stone or fences in order to serve the ruling class 
of the old Tibet to play and feast. This paper just 
focuses on the characteristics of garden art as a tradi-
tional garden now. “Linka” is an important form of 
China’s classical gardens in Tibetan Gardens.

Norbulingka is the representative of Tibet Gar-
den “linka”. Its gardens, sculptures, murals and 
architecture have a very high artistic status. As far 
as the garden art of Norbulingka is concerned, 
some of its characteristics are related to the Han 
culture. Through studying the relationship between 
Han culture and Norbulingka, we can observe that 
the philosophy of life and values of Tibetan and 
Han are the same.
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2.3 Layout

Norbulingka can be divided into two parts of East 
and West according to the distribution of buildings 
ordinarily. The western part is called “Jinselinka” 
and the eastern is called “Norbulingka” by the 
local people. But according to the overall land-
scape effect, Norbulingka can be divided into the 
palace area, before the palace area and forest area. 
Each area has its different landscape characteris-
tics. The palace area had palaces built in different 
periods. The area before the palace was built was 
used to hold meetings. The forest area is the back 
garden for Dalai Lama. But the three areas con-
nected perfectly. The overall layout of the space is 
very sparse with distinct levels, and the layout of 
the form is very diverse.

3 LANDSCAPE FEATURES

3.1 Terrain

Basically the terrain is flat without artificial con-
struction rockery because Tibetan people are 
very devout to the mountains. So Tibetan people 
respect the original landform extraordinarily when 
they created the gardens. On the other hand, the 
vast ground is very rare in the plateau region. 
At the meanwhile, this type of site selection was 
done to simulate the “Elysian Fields” depicted 

in Buddhist scriptures because the ground of the 
“Elysian Fields” is flat like a palm.

3.2 Planting

The description for the Elysium in Buddhist scrip-
tures is “Seven roads to form a road network, 
seven lines of trees by the roadside”. The cedar and 
poplar are planted by column and occasionally 
planting peach and willow to create a fresh literary 
scene. The way of planting mainly used cypress to 
memory Shakya Muni feed by cedar seed.

3.3 Decoration

The altitude is high and the air is thin in Tibet pla-
teau. Because of the air with high transparency, the 

Figure 1. The plan of Norbulingka.

Figure 2. The color of the building is very bright.
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various colors of objects are constantly changing 
under sunlight. So the bright colors are used to 
decorate buildings. The interior decoration of 
buildings is affected by the Hans techniques such 
as wood windows and screens.

4 SIMILARITIES

The Han and the Tibetan people have formed 
special national characteristics because of differ-
ent ways of life. But on the other hand, the two 
nationalities never stop blending. The traditional 
culture of Han and Tibetan people communicates 
from past to present. So there are many similarities 
in their way of daily life. In garden art aspect, the 
characteristics of Norbulingka have many resem-
blances with classical garden for Hans.

4.1 A lake with three hills

There is a pool in the west of the Gesang palace. 
Three islands are arranged in a straight line. One of 
the islands is called “Huxingong”, and another one 
is “Longwangdian”. A lot of trees planted on the 
last island at the south. “A Lake With Three Hills” 
is a classical model of terrain design of Chinese 
classical gardens first appeared in “Shanglin yuan” 
in the Qin Dynasty. This composition simulated 
the three mountains called “Penglai” “Fangzhang” 
“Yingzhou,” which is a paradise living many gods 
in Chinese fairy tales.

4.2 The combination of palace and garden

The palace and the garden for imperial families, 
which is in organic combination, is an important 
template of the later imperial gardens planning 
represented by the “Jianzhanggong” from Han 
dynasty. The palace is in the north and the gar-
den is in the south in Jinse palace. This pattern is 
very similar to the Imperial Palace and Jingshan 
in Beijing.

4.3 The function for animal farm

The early Chinese gardens have the function of 
animal farm as early as in the Shang Dynasty. 
This function is handed down in the Norbulingka. 
There is a zoo in Norbulingka covering an area of 
4000 square meters and breeding a variety of rare 
animals.

The palace and the garden for imperial families, 
which is in organic combination, is an important 
template of the later imperial gardens planning 
represented by the “Jianzhanggong” from the Han 
dynasty. The palace is in the north and the gar-
den is in the south in Jinse palace. This pattern is 
very similar to the Imperial Palace and Jingshan 
in Beijing.

4.4 Planting

The planting way in Norbulingka mostly is 
similar to the Temple of Heaven in Beijing. It is 
called determinant planting, which is the form of 
an extension of the building to set the great and 
solemn mood for the building. On the other hand, 
this way forms a sense of sequence of space creat-
ing a holy and sacred tour experience.

4.5 Garden in the garden

Garden in the Garden is one of the structural lay-
outs of the Royal classical gardens. The small gar-
den is the basic units for the whole garden such 
as the “Xiequyuan” in the Summer Palace. We can 
see this pattern in Norbulingka that the bounda-
ries between each atom are distinct. But this layout 
in the Norbulingka is formed because each dom-
inator builds a park. So there is no organic link 
between the respective small gardens. At this point, 
the Tibetans and Hans are still very different.

4.6 Scenery-borrowing

The scenery-borrowing is an important artistic 
technique in the Constitution. Its core is the uni-
verse view of “harmony between man and nature”. 

Figure  3. Huxingong is the middle one of the three 
islands in water. Figure 4. Trees are planted in rows.
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The layout in Norbulingka particularly emphasizes 
the placement technique to create a discrete echo 
around the landscape, which sets off  each other.

5 CONCLUSIONS

As part of a culture, classical garden is not only 
closely related to literature, painting and other 
art forms, but also to the detailed embodiment 

of the people’s way of life. Though the Han and 
the Tibetan people created a completely different 
national culture due to different living environ-
ments, they had influenced each other over the 
past two thousand years. Classical garden is typical 
of the blending of the two cultures.

Classical garden is the combination of tradi-
tional culture, both of Han and Tibetan people. 
They are the embodiment of pursuit of the mate-
rial and spiritual life. In terms of the development 
degree, linka has not reached the level of garden 
art. But classical garden is typical. Linka not only 
has been affected by the culture of Han in many 
ways but also absorbed it. The styles and methods 
of gardening and some ideas and life styles spread 
to Tibet. People build gardens and feel the beauty. 
People can experience both the culture of Han and 
Tibet in one garden, which shows the combination 
of different culture.
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Figure  6. At the end of the road before the palace, 
we can see the other palace and the mountains in the 
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Figure  5. The garden is divided into different small 
parts by the plants.
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Releasing flux and characteristic of nitrous oxide from wastewater land 
treatment systems
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ABSTRACT: Wastewater land treatment system can remove pollutants deeply through a combination 
process of physical, chemical and biological functions. During the complex process of biological metabo-
lism, greenhouse gases, such as nitrous oxide (N2O), are released from the substrate bed, causing the block 
of land treatment system and the destruction of atmospheric environment. This paper reviews the pro-
duction mechanism of N2O released from wastewater land treatment system. Furthermore, the influence 
of impact factors (types of system, plant and temperature) on N2O release characteristic was summarized 
in constructed wetland system, slow rate land treatment system, rapid infiltration system, overland flow 
system and subsurface wastewater infiltration system. The method of accounting N2O releasing flux was 
introduced. Finally, the viewpoint was pointed out that temperature, matrix composition and operation 
conditions affect N2O releasing flux considerably.

mechanism of N2O in land treatment systems. 
According to literature, N2O is generated by the 
following three kinds of biochemistry processes 
(Capra et al. 2007, Lin et al. 2008, Liao et al. 2010): 

 Nitrification process: In the process of N con-
verted into NO2

1−  and NO3
1−  as electronic receptor, 

N2O releases as side-product (Fig.  1) (Qu et al. 
2008). This process is controlled by aerobic nitri-
fier and Nitrosobacteria;  Denitrification pro-
cess: in the process of NO N3

1− −  converted into 
N2, N2O is produced as an intermediate product 
(Fig. 2) (Qu et al. 2008). This process is controlled 
by anaerobic denitrifying bacteria;  Non-biolog-
ical nitrogen (N) converting processes: NO3

1−  and 
NO2

1−  react with organic or inorganic matter to 
N2O or N2. Most of the reports indicate that pro-
cesses of nitrification and denitrification are the 
main process of N2O produced.

According to the release mechanism, the factors 
affecting process of nitrification and denitrifica-
tion in the substrate layer is also the main factor 
influencing N2O emissions. The influencing factors 
are as follows.

1 INTRODUCTION

Wastewater land treatment system utilizes self-
regulation mechanism and comprehensive puri-
fication function of soil–microorganism–plant 
to make sewage reclamation harmless, including 
rapid infiltration system, slow rate land treatment 
system, overland flow system, wetland system, and 
subsurface wastewater infiltration system (Li et al. 
2015). Compared with traditional processing for 
wastewater such as activated sludge process, waste-
water land treatment system gains the advantages 
of high decontamination efficiency, low operating 
costs and ecological services function (Yang et al. 
2007, Zachrit & Fuller 1993, Zheng et al. 2012). 
However, wastewater land treatment system still 
has some shortcomings in the design and practi-
cal application. The greenhouse gas releasing from 
this kind of system is mainly nitrous oxide (N2O). 
Besides, the decomposition product of N2O is the 
main source of NO, which is the key substance in 
the chemical chain reaction of ozone layer destruc-
tion (Lin et al. 2008). Wastewater land treatment 
system is a useful and necessary complementary 
form of centralized sewage treatment methods. It 
has been applied widely in rural, suburban, and 
other areas without uniform sewage networks. So 
the releasing flux and characteristics of N2O has 
aroused worldwide concern.

2 MECHANISM OF N2O EMISSIONS

At present, domestic and foreign scholars have 
basically reached a consensus on the release 

Figure 1. N2O release from the nitrification process.

Figure 2. N2O release from the denitrification process.
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3 INFLUENCING FACTORS OF N2O 
EMISSION

3.1 Effect of system types

Due to the differences in building forms, process, 
and operation parameters between the different 
types of land treatment systems, there are big dif-
ferences in the process of N2O release. Research 
(Wu et al. 2009) shows that both Subsurface Flow 
(SF) and Free Water Surface (FWS) constructed 
wetland system to be emission source of N2O, 
and the SF process promotes N2O emissions. 
The mean N2O fluxes are 0.2965  mg⋅m−2⋅h−1 and 
0.0282 mg⋅m−2⋅h−1 respectively in SF and FWS con-
structed wetland systems. This is mostly because 
of the wetland types and substrate water content. 
In FWS constructed wetland, sewage on soil layer 
reduces the permeability of the soil. The anaero-
bic conditions promote denitrification process, 
and hinder N2O diffusing to the atmosphere, thus 
increasing the rate of N2O converted to N2. So 
FWS process can reduce N2O emissions.

3.2 Effect of plant types

Plants are important part of the soil–microorganism–
plant system. Its type and coverage can impact soil 
nitrogen load, Dissolved Oxygen (DO) etc. and 
then affect N2O release. Reeds, cattail and sedge are 
common aquatic plants in wetland. Wetland plants 
work in two aspects:  they can absorb some of 
the nutrients;  their roots provide places for 
the metabolism of microbes and the degradation 
of nutrients (Li et al. 2007). Plants remove nitro-
gen through absorption. More plant biomass can 
absorb more N, which means fewer N2O emissions. 
Plant types, environment, nutrition and plant adap-
tation can affect the ability of N2O removal (Wang 
et al. 2013). Research (Li et al. 2010) indicates that 
N2O fluxes are quite different in vegetation cover 
and vegetation-free sediment systems. Compared 
with vegetation-free sediment systems, reeds in 
vegetation sediment systems show improvement 
on N2O emissions, and during the growing season, 
the effect is more pronounced, increasing the emis-
sions from 0.71  μg⋅m−2⋅h−1 to 566.28  μg⋅m−2⋅h−1. 
Under the typical dry-wet alternate condition 
of the high tidal flat, plant physiological activi-
ties N,3

1− −  NO N,4
+ −  temperature and water 

content affect the nitrification–denitrification 
process.

3.3 Effect of substrate types

Substrate is the living place of microbes. Its com-
position, structure, and physico-chemical prop-
erties greatly affect N2O emissions by affecting 

microbiological activity. For example, higher 
porosity substrate means higher DO level. High 
DO concentration hinders N2O release. Microbio-
logical denitrification is a strictly anaerobic process. 
When DO concentration is above 0.2 mg/L, deni-
trification is difficult to happen (Lim et al. 2001). 
High soil pH is not conducive to N2O release. Gen-
erally, the optimum pH for nitrification is 7.5–8.6, 
while 7–8 for denitrification (Al-Omari et al. 2003). 
When pH is lower than 6.0, denitrification is rapid 
as pH decreases. Sun et al. (2007) show that humus 
marsh soil and meadow marsh soil have similar 
change ranges of N2O emission rate. But the latter 
has a much higher N2O emission rate; the change 
ranges of their denitrification rate are not similar. 
Meadow marsh soil has a higher denitrification 
rate. Nitrification plays an important part in N2O 
release and nitrogen removal in meadow marsh 
soil, while denitrification is important in humus 
marsh soil.

3.4 Effect of temperature

Nitrogen cycle in the soil mainly depends on cata-
bolic metabolism of microbes and absorption of 
plants. Temperature greatly impacts the growth 
and metabolism of plants and microbes. Microor-
ganisms will be inactive in low temperature, so the 
influence of biochemical process can be ignored. 
Above a certain temperature, the rate of biochemi-
cal reaction increases rapidly following Arrhenius 
formula (Rodriguez-Aragón et al. 2005). The opti-
mal temperature of nitrification is 25°C–35°C. The 
nitrification will be restricted if  the temperature is 
over 40°C or under 4°C. Temperature for denitri-
fication is wide with a range of –4°C to 70°C, and 
the optimal temperature is 10°C–25°C (Lang et al. 
2012). Researches show that N2O fluxes and water 
temperature have a significant positive correlation 
(p < 0.05) in constructed wetland (Wu et al. 2009).

Grunfeld (1999) believes that solar radiation 
can accelerate gas exchange of plants. Radia-
tion increases the temperature. On the one hand, 
molecular diffusion is faster in high temperature, 
conducive to the spread of N2O. On the other 
hand, high temperature increases microorganism 
activities, conducive to N2O generation. N2O is 
the intermediate product of nitrogen transforma-
tion. Under stable environmental conditions, soil 
nitrogen remains relatively stable forms. Environ-
ment changes cause the changes in nitrogen forms. 
Therefore, N2O emissions not only depend on the 
environmental conditions, but also the intensity 
and frequency of environment changes. Wang et 
al. (2007) analyzed N2O emission characteristics 
in freezing–thawing cycles. The result shows that 
freezing–thawing cycles impact the process and 
strength of nitrogen transformation, increasing 
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N2O emissions. On the one hand, freezing–thawing 
cycles change the aqueous phase in soil, breaking 
the stability of the soil aggregates. Thus, N2O is 
released. On the other hand, the decomposing of 
microbial residues releases many nutriments. Nitri-
fication and denitrification use these nutriments to 
produce N2O.

3.5 Effect of hydrography

Soil water content affects wetlands N2O generation 
primarily through impacting microbial activity and 
DO content (Wang et al. 2013). Low soil moisture 
and long sustained flooding are not conducive to 
the growth of nitrifying and denitrifying bacteria. 
Pore water saturation of soil has been an impor-
tant controlling factor of N2O release for a long 
time. It affects the degradation of organic matter, 
ammonification rate, denitrification rate and the 
path of N2O emissions. So pore water saturation 
reflects the humidity conditions of sediment bet-
ter (Lang et al. 2012, Zheng et al. 2014). Studies 
(Arriaga et al. 2010) show that when the soil pore 
water saturation is 30%–60%, N2O emissions are 
mainly from nitrification, and when 60%∼90%, 
mainly from denitrification. Soil pore water satu-
ration too high or too low are detrimental to N2O 
emissions. Research (Wolf et al. 2000) indicates 
that nitrification and denitrification take place 
concurrently. Water content determines the main 
reaction. When soil moisture is unsaturated, nitri-
fication is the main reaction, and NO production 
was significantly higher than that of N2O produc-
tion. When soil moisture is saturated, denitrifica-
tion plays a leading role, but nitrification cannot be 
ignored, and N2O production is higher in unsatu-
rated moisture conditions.

3.6 Effect of Oxidation–Reduction Potential 
(ORP)

Oxidation–Reduction Potential (ORP) is an 
important indicator of soil permeability and oxy-
gen condition. It can affect the production and 
emission of greenhouse gases. Kong et al. (2002) 
found that there is a significant positive correla-
tion between ORP and N2O emission. When ORP 
remains above +200  mV with good ventilation, 
N2O production is half  of that in no ventilation. 
To ensure the efficiency of the system, Subsurface 
Wastewater Infiltration System (SWIS) will con-
tinuously run from aerobic to anaerobic environ-
ments. This provides different ORP conditions, so 
nitrification and denitrification can go on at the 
same time. In denitrification process, oxygen will 
inhibit N2O from transforming to N2, making N2O 
final metabolite of denitrification. So, high ORP 
conditions can increase N2O emission.

4 ACCOUNTING FOR N2O RELEASING 
FLUX

At present, there is no accurate and unified quan-
titative method for N2O emissions accounting in 
wastewater land treatment system. Scholars mostly 
reference the estimating methods and models of 
agro-ecological system to calculate. Intergovernmen-
tal Panel on Climate Change (IPCC) guideline rec-
ommends a method (Liu et al. 2013). It introduces 
the calculation process of N2O emission in detail. 
Coefficients in the emission process are important. 
Calculation of N2O emission can be divided into two 
parts:  N2O releases after sewage or treated sewage 
is discharged into receiving waters, and the emission 
factor is 5 g N2O−N/kg N;  N2O releases from the 
process of nitrification and denitrification in the sew-
age treatment plant, and the emission factor is 3.2 g 
N2O−N/(person⋅ a ) (Wang et al. 2010). However, it 
is just a rough calculation based on per capita emis-
sions, and it is based on amount of nitrogen input 
and emission factors. Therefore, estimation results 
are uncertain. Based on the IPCC methods, Zheng 
(2008) and others have developed a regional nitrogen 
cycle model, IAP-N. IAP-N model fully considers 
every process of nitrogen cycle in ecosystems, so the 
results are more scientific than the IPCC method. Li 
et al. (2014) used IAP-N model to estimate N2O emis-
sions in a system similar to constructed wetland eco-
system. IAP-N models have been used for estimating 
N2O emissions in large-scale ecosystems. In addition, 
to simulate the complex process of organic nitrogen 
cycle in ecosystems, some models such as DNDC, 
CASA, CENTURY and EXPERT-N are expected 
to be used for N2O emissions accounting in sewage 
land treatment system.

5 SUMMARY AND PROSPECTS

Wastewater land treatment system has been widely 
used, especially in underdeveloped towns and scat-
tered scenic spots lacking uniform drainage systems. 
Emission mechanism of N2O was generally accepted. 
Among the dominant factors, temperature, matrix 
composition and operation conditions (such as 
influent loading, hydraulic retention time and distri-
bution depth) affect N2O releasing flux considerably. 
However, the research on the releasing characteristic 
of N2O is inadequate. Biological-physical-chemical 
interactions and the migration and transformation 
of nitrogen need further research.
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ABSTRACT: The conservation of ancient monuments has special meaning in its times. As time goes 
by, the area preserves the original style of the area. More and more conservation areas are formed step 
by step in the procedure of the changes and development. And they are still the units in the construction 
of a developing city. Nowadays, we are still paying much attention to the hardware in the case of which 
the conservation areas of ancient monument and conservation areas are delimited in few cases. The great 
majority of ancient monuments are still persevered without integrity conservation concepts.

Administrative coordination is difficult. Data 
integration was not employed.

Although Articles 33–36 of the Cultural Herit-
age Conservation Act stipulate the definition of a 
conservation area and regulate its development, 
the topic of conservation areas is complicated, and 
thus current legal regulations continue not to sat-
isfy the demands of developing conservation areas. 
Therefore, relevant examples of conservation areas 
in Taiwan are scant, and no concrete achievements 
serve as a reference for communities in the Taiwan-
ese society. Neither are there legal regulations that 
can be followed in developing a conservation area, 
thereby creating a predicament where the manage-
ment of conservation areas focuses on tangible 
but not intangible assets. Future development of 
conservation areas should first focus on preserving 
intangible assets and on elevating the Quality Of 
Life (QOL) of local residents. In addition to pre-
serving tangible and intangible cultural assets, the 
following should be incorporated into future devel-
opment projects: (1) integration of the techniques 
required for meeting demands of daily living and 
(2) safety and disaster prevention projects that 
are critical to residents’ lives and property safety. 
Establishing the parameters of cultural tourism 
for providing local cultural tourism resources can 
further the application of cultural resources and 
the development of cultural tourism, thus enabling 
culture to serve as a basis for elevating the cultural 
and economic value and local economic competi-
tiveness of the conservation areas.

2 CURRENT SITUATION AND PROBLEMS 
OF CONSERVATION AREAS IN TAIWAN

Currently, most research reports and survey 
results on monuments in Taiwan have discussed 
how conservation areas should be designated, but 

1 INTRODUCTION

The protection of cultural heritage assets by the 
United Nations Educational, Scientific, and Cul-
tural Organization (UNESCO) focuses mostly on 
the authenticity and integrity of such assets. In 
addition to buildings being adequately preserved, 
proximal environments should be protected to the 
same level, and attention should be paid to the his-
torical and cultural pathways and spaces to main-
tain the integrity and authenticity of monuments 
or historical buildings. In the twenty-first century, 
the concept of cultural heritage protection focuses 
on an integrity conservation approach, in which 
the authenticity and integrity of a conservation 
area should be examined. The famous Irish poet 
Oscar Wilde said: “The one charm of the past is 
that it is the past.” In light of this statement, pro-
tecting conservation areas is the most onerous 
and arduous task among initiatives for protecting 
historical and cultural heritage. A monument and 
its conservation area are a historical and cultural 
phenomenon marking the history of a specific era. 
Preserving the memory of each period, protecting 
the continuity of history, and retaining the context 
of human civilization are essential for the future 
development of human civilization. The develop-
ment and context of initiatives for protecting the 
historical and cultural heritage internationally 
involve (1) protecting not only architectural and 
artistic treasures (e.g., palaces, churches, official 
residences, and temples) but also historic buildings 
that reflect the lifestyles of regular people (e.g., 
houses and shops) and (2) protecting all the rel-
evant historical structures, whether an individual 
building, an environment, or a district.

The current development in cultural asset con-
servation area is not very effective; the problems are 
the major issues. It lacks in integrity conservation 
concept. Legal regulations are rudimentary. 
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such designations have not progressed beyond the 
reporting stage. However, the required manage-
ment methods and measures remain at the rec-
ommendation stage. Although a few monument 
conservation areas have been officially designated 
“conservation areas for urban planning” by urban 
planning departments, the integrity of designated 
conservation areas and the conservation of monu-
ments remains a problem; hence, Taiwan’s Direc-
tions for the Operation of Urban Design Review 
or Regulations for Urban Land Use and Control 
cannot be effectively implemented in conservation 
areas, and designated conservation areas for urban 
planning cannot be adequately managed and con-
trolled. Accordingly, conservation areas for urban 
planning exist for just name sake; this problem 
extends to matters related to coordinating relevant 
organizations and preserving intangible assets.

The aforementioned problems can be divided 
into five major issues:

A. Unclear Concept of Integrity Conservation.
B. Legal Regulations on Tangible Asset Conservation.
C. Ambiguity in Future Benefits and Relevant 

Measures.
D. Difficulty of Administrative Coordination bet-

ween Urban Planning and Cultural Authorities.
E. Difficulty of Data Integration.

3 THEORY OF CONSERVATION AREA 
DEVELOPMENT IN THE TWENTY-
FIRST CENTURY

3.1 Household, neighborhood, and community 
units in designated conservation areas

In earlier times, a characteristic of historical spaces 
was that they generally included areas that were 
within a walking distance. Household and neighbor-
hood relationships were established through inter-
personal and social organization, blood lineage, and 
geopolitical relations. Such relationships enabled 
establishing friendly, harmonious, and stable living 
domains with specific characteristics, including tem-
ples, churches, plazas, public spaces, and units that 
were within walking distance of other units. The 
current significance attached to areas designated 
for preserving monuments involves the shared con-
sciousness of the residents living near the areas; in 
other words, the significance of monument conser-
vation areas is associated with the household, neigh-
borhood, and community units within the areas.

3.2 Design and maintenance of urban public 
spaces in designated conservation areas

From traditional cities in Europe to Taiwan, public 
buildings (e.g., churches, temples, and private resi-
dential buildings) are often surrounded by plazas, 

temple courtyards, roads, or parks and green 
spaces, thus forming systems of public spaces in 
urban cities. Accordingly, the maintenance of pub-
lic spaces must be considered in maintaining and 
preserving monuments and their surrounding areas 
with the aim of enhancing the quality of environ-
ments designated for monument conservation.

3.3 Fair resource redistribution and rational 
benefit distribution in designated conservation 
areas

Because designating conservation areas for monu-
ments inevitably increases or decreases the rights 
and interests of certain section of people, most 
countries offer government subsidization (e.g., sub-
sidies, tax reductions, reward systems, or transfers 
of development rights) to compensate these peo-
ple. Therefore, fairness in redistributing resources 
must be considered when designating conservation 
areas for monuments, and the rationality of benefit 
compensation must be maintained after the redis-
tribution of resources.

3.4 Integrated coordination in designated 
conservation areas

Designating conservation areas for monuments 
entails managing and coordinating landscapes 
and public facilities (e.g., ornamental plants, land-
marks, architectural styles, and water and electric-
ity infrastructure) through urban planning and 
urban design measures. For example, expanding the 
designation of a conservation area through urban 
renewal measures must be coordinated with the 
regulations on the transfer of development rights. 
Accordingly, conservation areas should be desig-
nated according to a set of integrated methods.

3.5 Expansion of designated conservation areas

Designating conservation areas for monuments 
should include improving undesirable surround-
ing environments, using resources effectively, and 
maintaining and enhancing the area’s socioeco-
nomic activities. The designation should expand 
in coordination with overall development projects 
for cities and towns to ensure that the designated 
conservation areas are embedded with specific 
significance.

3.6 Revitalization of designated conservation 
areas

A lack of management and maintenance at monu-
ments and their surrounding environments can 
cause these valuable assets to be lost someday. 
Accordingly, after conservation areas are desig-
nated, governments should provide subsidies for 
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the purpose of preserving and maintaining the 
environments of these areas, thereby improving 
and revitalizing the QOL of local residents.

4 NEW ORIENTATIONS FOR 
CONSERVATION AREA DEVELOPMENT 
IN THE TWENTY-FIRST CENTURY

Humans experienced two world wars in the twen-
tieth century that led to major social, economic, 
and cultural problems such as ecological damage, 
social disintegration, and environmental pollution. 
In the twenty-first century, humans have reflected 
on the various catastrophes and conflicts caused 
previously and started to construct new values, cul-
tures, and lifestyles. Developing conservation areas 
provides an opportunity for people to preserve 
and examine the various cultural heritage sites left 
by their predecessors over the last century as well 
as to learn about universal values and formulate 
personal goals. Recently, theories regarding the 
subsequent development of heritage assets have 
facilitated cultivating potential developmental ori-
entations and goals.

4.1 Conservation of the outstanding universal 
value of monuments: a central initiative and 
goal of conservation area development

Previously, monuments were mostly preserved or 
protected because of personal affection and his-
torical remembrance. Since the emergence of the 
“world heritage” concept, the conservation and 
protection of monuments has focused on sustain-
ing and furthering the authenticity and integrity of 
monuments with universal value. Accordingly, the 
surrounding environments related to the monu-
ments must be incorporated into the areas desig-
nated for conservation and protection. Therefore, 
the concept of conservation area development 
does not merely focus on monuments but involves 
the historical fabric and context, aiming to fully 
and prominently reveal the universal value of such 
monuments. Therefore, the central goal of devel-
oping conservation areas in the future should focus 
on promoting the universal value of monuments.

4.2 Both prominent monuments and common 
ancient buildings must be preserved to realize 
the practical significance of conservation area 
development

Previously, efforts aimed at preserving monuments 
have focused primarily on prominent monuments 
while neglecting the ancient buildings belonging to 
ordinary people, which are mostly located on the 
periphery of prominent monuments but are essen-
tial for establishing the overall universal value of 

monuments. However, the lack of an appropriate 
concept of conservation area development has 
frequently caused common ancient buildings (e.g. 
those of ordinary people) to be demolished and 
razed in protecting the prominent monuments, 
thus destroying the integrity of the monument 
areas, an element essential for establishing their 
universal value. Accordingly, an appropriate con-
cept of conservation area development should not 
involve designating conservation areas accord-
ing to the social status of historical buildings. 
Instead, designating conservation areas according 
to whether the historical buildings are essential to 
the integrity and universal value of the preserved 
monuments is more adequate.

4.3 Monument conservation is no longer limited 
to preserving monumental cultural heritage 
sites: industrial heritage is extensively 
emphasized in recent years and is critical to 
conservation area development

The scale of the conservation areas for industrial 
heritage is large; thus, independently preserving 
each monument located within an industrial herit-
age area diminishes the authenticity and integrity 
of the universal value of the overall heritage area. 
Hence, the concept of conservation area devel-
opment must be similarly applied to industrial 
heritage conservation, in which all the relevant his-
torical buildings located within an industrial her-
itage area should be incorporated to highlight its 
unique historical value and industrial characteris-
tics. An appropriate concept for developing a con-
servation area in the future will involve extensively 
incorporating various types of historical buildings 
and reasonably expanding the scope of the conser-
vation area to ensure that initiatives for preserv-
ing a variety of heritage assets can be successfully 
implemented.

4.4 Reducing the impact of contemporary 
construction in monument complexes: crucial 
to concretizing and expanding conservation 
areas, protecting the urban fabric, and 
structuring urban development programs

The emergence of contemporary buildings within 
monument complexes frequently degenerates or 
destroys the integrity and universal value of such a 
complex; nevertheless, contemporary construction 
is inevitable in urban cities and thus may lead to 
a dilemma. Applying the concept of conservation 
area development can combine the measures and 
goals of urban development programs and con-
servation area development schemes to minimize 
the impact caused by newly constructed buildings 
within monument complexes, to create functional 
spaces benefiting the complexes, and to generate 
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development benefits by equally emphasizing the 
fair use and conservation of relevant areas and 
sites (e.g., urban disaster prevention and favorable 
urban life functions). An appropriate concept of 
conservation area development in the future can 
be formulated from the perspective of the exist-
ing urban fabric, thus enabling the urban fabric to 
become a part of the overall urban development 
program and ensuring the successful implementa-
tion of development initiatives for conservation 
areas.

4.5 Conservation of a cultural landscape that 
emphasizes and reflects human life and culture 
and land use: a new direction of and the key 
to successful conservation area development

In recent years, much attention has been focused 
on cultural landscape, which is a cultural asset that 
can reflect the relationships between and the uni-
versal value of human life, culture, and land use. 
A cultural landscape generally does not entail a 
building or a construction complex; nevertheless, it 
is associated with universal value and thus is a criti-
cal cultural asset to preserve. Because the scope of 
a cultural landscape is generally large, the concept 
of conservation area development must be applied 
to preserving cultural landscapes. The conserva-
tion of cultural landscapes is a new domain that 
is key to developing conservation areas and criti-
cal to formulating new directions and topics for 
conservation area development, which are critical 
to implementing initiatives for preserving cultural 
landscapes and successfully developing conserva-
tion areas.

5 CONCLUSION

In the 20 years since the Council for Cultural 
Affairs was established in Taiwan, the concept and 
consciousness of conservation has become deeply 
rooted in the Council, which has developed rel-
evant conservation techniques and accumulated 
considerable achievements. In the twenty-first cen-
tury, preserving a comprehensive heritage area that 
simultaneously expresses cultural significance and 
historical value will be the focus of future conser-
vation schemes.

Previously, the conservation and maintenance 
of monuments neglected the surrounding environ-
ments and areas. However, subtle changes in the 
conservation and maintenance schemes of inter-
national cultural heritage areas have occurred in 
recent decades. The focus of monument conser-
vation and maintenance has expanded to include 
relevant building complexes (not merely individual 
historical buildings), the essence or pathways of 
historical developments in cities and towns, and 

even the associated intangible values, operations 
management, and education projects in preserved 
areas. In recent years, attention has been focused on 
maintaining and protecting heritage areas; hence, 
more appropriate concepts have been developed to 
comprehensively preserve the internal and external 
environments of a heritage. This approach should 
be the key to developing theories on conservation 
area development in the twenty-first century.

Because of differences in the social, economic, 
and educational conditions of countries com-
mitted to preserving cultural heritage areas, the 
time devoted to and the intensity, methods, and 
goals of developing conservation areas may dif-
fer. Nevertheless, fundamental requirements for 
environmental landscapes, transportation, con-
servation, health, and safety should be consistent. 
The changes in residential areas and environments 
around preserved area result in interrelated issues 
of economic benefits, convenience, and safety.

Consequently, how to adequately formulate 
the purposes, goals, legal regulations, strategies, 
and instruments for developing designated areas 
of cultural heritage conservation is not only an 
essential topic for enhancing the conservation of 
cultural heritage assets but also a major task for 
preserving, maintaining, and developing Taiwan’s 
monuments. Theory on developing conservation 
areas for cultural heritage must be constructed 
from the perspectives of social equality and justice, 
environmental ecology, and economic activity to 
achieve sustainable development.
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The study on the control optimization and strategy of indoor visual 
comfortable environment system

Dan Wang, Hongwei Yin, Pu Dong & Yifei Chen
China Agricultural University, Beijing, China

ABSTRACT: The primary goal of the daylighting and shading system is to reduce the consumption of 
light and meet occupants’ visual comfort. Thinking for many related control systems, they were designed 
that based on different algorithms, architectural models, simulation software and evaluation systems to 
meet the requirement. For these considerations, there is a need to propose optimization programs and 
develop suitable control algorithms based on the control constraints, the control strategies and experi-
mental models. This paper summarizes several control systems of the indoor visual comfortable environ-
ment and finally gives some recommendations for the future research. Presented current indoor visual 
environment control methods and the characteristics were analyzed in this paper, and it can be found that 
the automatic control strategy has great improved space for optimization by studying on an intelligent 
control method as well as its simulation.

indoors, the amount of electrical energy consumed 
for artificial lighting can be thereby reduced. The 
application of the dynamic operation of daylight-
ing and shading systems can make the available 
resources, such as solar radiation and natural light, 
to get a better exploitation, so that the lighting 
energy saving 30%–77% (Yang 2010, Tzempelikos 
2007), the energy efficiency and visual comfort can 
be improved at the same time (Lee 1998). Accord-
ing to the paper findings, the dynamic operation 
of daylighting and shading systems has many 
advantages in comparison to traditional control, 
for example, it can use the natural light efficiently, 
maximize energy efficiency and improve the qual-
ity of indoor lighting. However, there are some 
limits on the dynamic operation of daylighting and 
shading systems, such as the stability and versatil-
ity of the system, and the optimization of visual 
comfort control systems in energy-efficient build-
ings will be the focus of the future researches.

2 CONTROLLING ELEMENTS

2.1 Visual comfort

There are many factors influencing in the con-
trol of indoor visual comfortable environment, 
generally including architectural factors and non-
construction factors, such as illumination inten-
sity, solar radiation, climate, lamps as well as their 
power, windows’ orientation and size, area ratio 
between the window and wall, indoor reflectance, 

1 INTRODUCTION

The issued Directive 2010/31/EU of the European 
Parliament and Council of 19 May 2010 on the 
energy performance of buildings requires all new 
buildings to be “Nearly Zero Energy Buildings” 
(NZEB) by 2020 (EPBD, 2010), thus the energy 
efficiency of building environment has been the 
top priority (Nielsen 2011). According to recent 
studies, lighting energy consumption represents 
between 40% and 70% of total energy consump-
tion within the tertiary sector, and moreover, it 
is expected that this consumption will increase in 
the future (Alcalde 2012). At this regard, energy 
efficiency in lighting is one of the key elements of 
nearly zero-energy buildings.

With the continuous improvement of the life 
quality, creating a comfortable visual environment 
with low energy consumption has been the most 
basic requirements of the occupants. In order to 
achieve both energy-efficient lighting and visual 
comfort, people have made great efforts in the 
relevant field of study. Advanced lighting control 
is the most effective way to improve energy effi-
ciency, and it can meet the requirements of the 
occupants by way of regulation based on human 
perception. The settings of lighting and shading 
devices for example lighting blocking louver blinds 
are the key factors in regulating the indoor visual 
environment. One of the methods is to exploit the 
daylight coming into the indoor areas more effec-
tively. If  the lighting can be automatically turned 
off  according to the level of daylight flowing 
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sun-shading measures and so on (Chen 2004). 
In accordance with international standard UNE 
EN-12665 (E. 2011) visual comfort can be defined 
as a subjective condition of visual well-being 
induced by the visual environment. Rodrıguez 
et al. (2015) took visual comfort as a function of 
appropriate levels of both illuminance and glare. 
Some indexes for these parameters are defined, 
and some methodologies are applied to calculate 
the indexes. For instance, Table 1 can be observed 
the appropriate levels of indoor illuminance, glare 
rating and color rendering for common tasks 
which are developed inside offices.

More specifically, visual comfortable condition 
can be defined as function of the luminance dis-
tribution, illuminance and its distribution, glare, 
color of light, color rendering, flicker rate and 
amount of daylight (Castilla 2014).

2.2 Peripheral equipment

In fact, solar energy can be used in daylight and 
solar heating gain, benefiting both energy per-
formance and psychophysical comfort, providing 
the use of that dynamic facade elements and inte-
grated multi-criteria decision methods. It is very 
helpful for the optical data exchange technology 
(Castilla 2008) to have a wide range of lighting and 
light control techniques in the construction of the 
external envelope.

Shading devices mainly includes shutter, dis-
count blinds, vertical blinds and venetian blinds 
which are classified by the static or dynamic shad-
ing device, manual or automatic control. The struc-
ture and material of shading devices largely affect 
the quality of indoor light and the indoor temper-
ature. Decker M. (2013) found that the shape of 
movement triggered with the application of elec-
tric charge blocks which directly gains solar heat 
or allows daylight into the building. According to 
the literature reviewed on Phase Change Materials 
(PCM) by Silva et al. (2016) PCMs increase ther-
mal comfort conditions in buildings and therefore 
occupants’ satisfaction. Besides the conventional 

components, there are dynamic technologies under 
development, which are based on new, “smart” 
materials. Lelieveld C. (2007) and Thompson R. 
(2014) put forward that new smart materials are 
being developed. Martirano et  al. (2016) noted 
that the lighting energy demand is sensitive to 
lighting type and control technique—in particular, 
two types of lighting (fluorescent versus LED) and 
two lighting control techniques (dimming versus 
switching)—its sensitivity affects the overall energy 
demand.

2.3 Occupants’ behavior

Occupants’ satisfaction and comfort are invalu-
able and relate to their well-being and working-
performance (Heschong 2002, Veitch 1996). 
Occupants’ satisfaction is influenced by their visual 
and thermal comfort as well as their ability to con-
trol the conditions of their working environment. 
Their response might be the cause for discrepan-
cies between calculated and measured data due to 
the fact that the occupants’ behavior is not often 
well represented in simulation models (Roetzel 
2010). Occupants’ response to dynamic daylighting 
and shading systems relates to their comfort and 
also affects buildings energy performance. Some 
advanced controls add more control variables, for 
example, user preferences may be integrated into 
the controller by automatically learning user pref-
erences (Guillemin 2002).

3 CONTROL SYSTEM

3.1 Control strategy

In the existing literatures, the most common con-
trol objects are venetian blinds and roller shades. 
From the traditional control strategies (Colaco & 
Kurian 2008) to more advanced control systems, 
which have demonstrated their positive impact 
on energy performance and comfort. Rodrıguez 
et al. (2015) focused on the development of a pre-
liminary fuzzy logic control system which allows 
maintaining visual comfortable conditions and its 
validation inside a meeting-room. More specifi-
cally, the control system has been tested through 
real tests inside a meeting-room of a bioclimatic 
building. These preliminary results have shown 
that the proposed control architecture has been 
able to maintain the specified visual comfortable 
conditions with the available means while decreas-
ing the use of artificial light. Another example of 
advanced control uses an adaptable hierarchical 
fuzzy blind controller optimized by genetic algo-
rithms that consider various state variables (Daum 
2010). Similarly, there are many control algorithms 

Table 1. Recommendation for indoor lighting of offices.

Activity
Maintained 
Illuminance[lux]

Limiting 
glare rating

Filing, copying, etc. 300 19
Writing, typing, 

reading, et.
500 19

Technical drawing 750 16
CAD work stations 500 19
Conference and 

meeting-rooms
500 19

Archives 200 25
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have been developed in the control systems. Li 
(2008) focus on the perspective of intelligent con-
trol way, based on the physical model of indoor 
shading system and aluminum blinds with electric 
shade, to control the blind turning angle by fuzzy 
neural network to adjust the light in the room and 
make ensure that the indoor illumination meets the 
visual comfortable requirements. Lang (2008) pro-
posed a computer indoor lighting control system 
based on two-dimensional pure fuzzy control algo-
rithm. Referring to the fuzzy rules, applying the 
hardware interface can control the angle of blinds 
and the fill light angle effectively. Chen (2010) pro-
posed an adaptive fuzzy control method to control 
the rotation angle of blinds adaptively based on 
the relationship analysis between the illumination 
and interior shading blinds rotation angle.

3.2 Energy assessment

In order to evaluate the energy-saving and visual 
comfort of control system, Shen et  al. (2014) 
compared the energy and visual comfort perform-
ance of seven independent and integrated lighting 
and daylight control strategies. For independent 
closed-loop control and closed-loop dimming con-
trol window, blinds are always fully deployed and 
controlled by the solar position and incident light 
angle. During daytime, the blind slat angle rotates 
to the cut-off  angle to block solar incident light. 
Lighting is controlled to maintain a set point illu-
minance of 500 lx on the work plane surface. It can 
be also controlled by occupancy-based switching. 
For the fully integrated lighting and daylight con-
trolling with blind tilt angle, the goal is to main-
tain task illuminance close to the required lighting 
levels and minimize energy consumption for elec-
tric lighting. Blinds are always fully deployed and 
operated in the energy-saving and the comfort 
mode. Blinds operate as described previously in 
the energy-saving mode. In the comfort mode, 
when there is insufficient light, the integrated con-
troller opens the blind slats to admit daylight to 
ensure no glare. In case of the target illuminance is 
not reached, the electric lights are dimmed on for 
insufficient daylight. Respectively, when the light-
ing levels are above the set-point, the electric lights 
are slowly dimmed.

The article focused on the quantitative analysis 
of performance of the seven lighting and daylight 
control strategies. The co-simulation platform 
includes EnergyPlus, BCVTB and Matlab, which 
is developed to estimate the energy and visual 
comfort performance in a typical medium office 
building. The results showed that the fully inte-
grated lighting and daylight control with blind tilt 
angle (Figure 1) performed well in most cases and 
reached the lowest level of power consumption. 

Similarly, Shen and Hong (2009) developed an 
integrated daylight and lighting control, evaluated 
the energy savings in an office model using Energy-
Plus simulations, and found lighting energy savings 
of 64–84%, and heating, mechanical ventilation 
and airconditioning (HVAC) savings from 3% to 
43% depending on location, compared to a base 
case with clear windows and all lighting fully on.

In general, lighting control plays a key role 
in NZEB project. The strategies used concern: 
(1) reducing wasted hours of lighting unoccupied 
spaces; (2) automatically adjusting electric light 
levels in synchrony with available daylight via 
the dynamic façade (Cziker 2007, Cziker 2008). 
According to the actual situation and the review of 
the literatures, the current situation of the dynamic 
operation of daylighting and shading systems can 
be summarized as follows conclusions:

1. Daylighting varies according to climatic condi-
tions, building orientation and area ratio of the 
window and wall. But the systematic studies of 
literatures are in a particular environment, which 
is based on the set conditions for commissioning.

2. There is a limit to system energy estimation.
3. The acceptance level by users in the control 

system used to be a great impact on the effec-
tive implementation of the control system. The 
current developed control strategies developed 
are too complex or too simple for users, which 
cause difficulties of operation or their unwari-
ness to the problem.

4 AN INTELLIGENT CONTROL METHOD

This article presents RBF neural network control 
approach that efficiently ensures visual comfort 
and energy saving. This paper analyzes the impact 
factors and the control rules of the indoor visual 
environment, introduces the learning algorithm 
of RBF neural network and builds control system 
of indoor visual comfortable environment based 
on the RBF neural network control (Figure  2). 
And finally the simulating experiments are carried 

Figure 1. Integrated lighting and daylighting control.
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out under the environment of MATLAB. By 
comparing the differences of the control perfor-
mance between the BP neural network and the 
RBF neural network as shown in Table  2, the 
indoor visual environment control system based 
on RBF neural network has higher control accu-
racy in rotation angle of venetian blinds and light-
ing system. Experimental results (Figure 3) show 
that this control method not only achieves the 
purpose of saving energy, but also improves the 

control quality of the indoor visual comfortable 
environment.

The innovation of this project is the use of 
artificial neural network control algorithm, which 
can fully approximate to any complex nonlinear 
relationship. And the self-learning function of 
controller increases the precision of the control 
system. On the other hand, this paper constructs a 
multi-input multi-output system which is suitable 
for different weather conditions and thus matches 
practical condition for the control system.

5 CONCLUSIONS

According to the previous discussion, the follow-
ing recommendations are meant to guide future 
researches in the optimization of the systems:

1. It is efficient for the control system to improve 
the control performance by using more 
advanced control algorithms special in sun 
shading control.

2. In future studies, the control system optimiza-
tion criteria may include personal preferences 
in order to realize more advanced intelligent 
control, and embedded into Smart Home 
System.

3. Future research will be considered using Radi-
ance for daylight imulation and EnergyPlus 
for energy simulation to realize more accurate 
simulation results, and using more realistic and 
advanced simulation strategies.

4. At present, few researches deal with global opti-
mization of energy demand and users’ comfort, 
see e.g. (Ippolito 2014, Tagliabue 2012). Future 
Studies should be committed to the application 
of advanced smart materials, which are the key 
to reach energy saving and visual comfort.

5. With aim to obtain significant results, solar 
radiation, electric lighting, HVAC and shading 
systems cannot be considered separately but 
have to be handled as a whole, because solar 
radiation affects both lighting and HVAC and 
it impacts both energy performance and com-
fort, introducing sunlight and overheating pos-
sibly uncomfortable for occupants. Therefore, 
reasoning one controlled integrated goal is 
worth to be researched.

6. This system is one of special mixed system, and 
studying one valid control method to this mixed 
system is also next work.
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ABSTRACT: The low-carbon and intelligent city is the city combines the technology, digital 
information, low-carbon, and sustainable development together. In order to evaluate the status of low-
carbon and intelligent city effectively, city governments need to develop an index system. However, most 
city governments lack the suitable index system of low-carbon and intelligent city. Therefore, this paper 
seeks to establish the appropriate index system of low-carbon and intelligent city by correlation analysis 
and factor analysis rating method, and evaluate the status of low-carbon and intelligent cities within the 
Taiwanese domain. According to the empirical results, there are five evaluative aspects of the low-carbon 
and intelligent city: (1) economic and intelligent technology, (2) consumption of energy and resource, 
(3) health and environmental conservation, (4) local development, and (5) social status. Based on the 
comprehensive performance of the low-carbon and intelligent city index system, Taipei City shows the 
best performance.

the appropriate evaluation index system, based on 
virtues, ideas, and goals of low-carbon and intel-
ligent cities. Furthermore, the paper utilizes the 
opportunity to evaluate the status of low-carbon 
and intelligent developments of cities within the 
Taiwanese domain, in order to provide reference 
for urban development in the future.

2 RESEARCH DESIGN

2.1 Analytical framework

Because the past studies lack operational frame-
work, this study proposes the analytical frame-
work, which includes seven steps (Figure  1). In 
addition to an analytical framework for this paper, 
it also can apply to other cities in different regions 
and countries due to its general rule.

2.2 Method

In order to avoid the subjectivity of selecting and 
determining index system, correlation analysis and 
factor analysis rating method are used to construct 
the index system in this paper. The factor analysis 
rating method decides the index system by factor 
analysis, factor analysis is a multivariate analysis 
that simplifies a lot of complicated indicators to 
the few meaningful aspects/component using the 
correlation matrix. Therefore, factor analysis is not 

1 INTRODUCTION

The low-carbon and intelligent city is the city 
combines the technology, digital information, low-
carbon, and sustainable development together. The 
development of low-carbon and intelligent city 
not only can integrate the digital information and 
apply advanced technology, but also can solve the 
environmental problems and carbon emissions of 
urbanization. Effective evaluation of low-carbon 
and intelligent degree are the most important 
tasks to develop low-carbon and intelligent cities. 
The evaluation can reveal the current conditions 
of urban developments, and the gaps between 
those conditions and the prospective goal. Moreo-
ver, the evaluation can guide the cities to become 
low-carbon and intelligent cities, and examine the 
efficiency of cities setting policies in motions. The 
evaluation can also help to monitor the status of 
developing low-carbon and intelligent cities, and 
implement corrective action as needed.

In order to evaluate the status of low-carbon and 
intelligent cities effectively, city governments need 
to develop the index system. However, most city 
governments lack the index system of low-carbon 
and intelligent cities, while they strive towards the 
goal of becoming low-carbon and intelligent cities. 
Besides, most of the evaluation indicators tend to 
lean toward particular area and lacked compre-
hensive consideration, thus influencing the final 
results. Therefore, this paper seeks to establish 
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only used to simplify the numbers of indicators and 
select the meaningful indicators in this paper, but 
also determine the relative weight of each aspect 
and indicators. In the empirical analysis of factor 
analysis, principal-axis factoring analysis (PFA) is 
used as the way of factor extraction, and varimax 
is used as the way of rotation.

The weight of low-carbon and intelligent city 
evaluation index system established in this paper 
includes aspects weight and indicators weight. The 
former comes from the total variance of certain 
aspect divided by the total variance of selected 
aspects, as in Formula (1); the latter is obtained 
by multiplying the ratio of factor loadings in each 
aspect with aspects weight, as in Formula (2).

ai iA a
i

n

i
=
∑/

1

 (1)

B A b bijB i iA bbji
j

m

ijb×AiA
=

∑(| | / )
1

 (2)

Ai: weight of aspects
ai: total variance of aspects
Bij: weight of indicators in certain aspects
bij: factor loading of indicators
i: aspects
j: indicators of certain aspects

2.3 Defining indicators

Low-carbon and intelligent city is the com-
bined concept of low-carbon and intelligent 
systems, therefore, this paper reviews and organ-
izes the indicators of low-carbon development 

and intelligent systems respectively, in defining 
indicators. Moreover, quantifiable indicators are 
preferred in this paper to maintain the objectiv-
ity, verifiability and comparability of the indicator 
system and evaluation results. According to the 
research on low-carbon (Chen and Zhu 2013; Su 
et al. 2012; Price et al. 2013) and intelligent system 
(Deakin 2012; Deakin 2013; Deakin 2014), this 
paper generalizes the 48 quantifiable indicators for 
the evaluation of low-carbon and intelligent cities.

Due to the difference in data, type, unit and 
range of the indicators, formula (3) and (4) are 
used to convert the original data. If  the indicator 
is maximizing form (the bigger the value, the better 
the performance), formula (3) is used; If  the index 
is minimizing form (the smaller the value, the bet-
ter the performance), formula (4) is chosen.

x x xl
c

l min max mx in−( )x xl mx in−xl /( )  (3)

x x xk
c

max k max mx in−( )x xmax kx−x /( )  (4)

xl
c: indicator value after maximizing conversion

xk
c : indicator value after minimizing conversion

xl: original value of indicator l
xk: original value of indicator k
xmax: maximum value in all (selected) indicators
xmin: minimum value in all (selected) indicators

3 DATA

Based on considering consistency in data and 
accuracy and coherence in the analysis, 22 cities in 
Taiwan were chosen for applying spatial scope of 
empirical analysis. As for data type, all indicators 
are quantitative, quoted from Urban and Regional 
Development Statistics, and statistical database of 
Directorate-General of Budget, Accounting and 
Statistics in Taiwan. Considering the limitations 
of the governmental data content, samples for 
factor analysis come from the data of the 22 cit-
ies between 2006 to 2010. Data of the Taiwan’s 22 
cities in 2010 is used for evaluating low-carbon and 
intelligent status of cities.

4 EMPIRICAL ANALYSIS AND 
DISCUSSION

4.1 Establishing the evaluation indicator system 
for low-carbon and intelligent city

4.1.1 Model verification
In the verifying suitability of factor analysis 
for data, the results passed the Bartlett’s test of 
sphericity, and the Kaiser–Meyer–Olkin measure 
of sampling adequacy (KMO) is 0.817. There-
fore, the data was suitable for factor analysis. In 
verifying the number of components by extracting, 

Figure 1. Analytical framework.
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the results achieved the three standards (such as 
Kaiser criterion, Cattell criterion, cumulative vari-
ance criterion). The six aspects were the best num-
ber of factor extraction as the cumulative variance 
reaches 81.76%, and all eigenvalue of each compo-
nent was above 1 (Table 1).

4.1.2 Results analysis and discussion
After factor extraction and rotation through fac-
tor analysis, the result of evaluation indicator 

Table  1. Results of eigenvalue and variance by factor 
analysis.

Aspect I II III IV V

Eigenvalue 38.64 11.36 5.43 3.73 2.62
Total 

variance (%)
49.54 14.56 6.96 4.78 3.35

Cumulative 
variance (%)

49.54 64.11 71.08 75.87 79.23

Table 2. Evaluation index system for low-carbon and intelligent cities.

Evaluation indicator system Content of indicator
Aspect 
weight

Indicated 
weight

F1: economy and intelligent technology 0.6
Low-carbon and low pollution 

industries market value ratio
Ratio of market value in tertiary industries to total 

market value
0.162

Low-carbon and low pollution 
industries employment ratio

Ratio of employed population in tertiary industries 
to total employed population

0.156

Number of network users Number of network users 0.144
Construction of network hardware Number of construction of network hardware 0.138

F2: consumption of energy and resource 0.18
Fossil energy consumption Fossil energy consumed by living and production 

activities
0.0324

Electric power consumption Electric power resource consumed by living and 
production activities

0.0306

Renewable energy consumption Renewable energy consumed by living and 
production activities

0.0288

Water consumption Water resource consumed by living and production 
activities

0.0306

F3: health and environmental 
conservation

0.09

PSI exceeding 100 ratio Ratio of days with PSI exceeding 100 to total days 
investigated

0.0189

Sewage emissions Sewage emissions generated by living and 
production activities

0.0180

Waste generated Waste generated by living and production activities 0.0180
Hospital beds Number of hospital beds in medical institutions 0.0162
Medical employees Number of medical employees in medical institutions 0.0189

F4: local development 0.06
Green building Number of green building 0.0096
Public facilities land area Area of public facilities land 0.0070
Forest coverage area Coverage area of forest 0.0091
Urban land density Ratio of urban planning area to total land area in city 0.0078

F5: social status 0.04
Unemployed population Number of unemployed population 0.0064
Gini coefficient Ratio of the area between Lorenz curve and line of 

equality to area below line of equality
0.0068

Resource recycling Number of resource recycling in all organization and 
communities

0.0068

Car and motorcycle ownership Number of automobiles and motorcycles ownership 
with license

0.0064

Note: PSI is Pollutant Standard Index that reports the concentration of five air pollutants, particulate matter, sulfur 
dioxide, carbon monoxide, ozone, nitrogen dioxide.
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system, which were established for low-carbon 
and intelligent city included economic and intel-
ligent technology, consumption of energy and 
resource, health and environmental conservation, 
local development, and social status (Table 2). The 
weight of aspects and indicators could be obtained 
through the formula (1) and (2). Based on Table 2, 
the aspect of economic and intelligent technology 
was the most important component for its variance 
reporting 49.54, and the indicators (such as low-
carbon and low pollution industries market value 
ratio, low-carbon and low pollution industries 
employment ratio, number of network users, and 
construction of network hardware) were also the 
most important indicators. Therefore, the aspect 
of economic and intelligent technology served as 
a foundation for low-carbon and intelligent city. 
While consumption of energy and resource occu-
pied the position as the secondary aspect, and 
various indicators included by this aspect for the 
development of low-carbon and intelligent city. 
The rest of indicators still were importance and 
effectiveness for low-carbon and intelligent city.

4.2 Evaluation and strategy for low-carbon and 
intelligent development of Taiwan’s cities

The results of evaluating the low-carbon and intel-
ligent status of Taiwan’s 22 cities in 2010 were 
shown in Figure 2. Taipei city scored 0.806 in total 
score, showing the best performance among the 22 
cities in Taiwan. Taipei city also does particularly 
well in aspects of economic and intelligent technol-
ogy, consumption of energy and resource, and local 
development. Moreover, the future improvement 
of Taipei city (on low-carbon and intelligent sta-
tus) should be centered on two aspects, including 
health and environmental conservation and social 
status. On the contrary, the worst performance 
was Changhua county, with the total score of 
0.261. Therefore, in order to ameliorate the degree 

Figure  2. Results of evaluation of low-carbon and 
intelligent.

of low-carbon and intelligent system, Changhua 
county should not only improve its economic and 
intelligent technology primarily, but also elevate its 
performance in local development and social status.

5 CONCLUSION AND SUGGESTION

Environmental issues regarding global warm-
ing and human habitability have received much 
emphasis recently, as a result of which low-carbon 
and intelligent systems gradually assumed promi-
nence as the goal of urban development. Despite 
the fact that numerous cities in the world have set 
low-carbon and intelligent systems as develop-
mental goal, a corresponding evaluation system 
is missing. This paper has attempted to construct 
an objective and quantifiable evaluation indicator 
system by factor analysis, and to evaluate the sta-
tus of the 22 cities in Taiwan. The results of the 
above can be regarded as references for the urban 
development and policy in the future. The results 
of empirical analysis show that the index system 
should encompass five aspects and 32 indicators 
in total. The low-carbon and intelligent status 
of all cities in Taiwan, Taipei city shows the best 
performance, whereas Changhua county shows 
the worst performance. Application of evaluation 
indicator system for low-carbon and intelligent 
city depends greatly on the local features. The indi-
cator system may call for specific adjustments to 
adapt to various cultures when applied to different 
regions. Moreover, the indicator system must be 
updated according to the latest changes and devel-
opments of indicators. If  the database is sufficient, 
it is strongly recommended to include analysis and 
comparison of various regions at different times in 
the future researches.
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ABSTRACT: In recent years, Energy Service Companies (hereinafter called ESCO) emerged from con-
cerns of the entire world on enterprises’ energy saving and environmental protection issues. The success 
of financing from banks to ESCO would be no doubt the key factor influencing ESCO’s development. 
In this study, we have interviewed some financing experts to realize what key factors will be evaluated 
when banks are facing this new business financing cases, and we tried to analyze with nonlinear quanti-
fied model, Fuzzy Dematel, to find out key principles and factors to ESCO’s development when they are 
under limited resources, which could be their lean strategies in the future.

them succeeded. It is because of the market size of 
ESCO’s that could not successfully get banks’ atten-
tion. Bank crediting personnel did not get clear of 
ESCO’s operational models, ESCO’s were most 
small or medium enterprises, and most of them 
were newly established. Therefore, the purpose of 
the study is to explore the key factor to influence 
bank financing of ESCOs, when banks are under 
limited resources, and then analyze the causation 
and degree of influence between these factors to 
find out key strategy factors of bank financing. At 
last, the key strategy factors can be used by ESCO 
to adjustment of management and strategy.

2 LITERATURE REVIEWS

2.1 What is ESCO

The WTO has broadly defined “Energy Services 
Company (ESCO)” as the enterprises running 
for oil/electricity trade service, electricity gen-
eration/transportation/supply/distribution, water 
resources, energy-saving, and management of coal/
electricity/gas/nuclear/power/oil/renewable energy. 
Ministry of Economic Affairs in Taiwan then 
defined it as the enterprises running for new clean 

1 INTRODUCTION

In 1980s, increasing scientific evidence indicated 
the correlation between rising greenhouse gas 
emissions and global climate change. According 
to International Energy Agency (IEA, IEA Energy 
Technology Perspective 2010), 38% of global car-
bon emissions will be reduced from better energy 
efficiency (IEA Energy Technology Perspective 
2010). It is inevitable for governments and private 
enterprises to develop energy conservation equip-
ment and high-efficiency equipment, however, their 
high set-up costs for new energy-saving equipment 
could not meet the market requirement. From the 
21st century, most governments have been promot-
ing ESCO to speed up energy conservation and 
reduction of carbon emission.

Most studies of ESCO concentrated on opera-
tional models, development strategies and energy-
saving efficiencies. In recent years, some scholars 
have studied and discussed on financing operation 
(Huang, 2007; Chen, 2011; Chen, 2014). Earlier 
studies mainly discussed ESCO’s financing meth-
ods and models. According to Chen (2014), inves-
tigations indicated only 34% enterprises in Taiwan 
applied financing to banks and only 12.5% of 
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energy, energy-saving, energy efficiency promo-
tion or peak demand transfer equipment/system/
engineering/planning, feasibility study/design/
installation/construction/maintenance/detection/ 
thirdgeneration/hardware and software construc-
tion/ related technical service.

2.2 Management models of ESCO

World Bank has classified ESCO’s business model 
into eight types (World Bank GEF Energy Effi-
ciency Portfolio Review and Practitioners’ Hand-
book, 2004), which provided initial direction of 
business model planning. In practice, however, 
some extended and change models have produced 
due to individual differences between energy users, 
ESCO and financial institutions. Chen (2011) 
found that almost all models have been tried in 
Taiwan and two types were mostly accepted by the 
market: “Energy Efficiency Guarantee Type” and 
“Energy Efficiency Share Type”. Energy Efficiency 
Guarantee Type means energy users sign contracts 
with ESCO to install equipment to lower energy 
use and improve energy efficiency, which results 
in the capital demand of energy users. To energy 
users, though the guarantee contracts allow them 
to fulfill payment after energy-saving effects have 
been achieved, they still have to be responsible for 
the financing. (Energy Charter Secretariat, 2003)

To strengthen energy users to execute energy-
saving projects, ESCO promoters have developed 
“Energy Efficiency Share Type”. Energy Council 
(2008) has explained that ESCO should be the 
sponsor of bank financing and energy users could 
use the amount saved by energy efficiency guar-
antee project to pay ESCO. In that way, ESCO 
has to run the risk of project achievement and 
the repayment pressure after financing. Financial 
institutions still run the risk of repayment ability 
of debtors, while energy users only provide energy 
efficiency to ESCO in a certain period of time. 
(Energy Council, 2008)

In recent years, several scholars have stud-
ied ESCO financing issues. For example, Huang 
(2007) has probed ESCO’s financial mechanism 
models in Taiwan through in-depth interviews and 
put forward three models, ESCO credit guarantee 
model, local ESCO development fund or conces-
sional loan project model, and local ESCO firefly 
fund project model. They all fit the developing 
model of ESCO financial in Taiwan. Chen (2011) 
also put forward three ESCO financing models, 
direct financing plus credit guarantee fund, con-
tract financing plus accounts receivable, and lease. 
After experts’ confirmation, Chen then proceeded 
with in-depth interviews with bank institutions 
and ESCO to discuss local ESCO development and 
verify the feasibility of the three models.

3 RESEARCH METHODS

3.1 Research variables and factors

From document study and expert interviews, we 
have concluded five principles and 18 key factors 
in Table 1 as key for ESCO financing strategies of 
banks. Five principles are People, Purpose, Pay-
ment, Protection, and Perspective. People prin-
ciple includes three factors of ESCO’s situation: 
business performance, and equipment and techni-
cal skill. Purpose principle includes three factors 
of use of funds: energy-saving financial plan, and 
concentrated purpose of funds. Payment principle 
includes four factors of attainability of energy effi-
ciency, quality of accounts receivable, project busi-
ness finance ratio, and business dispute. Protection 
principle includes four factors of guaranteed 
capability of the ESCO’s capital, responsible per-
sons, collaterals, and external security. Perspective 
principle includes four factors of ESCO’s patents, 
capacity of resource integration, and government 
policies.

3.2 Fuzzy Dematel

Fuzzy Dematel is usually used for social science and 
the study of disorganized phenomena (Tamura, 
Nagata & Akazawa, 2002). It is a research tool to 
explain complicated relationships (Yang & Tzeng, 
2011). It is a systematic structure designed by 
using professional knowledge (Liou, Yen, & Tzeng, 
2008), and through the specific characteristics of 
each factor we can construct mutually interact-
ing relationship between factors and transform 
this causation into a systematic structure model, 
which is the “Causal Diagram”. The main pur-
pose of Causal Diagrams is to solve many prob-
lems in strategic decisions (Hu, 2003). Through 
combination and conclusion of questionnaires, we 
can use analyzing steps of Fuzzy Dematel to get a 
Total Relation Matrix (T), calculating prominence 
(D+R) and relation (D−R).

According to the Causal Diagram divided 
by average value of  D+R and D−R, if  D+R is 
 bigger and D−R is above the average value, the 

Table 1. Five principles and 18 factors of bank lending 
evaluation to ESCO.

Principles Factors

People Situation, Performance, Skills
Purpose Funds, Plans, Concentrated
Payment Attainability, Quality, Ratio, Dispute
Protection Guaranteed, Responsibility, 

Collaterals, Security
Perspective Others, Patents, Integration, Policies
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 coordinate locates in the first quadrant, which 
means the factor is closer to the core determining 
factors to problem resolution and should be taken 
into first priority. When D+R is smaller and D−R 
is above the average value, the coordinate locates 
in the second quadrant, which means this factor is 
highly independent and only has influence on cer-
tain characteristics. When D+R is small and D−R 
is below the average value, the coordinate locates 
in the third quadrant, which means this factor 
is highly independent and will be influenced by 
some certain characteristics. When D+R is bigger 
and D−R is below the average value, the coordi-
nate locates in the fourth quadrant, which means 
this factor is a very significant core determining 
factors.

4 ANALYSIS AND RESULTS

4.1 Background analysis

Interviewees/respondents of the study are mainly 
ESCO financing personnel, who are mostly chiefs 
responsible for small/medium enterprise financing 
business, including Land Bank (8 persons), Tai-
wan Business Bank (14 persons) and Far Eastern 
International Bank (7 persons). There are totally 
29 persons interviewed. Twenty-five of them have 
more than 6 years of experience in financing and 
21 of them have 4 years’ experience. Twenty-eight 
of them are bank chiefs. They are all appropriate 
interviewed objects.

4.2 Data analysis

The result of 29 questionnaires taken back and 
analyzed by FUZZY DEMATEL indicates the 
conclusion given in Table  2. And we transform 
these values into a Causal Diagram by Microsoft 
Excel in Figure 1.

From the causal diagram of Figure 1, the high-
est prominence principle (People; F1) indicates in 
general when banks deal with ESCO financing, key 
factors are ESCO’s situation, business performance 
and equipment and technical skills. However, the 

principle “People” is still influenced by principles 
“Perspective (F5)” and “Protection (F4)”.

As a whole, on analysis of Figures 2 and 3, the 
most significant factors in the principle “Perspec-
tive” is “Government policies”, because it can have 
great influence on ESCO’s “Patents & Skills” and 
“Capacity of Resource Integration”. The second 
significant factor in the principle “Protection” is 
“External Security”.

Table 2. The values of prominence and relation for five 
principles by Fuzzy Dematel analysis.

Principles D R D+R D−R

People (F1) 1.61 1.63 3.24 −0.02
Purpose (F2) 1.46 1.54 3.00 −0.08
Payment (F3) 1.37 1.37 2.74  0.01
Protection (F4) 1.38 1.35 2.73  0.04
Perspective (F5) 1.47 1.42 2.89  0.05

Figure 1. The causal diagram of 5 principles by Fuzzy 
Dematel analysis.

Figure 2. The causal diagram of Protection factors by 
Fuzzy Dematel analysis.

Figure 3. The causal diagram of Perspective factors by 
Fuzzy Dematel analysis.

ICCAE16_Vol 02.indb   1235ICCAE16_Vol 02.indb   1235 3/27/2017   10:55:16 AM3/27/2017   10:55:16 AM



1236

5 CONCLUSIONS AND SUGGESTIONS

Financial support has been playing an important 
role in the development of emerging industries. 
When global warming and climate change come 
into fact, energy conservation and reduction of 
carbon emission have become an obligation. This 
study used Fuzzy Dematel analysis to discuss what 
evaluation principles banks should take to face new 
type of business model, such as ESCO, to make 
sure that creditor’s rights as well as actively assist-
ing in ESCO’s development needs are fulfilled. 
Meanwhile, we can use results of the analysis as 
for lean strategy and management key point of 
industrial development, so that to achieve the goal 
of energy-saving and reduce energy cost.

After discussions between experts from indus-
tries, government authorities and academies, this 
study has concluded banks’ five evaluation prin-
ciples and 18  specific factors to ESCO financing 
business, and has defined various kinds of factors. 
From the study, we know the highest principle 
of the prominence is “People”, which indicates 
when banks deal with ESCO financing, key fac-
tors are ESCO’s situation, business performance 
and equipment and technical skills. However, the 
principle “People” is still influenced by princi-
ples “Perspective”, “Protection”, and “Payment”. 
Therefore, when banks are faced with ESCO 
financing, they should put emphasis on the prin-
ciples “Perspective”, “Protection”, and “Pay-
ment”. From the aspect of “Perspective”, the most 

important  factor is “Government policies”, which 
reflects actual support and industrial policy of the 
government is still the key factor to decide if  the 
bank will accept financing application.

To ESCO, execution of energy efficiency pro-
jects is the way they gain profits. When banks do 
not understand relevant engineering and equip-
ment techniques in the process of evaluation while 
ESCO owns only limited managing resources, 
ESCO should try to strengthen their “Patents & 
Skills” and “Capacity of Resource Integration” in 
principle “Prospective” as well as the “Guaranteed 
capability of the ESCO’s capital” and “External 
Security” in principle “Protection”. Thus financial 
personnel can improve their professional knowl-
edge in energy-saving and then ESCO can get their 
capital successfully.
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(F3)

Attainability (C1) 5.18 5.71 10.9 –0.50
Quality (C2) 4.71 4.77  9.48 –0.10
Ratio (C3) 4.97 4.86  9.84  0.11
Dispute (C4) 4.72 4.24  8.96  0.49
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Guaranteed (D1) 5.33 5.24 10.6  0.09
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ABSTRACT: Cast in-situ mortar panel was a model of mortar wall that was designed to achieve effec-
tiveness in terms of time, worker, and construction waste by using the unused sand from sand-filter as a 
construction material for building the wall. Although the wall panel is a non-structural element, the per-
formance in residential buildings under wind and seismic loading is a major concern. The research aims 
to conduct an experiment of the mortar panels under lateral loading. Two panel specimens of mortar wall 
using a moving formwork were tested. The mortar panels demonstrated that the wall systems are advan-
tageous in construction of residential or industrial buildings. The moving formwork was used for cast 
in-situ mortar panels to obtain solution of saving time and workers. The performances were acceptable, 
which was shown in the obtained results that pointed to higher strength with acceptable displacement for 
non-structural elements. It should be pointed out that the connection between the wall panels and the 
footing should be designed carefully to obtain an efficient load transfer mechanism in the structure. The 
inter-connection that attained from the moving formwork should be further studied since the presence of 
minimum dowel bars can significantly improve the lateral behavior by providing more ductility and higher 
strength. The cast in-situ mortar panels as alternative solution for non-structural construction material 
are recommended for the applications in the residential or industrial buildings.

Keywords: cast in-situ, lateral load, wall, mortar, moving formwork

mortar are workability (NenoI et al., 2013, ASTM 
C270, 2014). The mortar usually uses a common 
construction material for bond the bricks or blocks 
but lack of research can be found in a wall panel by 
mortar, especially mortar that makes use of unused 
sand from sand-filter from the construction waste.

As a non-structural element, wall system must 
be easy to build, durable, strong enough to support 
self-weight and cost effective. Some of the evidence 
shows that many masonry walls crack due to wind 
or lateral loads (Cumhur et al., 2016, Triantafillou, 
1998, Taghdi et al., 2000). Those evidences demon-
strate the need to have minimum lateral response 
although the wall is a non-structural element.

The construction techniques and the eliminating 
of intermediate processes in selecting and processing 
materials can effectively reduce material and trans-
portation cost. A moving formwork has high degree 
automation and short construction period. It is 
suitable in the case of the remote area, fixed dimen-
sion and flat form of structure (Yang et al., 2015). 
A mortar panel using moving formwork can become 
a solution in wall material for the remote area.

In this paper, the utilization of construction 
waste such as unused sand from sand-filter for mor-
tar panels can help to demolish the waste in order 
to create more sustainable construction practices is 
discussed. The experimental work was conducted 

1 INTRODUCTION

A more sustainable construction practice is encour-
aged in the population expansion. The construction 
of infrastructure facilities produces an amount of 
waste and consumes natural resources. A wall mate-
rial such as masonry is commonly practiced for con-
struction. Many researchers are eager to find the new 
building materials to find innovative solutions for 
environmental concern, such as composite masonry 
constructed with recycled building demolition waste 
and cement stabilized rammed earth (Jayasinghe 
et  al., 2016), fine recycled aggregates from ceramic 
waste in masonry mortar manufacturing (Jiménez 
et  al., 2013), recycled glass-fly ash geopolymer as 
low-carbon masonry units (Arulrajah et  al., 2016), 
and so on. The technology of wall and mortar build-
ing materials has been developed to seek a viable 
alternative to reduce demolition waste and sustain-
able development (Jiménez et  al., 2013). However, 
the more visible solutions remain unsolved since it 
depends on time, place, and availability materials.

A mortar is a workable paste from a mixture of 
sand and cements that often used to bind build-
ing blocks. The important characteristics of hard-
ened mortar are mechanical strength, modulus of 
elasticity, water permeability, adhesive strength 
and resistance to weathering, and those of fresh 
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to observe the effectiveness of moving formwork 
for mortar panels. Besides, the mortar panels were 
tested in compressive and lateral strength to ascer-
tain the possibility of the material as an alternative 
solution of sustainable materials for residential or 
industrial buildings in remote area.

2 EXPERIMENTAL INVESTIGATION 
OF MORTAR PANELS

As part of the investigation, two full-scale cast 
in-situ mortar panels were prepared using unused 
sand from sand-filter from the construction waste. 
The variable considered in this investigation were 
the compressive strength and performance of the 
lateral resistance of the mortar panels due to in-
plane loading.

2.1 Materials

The mortar consisted of cement (pc), fine aggre-
gate (fa), and water. The fine aggregate was using 
unused sand from sand-filter from the construction 
waste. The proportion of the material was mixed 
based on volume ratio of cement and fine aggregate 
as 1 pc: 7 fa with water/cement ratio 0.7. The weight 
volume of fine aggregates was 2.63 (SSD) with the 
absorption 6.07%. The water content was 8.46%.

2.2 Test specimens

The experimental program for mechanical char-
acterization of mortar panel included tests in 
compressive strength. The cube specimens, 
150 × 150 × 150 cm, were used to obtain the com-
pressive strength in 7, 14, and 28 days. The total 
number of specimens was 9 as three specimens 
were prepared for each conservative day.

Two cast in-situ mortar panels are prepared using 
unused sand from sand-filter from the construction 
waste. The wall is constructed using a moving frame-
work. The benefit of this type of wall are the surface 
of the wall is flat and relatively smooth, hence, the 
construction time is faster than traditional brick 
wall. The mortar is first made with the right propor-
tion to obtain acceptable workability. The mortar 
is filled into moving formwork up to 80%, a direct 
compaction should be done and the formwork can 
move to upper section. The mortar needs to fill until 
the wall reaches the expected height. The dimension 
of the specimen was 1700 × 1460 × 100 mm that can 
be seen in Figure 1.

The in-plane lateral load was applied the tested 
specimens to obtain the resistance of the wall. The 
tests are performed at the Structural Testing Labo-
ratory of Civil Engineering Department of Uni-
versitas Kristen Maranatha, Indonesia.

2.3 Experimental test program

The walls were subjected to in-plane monotonic 
load. The horizontal loading was applied until fail-
ure occurred. The walls were fixed to the floor and 
left free at the top. The horizontal displacement 
was measured at the top transfer beam shown in 
Fig. 1.

Two types of walls were prepared: W1 was the 
ordinary mortar wall and W2 was the mortar wall 
with the horizontal strengthened rebar for the con-
nection joint.

3 DISCUSSION OF TEST RESULTS

3.1 Compressive strength

Table 1 shows the average compressive strength for 
the cube mortar specimens. The average compres-
sive strength of the mortar (12,62 MPa) was higher 
than that of the brick material (5–7 MPa). The re-
used material from unused sand for replacing fine 
aggregate in mortar wall was recommended to use. 
The result showed acceptable compressive strength 
for non-structural element.

Figure 1. Plan elevation of the mortar panel.

Figure 2. Horizontal strengthened rebar in the middle 
of the wall for Specimen W2.
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3.2 Cracking

In the mortar wall specimen W1, the first major 
crack was observed at approximately in 4  mm 
of  lateral displacement, which occurred in the 
middle of  the wall. The horizontal crack widely 
spread from the middle and became wider and 
spread to create the vertical in the edge connec-
tion between mortar panel and frame as shown 
in Figure 3.

Different from specimen W1 that has relatively 
wider thickness crack about 30 mm, the specimen 
W2 has a crack of only about 5  mm thick. The 
horizontal strengthened rebar has shown good 
performance in strengthening the interconnection 
edge of the mortar wall due to the construction 
practice from moving formwork. The crack pattern 
in Figure 4 shows the mortar panel only has verti-
cal crack.

Figure 3. Crack pattern of Specimen W1.

Figure 4. Crack pattern of Specimen W2.

Table 1. Compression test results.

Type
Day
[hari]

Area 
[mm2]

Weight 
[N]

Load 
[N]

Compressive 
strength
[MPa]

Average 
compressive 
strength 
[MPa]

A-1 7 22837.50 58.96 139000  6.09

12.62

A-2 7 21780.00 60.53 205000  9.41
A-3 7 23179.06 64.65 151000  6.51

B-1 14 22303.13 57.39 198000  8.88
B-2 14 22425.00 61.51 242000 10.79
B-3 14 22459.00 61.80 205000  9.13

C-1 28 22535.63 57.39 215000  9.54
C-2 28 23293.13 64.45 345000 14.81
C-3 28 22948.25 63.08 310000 13.51

3.3 Strength

The strength of the mortal specimen W1 was lower 
than specimen W2. This result indicated that the 
horizontal perpendicular rebar can strengthen the 
panels. Good lateral resistance can be observed from 
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Figure  5. The ultimate strength of specimen W1 
was 11.40 kN in 15.95 mm horizontal displacement. 
Figure 5 illustrated that after the strength reached 
a maximum, the stiffness of the wall was decreased. 
The specimen W2 showed higher strength (20.2 kN) 
but the slip can be indicted in 15.60 kN.

4 CONCLUSIONS

The contribution of two different specimens to the 
in-plane lateral resistance of the mortar wall was 
experimentally investigated. The conclusions are 
summarized as follows:

1. The walls showed vertical cracks, with small 
thickness for the wall with strengthened and 
larger thickness for the wall without strength-
ening. The anchorage in the frame should be 
installed to have better load distribution.

2. High lateral resistance in the mortar wall of the 
specimen W2 is produced by the perpendicu-
lar strengthened horizontal rebar placed in the 
middle of the wall.

3. It is necessary to perform more tests to improve 
the models so the strength can be predicted.

4. The mortar wall that made from unused sand 
for replacing fine aggregate is recommended to 
use since it has acceptable compressive strength 
for non-structural elements and good lateral 
resistance.
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ABSTRACT: Diverse co-living has been a priority in the agenda of most nations in the world. This 
study attempts to investigate how people perceive co-housing from the perspective of intergenerational 
communication. To this end, a questionnaire survey was conducted for people living in the Taipei Metro 
Area. Totally, 192 valid copies of a specially designed questionnaire were collected, and the survey results 
indicated that the two most significant factors are the respondents’ age and housing type, and that in 
co-housing, the public facilities most demanded by the respondents are public vegetable gardens/flower 
gardens, group dining space, and parking lots.

2 LITERATURE REVIEW

Aging population are present worldwide, and there 
is a transformation of population profile and limited 
contact between school-age children and the elderly. 
Hence, for reducing this intergenerational distance, 
interaction and relationship between generations 
should be rebuilt through their living in some com-
mon facilities that make possible their living together, 
supporting each other and so on, but not through 
mere one-time activities. Lin (2006) studies how the 
elderly use rooms in senior citizens’ housing and 
finds that most elderly are capable of taking care of 
themselves and housework and that they value inter-
personal relationship. There are various forms of 
senior citizens’ housing around the world for meet-
ing the needs of the elderly with different lifestyles. 
It is proper to plan for senior citizens’ welfare start-
ing from housing because senior citizens’ housing of 
good quality can function as a great platform for them 
to enjoy independence in the latter part of their lives 
where they are respected and are not in despair (Lo, 
2015). In terms of the outdoor environment, public 
facilities are essential to quality life for the elderly 
to interact with their neighbors and the society. It 
is necessary to think on the basis of the experience 
of elderly in living and interacting with the environ-
ment about how living space facilitates interactiv-
ity and provides support to the elderly, and thereby 
helps the elderly adapt themselves to interpersonal 
relationship, increase self-worth, and maintain their 
physiological health. Moreover, intergenerational 
relationship, living arrangement, and aging society 
are major concerns for future social development. 
This study probes into issues related to communica-
tion between generations and co-housing.

1 INTRODUCTION

In Taiwan, rapid population growth and overex-
pansion of cities have led to problems related to 
aging and high population density in cities, which 
in turn has degraded the quality of life. According 
to the demographic analysis of 2015 conducted by 
the Department of Statistics, the Ministry of the 
Interior of Taiwan, R.O.C., by the end of 2015, 
there were 2.95 million people aged 65 or above in 
Taiwan, i.e., 12.51% of the total population. This 
percentage is close to the 14% threshold of aging 
society as defined by the WHO. In addition, the 
birthrate of people at 0–14 has seen a decrease from 
19.34% to 13.57% in the last ten years. These facts 
suggest that Taiwan might face the impact of both 
aging society and sub-replacement fertility, making 
diverse co-living one of the most important issue 
during the transformation of social structure in 
Taiwan.

As an approach to improve intergenerational 
relationship and the quality of life, co-housing 
helps different age groups that are alien to each 
other to live together and get along with each other 
and provides various social facilities that facilitate 
the elders’ interaction with other age groups and 
thereby support good quality of life. The study 
particularly aims at two objectives:

1. To discuss how residents from both the elderly 
and other age groups perceive intergenerational 
communication and co-housing; and

2. To suggest public function that co-housing is 
expected to have for facilitating intergenera-
tional communication to consider future plan-
ning of communities.
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2.1 Contents of intergenerational communication

With changes seen in the areas of society, economy, 
life expectancy, population, and family structure, 
people may have more time to share with the sen-
iors from not only their own families but also other 
families, and this presents opportunities for both the 
youngsters and the elders to understand each other’s 
demands for development (Liu, 2006). The trend 
of intergenerational integration is an aspect of an 
ideal model of community development that suits 
the aging society (Masato & Huang, 2011). Kaplan 
(2007) asserts that different generations realize the 
levels of close intergenerational interaction in accord-
ance with how deeply they participate. The levels of 
intergenerational interaction are intergenerational 
relationship, learning, support, and solidarity.

2.1.1 Intergenerational relationship
The parties of intergenerational relationship are 
not limited to people kind to each other, but what is 
important is to foster good relationship between dif-
ferent generations (Chen, 2009). Given the changing 
social structure in Taiwan as well as demographical 
increase in the elderly and decrease in children, it is 
essential to strengthen the connection between gen-
erations by redefining intergenerational relationship, 
so as to build social cohesion in the future where dif-
ferent groups live together and help each other irre-
spective of whether they share blood relation.

2.1.2 Intergenerational support
Intergenerational support is important for the 
health of the elderly and has been proven as an 
effective way to improve elders’ physical and cog-
nitive abilities and to educate children (Bangerter 
et al., 2015). Xu (2007) suggests two types of inter-
generational support: (1) emotional support: pro-
viding suggestion, listening, or soothing through 
conversation with others; and (2) instrumental sup-
port: helping the elders or people in need by per-
forming housework or sharing things with them.

2.1.3 Intergenerational learning
By sharing experience with and gaining knowledge 
and skills from each other, people of different gen-
erations may change their perception of each other, 
as they become equal in terms of learning (Chen, 
2014). Intergenerational learning refers to a process 
where different generations learn from and inter-
act with each other through sharing and exchang-
ing their experiences so that both the elderly and 
younger groups can grow and gain knowledge with 
such interaction (Huang, 2007; Li & Tang, 2008).

2.1.4 Intergenerational solidarity
With regards to the issue of aging, the United 
Nations has addressed the following tasks for 

promoting intergenerational equality and reciproc-
ity and intergenerational solidarity (UN, 2002): 
(1) provide civic education to people to create 
awareness about population aging and its great 
importance in our society; (2) ensure that policies 
support intergenerational solidarity and advocate 
social integration; (3) implement systems that facil-
itate intergenerational communicate and make the 
elderly irreplaceable valuable social resources; (4) 
encourage the elderly to get together with the other 
age groups, thereby closing the gap between gen-
erations; (5) strengthen intergenerational link and 
mutual support so as to achieve successful social 
development; and (6) diversify the elderly lifestyle 
with consideration to family co-living in different 
cultures and backgrounds.

2.2 Development of co-housing

Co-housing originated in North Europe when a 
large number of housing units sprang up. The core 
thinking is that housing should be built and used 
with consideration of people living there and that 
it should support multi-generation community 
and friendly neighborhood that exhibit diverse 
cooperation (Wen et al., 2015; Sanguinetti, 2014). 
Following this trend, some autonomous organiza-
tions have been established to build housing that 
meets residents’ needs, and their efforts have also 
been seen in planning indoor and outdoor facili-
ties for public use. These facilities are designed to 
have various functions that cater to different user 
groups, with the common goal to improve the 
residents’ mental and physical health and welfare. 
To the residents, such housing facilities are com-
munity resources that provide for their needs and 
change their life (Scharlach, 2012).

As to the benefits of co-housing, Chatterton 
(2013) states that by concentrating residences and 
enriching the surroundings with public facilities 
that facilitate lifestyle with high interactivity, critical 
mass can be created. The following are some of the 
effects of co-housing: (1) opportunities of engage-
ment, (2) meeting of user needs through negotia-
tion among residents, (3) a website as a platform for 
community interaction, (4) social welfare, (5) feel-
ing of safety, (6) residents’ care and support for the 
elders, (7) sharing private courtyard with other resi-
dents, (8) residents having the authority to manage 
all the information in the website, (9) reduced living 
costs thanks to agglomeration, (10) reduced number 
of vehicles as well as separation between pedestrian 
and vehicles, so as to create a zero-car environment 
that is safe and has less carbon emission, and (11) 
significant engagement and ownership.

The combination of intergenerational commu-
nication and co-housing satisfies people’s internal 
feeling and external needs not only by reducing 
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alienation among people in the urban scenario but 
also by meeting residents’ needs in a better man-
ner. These two inseparable aspects jointly form an 
optimal solution to urban coldness. During the 
implementation of co-housing, we face various 
problems that need to be addressed. This study pri-
marily focuses on how to overcome these problems 
before accomplishing the vision of popularizing 
co-housing around the world.

3 SUBJECTS AND METHODS

3.1 Scope and subjects

The Taipei Metro Area is the most urbanized city 
in Taiwan and has a high population density that 
leads to urban coldness. This study thus focuses on 
the people living in the Taipei Metro Area.

3.2 Methods

This study investigates into how people perceive 
intergenerational communication and co-housing 
by reviewing relevant theories and articles, con-
ducting a questionnaire survey, and analyzing 
in terms of people’s perception, acceptance, and 
expectation of future promotion.

3.2.1 Questionnaire survey
A questionnaire was created on the basis of the 
understanding gained through literature review 
about how people perceive intergenerational com-
munication and co-housing. A total of 215 copies 
of the questionnaire were issued; 192 collected 
copies were valid, while 23 were invalid.

3.2.2 Data analysis
The responses to the questionnaire were input to 
SPSS (Statistical Package for the Social Sciences), 
Chinese version 22.0, for data analysis.

4 ANALYSIS AND DISCUSSION

4.1 Analysis of individual subjects

This study summarizes the respondents’ profiles 
as shown in Table 1. The results indicate that most 
respondents are female (69.3% of the total subjects); 
the majority occupation is housekeeping (24%); 
most respondents are in the education level of col-
leges and universities (63%); most respondents 
are satisfied with the status quo of their housing 
(81.8%); and most respondents are satisfied with 
the status quo of their neighborhood/communities 
(79.2%).

After the questionnaire analysis, the aver-
age of  Cronbach’s alpha is 0.706 for a total 

number of  items of  55. Generally, Cronbach’s 
alpha > 0.70 means the questionnaire used has 
good reliability.

4.1.1 People’s perception of intergenerational 
communication

As many as 52.1% of the respondents are aware of 
co-housing and see intergenerational communica-
tion as helpful for better understanding groups 
outside their families (80.2%), gaining knowledge 
through interaction with each other (76%), reduc-
ing intergenerational distance (75%), improv-
ing belongingness and reciprocal relationship 
(72.9%), maintaining good relationship (72.4%), 
frequent communication (46.4%), concern and 
care for other groups (59.4%), and participation 
in activities held in the neighborhood/community 
(41.1%).

For identifying the factors that affect how peo-
ple perceive intergenerational communication, this 
study considers the following assumptions:

Assumption I: respondents of different ages 
have different views on intergenerational commu-
nication; and

Assumption II: respondents who are satis-
fied and not satisfied with the status quo of 
their communities have different views on par-
ticipation in activities held in the neighborhood/
community.

4.1.2 Significance of questionnaire and cross 
analysis

Table 2 shows that the variable “age” displays the 
greatest significant difference, which is followed by 
occupation and housing type. Therefore, this study 
performs a cross analysis of significant items and 
summarizes the descriptive analysis according to 
the cross table, thereby clarifying the relationship 
between the items.

Table 1. Respondents’ profiles.

Item

Count Percentage

Item

Count PercentageAge Housing type

15–24  31 16.1% House  58 30.2%
25–44  34 17.7% Townhouse  11  5.7%
45–64  62 32.3% Apartments 

without 
elevators

 80 41.7%

65+  65 33.9% Mansions with 
elevators

 39 20.3%

Other  4  2.1%

Are you satisfied with 
your house?

Are you satisfied with your 
community?

Yes 100 52.1% Yes 157 81.8%
No 92 47.9% No  35 18.2%
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4.2 Discussion

4.2.1 Respondents’ perceptional difference on 
intergenerational communication

According to the significant difference for the per-
ceptions listed in Table 2, it is confirmed that “age” 
and “housing type” mostly affect the respondents’ 
perception of communicate with people outside 
their families, as stated below:

1. Perceptional difference about communicate 
with people by age

The respondents aged 65 and above reported that 
they often communicate with people outside their 
families (55.4%). Far few respondents aged 15–24 
often communicate with people outside their fami-
lies (51.6%). Their responses to this question indicate 
that age is a major factor affecting one’s perception 
of communicate with people outside their families.
2. Perceptional difference about communicate 

with people by housing type
The respondents living in houses show a higher 
frequency of communicate with people outside 
their families (55.2%). Here, 35.9% of the respond-
ents living in mansions with elevators do not often 
communicate with people outside their families, 
showing that the housing type is a major factor 

affecting how often the respondents communicate 
with people outside their families.

4.2.2 Demands for public facilities of co-housing 
by age

Some demands common to the respondents of dif-
ferent age groups seen in Table  3 are public gar-
dens, group dining space, and parking lots. This 
means provision of these facilities can be an effec-
tive way to encourage intergenerational communi-
cation, making them the priorities of co-housing.

Due to urbanization, mansions with eleva-
tors form the dominant housing type. However, 
the resulting community/neighborhood environ-
ment is unfavorable to the residents’ social com-
munication and in turn leads to different levels of 
alienation from people of not one’s family among 
different age groups. This problem is highly related 
to the global population aging and sub-replace-
ment fertility. Thus, we should contemplate how 
to improve communicate between groups by build-
ing residences as co-housing that provides more 
diverse public facilities that facilitate communicate 
between generations and encourage residents to 
share time with people outside their families.

Table 2. Significant difference among people’s perception of intergenerational communication.

Item Question Gender Age Occupation Education
Housing 
type

Pe
op

le
’s 

pe
rc

ep
tio

n 
of

 in
te

rg
en

er
at

io
na

l c
om

m
un

ic
at

io
n

Do you know what is co-housing for? 0.023* 0.335 0.693 0.209 0.165
Relationship Maintaining good 

relationship
0.220 0.779 0.585 0.998 0.462

Better 
understanding

0.158 0.502 0.224 0.970 0.354

Learning Learning 
knowledge from 
getting along with 
each other

0.240 0.736 0.750 0.303 0.272

Idea communicate 
with other groups

0.981 0.031* 0.252 0.676 0.044*

Support Improved 
belongingness 
and reciprocal 
relationship

0.384 0.359 0.598 0.768 0.872

Concern and care 
for other groups

0.654 0.035* 0.089 0.860 0.541

Solidarity Reduced 
intergenerational 
distance

0.280 0.390 0.952 0.266 0.250

Participation in 
activities held in 
the neighborhood/
community

0.891 0.000*** 0.024* 0.626 0.984

Significance Levels: *P < 0.05 = Significant, **P < 0.01 = Very Significant, ***P < 0.001 = Extremely Significant.
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5 CONCLUSION AND 
RECOMMENDATION

5.1 Conclusion

Many cases are seen around the world in which co-
housing successfully improves psychic isolation by 
transforming the urban high-density environment 
into a place where people can have commensal-
ism, co-living, and sharing. This study finds that 
the respondents aged 15–24 and living in mansions 
with elevators form the group lacking communica-
tion with other people the most. To improve this, 
addition of public facilities such as public flower 
gardens/vegetable gardens, group dining space, 
and parking lots to their housing is a solution to 
encourage the residents to communicate with and 
support each other. In addition, some space cur-
rently occupied by buildings may be reconstructed 
into public facilities for public interest, so that 
in addition to parks and green lands, people can 
enjoy indoor and outdoor public facilities in their 
street blocks for community events, group dining, 
leisure, and so on. This idea may receive objections 
from residents at the initial stage, but it is believed 
that through environmental education and partici-
patory design, people will see the benefits and turn 
to support co-housing.

5.2 Recommendation

1. Intergenerational communication is all about 
communicating with and supporting people 
outside one’s own family and with no blood 
relationship in diverse ways.

2. It is recommended that events are held within 
and between communities and neighbor-
hoods with common interests for residents 
to dine together and share things with each 
other, thereby fostering extensive interpersonal 
networks.

3. As a norm for co-housing design, subject to 
minimal requirements of private space, public 
facilities that serve the public interest should 
take the larger proportion.

4. Co-housing should be promoted as an impor-
tant remedy for intergenerational barrier and 
as an effective approach to better quality of life 
and creation of an environment friendly atmos-
phere for the elderly. This is an issue we have to 
address in future.
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ABSTRACT: In this work, the ABAQUS Concrete Damaged Plasticity (CDP) model is investigated 
both theoretically and numerically. The interrelations between this model and its two precursors, i.e., 
Barcelona model (Lublinear et al. 1988) and Lee & Fenves (1998) model, are clarified. In particular, they 
are analyzed with respect to the issue of mesh size dependence. On the one hand, as damage evolution is 
not accounted for in the definition of fracture energy, Barcelona model (Lublinear et al. 1988) and Lee & 
Fenves (1998) model cannot suppress the issue of mesh-size dependence. On the other hand, an incorrect 
definition of the cracking displacement is used in the ABAQUS CDP, resulting in not only the issue of 
mesh size dependence, but also unit system sensitivity. Accordingly, the input data of stress and dam-
age variable necessary for the ABAQUS CDP model can only be given in terms of the cracking strain, 
whereas the ones defined in terms of crack displacement should be used with great care unless this issue 
is removed in the future release.

For concrete like quasi-brittle materials exhib-
iting strain softening, it is important to guaran-
tee the objectivity of the numerical results when 
using a material constitutive model to evaluate the 
stresses at quadrature points. That is, the numeri-
cal results have to be independent of the size and 
alignment of the finite element mesh, such that the 
load capacity and deformations of structures can 
be evaluated correctly.

However, as will be shown later, the aforemen-
tioned mesh size independence cannot always be 
guaranteed for the ABAQUS CDP model. Even 
worse, the numerical results obtained using dif-
ferent SI units do not always coincide. Conse-
quently, the numerical results may be misleading 
and sometimes erroneous. We address in this work 
the relevant issues and stress that the ABAQUS 
CDP model should be used with great care until 
the exhibited problems are eliminated in future 
releases.

This paper is organized as follows. After this 
introduction, the ABAQUS CDP model is dis-
cussed in Section  2. Particularly, the similarities 
and differences between the CDP model and its 
two precursors, i.e., Barcelona model and Lee & 
Fenves (1998) model, are clarified. Section  3 is 
devoted to the theoretical analysis of  the CDP 
model regarding the issue of  mesh size depend-
ence. Numerical examples are presented in Sec-
tion 4 to support the theoretical results. The most 
relevant conclusions are drawn in Section  5 to 
conclude this paper.

1 INTRODUCTION

Being the most widely used building material in 
engineering structures and infrastructure, con-
crete exhibits complex behavior. With plenty of 
well-documented experimental tests (Kupfer et al. 
1969) and research efforts, it is now generally 
accepted that the exhibited nonlinearities in con-
crete behavior are mainly attributed to two types 
of micro-structural mechanisms: (i) evolution of 
microcracks and microvoids, and (ii) plastic flows 
along some preferred crack lips. The aforesaid 
physical mechanisms have to be addressed appro-
priately in a constitutive model for concrete.

Among the different alternatives that are availa-
ble, the plastic-damage model, combining the plas-
ticity theory and Continuum Damage Mechanics 
(CDM), has been widely adopted in the constitutive 
modeling of concrete and applied to the nonlinear 
analysis of structures (see Krajcinovic (2003)). 
Owing to its great success in reproducing the non-
linear behavior of concrete, several commercial 
finite element packages, e.g., ABAQUS, LS-Dyna, 
etc., developed their own plastic-damage models 
or incorporated those proposed in the literature. 
Particularly, a Concrete Damaged Plasticity (CDP) 
model for concrete was developed in ABAQUS ver-
sion 6.3 based on the well-known Barcelona model. 
This model is able to capture the typical nonlinear 
behavior of concrete rather well, greatly extending 
the capability of ABAQUS and pushing forward 
its application in civil engineering.
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2 THE ABAQUS CDP MODEL AND ITS 
PRECURSORS

In all the models to be discussed, the simplest stress 
versus strain relation is expressed as

σ σ σ= (1 ) ,, ( )ε ε0σ σ ε εE  (1)

where ε and ε p denote the second-order strain ten-
sor and its plastic component, both being infini-
tesimal; σ and σ  signify the nominal and effective 
stress tensors, respectively; E0 represents the 
fourth-order elasticity tensor of the material.

Before we discuss the ABAQUS CDP model, let 
us first introduce its two precursors, i.e., Barcelona 
model and Lee & Fenves (1998) model.

2.1 Barcelona model

In the Barcelona model (Lubliner et al., 1988), the 
plastic strain tensor ε p is determined by the classi-
cal plasticity theory, i.e.,

ε
σ

pε pFp

F q σ

=
∂

∂
≡

⎧
⎨
⎪⎧⎧
⎨⎨
⎩⎪
⎨⎨
⎩⎩

�

� �
λ

λ λ

( )σ

(σσ ) ,≤ , (FλF , )qσλ ≥ 0
 (2)

where F(σ,q) and Fp(σ) represent the plastic yield 
and potential functions, respectively; �

pp
λ ≥ 0  is the 

Lagrangian multiplier, with the non-vanishing 
value �

gg
λ > 0  upon plastic loading determined in 

terms of the consistency condition �F q( ) .
One important contribution of  the Barcelona 

model is that a simple plastic yield function F(σ,q) 
is postulated for concrete under biaxial stress 
states

F q q( ) =
〈 〉

−
− ≤q

α βI JI +J 〈〈
α

1 2I JI JJ 1

1
0  (3)

where I1II = trσ  and σ1 represent the first invari-
ant and the major principal value of the stress 
tensor σ, respectively; J2JJ 1

2= s s:  denotes the 
second invariant of the deviatoric stress tensor 
s I: ;I( 3)1  the Macaulay brackets 〈⋅〉 are 
defined as 〈 〉 x〉 = max( , ).  The stress-like internal 
variable q signifies the cohesion; material param-
eters α and β are given by

α β α α− +f f
f f

f
f

ff

bcff cff tff
1

2 1−f fff cff
11 α−(β = ) (α

f
) (fα fcff )α  (4)

in terms of the equi-biaxial compressive strength 
fbc, the uniaxial compressive one fc and the uniaxial 
tensile one ft, respectively.

In order to postulate the plastic and damage 
evolution laws, an internal variable κ is introduced 
as

� � �κ κκ + −�κ+w +κ + ( )w−  (5)

where the weight function w
i i

( ))) := σ ii
σ∑ i∑ ∑σ iσ  

discriminates the dominant tension and compres-
sion; κ ± represent the normalized plastic work 
done in the uniaxial tension and compression, i.e.,

κ σ ε
ε

±
±

±σ ±
∞±

∫ ∫σ ε
ε

± ±ε ±
±1 σ ±σ d

f
0∫∫ p

0∫∫
pεε

g
 (6)

with

� � � �ε ε εp
max miε nw ,εmax, (1 w)p p+ −� �ε ε pε p εε εε  (7)

where �εmax
p  and �εmiε n

p  represent the maximum and 
minimal principal values of the plastic strain rate 
tensor �ε p,  respectively. Once the uniaxial tensile 
and compressive stresses, σ ± ( )ε ±ε ,  or, equiva-
lently, σ ± ( )κ ±κ , are calibrated, the evolution law 
for κ can be determined.

Both evolution laws for the cohesive q and 
the damage d are expressed as the following rate 
forms:

� � �q h� � d hd ⋅κh ⋅ κp dd hdκhh  (8)

in terms of the strain-like internal variable κ, where 
hp and hd denote the plastic and damage hardening/
softening moduli, both determined from experi-
mental test data.

The Barcelona model can capture the nonlinear 
behavior of concrete under monotonic loading, 
but the predictions under cyclic one are not so sat-
isfactory. More specifically, as only one single dam-
age variable d is adopted, the stiffness recovery due 
to the Microcracks Closure-Reopening (MCR) 
effects cannot be described. Similarly, the yield 
function (3) with a single plastic internal variable 
q is incapable of modeling distinct strength soften-
ing under dominant tension and compression.

2.2 Lee & Fenves model

In order to extend the Barcelona model to cyclic 
loading, Lee & Fenves (1998) proposed an 
improved plastic-damage model. The stress versus 
strain relation is still given by Eq. (1). However, the 
damage variable d is related to another two inde-
pendent scalar ones through

1 d wd w1−1( )w1− d + [ (111 ) ]−d  (9)
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where d + and d − represents the damage variables 
under dominant tension and compression, respec-
tively, with distinct evolution laws.

When compared to the classical plastic evolu-
tion laws (2), the so-called effective stress plasticity 
(Ju, 1989) is considered, leading to

� �

� �
ε

σ
pε pFp

F q σ

=
∂

∂
≡

⎧
⎨
⎪
⎧⎧
⎨⎨
⎩⎪
⎨⎨
⎩⎩

λ

λ λ

( )σ

(σσ ) ,≤ , (FλF , )qσλ ≥ 0
 (10)

where the yield function qF ( )  and potential 
one FpFF ( )))  are both expressed in terms of the 
effective stress σ , with q  being the effective cohe-
sion; �λ ≥ 0 is the effective Lagrangian multiplier, 
with its non-vanishing value λ > 0  upon plastic 
loading determined through the consistency con-
dition qF ( ) .

In particular, the effective stress-based yield 
function qF ( )  is given by the similar form as 
Eq. (3)

qF q( ) =
〈 〉

−
− ≤q

α βI JI +J 〈〈
α

1 2I JI JJ 1

1
0  (11)

where I1II = trσ  and σ1σσ  represent the first invariant 
and the major principal value of the effective stress 
tensor σ ,  respectively; J2JJ 1

2 := s s:  denotes the 
second invariant of the effective deviatoric stress 
tensor s : σ ( 3I ) .I1II  The parameter α is coinci-
dent with Eq. (4), but β  and q  are both variables, 
expressed as

β κ σ
σ

σ

)β κβ κ ( )α( ) ( )κ
( )κ

( )α

( )κ ( )κ

= ( κ
+ (κ

− (κ

σ)α ( )κ (− (

q  (12)

in terms of the strain-like plastic internal vari-
ables κ : { }κ κ,κ κ  defined in Eq. (6). The effective 
stresses σ ± under uniaxial tension and compression 
are determined by

σ
σ±

±

±( )κ ±κ = ( )κ ±κ
− ( )κ ±κ1 d  (13)

with the stresses σ ± ( )κ ±κ  and damage variables 
d ± ( )±  calibrated from test data.

In both the Barcelona and Lee & Fenves mod-
els, the internal variables κ ± are defined as the nor-
malized plastic work with respect to the total ones 
gf

±  during the whole deformation process. Fur-
thermore, it is assumed that they are the specific 
fracture energies g lf fG ch

± ±G ,G lfG chl±G  for the fracture 
energies GfGG ±  under uniaxial tension and compres-
sion, respectively, and the characteristic length lch.

However, on the one hand, the monotonically 
increasing condition �κ ± ≥ 0  cannot be guaran-
teed in the softening regimes. On the other hand, 
energy dissipation due to damage evolution is not 
accounted for. Consequently, it is not appropri-
ate to assume the normalized plastic work as the 
specific fracture energy, nor select it as the internal 
variable.

2.3 ABAQUS CDP model

Perhaps noticing the aforesaid issues, the ABAQUS 
CDP model suggested adopting the cumulative 
(equivalent) plastic strains as the internal variables, 
i.e.,

κ ε ε
κ ε ε

± ±ε ±

+ ε
=εε⎧

⎨
⎧⎧
⎨⎨
⎧⎧⎧⎧

⎩
⎨⎨
⎩⎩
⎨⎨⎨⎨ ∫ pε± =± ∫

max mε in

 d
p pε(−κ 1 )
: �

� �+ (1 )
t

εεεεmax,κκκκκκ
 (14)

With the above re-definitions, the non-negative 
property �κ ± ≥ 0  can always be guaranteed.

When using the ABAQUS CDP model, the 
stresses σ ± and damage variables d ± under uniaxial 
tension and compression can be given in terms of 
the cracking (or inelastic) strains  ε cr±  defined as

ε ε σcr± ±p
± ±

+ε p±ε p

−
⋅d

d E±1 0EE
 (15)

Accordingly, the input data σ ± ( )ε ±ε  and 
d ± ( )±  are then transformed into the required 
curves σ ± ( )ε ±ε  and d ± ( )±  such that the effective 
uniaxial stresses σ ±  and other quantities ( , )β ,,q  in 
the yield function (11) can be determined. It is very 
important that the plastic strains ε p±, transformed 
from Eq. (15), be positive. Otherwise, the analysis 
would be terminated.

Alternatively, for plain concrete structures in 
tension, ABAQUS suggests using the stress σ + 
and damage variables d + in terms of the following 
cracking displacement u cr+:

u u d
d E

lcr+ p+ +u pu +

−
⋅ ⋅

+ +

1 0EE 0ll
σ

 (16)

where the length scale l0 is assumed as l0 = 1, inde-
pendent of the actual mesh size or adopted unit 
system. Similarly, the non-negative plastic strains 
ε p+

ch: ,chlpp
c  with lch being a characteristic length, 

are determined from the given data σ +( )cr+  and 
d u( )ucu r .

As will be shown, the definition (16) of crack-
ing displacement is problematic. Consequently, the 
mesh-size dependence cannot be suppressed, and 
even worse, the numerical results are not objective 
regarding the adopted unit system.
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3 DISCUSSION OF THE ABAQUS CDP 
MODEL

When using the ABAQUS CDP model, the key 
issue is to estimate the evolution of uniaxial stresses 
and damage variables in terms of either the crack-
ing strain or cracking displacement. In this section, 
the above issues are analyzed theoretically.

3.1 Input data

In order to suppress the issue of mesh size depend-
ence accompanying strain softening materials, 
Hillerborg et  al. (1976) proposed the fictitious 
crack model based on the concept of cohesive 
crack (zone). Specifically, the softening traction t 
(equal to the uniaxial tensile stress σ ; in this sec-
tion we omit the superscript ‘+’ for uniaxial ten-
sion) versus separation relation ucr is suggested, 
with the area surrounded by the σ ( )σ  curve 
being a constant as

G ufGG crd
∞

∫ σ
0∫∫  (17)

for the mode-I fracture energy Gf usually regarded 
as material property.

It is not convenient to use the above fictitious 
crack model in finite element analyses. To this end, 
the so-called characteristic length lch is introduced, 
leading to the following cracking strain ε cr

ε ε σ ε σcr

ch

cr

0

p

0

− = +
−

1
1lc E0

d
d E0

or, equivalently,

u l l d
d E

lchl cr
ch

p

0EE chll hl ⋅ +p

−
⋅ε εlcr

chl=cr ⋅ σ
1

 (18)

Accordingly, the condition (17) becomes

G
l

fGG

chl
d=

∞

∫ ∫crd =cr
∞

 ddd σ εd
0 0∫ ∫∫ ∫  (19)

This is the crack band theory proposed by 
Bažant & Oh (1983). It implies that, for a uniax-
ial tensile stress versus strain curve σ (ε), the sur-
rounding area is not a constant, but is inversely 
proportional to the characteristic length lch. With 
the above regularization of a softening material 
model, the mesh size dependence of numerical 
results can be largely suppressed.

Generally, the permanent displacement up is 
assumed to be a fraction of the crack one, i.e., 
u up cu rδuu  and ε δεδδ cε δε εδδ r .  Accordingly, it follows 
from Eq. (18) that

d
E

u
l E

=
+

=( )−
( )−

( )−
( −0 0EE l EE( )

δ ε))
δ ε)) σ

δ ))
δ u llu))uu)

cr

cr

cr

chll
 (20)

For the particular case δ = 0, no permanent dis-
placement is present upon unloading and an elastic 
damage model is recovered. Eq. (20) can be used to 
produce the data of damage variable d necessary 
for the ABAQUS CDP model.

As can be seen, the cracking strain (15) in the 
ABAQUS CDP model coincides with the defini-
tion of (18a) suggested in the crack band theory. 
However, the cracking displacement (16) is differ-
ent from Eq. (18b), unless the element character-
istic length l lchl 0ll =l0l 1.  That is, the two types of 
input data are inconsistent with each other. Conse-
quently, numerical results independent of the mesh 
size cannot be guaranteed provided the stress σ and 
damage variable d are given in terms of the crack 
displacement (16). Even worse, the unit of length 
scale also affects the numerical results, violating the 
objectivity requirement.

3.2 Element tests

Let us consider a square plate of unit thick-
ness, with edge length L = 200 mm. The plate is 
stretched by increasing displacements u* with 
opposing directions at the left and right edges. At 
the initial stage, the material behaves linear elastic 
with Young’s modulus E0EE 43 0 10= 3. M40 10×0 Pa.  After 
the stress σ arrives at the tensile strength ft = 3.0 
MPa, the material enters softening regimes, with 
the fracture energy Gf = 0.12 N/mm.

A single irreducible quadrilateral element Q1 is 
used to discretize the plate, resulting in a charac-
teristic length lch = L 200 mm. For the sake of sim-
plicity, a linear softening curve is considered, i.e.,

σ max( , ) , )ε+0 f + u f) max( ,0) (tff tff  (21)

for the softening moduli H =  M− Pa/mm37 5.  of 
the σ − u cr  curve and h = M− × Pa7 5 103.  for the 
σ ε cr  one. The analytical solution of the reac-
tion force F * versus the imposed displacement u* 
is depicted in Figure 1. Note that the result does 
not depend on the damage variable d since only the 
monotonic responses are concerned in this case.

For the given softening curve (21), the damage 
variable d can be generated with an assumed plas-
tic fraction parameter δ ∈ [0,1]. As expected, pro-
vided that the stress and damage are given in terms 
of the cracking strain, the numerical predictions, 
independent of the parameter δ, are coincident 
with the analytical result; see Figure 1.

However, if  the stress and damage are given in 
terms of the cracking displacement, the numeri-
cal predictions are totally different. As shown in 
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Figure 2, the numerical results not only are depend-
ent on the parameter δ, but also are not identical 
to the analytical one except for the plastic model 
(δ = 1.0) in which the value l0 is irrelevant.

4 APPLICATION TO CONCRETE 
MODELING

In this section, a notched concrete beam under 
three-point bending (Petersson 1981) is con-
sidered. Figure  3 depicts the geometry of the 
specimen: a plain concrete beam of dimen-
sions 2000 × 200 × 50 mm3 with a notch of sizes 
20 × 100 × 50 mm3 at its bottom center. The beam 
is simply supported and an increasing displace-
ment is enforced downward at its top center. The 
material properties are taken from Rots (1985), i.e., 
Young’s modulus E0EE 43 0 10= 3. M40 10×0 Pa,  Poisson’s 
ratio ν0ν 0 2= . ,2  tensile strength ftff MPa= 3 33.  and 
fracture energy GfGG N/mm.= 0 124.  A linear soften-
ing curve (21) with the damage Eq. (20) is assumed, 
with two finite element meshes, the coarse and fine 
ones shown in Figure 4, are used in the numerical 

Figure 1. Numerical results using σ − ucr  data.

Figure 2. Numerical results using σ ε cr  data.

Figure 3. Geometry, boundary and load conditions.

Figure 4. Finite element meshes.

Figure 5. Numerical results using the cracking strain.

simulations. Furthermore, two unit systems, i.e., 
SI-mm and SI-m, are considered.

The input data of stress and damage are first 
given in terms of the cracking strain. As can be seen 
from Figure 5(a), owing to the crack band theory, 
the numerical results are almost mesh size inde-
pendent. Furthermore, the unit systems adopted 
in the simulations have no effects as expected.
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The input data of stress and damage are then 
given in terms of the cracking displacement. As 
can be seen from Figure 6, the numerical results are 
heavily dependent on the unit systems adopted in 
the simulations. This unphysical problem, caused 
by the incorrect cracking displacement (16), is 
completely unacceptable.

5 CONCLUSIONS

In this work, the Concrete Damaged Plasticity 
(CDP) model in ABAQUS is investigated both 
theoretically and numerically. The interrelations 
between this model and its two precursors, i.e., 
Barcelona model (Lublinear et  al. 1988) and Lee 
& Fenves (1998) model, are clarified. In particu-
lar, they are analyzed with respect to the issue of 
mesh size dependence. Owing to the inappropriate 
strategies adopted, mesh size-independent numeri-
cal results cannot be guaranteed in the aforesaid 
models. On the one hand, the issue exhibited in the 
Barcelona model (Lublinear et  al. 1988) and Lee 
& Fenves (1998) model is attributed to the fact 
that damage evolution is not accounted for in the 
definition of fracture energy. On the other hand, 
and incorrect cracking displacement is used in the 
ABAQUS CDP model, resulting in not only the 
issue of mesh size dependence, but also the loss of 
unit system objectivity. Therefore, the input data 
of stress and damage variable necessary for the 
ABAQUS CDP model can only be given in terms 

of the cracking strain, and the ones in terms of 
crack displacement should not be used unless the 
relevant issues are removed in the future release.
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The cutting parameter model of energy consumption and its 
characteristics analysis
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ABSTRACT: With the soar of the energy price and the increasingly serious environmental problems, 
the energy efficiency of manufacturing is becoming the focus of academia and industry gradually. It is 
able to provide theoretical basis and decision support for process planning and the energy-saving opti-
mization of cutting parameters to master energy consumption characteristics. While the relationship 
between the energy consumption and the material removal rate has been conducted, the research on the 
influence characteristics of the cutting parameters on the energy consumption of machining process is 
still lacking. Therefore, this paper proposes a cutting parameter model of the energy consumption of the 
machine tools, and then discusses the influence characteristics of the cutting parameters on the energy 
consumption under a specific machining process based on the proposed model, and at last the influence 
characteristics were verified by experiments.

provide a theoretical basis for the follow-up study 
about the energy consumption of machining pro-
cess (Liu, 2012; Wang, 2012).

In conclusion, some significant research on the 
energy consumption of machine tools has been 
performed. However, the research on the influ-
ence characteristics of the cutting parameters on 
the energy consumption of machining process is 
still lacking. This paper established the cutting 
parameter model of the energy consumption of 
the machine tools, which took the influence of the 
cutting parameters on the energy consumption of 
machining processes into consideration; then dis-
cussed the influence characteristics of the cutting 
parameters on the energy consumption based on the 
application of the model under a specific machin-
ing process; and the conclusions about influence 
characteristics were verified by experiments.

2 THE PARAMETER MODEL OF ENERGY 
CONSUMPTION OF THE MAIN 
DRIVING SYSTEM

2.1 The power model of the main driving system

The main driving system of machine tool consists 
of the motor driving system and the transmission 
system. Liu established a power equation of the 
main driving system in previous studies (Liu, 2012).

1 INTRODUCTION

With the soar of the energy price and the increas-
ingly serious environmental problems, the energy 
efficiency of manufacturing is becoming the focus 
of academia and industry gradually (Jia, 2013). 
The machining systems that mainly consist of 
machine tools are numerous and widely used 
in industries, In China, for example, machining 
involves over 7 million machine tools, whose total 
power is greater than 70  million kilowatts. How-
ever, Many researches indicated that the energy 
efficiency of machining process is very low. For 
instance, the energy efficiency of a case described 
by Gutowski is only 14.8% (Gutowski, 2009). As 
a result, it has great potential for energy savings in 
machining processes.

In recent years, many famous universities, enter-
prises and international organizations have done 
a lot of work about the energy consumption of 
machine tools and machining system. Consortium 
on Green Design and Manufacturing (CGDM) of 
University of California Berkeley researched the 
impact of environment and the consumption of 
resource from mechanical design, processes plan-
ning, manufacture system modeling and environ-
mentally conscious manufacturing (Munoz, 1995). 
Liu et al. established a multi-period energy model 
of electro-mechanical main driving system dur-
ing the service process of machine tools that can 
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Pin is the input power of the machine tool. PFe is 
the core loss of the motor. PCu is the winding loss 
of the motor. Pad is the additional load loss of the 
machine tool. Pmco is the mechanical power loss of 
the rotor. Emm is the magnetic field energy of the 
motor. Eke is the kinetic energy of the motor rotor. 
Pmcj is the mechanical power loss of the mechanical 
transmission system. Ekj is the kinetic energy of the 
mechanical transmission system. Pc is the cutting 
power.

Some of the parameters in equation (1) are diffi-
cult to obtain, so we usually treat the power as the 
fixed power and named it as idle power Pu. When 
the machine tool operates in a stable state at a given 
speed, d

d
E

t
mmE = 0.  Therefore, when the machine tool 

runs steadily, the power equation of the machining 
process can be written briefly as follows:

P P P PinPP u aPP d cPP+PuPP  (2)

The idle power is the essential power which 
ensures the machine tool operation normally. 
The main driving system is of high inertia, 
when the machine tool runs at a specific spindle 
speed, the value of the idle power is a constant. For 
traditional machine tools, we can measure the idle 
power at every speed beforehand, and establish the 
idle power database as follows.

P n juPP ( )nn { }Pu u u( ) ( ) ( )j= {PuPP ( PuPP ( (} 1 2 )n}PPP )j (}  (3)

For CNC machine tools whose main driving 
system have While for the step-less speed, we can 
measure the idle power at several selected speed 
and construct the idle power fitting function.

P guPP ( )n = ( )n  (4)

Due to the additional load loss power is difficult 
to be obtained by measuring, the additional load 
loss power Pad can be fitted by a quadratic function 
of the cutting power (Hu, 2010).

P a P a PadPP c cP aP PPa PPP2
2

1  (5)

The parameters a1 and a2 in the formula are the 
additional load loss coefficients of the main driv-
ing system which can be obtained by experimental 
method (Hu, 2010).

2.2 The cutting power model of the main driving 
system

The cutting power is the power required by the tool 
tip to remove the material of the workpiece, which 
is the output power of the main driving system. 
The cutting power is given by the following.

P F v
c cP FP F c×FcF

60
 (6)

The cutting force has strongly related to the cut-
ting parameters, and the relationship between the 
cutting force and its impact factors is so complicated 
that there is still lack of an authoritative method to 
calculate the cutting force. As a result the empirical 
method is usually used to calculate the cutting force 
in practical application, the model is as follows.

F C a f v Kc FF CF p
x yf c

n
FK

cFF
FcFF

cFF  (7)

In equation (7), ap denotes the depth of cut (mm), 
f denotes the feed rate (mm/r), vc

D n= π DD0DD
1000  denotes 

the cutting speed (m/min), C x y nF FC x F Fn
c cF FF F c cF FF F,Fx  and 

KFK
cFF  are the coefficients related to the machining 

process, the coefficients can be obtained from the 
look-up tables in the manual.

According to the equation (6) and (7), the cut-
ting power is given by the following.

P
C

a f v KcPP FC
p

x yf c FKcFF Fc vFF
cFF=

60
( )1  (8)

2.3 The model of energy consumption of the main 
driving system

According to the analysis described above, the 
parameter model of the input power can be 
obtained as follows.
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Furthermore, the energy consumption of the 
main driving system can be calculated by the inte-
gral of input power over the time of the machining 
process.
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In most cases, the load of machining process is 
continuous and stable, when the cutting parameters 
keep constant, the input power can be treated as a 
constant. For the variable load cutting process, each 
tiny period can be regarded as a constant load cut-
ting process. Hence, this paper analyzes the influ-
ence characteristics of the parameters on the energy 
consumption under the constant load conditions, 
equation (10) can be changed into equation (11)

E
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Figure 1. The blank drawing of the work-piece.

Table 1. Specification of machine tool.

Type: C2-6136HK/1

Rated power of the main motor (kW): 5.5
Revs area of low gear (rpm): 100−1000
Revs area of high gear (rpm): 300−2100

Table  2. Information of the cutter and blank 
material.

Type: WNMG080404-MA UE6020

Material of the cutter: cemented carbide (coated)
Blank material: S45C Carbon steel
Diameter (mm): Φ99
Length (mm): 50

Table 3. Parameters of processes.

No.

Parameters

n(rpm) f(mm/r) ap(mm)

1 20∼1000 0.2 2
2 500 0.05∼0.3 2
3 500 0.2 0.1∼4

Table 4. Empirical parameters of cylindrical turning.

Material

Parameters

CFC
cFF xFcFF yFcFF nFcFF KFK

cFF

S45C Carbon steel 2795 1 0.75 −0.15 0.92

3.2 The influence characteristics of cutting 
parameters on energy consumption

3.2.1 Univariate influence characteristics on the 
energy consumption

The input power can only represent the transient 
state of the energy consumption of machine tools, 
and cannot reflect the characteristics of the energy 
consumption of the entire machining process. So 
the influence characteristics on the energy con-
sumption will be studied following.

3 THE INFLUENCE CHARACTERISTICS 
OF THE CUTTING PARAMETERS ON 
ENERGY CONSUMPTION

3.1 Introduction of the machining process

The parameter model of the energy consumption 
mentioned above is a comprehensive model which 
can be used in different machining processes. For 
ease of understanding, taking a turning machin-
ing as an example, the influence characteristics of 
the cutting parameters on the energy consump-
tion is discussed. The work-piece is shown as 
the Fig. 1. The machining process of CNC lathe 
(C2-6136HK/1) is chosen as a machining case. The 
specification of machine tool is shown in Table 1, 
the information of the cutter and blank material 
is listed in Table 2, and the cutting parameters are 
listed as Table 3, respectively.

According to the parameters listed in Table 1 and 
Table 2, the empirical parameters obtained from the 
look-up tables in the manual are listed in Table 4. 
According to the Fig. 3, we can draw the conclu-
sion that with the increase of the cutting parameters, 
the input power increase too, and the input power 
of machine tool and the cutting parameters have 
positive correlation. On the other hand, the spindle 
speed has the strongest influence on the input power, 
and then is the depth of cut and the feed rate.
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Substituting the parameters listed in Table  3 
and Table  4  into the equation (11), and the uni-
variate influence characteristics is shown in Fig. 2.
According to the Fig. 2 we can see that the energy 
consumption of machining process is inversely 
proportional to the machining rate. As a result, in 
the actual process of rough machining, to reduce 
the energy consumption, we should choose large 
machining rate for processing.

3.2.2 Multivariate influence characteristics 
analysis on the energy consumption

The analyses mentioned above are all about the 
univariate influence characteristics of the input 
power and the energy consumption, and can not 
reflect the influence characteristics of the cutting 
parameters. In the actual machining process, the 
processing is usually conducted at the request of a 
specific processing rate. So this paper will analyze 
the multivariate influence characteristics at a spe-
cific processing rate.

Machining at the request of a specific processing 
rate means the material removal rate of the process 
is a constant. To simplify the analysis below, the 
material removal rate is set as 0.5 cm3/s.

MRR
a fv aff fn Dp cfvff p= =p =

60 60000
0 5

π DD
.  (12)

Substituting the parameters listed in Table  3 
and Table 4 into the equation (11), the multivari-
ate influence model of the energy consumption is 
as follows.

The Fig.  3 demonstrates that under the con-
dition of a specific processing rate, the effect of 
the three parameters on the energy consumption 
is different. According to the Fig. 3, in the actual 
process of rough machining with the specific pro-
cessing efficiency, to reduce the energy consump-
tion, we should choose a large feed rate, a lower 
spindle speed and then choose a proper depth of 
cut according to the request machining efficiency.

4 EXPERIMENTAL VALIDATION

The equipment applied to measure the energy con-
sumption is HIOKI 3390 power analyzer which can 
continuously record the input power of a machine 
tool at a 0.05  s sampling interval. The cutting 
parameters and the experimental results are listed 
in Table 5. According to the results of the experi-
mental validation, we can draw the conclusions as 
follows: 1) we can see that when the cutting param-
eters (n, f, ap) increase, the value of input power 

Figure  2. The univariate influence characteristics on 
the energy consumption.

Figure 3. The multivariate influence characteristics on 
the energy consumption.

Table  5. Parameters of process and experimental 
results.

No.

Parameters

Power 
(W)

Time 
(s)

Energy 
(J)

n 
(rpm)

f 
(mm/r)

ap 
(mm)

 1 100 0.2 1.5 1044 600 551250
 2 250 0.2 1.5 1753 240 370860
 3 400 0.2 1.5 2329 150 312637.5
 4 550 0.2 1.5 3017 109.08 299725.57
 5 700 0.2 1.5 3410 85.72 262731.8
 6 400 0.05 1.5 1570 600 879000
 7 400 0.1 1.5 1653 300 456675
 8 400 0.2 1.5 2329 150 312637.5
 9 400 0.3 1.5 2853 100 250225
10 400 0.4 1.5 3427 75 222956.25
11 400 0.2 0.5 1314 375 492750
12 400 0.2 1.0 1810 187.5 339375
13 400 0.2 1.5 2329 150 312637.5
14 400 0.2 2.0 2730 112.5 270375
15 400 0.2 2.5 3085 75 231375
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increases too. The power consumption is positively 
associated with the cutting parameters; 2) we can 
see that the increment of the power consumption 
of spindle speed is the largest, then is the depth 
of cut, and feed rate is the smallest; 3) the energy 
consumption decreases with the increase of each 
cutting parameters, and the energy consumption is 
inversely proportional to the cutting parameters; 
4) it can be concluded that to reduce the energy 
consumption, we should choose a large feed rate, a 
lower spindle speed and a proper depth of cut. The 
experimental result is consistent with the conclu-
sions from the analysis of the model.

5 CONCLUSIONS

This paper established the parameter model of 
and the energy consumption of  machining pro-
cesses based on the previous studies, which take 
the influence of  the cutting parameters on the 
energy consumption of  machining processes into 
consideration respectively; then discussed the 
influence characteristics of  the cutting param-
eters on the energy consumption based on the 
application of  the model under a specific machin-
ing process.

1. With the increase of the cutting parameters 
(n, f, ap), the power consumption increases. Fur-
thermore, the spindle speed (n) has the strongest 
influence on the input power while the feed rate 
(n) is the smallest.

2. The energy consumption of machining process 
was inversely proportional to the machining 
rate. As a result, in the actual process of rough 
machining, we should choose large machining 
rate for processing, which can not only reduce 
the energy consumption, but also improve pro-
cessing efficiency.
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ABSTRACT: We use syntactic parsing technology based on phrase structure and event feature for 
analyzing Tibetan question sentences in the public information service. The core approaches include 
Tibetan question sentence pretreatment, syntactic parsing, and question semantic representation. 
Through an experiment, we obtained very successful results on accuracy rate and recall rate, which proves 
that the introduction of the event feature in Tibetan question sentence analysis is very useful.

At present, with further research on natural lan-
guage processing technology, the lexical, syntactic, 
semantic, and pragmatic research achievements 
are beginning to be applied in the automatic ques-
tion answering system. Wei Chuyuan et al. used the 
valid information in event modeling to enhance the 
accuracy of questions in semantic representation 
annotation in the Chinese question answering sys-
tem (Nguyen, 2015). Kang Haiyan et al. set up a 
Web intelligent question answering system based 
on the questions in semantic representations. Tang 
Suqin et al. introduced dependency grammar in 
Chinese sentence parsing and extracted the seman-
tics of questions and the limitation relationship 
among each component of the question so as to 
obtain the question understanding results aiming 
towards the domain ontology knowledge base.

Research of Tibetan information processing 
develops slowly, and the research on automatic ques-
tion answering system still stays in the lexical analy-
sis domain. The syntactical research is still in the 
initial stages and focuses on dependency grammar.

3 TIBETAN QUESTION PARSING FOR 
PUBLIC INFORMATION SERVICE

3.1 Strategy of technology

As shown in Figure 1, we divide the Tibetan auto-
matic question answering system into four steps: 
Tibetan question input, Tibetan question parsing, 
the solution of Tibetan FAQ, and Tibetan diffi-
cult questions, and the last Tibetan answer out-
put. This paper mainly focuses on the research of 
Tibetan question parsing as shown in the dashed 
box.

1 INTRODUCTION

Big data appears with the rapid development of 
computer networks and the information on the 
Internet becomes large and semi-structured. Now 
we find it more and more difficult to search infor-
mation we are interested in as the researching results 
on the Internet can no longer satisfy us. Thus, we 
need some new ways to find useful information.

The automatic question answering system 
depends on it but is quite different from the retriev-
ing technology. It can be questioned by sentences 
which are denoted in the natural language, and the 
returning answers will never be collections of only 
related web pages. Recently, we have not found any 
mature Tibetan automatic question answering sys-
tem in literature. This paper researches the Tibetan 
automatic question answering system for public 
information service and focuses on the strategy of 
Tibetan question parsing.

2 RELATED RESEARCH

The question answering system is a typical appli-
cation example of natural language processing 
and also the focus and difficulties for academic 
research. In foreign countries, the automatic 
question answering system of English, Japanese, 
and German languages has been applied in a 
restricted domain (Kayes, 2015). In China, there 
are some successful automatic question answering 
systems, for example, the campus navigation sys-
tem of Tsinghua University, the frequently asked 
question answering system of Harbin Institute of 
Technology, and the bank question answering sys-
tem of Beijing Institute of Technology, and so on. 
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3.2 Tibetan question pretreatment

In the Tibetan automatic question answering sys-
tem, there are many redundant components like 
stopping words, for example, “  (hello)”, 
“  (would you please tell me)”, “

 (excuse me)”, and “  (is there any-
body who can tell me)”. In order to analyze the 
Tibetan question parsing, at first we need to get 
rid of these redundant components and then con-
tinue to parse them effectively. We set up a Tibetan 
redundant words table to solve this problem.

After removing these redundant components, 
we use the Tibetan word segmentation system 
developed in our laboratory to segment the Tibetan 
words and get some line sequences of Tibetan 
words to prepare for the next steps.

3.3 Tibetan phrase syntactic parsing integrated 
with functional semantic information

We construct a small amount of Tibetan phrase 
syntactic treebank in early research and the tree-
bank is mainly used for Tibetan event infor-
mation. This paper is based on Tibetan phrase 
syntactic treebank and integrates with Tibetan 
functional semantic information, as shown in 
Table 1. The main argument roles are agent labeled 
as NP-SUB(ARG0) and patient labeled as NP-
OBJ(ARG1), and the secondary argument roles are 
time labeled as ARGM-TEMP, location labeled as 
ARGM-LOC, manner labeled as AGRM-MNR, 
etc. so that Tibetan functional semantic informa-
tion can be integrated into the Tibetan phrase syn-
tactic tree.

Through the above labeling strategy, we success-
fully integrate Tibetan phrase syntactic tree with 
functional semantic information. Take the sen-
tence “  (Beijing is the capital of 
China)” for example. Its syntactic tree is as shown 
in Figure 2.

3.4 Tibetan question semantic representation

Question semantic representation is a special rep-
resentation method for question semantic parsing, 
which represents Tibetan questions as the most 

intuitive questions in focus, with the main part and 
event information presented in an abstract labe-
ling manner, so as to conduct semantic parsing for 
Tibetan questions. The Tibetan question seman-
tic parsing representation labels Tibetan question 
semantic structure by a triple form as shown in the 
equation (1) below,

TQS(TQ) = { }TQf, TQt, TQe  (1)

In equation (1), TQS (Tibetan Question Seman-
tic) is the Tibetan question semantic representation 
structure, TQf is Tibetan question focus blocks, 
TQt is Tibetan question topic blocks, and TQe is 
Tibetan question event blocks.

TQe TA TL TT TD
TQEa TQEl TQEt TQEd

>
= < >

, , ,TL TT
, ,TQEl ,  (2)

Formula 2 represents the semantic structure of 
Tibetan question event blocks, TQEa represents 
event trigger element of Tibetan question event 
blocks, TQEl represents space element of Tibetan 
question event, TQEt represents time element of 
Tibetan question event, and TQEd represents the 
extent and effects element of Tibetan question 
time blocks, while the main semantic element is 
denoted with a vector. For example, TQ: 

 (Excuse me, which bus 

Figure 1. Technology strategy of the Tibetan automatic 
question answering system.

Table  1. Tibetan functional semantic information labe-
ling table.

Agent
ARG0-
SUB Patient

AGR1-
OBJ Time

AGRM-
TMP

Location AGRM-LOC Manner AGRM-MNR

Figure  2. Structure of the Tibetan phrase syntactic 
tree.
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can I take best from Wuquanshan in Lanzhou to 
west station in Lanzhou?).

3.4.1 Recognition of Tibetan question 
focus blocks

Question focus blocks are the most related ele-
ments with question information, including the 
combinations of question words and phrases, for 
example, the combinations of question words with 
noun phrases, verb phrases, prepositional phrases, 
and so on. “  (which bus)” is the 
combination of question words and noun phrases.

3.4.2 Recognition of Tibetan question 
topic blocks

Question topic blocks are the type and background 
of Tibetan questions. This paper researches the 
Tibetan automatic question answering system for 
public information service, which divides ques-
tion types into traffic, education, science and 
technology, culture, health, and sports. Obviously, 
the topic type of the example sentence is  
(traffic).

3.4.3 Recognition of Tibetan question event blocks
Question event represents the event information or 
some actions that take place at certain times and 
places. Tibetan question event blocks are com-
posed of a tetrad including action, time, space, 
and effect. The above-mentioned example sen-
tence involves the element of action “ (take)”, 
the element of time “ (now)”, the element of 
space “ (from 
Wuquanshan in Lanzhou to west station in Lan-
zhou)”, the element of effect “  (best)”. The final 
Tibetan question semantic representation is shown 
as below (3) and (4),

TQS(TQ) = { TQf (  (which bus)), 
TQt (  (traffic)), TQe} (3)

TQe = < TA, TL, TT, TD> = <TQEa ( take)) 
TQEl (
(from Wuquanshan in Lanzhou to west 
station in Lanzhou)), TQEt (  (now)), 
TQEd (  (best))> (4)

The element of action is directly related to the 
trigger word of the Tibetan question. In general, 
the verb is the most important element of a Tibetan 
sentence, and the Tibetan verb is the trigger word 
of the event. If you can recognize Tibetan trigger 
words, you will be able to recognize the core verb 
in a Tibetan sentence. However, a lot of verbs are 
not included in the training corpus.  For exam-
ple, “ (respect the teach-
ers)”. Assuming that, “ (respect)” is not 

included in the training corpus as an event trigger 
word, we cannot recognize this event. But the mean-
ings of “ (respect)” and “
(esteem)” are similar. In view of this, we carry out 
Tibetan word semantic similarity computation on 
the basis of the Tibetan verb lexicon and lexicon 
trigger words in order to automatically expand the 
trigger words and cover various types of event trig-
ger words as much as possible. Then the acquired 
seed trigger word and its information type will form 
a tuple combination (trigger, type), for example, 
(chairman, Person/Respect). Regarding one trigger 
word corresponding to multiple categories in spe-
cial circumstances, due to its small probability, we 
mostly choose the category with the largest proba-
bility of occurrence in the training corpus. Through 
this method, we construct a table of “Tibetan seed 
trigger words and event information category”, in 
which the first column is event trigger words and 
the second column is information category.

In Table  2, the first column corresponds to 
seed trigger words, and the second column corre-
sponds to the event information category of each 
trigger word. Each trigger word corresponds to 
only one event information category and the trig-
ger words in the table cover all categories of  event 
information.

“Time” is the time information element of the 
event in Tibetan question, “space” is the space 
information element of the event in Tibetan ques-
tion, including location. To recognize the time and 
space, syntactic analysis features are used. The 
time element is labeled as NT, and the spatial ele-
ment is labeled as NL. In syntactic parsing model, 
more features are introduced to train, in order to 
decode the test data, and finally identify the time 
and space elements.

“Effect” is the extent and effects element of 
the Tibetan question events. They are gener-
ally adverbs, which often exist in a Prepositional 
Phrase (PP) or adverb phrase (ADVP) in the whole 
sentence. We usually identify the effect element by 
combining block recognition with corresponding 
rules.

Table  2. “Tibetan seed trigger words and event infor-
mation category”.

Seed trigger words
Event information 
category

 (bankrupt) Business/
Declare-Bankruptcy

 (contend) Conflict/Attack

 (flee) Movement/Transport

 (demonstration) Conflict/Demonstrate
... ...
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4 EXPERIMENTS AND EVALUATION

4.1 Set up of experiment

For corpus selection, currently, there is no special 
corpus and standard evaluation criteria for the 
Tibetan language question answering system. In 
order to show our work effectively, we annotate 
300 sentences for the corpus of Tibetan question 
answering system and include 70 sentences in the 
test data. The precision rate and recall rate are used 
for evaluation.

4.2 Experimental results

The results are shown in Table 4. The evaluation 
indexes are precision rate and recall rate. Since the 
Tibetan question-answering system research is still 
in its infancy stage, we do not compare the experi-
ment results with a baseline system, but horizon-
tally compare the triggering word recognition, 
syntactic parsing, and question parsing.

4.3 Result analysis

Table  4 shows that the accuracy of the Tibetan 
question parsing method in this paper is rela-
tively high. The reasons are mainly as given below: 
(1)  Early research has covered the removal of 
redundant words as well as word segmentation so 
that the accuracy rate of this part is high, but we 
have not considered the effect of functional words 
in Tibetan sentences. Take the example sentences 
in section 2.4. There are one position prepositions 

 and two-state prepositions -  and  in this sen-
tence. In the next step, we will further research 
functional words in the Tibetan sentence; (2) In 
early laboratory research, we have built a number 
of Tibetan phrase syntactic treebanks, in which 
the accurate rate of syntax analysis for a sentence 

composed of less than 15 words is relatively good. 
While in questions for public information service, 
the sentences are mostly composed of less than 15 
words, and as such the accurate rate is also good 
in syntax analysis; (3) In Tibetan sentences with 
expression, the core verb is always located in the 
end of a predicative sentence, so it is easy to iden-
tify the triggered words; (4) The recognition of an 
event block is directly related with syntax parsing. 
Meanwhile, the labeling of linguistic features like 
time and space elements are conducive to event 
element recognition. This also proves that in the 
analysis of questions, the introduction of event 
features can help improve accuracy.

5 CONCLUSIONS AND FUTURE WORK

Tibetan question parsing model is based on phrase 
structure and ontology features, and on the basis 
of Tibetan syntactic parsing, it integrates with 
functional semantic information, time, and space 
information in the training step so as to provide 
support for Tibetan information extraction.

This paper provides a lexical, syntactic, and 
shallow semantic solution for the Tibetan question 
analysis, including Tibetan semantic information 
classification, Tibetan semantic information labe-
ling, and Tibetan syntactic parsing.

The contribution for our work is to provide 
a question analysis scheme for other languages 
including Mongolia language, Uyghur language, 
and other minority languages.

Our work lies in the syntax and shallow semantic 
level. In the next step, we will enhance our research 
work at the lexical-syntactical level and research 
the Tibetan lexical syntax integration model, thus 
enabling the Tibetan information extraction model 
without word segmentation, i.e., a Tibetan parsing 
model based on syllable sequence so as to support 
the Tibetan question parsing.
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ABSTRACT: The strategic alliances can respond rapidly to market changes and makes resource sharing 
more efficient among manufacturing partners. The partner selection problems in strategic alliances 
management extensively appear in social and management fields such as the selection of dynamic alliance 
strategies, assigning task problems, portfolio selection, agile production and supply chain management, etc. 
In this paper, a mathematical model, 0-1 programming model, is proposed on partner selection problems 
in strategic alliances management of new energy industry. The model is concerned with the former-latter 
relationship of the items and the dynamic receiving and paying of the capital flow. The established model 
is in conformity with the reality. It lays basis for further analyzing and solving the partner selection prob-
lem of new energy industry.

the concrete production activities and operation 
processes) (Ellram, 1990). The mode of the opera-
tion and management of such strategic alliances is 
that they contrive to gain projects or production 
tasks, decompose them, select the coordinate part-
ners by call for tenders, and distribute the decom-
posed projects or production tasks to the selected 
coordinate partners to benefit from the process. 
It is evident that the amount of benefit relies on 
the selection of the coordinate partners. Under the 
condition of accomplishing the project or task, 
choosing the best coordinate partners to make 
enterprise benefit maximally is called the Partner 
Selection Problems (PSPs) in the strategic alliances 
management, which extensively appears in such 
social and management fields as the selection of 
dynamic alliance strategies, assigning task prob-
lems and the investment combination, etc.

The importance and meaning of the partner 
selection problems is clear, because it is not only 
the main parts of any strategic alliances manage-
ment, but also the chief  factor which affects upon 
the profits of any enterprise (Stevan, 2009). One of 
the focuses about strategic alliances management 
is to manage and coordinate the cooperation rela-
tionship between enterprises (Brouthers, 1995; Wu, 
2010). However, the prerequisite of establishing 
good cooperative relationship needs to select the 
cooperative partner (Jin, 2008). At present, the cor-
relative theories are mainly based on sharing total 

1 INTRODUCTION

Nowadays, more and more companies have estab-
lished business strategic alliances to compete in 
a global changing environment and benefited 
greatly. The alliances meet the country’s proposal 
of “building the technology innovation system 
with enterprises as mainstay, the market as guide, 
and the integration of production, education and 
research” (Heidl, 2014). Establishment of the alli-
ances is based on enterprise requests of internal 
development and general common interests. Fea-
tures of the alliances include joint development, 
complementary advantages, profit and risk sharing 
(Constantinos, 2016). Goals of the alliances are to 
enhance innovation abilities of industry and tech-
nology, to promote the optimization and upgrade 
of industrial architecture, and to advance the 
transformation of economic growth mode from 
extensive type to intensive type. The alliances will 
make efforts to realize economy sustainable devel-
opment, improving comprehensive strength and 
core competition of the country (Donald, 1982).

However, according to management literature, 
about half  of the alliances established turned out 
to be failures. One of the key factors for this fail-
ure is the choice of a wrong partner. The strategic 
alliances is a management or operation unit, which 
has the intention of profiting but without the con-
crete organization (specially, it doesn’t organize 
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information and complete cooperation between 
the core enterprise and the supplier (Mehralian, 
2012). However, enterprises separate from each 
other to a certain extent, and have business secrets 
of their own. In addition, the trust mechanism of 
our country has a big risk, and the application of 
information technology in enterprises is not per-
fect (Holjevac, 2008). Then it is impossible that the 
complete cooperation and sharing all information 
can take place between enterprises (Kokangul, 
2009). So it is a competitive-cooperative rela-
tionship of different degrees between enterprises 
because of these characteristics. And basing on 
cooperation of various degrees, the supplier’ s 
selecting standards vary greatly (Lee, 2009). So the 
enterprise should classify the partners at first, and 
then choose different kinds of cooperative part-
ners. Taking the above factors into consideration, 
we propose the process of partner selection. The 
first stage is to define the type of the enterprises 
offering the different values, and the second stage 
is to select the cooperative partners of strategic 
alliances offering the same value on the basis of 
the first stage.

For recent years, more and more researchers have 
been interested in the PSPs, which are publicly con-
sidered as the hot problems in the agile production 
and strategic alliances management. this article puts 
forward a strategic alliance partner selection and 
evaluation model of new energy industry based on 
the operational research theory hoping to provide 
some useful references for the enterprise managers 
and relevant researchers. This paper establishes a 
mathematical model, 0-1 programming model, of 
the partner selection problems. The established 
model involves the former-latter relationship of the 
items and the dynamic receiving and paying of the 
capital flow. Therefore it is more conformable to 
reality and suitable for optimal algorithms. It is the 
theoretical basis of solving partner problem of new 
energy industry.

2 THE MATHEMATICAL MODEL OF 
PARTNER SELECTION PROBLEMS 
BASED ON OPERATIONAL RESEARCH

Many previous studies on partner selection and 
evaluation defined numerous evaluation criteria 
and selection frameworks for supplier selection. 
For example, Dickson surveyed buyers to identify 
factors they considered in awarding contracts. Out 
of the 23 factors considered, Dickson concluded 
that quality, delivery, and performance history are 
the three most important criteria. Another study 
by Weber et  al. derived key factors thought to 
influence partner selection decisions. These fac-
tors were taken from 74 related articles that have 

appeared since Dickson’s well-known study. Based 
on a comprehensive review of vendor evaluation 
methods, they surmised that price was the highest-
ranked factor, followed by delivery and quality. 
These empirical researches revealed that the rela-
tive importance of various selection criteria such as 
price, quality, and delivery performance is similar.

However, the establishment of a partner evalu-
ation model from the above studies mostly did 
not focus on the needs of end consumers from the 
perspectives of the strategic alliances or the strat-
egy of the enterprise itself. Their key factors were 
mostly obtained by questionnaires or professional 
interviews. Therefore, this study thus proposes 
a structured methodology for s partner selection 
and evaluation of new energy industry based on 
the integration architecture, to help leading enter-
prises establish a systematic approach to selecting 
and evaluating potential partners of new energy 
industry. The continued importance of fast paced 
innovation, market pre-emption, and risk manage-
ment has led firms to stretch their organizational 
boundaries, accessing resources from an increas-
ingly diverse set of partners. A range of studies 
have established that during the past decades, firms 
of new energy industry were no longer able to ‘go 
it alone’ in their creation of innovative products, 
processes, and services within a reasonable time to 
market and hence entered dyadic alliances. The lit-
erature also reveals that under specific conditions, 
dyadic alliances might not suffice and the inputs of 
multiple partners will be required.

Suppose that an enterprise of new energy indus-
try gets a project with many branch items, but does 
not have the enough capability and resources to 
accomplish the entire project, so it has to invite 
public bidding for each of the branch items, or the 
enterprise itself  is virtual and the main means of 
its gaining profit is to earn the difference benefit 
by winning a tenders and distributing it to contrac-
tor. Assume a project is composed of n items, indi-
cated respectively by 1, 2, …, n, which have a fixed 
sequence being done, so form an activity networks 
(Jin, 2008). If  item k can not begin until item i is 
completed, namely, item i is previous to item k (we 
call item i is a closely former operation of item k), 
we denote it by binomial relationship (i, k) ∈ H, 
where H is a set of all join-ship. For simplicity, sup-
pose that i < k holds for any (i, k) ∈ H, and the last 
term is denoted by n.

We have the following notations:

n:  the number of the items of the project.
D:  the project span-time stipulated by bidding 

contract.
e(t):  the investment flow of the project, namely 

the investment extra at the moment t, t = 1, 
2, …, D.
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r(t):  the interest rate of borrowing and loaning 
at the moment t.

β(t):  the rate of penalties, because of tardiness 
of t unit time than the project span-time 
stipulated by bidding contract and it is 
usually a piecewise increase-successively 
function.

mi:  the number of the candidates of item i, 
i = 1, 2, …, n.

xij:  the project span-time of item i promised 
by candidate j (span-time of item i done by 
candidate j), j = 1, 2, …, mi, i = 1, 2, …, n.

fi(xij):  the bidding of candidate j to the item i (or 
the expenses of item i done by candidate j), 
j = 1, 2, …, mi.

C:  the actual project span-time.

This paper only considers selecting partners in 
terms of the item expense and completing time of 
the project.

In addition, we suppose that the enterprise pays 
afi(xij) at the beginning (for the candidate j of  item 
i) and pay the rest, (1-a)fi(xij), of  the item expenses 
at the end of the item. In production practice the 
total predetermined fund of a large scale project is 
not appropriated once. It is usually paid by stages. 
When the appropriated fund is not enough to pay 
to the contractor, the enterprise has to loan from 
bank and pays interest to bank. If  the project is 
not completed on time, the enterprise will be fined 
and suffers from some economical loss in a certain 
degree. Consequently, the total costs, Z, of  the pro-
ject are composed of the item expense, the interest 
of  the bank and tardiness penalties, denoted by Z1, 
Z2, Z3 respectively, therefore Z = Z1 + Z2 + Z3.

For any i = 1, 2, …, n, j = 1; 2, …, mi, we intro-
duce variable

w
i j

ij ( )t
1, if item i d did

and starts at the momenttt
0, else

t
⎧
⎨
⎪⎧⎧
⎨⎨
⎩⎪
⎨⎨
⎩⎩

Then Z1 is represented as

Z Z w f x wij i if xf j iwi ji
t

C

j

m

i

n i

1 1Z ZZ Z
111

( )t( ) = ( ) ( )t
===

∑∑∑ .  (1)

The item expense having been paid by enterprise 
by the moment t is the sum of the expense of items 
being done and the expense of the items have been 
done, so the sum is
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Since the amount of the investment received by 
enterprise at the moment t is B B e
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It is evident that the expression of the tardiness 
penalties is denoted as

Z3ZZ ( )[ ]C D−C [ ]C D− +)[ ]C Dβ .

Thus, the total expenses of the project, paid by 
the enterprise, can be represented as
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The intention of selecting partners and determin-
ing the starting time of every items (in other words, 
w i n j mi t Cij ( )t n j =, ,i , , , j , ,t , , )1 2 1 2 1 2,n, , j  
is to minimize the above total expenses Z(wij(t)), 
which is obviously the final purpose of PSP, 
namely the comprehensive object of PSP is

min .{ }| w| ij( )ij ( ) ( )t ∈{ },,  (4)

However, the above minimization must satisfy 
such constraints as

1. The 0-1 constraints

w i j tij ( )t ∈{ } ∀,} ,j .
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2. The non-conflict constraints

w nij
t

C

j
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( )t =
==
∑∑ 1 1ii 2

11

, ,ii , , .

 Namely, each of the items must have and only have 
one contractor, and must start at the moment t.

3. The former-later relationship constraints of 
items
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 i.e., if  item i is a former operation of item 
k (∀ (i, k) ∈ H), then item i must have been 
completed when k begins.

4. The complete constraint
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,

 i.e., the completing time of the n-th item is the 
finishing time of the entire project.

In summary, we can derive the following 0-1 
programming model of PSPs

min Z ( )wij ( )t  (5)

s.t.
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where Z(wij(t)) is determined by (3).
The number of variables in the above 0–1 pro-

gramming model is L C mii

n
×C

=∑ 1
, but the scale 

of the searching space is L C mii

n×C
=∏ 1

. It is 
obvious that even for a small scale problem, the 
searching space of this model is very big. How-
ever, the biggest advantage of the model is that, 
except such non-linear terms as [A–B]+, all terms 
of the objective function are linear, so we can use 
the revised linear programming method to solve 
the model.

3 CONCLUSIONS

Enterprise strategy is a plan that develops 
through the process of  an enterprise analyz-
ing internal organizational strengths and weak-
nesses, as well as external environmental threats 
and opportunities. Enterprises use such plans 
to establish competitive models for promoting 
their competitiveness. In a dynamic competitive 
environment, if  an enterprise wishes to maintain 
its competitive strengths, it must develop part-
ner relationships at a strategic level rather than 
just focusing on products and prices. From the 
viewpoint of  strategic alliances, an enterprise 
must also consider the purpose of  establishing 
competitive strengths and developing long-term 
relationship while planning enterprise strategy. 
Consequently, enterprise competitive strategy 
and relationship strategy are both crucial influ-
ences on supplier selection and evaluation for 
strategic alliances. To straighten internal rela-
tionship of  the alliance, to propel substantive 
and high level cooperation. The alliance should 
pay highly attention to R&D of  key technologies 
based on national strategy, so as to improve its 
ability of  original innovation, apply long-term 
and high level strategic cooperation. The partner 
selection is also an essential prerequisite for the 
alliance development.

In this paper, the 0-1 programming model is 
established on partner selection problem of new 
energy industry in strategic alliances management. 
The model is concerned with the former-latter 
relationship of the items and the dynamic receiv-
ing and paying of the capital flow. It is in conform-
ity with the reality. The established model is the 
theoretical basis for further analyze and solve the 
partner selection problem of new energy industry. 
Solving the model has significant guidance for 
selecting a group of coordinate partners to col-
laboratively accomplish a project and to gain the 
best profit. Therefore this paper tries to analyze 
the principles in the selecting course of  strategic 
alliances partner selection of new energy indus-
try at first, provide a 0-1 programming model of 
partner selection and its realization methods next. 
Selecting different type of partners on the basis of 
defining the types of  cooperative partner needs 
different evaluating models, so that it can make the 
course of  partner selection of new energy industry 
more rational.
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ABSTRACT: The surface topography of shearing marks is studied by using the fractal theory. 
The  irregularity and random distribution of the surface topography shows the fractal characteristics. 
The data of the surface topography of shearing marks are collected digitally by using surface topography 
tools, and the fractal dimensions are calculated. The result shows that surface topography of shearing 
marks and fractal dimensions are different when metallic materials are sheared by different tools. 
Therefore, the fractal dimensions can be used as a characteristic index to describe the surface topography 
of shearing marks. It can help analyze the characteristics of surface topography of shearing marks effec-
tively. It can also provide a reference for the judgment of shearing tools. It is a new method of quantitative 
inspection of shearing marks.

gets certain achievements of surface topography in 
characterizing. (Brown & Savary 1991, Gagnepain 
& Roques-Carmes 1990, Ganti & Bhushan 1995). 
In this paper, the characteristics of the surface 
topography of shear marks are studied by applying 
the fractal geometry theory and the literature on 
the application of fractal research (Mou & Yang 
2010, Su et al. 2014, Li et al. 2014). The purpose 
of this study is to apply the fractal theory to the 
inspection of shearing marks. The modern theory 
and the application technology can be combined 
to deepen the theory of mark inspection. It intro-
duces new inspection technologies into the inspec-
tion of shearing marks during the investigation 
process which involves shearing tools.

In order to improve the automation and reli-
ability of  inspection, it is necessary to use a cer-
tain number to express the complex striation tool 
marks to achieve digital inspection and identifica-
tion. To achieve this purpose, this study adopts 
scissors, steel pliers, and wire-breaking pliers as 
shearing tools to make samples of  shearing marks. 
The sample surface was marked by the software 
to get the profile curve which is perpendicular to 
the surface of marks. The fractal dimensions of 
the profile curve are calculated by applying gen-
eral fractal dimension methods. The characteristic 
parameters of  the dimension’s energy spectrum 
are calculated according to the fractal dimen-
sion spectrum. The energy spectrum of different 

1 INTRODUCTION

On crime locations, various traces will be left 
behind by criminals using tools to destroy objects, 
the mark of a striation tool is one of them. It is 
usually composed of pliers and scissors and other 
tools. These tools will form a continuous striation 
seen visually or microscopically visible on every 
section in the process of cutting the objects. Tradi-
tionally, the tool marks are mostly inspected by vis-
ual comparison. It is to compare the striation tool 
marks collected from the crime scene with the test 
marks formed by suspected tools. The tool marks 
are determined based on striation comparison. This 
process is called “form inspection”. Practically, the 
surface topography of the striation tool marks is 
very complex and irregular, and also random and 
disorderly. Therefore, the surface topography of 
the striation tool marks cannot be described by 
digital description tools for a long time. The inspec-
tion of digital analysis cannot be used.

Fractal geometry theory can be used to describe 
irregular and disorderly graphics. The fractal 
dimension is an important parameter which is 
used to quantitatively characterize the “singular-
ity” degree of chaotic attractor. It is widely used 
to describe the digital characteristics of a non-
linear system of behavior. The surface topography 
of a material has been studied by using the fractal 
theory. The research data shows that fractal theory 
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shearing marks is found according to the char-
acteristic parameters of  the dimension spectrum 
and then extracted and characteristics of  different 
shearing marks recognized. It greatly improves the 
reliability of  inspection and recognition by intro-
ducing the characteristics of  the dimension energy 
spectrum.

2 EXPERIMENTAL CONDITIONS 
AND DATA ACQUISITION

Scissors and wire cutters are used as shearing tools 
to shear the lead wires. Several samples of shear 
marks are made. The samples are observed under 
the stereomicroscope and those samples which 
can reflect the stability characteristics of the shear 
marks are chosen to be collected digitally.

In this experiment, we used the Austria infinite 
focus auto-zoom three-dimensional surface topog-
raphy measurement device with its objective mag-
nification 10 times and the sampling resolution 
1.1 μm. The surface of shearing marks is digitally 
collected and a three-dimension of shearing marks 
is stored in the computer. The stable part of the 
marks character is marked by the application soft-
ware. The profile curve which is perpendicular to 
the marks surface is obtained. The profile curve 
which is perpendicular to the marks surface formed 
by scissors is as shown in Figure 1(a). The profile 
curve which is perpendicular to the marks surface 
formed by wire cutters is as shown in Figure 1(b). 
The profile curve which is perpendicular to the 
marks surface formed by wire breaking pliers is as 
shown in Figure 1(c).

3 GENERAL FRACTAL THEORY AND 
THE GENERAL FRACTAL DIMENSION 
SPECTRUM OF THE PROFILE CURVE

The fractal theory provides the theoretical basis for 
the description of a nonlinear behavior system. It is 
used to quantitatively characterize the singularity of 
chaotic attractor. The fractal dimension makes up 
for the deficiency of the traditional analysis model 
to a certain extent. In order to describe the nonlinear 
system behavior characteristics by fractal dimension, 
the various definitions and calculations methods are 
provided such as the box dimension method, the 
power spectrum method, the information dimension 
method, the correlation dimension method, and the 
multi-scaling dimension method, and so on (Wang 
et al. 2015). In this paper, the fractal dimension of the 
profile curves which are perpendicular to the marks 
surface formed by scissors, pliers, and wire pliers are 
calculated by the general dimension method.

The general fractal is used to describe the non-
uniform random probability distribution of the 
fractal geometry on different layers; the general 
fractal dimension is an important parameter to 
describe the general fractal. This is the general defi-
nition of the fractal dimension. The expression is:

D
I

qD qI
= −

→
lim

( )
lnε →

))
ε0

 (1)

Iq(ε) is the formation entropy of the Renyi defi-
nition for which the expression is:
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Pi(ε) is the cover rate, Dq depends on parameter 
q. It is: When the locket with a side length of ε is 
used to cover fractal collect, Pi(ε) is the rate of a 
dot in fractal collect falling into the locket. When 
q is different, it means the difference of the fractal 
dimension. For example, if  q = 0, 1, 2, Dq is respec-
tively equal to the box dimension, the information 
dimension, correlation dimension, and so on.

The most important problem in practical applica-
tions is how to calculate the general fractal dimension 
according to experimental results and observation 
data, and how to seek and find the multi-scaling 
characteristics according to the general fractal 
dimension spectrum q–Dq. Calculation measures of 
Dq spectral include: covering method, fixed radius 
method, fixed quality method, and so on.Figure 1. Three profile curves.
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Covering method can be used for all kinds of 
simple or complex fractal objects. It is one of the 
most common methods of the fractal study. For a 
multi-scaling fractal set, the object of study is cov-
ered by the box of scales ε, a probability distribu-
tion function of cover collection Pi(ε) shall be first 
defined. The expression is:

P
A

A
iPP iA

iA
i

N( ))) =

=
∑

1

 (3)

This formula is actually to be replaced with the 
approximate probability with frequency. Where 
Ai  is covering “points” of the i box, Σ i

N
iAii=1  is  the 

total “points” of the entire box covering. N is 
the  total box quantity. So Pi(ε) is the probability 
of points of fractal sets falling in the i box. The 
information entropy of the Renyi definition can 
be calculated according to the probability function 
Pi(ε), scale ε and weighting factor q sequence.

The algorithm is as follows:
First, the analog signal or the continuous fractal 

contour curve Z(x) is A/D converted conversion. 
It is called discretization. If  the sampling length 
is L, the sampling interval is Δε, then the number 
of sampling points is N = L/Δε. The length of the 
signal or the curve is discretized into a one-dimen-
sional array Z { }Z Z Z ZNZZZ Z ZZZ .

Second, the meshing size division is ε, ε εiεε i2 Δ  
is the grid width, the number of rows and columns 
of the grid is m L i/ .iεi  If  the k row and the t col-
umns of the grid are called kt grid, i is the mesh 
type, then kt grid coordinates are {(kεi, (t − 1) εi), 
(kεi, tεi), (k − 1εi, (t − 1) εi), ((k − 1) εi, tεi)}. The 
discerning data points of the grid is B = {Z/εi + 1}, 
while the kt grid covering the discrete data points is 
recorded as Ak.t, then kt grid covers the collection 
probability and can be as follows according to the 
equation (3):

P A A A Nk tPP kA t kA t kA t
t

m

k

m

. .t i k . .t k( )ii /AAAkA
==

∑∑∑∑
11

 (4)

A series of information entropy Iq(ε) can be 
calculated according to this formula. A scale-free 
region is found in ln ln[ ( )]ε ~ ln[ ( ))Iq  figure fitting the 
slope of the segment by using the least squares 
method, the absolute value of this slope is Dq, a 
given value q.

The spectral values of the general fractal dimen-
sion are obtained with three kinds of profile curves 
according to the formula of the general fractal 
dimension. The dimension spectrum curve is 
shown in Figure 2.

From the general fractal dimension spectrum 
value, characteristic values are extracted such 

as D0, D0.95, D1, D1.05, D2, and they are as shown 
in Table 1.

To take the iteration order of q  =  0.05  in the 
calculation of the general fractal dimension, a 
series of fractal dimensions are obtained as shown 
in Figure  2. From the fractal dimensions shown 
in Figure 2, it can be found that the dimensional 
numerical showed monotonicity and was decreas-
ing with the continuous increase in the value of q, 
that is, the dimensional numerical was decreasing 
with the q value increasing, but the fractal dimen-
sion value in the q = 0.95 and q = 1.05 generates 
mutations. From the general dimension spectrum 
value of three kinds of profile curves shown, the 
dimension values at q = 0.95 and q = 1.05, it respec-
tively obtains high mutation and low mutation. So 
the dimension at the two points and fractal dimen-
sion of D0, D1 and D2 combine together to describe 
the profile curve feature, and then the fractal 
dimension group of identification rules is estab-
lished. Even if  the fractal dimension (D0, D0.95, 
D1, D1.05 and D2) at q = 0, 0.95, 1, 1.05, 2 and five 
special points are taken as a group to distinguish 
the different profile curve, it can be found from the 

Figure 2. Three kinds of dimension curve.

Table  1. Characteristic values of the multi-fractal 
dimension spectrum.

Dq Sample a Sample b Sample c

D0 1.6932 1.5364 1.8251
D0.95 1.6251 1.4746 1.7445
D1 1.6270 1.4772 1.7462
D1.05 1.6321 1.4826 1.7513
D2 1.5713 1.4354 1.6925
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results, that three kinds of profile curves are differ-
ent, and dimension spectra are also different.

4 THE ANALYSIS OF THE PROFILE 
CURVE CHARACTERISTIC BASED ON 
ENERGY SPECTRUM OF GENERAL 
FRACTAL DIMENSION

The energy used and spatial distribution is different 
when using three different tools to cut the object 
according to the energy theory. The dimension 
values are different when the fractal dimension is 
used to describe the different profile curves. The 
energy of the shearing process can be expressed as 
follows:

E xi
i

n

=
∑ 2

1

 (5)

From the form of the energy equation (5) for the 
introduction of the general fractal energy spectrum 
to describe different profile curve characteristics, 
its expression is:

E DDqE qD∑ 2
 (6)

q = 0, 0.95, 1, 1.05, 2
General fractal energy spectra of three kinds of 

profile curves can be calculated by the formula (6). 
The calculated results are shown in Table 2.

It can be found from the results that the dimen-
sion spectrum of three kinds of profile curves is 
significantly different and the distinction is big.

5 CONCLUSIONS

The general dimension spectrum of three kinds 
of profile curves are calculated respectively, and 
the profile curve and dimension spectrum are also 
different. The dimension value of the spectrum is 
analyzed in different q values. According to the 
characteristics of the spectrum, the profile curve 
characteristics are described by the characteristic 

value of five dimensions (D0, D0.95, D1, D1.05 and 
D2), that is to identify the profile curve by using 
the fractal dimension group, the recognition rate is 
more reliable than using a single dimension.

The dimension energy spectrum is obtained 
based on this calculation. As the dimension energy 
spectrum value is combining 5 characteristic values, 
the profile curve characteristics can be reflected 
more comprehensively and accurately. It greatly 
improves the reliability of recognition of the pro-
file curves formed by different tools. The results 
show that the dimension energy spectrum of three 
kinds of profile curves is significantly different and 
the distinction is big. Therefore, the characteris-
tic value of the dimension and dimension energy 
spectrum can be used as the characteristic param-
eters of different profile curves. It can be used as a 
criterion for identifying different tools. The study 
provides a basis for the inference of shearing tools. 
It also provides a new method for quantitative 
inspection of shearing marks.
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ABSTRACT: As for the infrared imaging system, the denoising effect of infrared imagery, a key to 
influencing the infrared imaging quality of the target, directly determines the precision of the target seg-
mentation and identification. The noise characteristics of infrared imagery are discussed and an integrated 
filtering method was proposed based on the contrasting advantages and disadvantages of two classic 
methods, median filtering and mean filtering. The experimental results and quantitative analysis indicate 
that the proposed method has an excellent denoising effect for infrared imagery containing mixed noise.

infrared detector and displays the video signal 
reflecting the target infrared emanation distribu-
tion on the monitor by processing electronically, 
which realizes the reconversion from electricity to 
light and obtains visible imagery reflecting the tar-
get thermal imagery. Figure 1 shows the schematic 
diagram of the infrared imaging system.

It can be seen from Figure 1 that infrared radia-
tion of the target can convert into infrared imagery 
after a series of processing such as atmospheric 
transmission, optical imaging, infrared detec-
tor, etc. Hence, both the environment outside the 
infrared imaging system and the physical param-
eter inside it influence the infrared imagery. The 
infrared image reflects the space distribution of 
the infrared radiation between the target and the 
background and its radiance distribution is mainly 
decided by the temperature of the observed tar-
get and the emissivity of the infrared wave. Since 
noise is the biggest factor to influence the quality 
of infrared imagery, denoising is the key point in 
pre-processing of the infrared imagery.

The infrared detector is the main noise source 
of the infrared imaging system and the thermal 
and 1/f noise produced by it can be approximately 
presented by Gaussian distribution, i.e., Gaussian 
noise. At the same time, the uniformity of the 

1 INTRODUCTION

The infrared imaging system has been widely 
applied in various weapon equipment systems 
due to many advantages, such as good disguising, 
strong anti-interference, high angular resolution, 
the capability to work all day long, etc. Since there 
is interference in every step during the course of 
obtaining, transmitting, and displaying infrared 
imagery, the noise will pollute infrared imagery 
and reduce its quality. Consequently, the process-
ing and usage of infrared imagery will inevitably 
involve the denoising problem. As for the infrared 
imaging system, the denoising effect of infrared 
imagery directly determines the precision of the 
target segmentation and identification, therefore 
influencing the performance of the infrared imag-
ing system. Hence, directly or through denoising, 
obtaining the higher Signal to Noise Ratio (SNR) 
infrared imagery is the primary premise to increase 
the performance of the infrared imaging system.

2 NOISE CHARACTERISTICS OF 
INFRARED IMAGERY

As infrared imagery is the premise and basis of 
auto-identification of the infrared imaging system 
and its noise characteristics decide which method 
to process, it is necessary to firstly discuss the noise 
characteristics. The infrared imaging system has 
the function to convert infrared light into the vis-
ible one. The optical system converts the infrared 
emanation signal into the electrical one by the 

Figure  1. Schematic diagram of the infrared imaging 
system.
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infrared detector can produce some blind pixels 
and pulse noise, which is recognized as salt and 
pepper noise in infrared imagery. Hence, the main 
noise in infrared imagery can be approximately 
considered as a Gaussian one with some salt and 
pepper one, so the filtering in the pre-processing of 
infrared imagery mainly aims at the Gaussian noise 
and the salt and pepper. The infrared imagery is a 
little dark and has low definition and resolution. 
Also, the target and background with blur edges 
have low contrast. Consequently, the denoising 
must aim at the characteristics of infrared imagery, 
i.e., the factors disadvantageous to the post-
processing of the infrared target identification 
system, such as the blur edges produced during 
denoising must be reduced as far as possible.

3 FILTERING OF INFRARED IMAGERY

The imagery filtering methods mainly include fre-
quency domain and space. The former has heavy 
computation and bad real-time. The noise of the 
infrared imagery mainly consists of Gaussian 
noise and salt and pepper. The better processing 
method for the former is mean filtering while that 
for the latter is median.

3.1 Median filtering

The median filtering, one of the space domain fil-
ters belongs to nonlinear filtering technology and 
has light computation and is easy to realize.

The salt and pepper noise is also named as pulse 
one and its probability density function is

p
p z a
p z b

a

b( )z =
=
=

⎧
⎨
⎪
⎧⎧
⎨⎨
⎩⎪
⎨⎨
⎩⎩            else0

 (1)

The noise pulse can either be a positive one or 
a negative one. When a = 0, b = 255 for the com-
mon eight-digit image, the positive pulse will be 
displayed as white points whilst the negative one 
as black points.

The fundamental of median filtering can be 
described as follows: the window W of odd pixels is 
firstly set up and every pixel lines up according to the 
gray scale size, and then the center gray scale g y( ,x )  
takes the place of the original f x y,x )  one, i.e.,

g y m( ,x ) medianmedian{ }f x k y k l(f , )y l , ( , )l Wx(f k)l , ( l  (2)

The median filtering not only preferably protects 
the image edge information, but also has a better 
effect for many random noises, especially for the 
pulse noise because the darker or brighter points 

among the pixel domain are forcedly converted 
into the median brightness for the n × n median 
filter and simultaneously wipes out the isolated 
pixels set, whose domain is less than n2/2.

3.2 Mean filtering

The mean filtering can also be named as linear 
mean filtering and its fundamental is to mask the 
gray scale of all pixels by filtering to take the place 
of the gray scale of the pixels, i.e., using the gray 

Figure 2. Experimental effects using different filtering 
algorithms.
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scale mean of deleted neighborhood S to take the 
place of every pixel gray scale:

g y
M

f i j
i j S

( ,x )
M

f , )j
( ,i )∈
∑1  (3)

where f i j,i )  is the original image, g y( ,x )  is the 
smoothed image, M is the pixel number in the 
deleted neighborhood S.

Although the mean filtering has a noteworthy 
effect by processing Gaussian noise, it often weak-
ens the gradient change of the image gray scale 
and causes the blurred edges, and even weakens 
the effective feature in identification. Therefore, 
the sharpening process must be conducted in order 
to deepen the image edges after the mean filtering.

The most transient noise of infrared imagery 
belongs to the Gaussian one. The probability den-
sity function of the Gaussian random variable is

p e( )z ( )z= −(z1
2

2 2

πσ
μ σ)2 222  (4)

where z is the gray scale, μ is the expectation of z 
and σ is the standard deviation of z.

The infrared tank imagery containing Gaussian 
noise was processed by two noise linear algorithms 
and the experimental results were shown as in 
Figure 2. Here, the radius of the filtering window 
was and σ was 10.

It can be seen from Figure 2 that median filtering 
has a better effect than the mean one in the aspect 
of restraining the Gaussian noise, but meanwhile, 
both methods delete the part detail and cause 
image edge information deficiency to some degree.

4 INTEGRATED FILTERING

The infrared imagery often contains both Gauss-
ian noise and salt and pepper. It can be known 
from the above that the median and mean filter-
ing have different effects when processing different 
noises, but the two methods have certain limits, i.e., 
weakening the image edge information and cover-
ing up some feature deficiencies of the target. In 
order to overcome their deficiency, i.e., protecting 
useful information (such as edge information), an 
integrated filtering method will be proposed to 
apply different denoising methods according to 
different noises.

The noise testing, a primary task of the inte-
grated filter is the first and also key step and it 
lays the foundation for correct classification of the 
pixel points in the image and creates conditions for 
further denoising. The main principle of noise test-
ing classification can be described as follows: the 

pixel points in the image can be classified into three 
types below according to the gray scale of salt and 
pepper noise staying in the extreme black (less than 
10) or the extreme white (more than 245) scopes: 
the pixel value of more than 245 is extreme white 
point, that of less than 10 is extreme black point, 
and that between 10 and 245 is a common point.

The methods used to judge extreme black or 
white points is to pick up the masking template of 
5 × 5, and transverse the whole image and X y( ,x )  
is the center pixel point of this window. When 
X y( ,x ) < 10  or X y( ,x ) ,  calculate the num-
ber of common pixels in the sliding window. If  the 
number is larger than the threshold value, then this 
point will be the one of salt and pepper noise. The 
salt and pepper noise points of the image will be 
conducted with median filtering of the masking of 
3 × 3 while the other points will be done with mean 
filtering in the same way. The main advantages of 
this method are to restrain the noise when using 
a 5 × 5 sliding window to classify the noise while 
assuring not to weaken the image edge information 
when using the masking of 3 × 3 as far as possible.

5 RESULTS AND DISCUSSION

The Gaussian noise with variance 0.005 and the 
salt and pepper with variance 0.05 were added up 
to the infrared image to better test the effect of 
the above denoising algorithm. The experimental 
results are shown in Figure 3.

It can be seen from Figure 3 that although the 
mean filtering weakens the noise, the target edges 
become blurred and the salt and pepper noise is 
still obvious; the effect of median filtering when 
processing the salt and pepper noise is obviously 
better than that of mean filtering; the proposed 
integrated filtering not only wipes out both the 
Gaussian and salt and pepper noise but also 
assures not weakening the image edge information.

6 QUANTITATIVE ANALYSIS OF THE 
FILTERING EFFECTS

The imagery filtering effect can be analyzed from 
visual and quantitative views. The quantitative 
analysis measured by Mean Square Error (MSE) 
and SNR can be employed if  it is difficult to ana-
lyze the filtering effect for the visual view. For a 
specified image, less the MSE and bigger the SNR 
after filtering, the better the denoising effect.

MSE can be defined as

( ) ( )( )2

1

1 ˆ
N

i

MSE x i x i( ) ((1 ˆ
N =

x i( )(∑∑  (5)
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SNR can be defined as

10 logSNR
⎡ ⎤( )( )2N

x i(⎢ ⎥( )( )1i
x i(

=
⎤⎤))⎡⎡ (x i(

= ⎢ ⎥( ) ( )( )2ˆN
x i x i( ) (ˆ

⎢ ⎥⎢ ⎥

⎣ ⎦( ) ( )( )1i
x i x i( ) (

=
⎥⎥) )⎢⎢ (x i x i( ) (

 (6)

where N is the point of data, x ( )i  and ( )x̂ i(ˆ  are 
original data and processed ones.

Figure 4 shows the visual effects contrasting of 
different denoising infrared imagery under bet-
ter meteorological conditions. The definition of 

Figure 3. Denoising effects contrasting the different fil-
tering methods of infrared imagery. Figure 4. Visual effects contrasting different denoising 

of infrared imagery.

the four pictures has a unobvious difference from 
visual view.

However, the describing filtering effect by SNR 
and MSE has an obvious difference from quantita-
tive analysis. The filtering data of the three meth-
ods are shown in Table 1.

It can be seen from Table 1 that the denoising 
effect of the proposed integrated filtering is best 
contrasting the median and mean filtering based 
on the calculated results of SNR and MSE from 
the quantitative view.
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7 CONCLUSIONS

The infrared imagery noise can be approximately 
regarded as mainly consisting of  Gaussian noise 
with the addition of  some salt and pepper noise, 
so pre-processing filter mostly aims at these two 
noises. The noise characteristics of  the infrared 
image were discussed, as well as the median and 
mean filtering, two classic methods. An inte-
grated filtering method was proposed based on 
analyzing the advantages and disadvantages of 
the two methods to effectively filter the mixed 
noise of  Gaussian and salt and pepper. The 
experimental results and quantitative analy-
sis showed that the proposed method has an 

Table  1. Filtering data contrast of three methods 
shown in Figure 4.

Filtering methods SNR/dB MSE

Median filtering 37.788 12.55
Mean filtering 38.279 11.59
Integrated filtering 40.635  6.38

excellent restraining effect for mixed noise and 
the SNR of  the target image gets a remarkable 
enhancement and the background noise level is 
also effectively restrained after denoising, which 
creates a strong premise for infrared target 
testing.
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ABSTRACT: The rapid growth of data has become a serious challenge and valuable opportunity for 
many industries. So, feature optimization approaches are important for large-scale complex data process-
ing to maintain the original characteristics of the feature space. Feature selection, as a field of feature 
optimization, contains filter, wrapper, and embedded models, which can eliminate outliers and reduce the 
dimensionality. After feature selection, the data analysis takes less time and uses less computing resources. 
In this paper, different kinds of feature optimization methods are introduced.

Therefore, in this paper, we emphasize feature 
selection methods which can improve the effi-
ciency of mining tasks and the performance of 
prediction.

2 FEATURE OPTIMIZATION 
APPROACHES

Feature selection is often viewed as a search prob-
lem in a space of feature subsets, which is divided 
into three categories: filter, wrapper, and embedded 
models. Filter model analyzes the general charac-
teristics of features and calculates its relevance 
without involving any machine learning algorithm, 
such as Information Gain (IG) and Chi-squared 
Test (CHI) (Yang 1997). The wrapper model com-
bines a predetermined learning algorithm and 
identifies the best features in the optimization 
process to fit the performance, such as Particle 
Swarm Optimization (PSO) (Duch et al. 2004). The 
embedded model incorporates feature selection as 
a step in the learning process, such as Decision Tree 
(DT), which splits training recording into succes-
sively purer subsets based on IG (Lin et al. 2008).

2.1 Chi-squared test

The calculation process of Chi-squared Test (CHI) 
is based on the theory of hypothesis testing in 
Statistics. At first, assuming features and catego-
ries are not related directly, then the deviation of 
observed value and expected value are calculated. 
If  the deviation is bigger, the original hypothesis is 
denied (Forman 2003).

In the sample set, N is the size of samples, and 
A is the number of samples with feature x existing 
and belonging to category yk. B is the number of 
samples with feature x existing but not belonging 

1 INTRODUCTION

In big data, a large amount of data needs to be 
analyzed, which costs much time and computa-
tion. So some methods are used to reduce data size, 
simplify machine learning models, and improve 
performance. In this motivation, feature optimiza-
tion approaches are widely adopted to reduce data 
dimension, which makes the model more transpar-
ent and more comprehensible and provide a better 
explanation of the system model.

Feature optimization approaches are divided into 
many kinds based on different angles containing 
high-dimensional reduction and feature selection. 
High-dimensional reduction refers to a mapping 
method that maps data points in the original high 
dimensional space to the low dimensional space. 
High-dimensional reduction approaches include 
Principal Component Analysis, Linear Discrimi-
nant Analysis, Isomap, Local Linear Embedding, 
Laplacian Eigenmaps, Local Preserving Projection, 
and Maximum Variance Unfolding (Liu et al. 2010). 
Meanwhile, feature selection does not change the 
original feature space, it only selects a part of the 
important features from the original high-dimen-
sional feature space to a new low-dimensional space. 
According to the working order between feature 
selection algorithms with machine learning classi-
fications, feature selection methods can be divided 
into three categories such as filter, wrapper, and 
embedded methods (Guyon and Elisseeff 2003).

A lot of research have proven that feature opti-
mization approaches can effectively eliminate irrel-
evant and redundant features. The result of feature 
optimization approaches also enhances the under-
standing of results of the study. On the other hand, 
research results show that the performance of fea-
ture selection methods is better than that of high-
dimensional reduction methods (Yu and Liu 2003).
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to category yk. C is the number of samples with 
feature x existing but belonging to category yk. D is 
the number of samples with feature x neither exist-
ing nor belonging to category yk and N = A + B + 
C + D. A, B, C, and D are observed value, while 
EA, EB, EC, and ED are the corresponding expected 
value.

The function for CHI is:
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According to the deviation between theoretical 
value and practical value sorted in descending 
order, we can get the best features which have a 
strong correlation with categories.

2.2 Particle Swarm Optimization

Particle Swarm Optimization (PSO) is a random 
optimization method based on population (called 
a swarm). These particles move around in space 
according to their own best position and the entire 
swarm’s best-known position. When improved 
positions are being discovered, conversely, the 
optimization result can guide the movement of the 
swarm. The process is repeated until the recycling 
conditions are satisfied (Kennedy 2011, Wang 
et al. 2007). PSO is used to select the best features 
from all features by fitting high detection accuracy.

Let the number of particles be S, and each has 
a position xi ∈ X and a velocity vi in the sample 
space. The search termination condition is set as 
iteration number. The process of the algorithm is 
as follows:

Initialization: The position of the particle is 
created with a uniform matrix. The value of every 
element is limited to the boundary of the feature 
space. The velocity of particles is defined by the 
likely position.

Building Fitness: Fitness is defined to value 
the current result of the particle. In this work, the 
detection accuracy of the training set is treated as 
fitness.

Finding optimal positions: Comparing fitness 
and optimal position history to find the optimal 

position pi of  every particle and global optimal 
position pgi of  all particles.

Updating position and velocity: According to 
the following functions:

v w v c rand
c rand

x p

i iw v i i

gi gi

i ix i

⋅w + ⋅c ⋅
+ ⋅c ⋅

= +xix

1

2

() ( )p xi ixp
() ( )p xgip

where w is the inertia weight coefficient which bal-
ances global search ability and local search ability 
c1 and c2 are learning factors which control par-
ticle movement to global optimal positions and 
local optimal positions, usually w ∈ [0.9, 1.2] and 
c1 = c2 = 2.

Optimization termination condition: Looping 
number is usually defined as termination condition 
of the particle finding optimal positions. The value 
can be taken as less than 200.

2.3 Decision Tree

Decision Tree (DT) classifiers use a tree structure 
for making predictions. The internal nodes of the 
tree represent a feature and the leaf nodes repre-
sent the ultimate decision result of the algorithm 
(Tan et al. 2006). In the decision tree, each internal 
node is labeled with an input feature. DT is consid-
ered based on a set of if-then decision rules. The 
deeper the tree, the more complex are the decision 
rules and fitter is the model.

A decision tree is constructed in a recursive par-
titioning by splitting the training records into suc-
cessively purer subsets based on Information Gain 
(IG) to select the best features. When the nodes are 
assigned to the same value of the target variable 
or values are no longer added to the prediction, 
then the recursion is completed. Let Dt be the set 
of training features that are associated with note t 
and y y y yn{ ,y }1 2y,  be the class labels. The pro-
cess of DT is as following:

Step 1:  if  all instances in the dataset Dt belong to 
the same class yt, then t is a leaf node which 
is labeled as yt.

Step 2:  if  Dt contains records belonging to less 
than one class, an attribute test condition 
is selected to partition the records into 
smaller subsets. Then the records in Dt are 
distributed to children based on outcomes. 
The method is then recursively used to each 
child node.

DT tends to over-fit on data with a large num-
ber of features. However, pruning algorithms are 
effective to solve this problem, which takes global 
optimum into consideration. Anyhow, DT is simple 
to understand and interpret. The result tree can be 
visualized.
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3 EXPERIMENT AND DISCUSSION

Almost in all previous papers, Confusion Matrix 
and related evaluation metrics, such as accuracy 
and Area Under the Curve (AUC) are utilized to 
evaluate and guide the performance of machine 
learning classifiers. The larger the AUC score or 
accuracy, the better the classifier performs.

The testing environment is set as Intel(R) 
Xeon(R) CPU E5-2620v3@2.40GHz with 32.0 
GB RAM and 64-bit Windows 7 operating system.

3.1 Sample dataset and features

The dataset is used to make Android malicious 
application detection, which contains 1260 benign 
applications and 1210 malicious applications. 
Benign applications are downloaded from Google 
Play Store, and malicious applications are col-
lected from the authoritative malicious application 
Web sites.

After decompiling, the features are extracted 
from source code files concluding. smali files and 
AndroidManifest.xml files (Aafer et  al. 2013). 
Totally, we combine 429 permissions and 27,650 
APIs as the feature universal set and the number 
is 28,079. In the next part, we just take the total 
28,079 combined permissions and APIs as input 
data of feature selection models. Then the machine 
learning models are used to continue analyzing the 
result data to prove the validity of the feature selec-
tion (Peiravian and Zhu 2013).

3.2 Comparison with feature selected methods

IG represents the filter methods’ select best features 
from high-dimension features dataset according to 
the relevance between features, while PSO repre-
senting wrapper methods get the global optimum 
value to identify the best features according to 
fitness of the training accuracy of predetermined 
machine learning algorithm. The selected feature 
is a subset of all features and in order to enhance 
the comparability of methods, DT is used as the 
malware classifier.

Figure  1 shows the accuracy of DT classifier 
with 100 to 600 features by feature selection meth-
ods. The performance of PSO is better than others 
for classification results. According to the trend 
of curves, we find that if  the number of selected 
features is big, the accuracy becomes high. Moreo-
ver, the the performance of 300 selected features 
increases faster than all other features. We think 
300 features selected by feature selection methods 
are optimal for machine learning classifiers.

According to the rules of data operation, we 
know that less number of features will take less 
time and use less computing resources, and some-

times we have to lose accuracy to exchange high 
performance. Just from the accuracy point, PSO is 
a good choice, but from the efficiency point, CHI 
outperforms. Therefore, in real-world applications 
efficiency is an issue. We should measure effec-
tiveness and efficiency to choose feature selection 
methods.

3.3 Machine learning classification model 
comparison with feature selection

After feature selection, we can find 300 features 
selected just thought to be best features. Then we 
input these features to several machine learning 
classification models to explore how they affect 
performance.

Table  1 shows the performance for comparing 
seven machine learning methods based on feature 
selection. The difference between the compar-
ing results originates from different processes of 
machine learning algorithm for data processing. 
kNN classifier relays on instances with the near-
est neighbors which have no solution to outliers, 
so the performance is not good. While the final 
result of NB depends on the product of posterior 
probability from per features, the larger the sample 
dataset, the smaller is the detection rate. DT con-
structs the best tree based on the IG index to split 
the sample space and uses pruning algorithms to 
avoid the over-fitting problem. LR applies a logis-
tic function to guarantee classification correctly in 
a training set while regularization is used to avoid 
over-fitting to ensure high accuracy in the testing 
set. SVM not only uses a kernel function to map 
low-dimension space to high-dimension space to 
improve accuracy but also uses slack variables and 
penalty factor to deal with noise data. So SVM has 
high accuracy but takes more time to process data. 
In order to detect correctly, Adaboost is adapted 

Figure 1. Comparison with filter and wrapper methods.
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to learn a series of weak classifiers to generate a 
boosted one. This process is so complex and loops 
many times and takes more time. In sum, DT, LR, 
SVM, and Adaboost all adopt appropriate strate-
gies to solve the over-fitting problem so that test 
detection accuracies are higher while kNN and NB 
do nothing.

On the other hand, the performance of super-
vised learning methods is better than unsuper-
vised learning methods like k-Means. It is mainly 
because class label used in supervised learning 
methods is helpful to classification while unsuper-
vised learning methods do not pay attention to the 
class label. In fact, class label is a valuable informa-
tion for classification. Therefore, supervised learn-
ing methods are recommended to use in the real 
world.

4 CONCLUSION

Feature selection methods containing filter, wrap-
per, and embedded models are used to eliminate 
outliers and reduce the amount of  input data 
of  machine learning models. Experiment results 
indicate that feature selection methods can 
improve efficiency and performance of  machine 
learning classifiers. On the other hand, according 
to the rules of  data operation, we know that less 
number of  features will take less time and use less 
computing resources, but sometimes we have to 
lose accuracy to exchange high performance. Just 
from the accuracy point, PSO is a good choice, 
but from the efficiency point, CHI outperforms 
them. Therefore, in real-world applications effi-
ciency is an issue. We should measure effective-
ness and efficiency to choose feature selection 
methods.
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ABSTRACT: Software defect testing technology is important means to find and remove software 
defects. Software defect detection is a part of software inspection process. Software reading techniques 
could be used by software inspectors in detecting defect from object-oriented design documents. Around 
the software defect detection, this paper deeply analyzes the strengths and weaknesses of current popular 
software defect testing technology and the key problems. Traceability-based reading technique was one of 
the scenario-based reading techniques which had been empirically validated to help software inspectors 
detect defects more effectively than the widely used checklist based reading technique due to its read-
ability. This study was to discover whether software inspectors with different background can perform 
defect detection differently using Traceability-based reading technique. The result showed that software 
inspectors with different undergraduate degrees, undergraduate object oriented courses taken, and object-
oriented work experience do not perform defect detection significantly differently.

object- oriented design require some training on 
how to use the reading for the inspectors. Some 
experiments include a whole day subject training 
in the experimental protocol.

Object-oriented design specifications usually 
contain UML diagrams and descriptions, as well 
as descriptive requirement. Thus, object oriented 
software inspectors should understand the UML 
diagrams well enough. Traceability-based reading 
technique (Marco D’Ambros, 2012) allows inspec-
tors to check whether the design corresponds to 
the requirements using vertical and horizontal 
reading. This reading technique provides software 
inspectors with steps on where and how to find 
defects in object oriented design documents.

Most students with software-related undergrad-
uate degrees have taken at least one object-oriented 
course during their undergraduate study. These 
students should be ready to become software 
inspectors after graduation. With the software 
reading containing clear instructions, there should 
be a small amount of training on defect detection. 
With a readable reading technique such as Trace-
ability-based reading technique, prior training and 
experience may not be necessary for a software 
inspector in defect detection on object-oriented 
design documents.

2 TRACEABILITY-BASED READING 
TECHNIQUE

This technique was specifically developed 
for object-oriented design document inspec-
tion (Nathalia Cristina Torres Mariani, 2014). 

1 INTRODUCTION

A majority of software inspection research has 
been on the technical view of software inspection. 
Software reading technique for defect detection 
was one of the main issues (Cataldo, 2009). These 
software reading techniques can be used on soft-
ware artifact including software requirement, soft-
ware design, and code.

Among the proposed reading techniques 
for object-oriented design documents, Ad hoc 
and Checklist-Based Reading (CBR) have been 
adopted in industrial practices, while the oth-
ers, known as Scenario-based reading techniques 
including Defect-based reading (Andre B.de Car-
valho, 2010), Perspective-Based Reading (PBR) 
(Chang Tiantian, 2009), Usage-based reading 
(Abel GarciaNajera, 2010), and Traceability-based 
reading (Chun Shan, 2014), have been validated 
empirically and experimentally.

A number of empirical researches comparing 
scenario-based reading techniques to Checklist-
Based Reading (CBR) techniques or Ad hoc tech-
nique provided promising results (Elaine J, 2010). 
However, the results are not completely consistent. 
Most scenario-based reading techniques were 
claimed to provide more effectiveness of  defect 
detection than Checklist-Based Reading (CBR) 
technique.

As defect detection in early stage in software 
development lifecycle is less cost to repair in 
later stages (Joel Lehman, 2011), software read-
ing techniques can be applied to object oriented 
design and requirement for defect detection. 
Most of scenario-based reading techniques for 
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The main purpose of this technique is to ensure 
consistency and completeness of the work product. 
This reading technique covers horizontal readings, 
for checking the different design artifacts against 
each other, and vertical readings, checking whether 
the design corresponds to the requirements.

There are seven readings in a set of Traceabil-
ity-based reading technique. Each reading asked 
inspectors to read specific design documents 
together, the steps to read them, and where and 
how to find defects in each step. The seven read-
ings are:

Horizontal Review

• Class Diagrams with respect to Class 
Descriptions

• Class Diagrams with respect to State Machine 
Diagrams

• Interaction (Sequence) Diagrams with respect to 
State Diagrams

• Interaction (Sequence) Diagrams with respect to 
Class

Vertical Review

• Class Descriptions with respect to Requirements 
Description

• Interaction (Sequence) Diagrams with respect to 
Use cases

• State Diagrams with respect to Requirements 
Description and Use cases Diagrams

It was claimed that Traceability-based reading 
technique can help user without experience in soft-
ware inspection through defect detection process 
in software reading.

3 EXPERIMENTAL PLANNING

3.1 Goals of the study

This study aims at discovering how inspectors of 
the different object oriented background perform 
defect detection using Traceability-based read-
ing technique, namely OORT (Object-Oriented 
Reading Technique) (Chang Tiantian, 2009). The 
software inspector’s object oriented backgrounds 
include undergraduate degree earned, undergradu-
ate object-oriented courses taken, undergraduate 
degree performance, and object-oriented work 
experience.

3.2 Subjects

The subjects were 29 undergraduate students in 
Information Technology in Business Program at 
Huaiyin Institute of Technology. The students 
holding any Bachelor degree with at least 12 
credits in information technology or statistics or 

mathematics were qualified for admission to this 
program. The students in this program have com-
mon interest in pursuing a career in Information 
technology with different background in their 
undergraduate degrees ranging from social science 
to sciences.

An object-oriented analysis and design course 
is one of the core courses in the first year in the 
program. Prior to this course, students either have 
some undergraduate courses in object-oriented 
programming, object-oriented analysis and design, 
or software engineering, or none. Some students 
might have been working prior to admission to the 
program or just graduated.

3.3 Object-oriented design documents

The design document in this study was a car rental 
application consisting of requirement specifica-
tion, use case diagram and description, class dia-
gram and class description, sequence diagram, 
and state diagram modified from the prior study 
(Nagalakshmi, 2012). There were 23  seed defects 
put in the design document.

As defect detection in software designs had 
identified a defect classification scheme for object-
oriented design in 5 classifications (Song Qinbao, 
2011).

Omission: One or more design diagrams that 
should contain some concepts from the general 
requirements or from the requirement document 
do not contain a representation for that concept.

Incorrect Fact: A design diagram contains a 
misrepresentation of a concept described in the 
general requirements or requirement document.

Inconsistency: A representation of a concept in 
one design diagram disagrees with a representation 
of the same concept in either the same or another 
design diagram.

Ambiguity: A representation of a concept in 
the design is unclear, and could cause a user of the 
document (developer, low-level designer, etc.) to 
misinterpret or misunderstand the meaning of the 
concept.

Extraneous Information: The design includes 
information that, while perhaps true, does not 
apply to this domain and should not be included 
in the design.

To determine appropriate seed defects in the 
design document for this study, twelve object ori-
ented student group project design documents 
were inspected to analyze the highest frequently 
defect subtype occurrence in each defect classifi-
cation. Incorrect fact and extraneous information 
were the defect classification found least from 
the twelve object oriented student group project 
design documents inspected. A variety of seed 
defects were placed into the design document in 
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this study according to the subtype of each defect 
classification.

However, there were defects that can be detected 
due to the main defect. For example, when a class 
was missing from a class diagram, attributes, meth-
ods, and associations of the missing class were 
also missing from the design and thus detected as 
Omission and Inconsistency type of defect classi-
fication, respectively. In this study, a missing class 
defect leads to additional 4 Omission defects and 
2 Inconsistency defects.

3.4 Instructions to defect detection

This study adopted the OORT (Object-Oriented 
Reading Technique) (Chang Tiantian, 2009) that 
was translated into Chinese language in prior study 
(Nathalia Cristina Torres Mariani, 2014). A com-
parison on the effectiveness of the subjects using 
a full set of readings and subject using only four 
readings of the reading technique, Sequence Dia-
grams with respect to class, Sequence Diagrams 
with respect to State Diagrams, class descriptions 
with respect to requirements description, and 
Sequence Diagrams with respect to use cases was 
conduct to offer a way to reduce inspection time 
(Joel Lehman, 2011). It was found that the num-
ber of defect detected using the full set of readings 
and the reduced set were not significantly differ-
ent. It was also found that the efficiency rate per 
defect detected of subjects using the reduced set 
was higher (Song Qinbao, 2011). Therefore, the 
reduced set of the readings was used in this study.

The experiment was conducted at the beginning 
of first object-oriented course at the graduate level. 
At the beginning of the experiment, subjects were 
asked to answer demographic data questionnaire, 
such as their undergraduate degree title, the num-
ber of undergraduate object oriented courses taken, 
and years of work experience after graduation.

Each subject was given four sets of documents 
to work on: a set of design document, a set of 
reading instruction, a worksheet to record the 
defects detected, and a description of UML nota-
tion. The subjects were given to complete the task 
in their own time.

3.5 Hypothesis

This study was intended to discover the effect of 
the software inspector profiles on their perform-
ance in defect detection in object oriented design 
documents. The software inspector profile included 
undergraduate degree, undergraduate object ori-
ented courses taken, undergraduate performance, 
and object oriented working experience.

The software inspector’s performance in defect 
detection in object oriented design documents 
included the number of defect detected in object 
oriented design documents using Traceability-
based reading technique.

Hypothesis 1: The software inspectors with soft-
ware-related undergraduate degree perform 
differently in defect detection to the software 
inspectors with other undergraduate degrees.

Hypothesis 2: The software inspectors taken at 
least one object-oriented undergraduate course 
perform differently in defect detection to the 
software inspectors with no object-oriented 
undergraduate course.

Hypothesis 3: The software inspectors with higher 
undergraduate Grade Point Average (GPA) 
perform differently in defect detection to the 
software inspectors with lower undergraduate 
grades.

Hypothesis 4: The software inspectors with object-
oriented work experience can detect different 
number of defects to the software inspectors 
with no object-oriented work experience.

3.6 Procedure

The subjects were given a questionnaire asking for 
their profiles on work experience, undergraduate 
degree, and courses taken. These questionnaires 
were filled out before any of the inspection tasks 
began. The subjects were given no time limita-
tion to inspect the design documents. Once they 
detected a defect, they filled out the defect detec-
tion report indicating where (which design docu-
ment) that defects were detected and description 
of the defects. The task were given out the subjects 
in the first class of object oriented analysis and 
design course offering in the first semester of the 
program. In this first class, only object-oriented 
concept was given to the subjects.

4 EXPERIMENTAL RESULT

The summary report of defect detection behavior 
from this study was shown in Table 2.

When looking at the number of defect detected 
by individual subjects by their degree earned (soft-
ware-related and non software-related), the result 

Table 1. Number of seed defects in design document.

Defect classification Number of seed defect

Omission 5
Incorrect Fact 1
Inconsistency 5
Ambiguity 5
Extraneous Information 1
Total 17
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is shown in Table 3. It can be concluded that the 
undergraduate degree does not differ the subject 
performances in the number of defect detected in 
object-oriented design document inspection.

The number of defect detected for each individ-
ual subject was counted regardless of defect clas-
sification. The average number of defect detected 
by 29 subjects was 7.0 with the highest number of 
defect detected of 14 defects and the lowest number 
of defect detected of one defect.

The result in Table  3 also indicated that the 
defect detection performance of the subjects with 
software-related undergraduate degree might be 
different from the performance of the subjects 
with other undergraduate degree at the level of sig-
nificance of 90%. Therefore, looking into whether 
the subjects had taken any object-oriented under-
graduate course might be a better analysis to prove 
the hypothesis 1.

When comparing the number of defect detected 
by individual of the subject’s taking undergradu-
ate object-oriented courses (such as object-
oriented programming, object-oriented analysis 
and design, object-oriented technology), it can 
be seen in Table 4 that there is no significant dif-
ference in defect detection performance between 
subjects with at least one undergraduate object-
oriented courses to subject with no undergraduate 
object-oriented course. Further analysis confirmed 
that no matter how many undergraduate object-
oriented courses the subjects took does not differ 
in the subjects’ performance in defect detection.

The subjects participating in this study had an 
average undergraduate grade point average of 2.85. 
When comparing the number of defect detected by 
individual of the subject’s undergraduate degree 
performance using grade point average, it can be 
seen in Table 5 that subjects with higher undergrad-
uate degree performance (Grade Point Average or 
GPA of higher than or equal to 3.00) can detect 
defects in design document at a higher rate.

The subjects participating in this study had 
at least 3 years of experience with an average of 
5.2 years. When counting the number of defect 
detected by subjects with the difference work expe-
rience (with object–oriented work experience and 
with no object-oriented work experience), it can 
be seen that the object-oriented work experience 
does not differ the subjects’ performance in defect 
detection at the significant level of 95% as seen 
in Table 6.

Although only undergraduate GPA signifi-
cantly indicates the difference in defect detection 

Table  2. Defect detection behavior of subjects in the 
study.

Defect 
classification

No of defects 
NOT detected 
by any subjects

Average percentage 
of subjects that were 
able to detect defects

1. Omission 2 out of 9 27.72
2. Incorrect Fact 0 out of 1   6.90
3. Inconsistency 2 out of 7 40.89
4. Ambiguity 0 out of 5 24.83
5. Extraneous 

Information
1 out of 1   0.00

Table 3. T-test analysis comparing the number of defect 
detected by the subjects undergraduate degree.

N Mean
Std. 
Dev

Sig 
(2-tail)

Software-related under-
graduate degree holders

20 7.7 2.96

0.08Non software-related under-
graduate degree holders

9 5.44 3.36

Table  4. The T-test analysis on the number of defect 
detected by the subjects with and without undergraduate 
object-oriented course taken.

N Mean
Std. 
Dev

Sig 
(2-tail)

At least 1 undergraduate 
OO course taken

18 7.61 3.35

.194No undergraduate 
OO course taken

11 6.00 2.83

Table  5. The t-test analysis on the number of defect 
delectated by the subjects with different undergraduate 
degree performance.

N Mean
Std. 
Dev

Sig 
(2-tail)

Undergraduate GPA higher 
than or equal to 3.0

10 8.7 2.91

0.036*Undergraduate GPA 
under 3.0

19 6.11 3.05

Table  6. T-test analysis on the number of defect 
detected by the subjects with and without undergraduate 
object-oriented experience.

N Mean
Std. 
Dev

Sig 
(2-tail)

Undergraduate GPA higher 
than or equal to 3.0

11 8.27 2.83
0.150

Undergraduate GPA under 3.0 18 6.59 2.93
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performance, work experience, undergraduate 
object oriented courses taken and software-related 
degree encourage higher average number of defect 
detected. It is yet to be further analyzed that how 
much of the object oriented work experience, 
undergraduate object oriented courses taken sig-
nificantly improve defect detection performance.

5 CONCLUSION

It can be concluded that the software inspectors 
with software-related undergraduate degrees, 
undergraduate object oriented courses taken, and 
object-oriented work experience do not perform 
defect detection significantly differently. However, 
the software inspectors with higher undergraduate 
performance perform significantly better in defect 
detection on object oriented design documents.

Traceability-based reading technique can be 
used for the newly recruited software inspectors 
with or without prior object-oriented profiles dur-
ing training. However, the average defect detection 
performance of these subjects in this study was not 
high, especially on extraneous information and 
incorrect fact classification of defects.
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ABSTRACT: Document automatic summary is an important research in the field of natural language 
understanding. Search engines are used nowadays by all Internet users. Keyword selection is a fast-
growing industry in which different tools are used by companies to suggest their webpage’s keywords. 
The research goal of the web automatic summarization technology is to solve this problem directly to 
provide a concise and comprehensive information page content summary to the user, in order to improve 
the efficiency of user access to information. It is important to understand how different search engines 
would choose a webpage in search results based on a user’s query. The paper’s aim is to propose a method 
that suggests the keywords of a webpage based on frequent terms. The method used in this paper is the 
term frequency for defining frequent terms. An experiment is executed to validate the method results, and 
the result of the new method is compared with the Google AdWord tool. The accuracy of the proposed 
method is 82.4%, which is considered to be a promising result. The experimental results show that the 
judgment and readability of web page content in this system were superior to the general web page design 
of automatic summarization.

After that, the proposed method is presented; the 
next part will describe the system snapshots. Finally, 
the proposed method’s performance is evaluated 
on the available dataset and results discussed. The 
paper conclusion includes benefits of the proposed 
approach and directions for future work.

2 RELATED WORK

2.1 Keyword suggestion concept

The process of keyword suggestion is so important 
for different fields, e.g., semantic web, data mining, 
natural language process, and advertising. Advert-
ing companies use different tools that suggest the 
keyword. This step is very important since the most 
appropriate keywords could maximize their profit 
using the click-through rates (A. Joshi, 2006).

Keyword suggestion can be classified into prox-
imity search, query log mining, and meta-tag spi-
dering. Proximity search methods extract terms 
from the search engine’s result pages that already 
exist in the search term.

The second type is the query log mining method. 
This method suggests past queries containing the 
search term. The Google AdWords tool and the 
Yahoo Search Marketing tool are known examples 
of this method (Dongqing Zhu, 2010).

The last method which is the meta-tag spidering 
method uses the engine with the seed and extracts 
meta-tags from the best suggestion ranking. 

1 INTRODUCTION

With the rapid development of the Internet, a 
variety of data on the Web has increased dramati-
cally. The network has become a potential source 
of data warehouse and knowledge. Keyword selec-
tion is used in many applications as an example 
of preprocessing, text classification, web mining, 
semantic web, and sponsored search. Semantically, 
keyword extension would allow improving the 
quality of selected keywords.

The technology will automatically document 
content in a simple way, when the information 
retrieval technology is developed to a certain degree 
of natural extension. Online adverting depends 
mainly on text adverting since advertisers should 
aim to increase the volume of bid phrases and also 
chose the most relevant phrases for their products, 
otherwise online users would not click on the ad 
that transfers them to the purchase page of the 
product or the service being promoted.

The proposed approach is divided into four 
steps. First, loading and parsing the webpage into 
tokenizes (small pieces). Second, removing the 
stop words from the list of terms extracted from 
the parser, and then the third step is stemming the 
terms to return to the word’s stem. Finally, the list 
of terms and their frequency is extracted from the 
proposed system.

The rest of the paper is organized as follows. 
First, the author describes the problem. Then, pre-
vious work related to keyword selection is listed. 
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This method is considered to be of a lower qual-
ity than other methods (G. Chen, 2008). Using the 
semantic meaning of different words and extend-
ing keywords by semantically related phrases could 
be used by the advertiser’s website.

2.2 Keyword suggestion applications

Advertising companies use research studies to reach 
more profitable levels. Research studies investigate 
the suggestion keyword tools. Semantically related 
phrases can be extracted from any webpage and 
used to define the most important keyword to rep-
resent this webpage. It is very important to extract 
the keyword list that is less common but also most 
representative of a webpage. This can be achieved 
by defining the most similar words semantically by 
using the statistical occurrence methods.

The structure of the website can be improved by 
rearranging links between pages (H. Zahera, 2010). 
The text content can also be improved by identi-
fying the most relevant keywords. These relevant 
keywords are extracted using Term Frequency-
Inverse Document Frequency (TF-IDF).

The list of keywords that represent a specific 
webpage/document could be extracted not only by 
statistical methods but also using the conceptual 
similarity knowledge (Dongqing Zhu, 2010). In 
(J. Alpa, 2010) a novel approach proposed, called 
TermNet, the semantic relationships can be 
designed as a directed graph for defining the rel-
evant terms extracted from a webpage.

Search engine results depend on a query or 
keyword; sometimes users do not use the right or 
specific keyword to reach the search goal (Jaime 
Arguello, 2011). Query recommendation systems 
are used to help the user reach his goal by suggest-
ing some keywords that were used previously by 
the user or others (user log). Another way is to use 
the help of an information source or a thesaurus (J. 
Velasquez, 2004).

One of the well-known previous research-
ers who worked in online advertising proposed a 
method for phrase extraction for advertising pur-
poses using HTML tags, TF-IDF, and query logs 
(L. Mostafa, 2009). Open Information Extraction 
(OIE) focuses on domain independent and scal-
able extraction of terms without requiring human 
input. S. Ravi, 2010 proposes a model of OIE over 
search query logs where clusters generated from 
the query logs can be very effective in web search.

2.3 Keyword suggestion tools

For the purpose of online advertising, different 
keyword suggestion tools also known as Bidterm 
suggestion tools (V. Abhishek, 2007) are used 
(Yuelin Li, 2010). Online advertisers bid on key-

words through auctions. The winner of the auction 
can put his ad and links on the search result page 
of the search company when querying the Bid-
term (L. Mostafa, 2009). However, these tools are 
commercial tools and sometimes their result is not 
related to the required target (Yuelin Li, 2010).

Also, keyword selection tools are used by dif-
ferent search engines to provide relevant search 
results as a response to a user query.

The Google AdWords tool can be used for key-
word selection purposes (A. Joshi, 2006). However, 
the drawback of this tool is the proximity based 
searches in which the keyword extracted must be 
listed as a search term.

Some systems solve the problem by adopting a 
strategy similar to proximity search, but using the 
result pages to build a bag of word vectors for the 
seed, and then suggest keywords that have a similar 
vector (H. Zahera, 2010).

3 PROPOSED APPROACH

This study aims at discovering how inspectors of the 
different object-oriented background perform defect 
detection using traceability-based reading tech-
nique namely Object-Oriented Reading Technique 
(OORT) (L. Li, 2008). The software inspector’s 
object-oriented backgrounds include undergradu-
ate degree earned, undergraduate object-oriented 
courses taken, undergraduate degree performance, 
and object-oriented work experience.

The steps of the proposed method pass through 
three main modules, which are loader, parser, stop-
word remover, and stemmer, as shown in Figure 1. 
The input of the proposed approach is the web-
page and the output is the list of words and their 
frequencies. The following figure shows the pro-
posed approach framework.

3.1 Proposed approach phases

The parser module is the first step in which a 
parser is a program that breaks large units of data 

Figure  1. Proposed approach—three phases which 
include a parser, stopword remover, and stemmer.
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into smaller pieces called tokenzs. After the web-
page is fed to the system, the parser divides it into 
tokenzs. The output of the parser phase is the list 
of words in the webpage. The second phase is the 
stopword remover.

Stopwords are common words that carry less 
important meaning than the keywords. Usually, 
search engineers remove stopwords from a key-
word phrase to return the most relevant result. 
Examples of stopwords are: the, an, a, are.

Different stopword removers can be used as 
PorterStemAnalyzer (L. Mostafa, 2009). The pro-
posed approach uses Lucene English Stopwords 
removal (Lucene, 2011a) as it includes most of the 
existing stopwords list.

After removing the stopwords from the list of 
keywords, the relevant words can be discovered. 
The stemmer can then start working on these 
words.

Stemming is the process of reducing inflected 
or sometimes derived words to their stem, base or 
root form, e.g., education to educate. The proc-
ess of stemming is important for search engines, 
query expansion or indexing, and natural language 
processing problems.

Different stemming algorithms can be used 
such as Porter stemming (2011b), Lovins stem-
ming algorithm (2011c) and Krovetz stemming 
algorithm (2011d). One of the most used stemmers 
is the Snowball Stemmer (2011e). This stemmer is 
used in the proposed framework.

The output of the stemmer phase is terms with 
their frequencies. It is important to count the fre-
quency of the terms so that terms with the highest 
frequency are considered as being one of the key-
words of the webpage.

3.2 Approach tools

For preprocessing and extraction of keywords, an 
application was developed using the Java language 
environment that includes Java Integrated Devel-
opment Environment (IDE), which is NetBeans 
and the Java virtual machine.

The stemming algorithm is a process for remov-
ing the commoner morphological and inflexional 
endings from words in English. Its main use is as 
part of a term normalization process that is usu-
ally done when setting up information retrieval 
systems. The stemmer used is Snowball Stemmer. 
The stopwords remover used is Lucene English 
stopwords removal (Lucien, 2011a).

4 PROPOSED APPROACH SYSTEM

The proposed framework is implemented using 
Java, a well-known object-oriented language. 

Different modules were added, e.g., Snowball 
Stemmer. This section will describe the created 
system snapshots. The following figures will show 
the system’s sequence.

The first step is feeding the webpage URL to the 
system, as described in the following Figure 2.

The second step as explained in the proposed 
approach section is parsing, stopword removal, 
and stemming. This step is shown in Figure 3.

Figure 2. The system screen in which the user can insert 
the webpage URL.

Figure  3. The loading screen that represents steps of 
Parsing, Removal, and Stemming.

Figure  4. The last step of the proposed system that 
shows the output represented in a list of terms and their 
frequencies.
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Figure 4 shows the last step which contains the 
list of terms and their frequencies.

5 EVALUATION AND TEST RESULTS

5.1 Experiment design

The goal of the experiment is to validate the 
result of the proposed approach by measuring 
the F-measure and accuracy level. The proposed 
method compares its keywords suggestion to 
Google AdWords keywords. The method sug-
gests three keywords that can be used for webpage 
search query.

The experiment design was mainly divided into 
two parts. The first part examines F-measure (pre-
cision and recall); the second defines the accuracy 
of the proposed approach.

The F-measure is a combination of precision 
(the percentage of positive predictions that are 
correct) and the recall (the percentage of positively 
labeled instances that were predicted as positive).

To calculate the F-measure, it is required to 
compute the precision and recall values. The fol-
lowing equations (1) are used for this purpose.

recall
number of ro elevant items retrieved

number of ro elevant items
=

inii collection
 (1)

precision
number of ro elevant items retrieved

total number of io tems
=

rerr trieved
 (2)

F p
rp

r p1FF
2( ,r ) =
+

 (3)

To accomplish the experiment design, a data-
set for webpages should be used. The DMOZ2 
dataset (Open Directory) is used for this purpose. 
DMOZ or The Open Directory Project is the larg-
est, most comprehensive human-edited directory 
of the Web. It is constructed and maintained by a 
global community of volunteer editors. The Open 
Directory was founded in the spirit of the Open 
Source movement and is the only major directory 
that is 100% free. The dataset used consists of 50 
webpages of shopping domain extracted from the 
DMOZ dataset.

5.2 Experimental results

For the purpose of defining the proposed approach, 
validation F-measure is used. Based on the 50 web 
pages in the dataset, the value of F-measure is 0.7 
compared to the Google AdWords keywords as 
shown in Table 1.

The experiment compares each keyword sug-
gested by the proposed approach with the Google 
AdWord tool. Each correct suggestion will affect 
the value of precision and recall. After calculating 
the F-measure, the accuracy level is calculated for 
the proposed approach validation.

6 CONCLUSION

The paper provides a framework for webpage 
keyword suggestion; the framework is ready for 
adding other modules in future work since it is 
implemented using one of the object-oriented lan-
guages, which is Java. The input of the approach is 
the webpage and the output is a list of keywords 
suggested.

The process of suggestion in the proposed model 
depends on the combination of the parser, stop-
word removal, and stemmer. After finishing this 
preprocessing step, the words and their frequency 
are calculated. The experiment depends on the 
comparison between each suggested word by the 
proposed approach and the Google AdWord tool. 
The accuracy of the proposed approach is meas-
ured along with the precision and recall values.
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Research and optimization of the layout of F company truck interior 
workshop based on GA

Wei Jiang, Yanhua Ma & Yuanchao Pan
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ABSTRACT: Nowadays, the competition in the manufacturing industry is more and more fierce and a 
good workshop layout will have a significant impact on enterprise production in all aspects, especially in 
reducing the logistics intensity and logistics cost, and improving the production efficiency. Based on this 
background, this paper aimed at studying the improvement of the truck interior workshop layout in F 
company. During the study, a series of scientific research methods were adopted like F-D, SLP, GA, and 
AHP. When compared to the initial layout, the results obtained from the optimal layout indicate that the 
new layout scheme will bring about improvement in efficiency and reduction of resource waste. The proc-
ess and results of this study have an important practical value for similar research objects.

The truck interior workshop with each work 
unit size and truck interior part list requirement 
is presented in Table 1. By the analysis of F Com-
pany workshop existing truck interior planar lay-
out, we found out the following problems:

1. The amount of logistics and distance between 
operating units 1 and the assembly line was rela-
tively large.

2. The amount of logistics produced in the assem-
bly line between operating unit 7 and operating 
unit 13 was not satisfactory, but far away.

1 SITUATION ANALYSIS OF F COMPANY 
TRUCK INTERIOR WORKSHOP

The main content of F company truck interior 
workshop is conducted truck cab assembly. The 
interior workshop is mainly composed of A, B, 
two parallel assembly lines and assembly tasks. The 
dimensions of the shop interior are 320 m × 50 m, 
the assembly line length is 236 m and width 4 m. 
The workshop uses towline car to be assembled 
and has the characteristics of flexibility. Now, the 
existing plant layout work units are divided into 
a total of 16 operating units. The truck interior 
workshop units are divided and the drawn interior 
shop layout diagram is as shown in Figure 1.

Figure 1. Truck interior existing plant layout.

Table 1. Truck interior workshop with each work unit 
size and truck interior part list requirement.

No.
Name of 
work unit

Size 
(m)

Area 
(m2)

Number/
vehicle

 1 Glove box 20 × 4 80 1
 2 Top cover 10 × 8 80 1
 3 Door stopper 10 × 4 40 1
 4 Wiper motor 10 × 4 40 1
 5 Door lock 10 × 4 40 2
 6 Sleeper 20 × 4 80 2
 7 Door glass 10 × 3 30 2
 8 Elevated box 20 × 4 80 2
 9 Dashboard 10 × 9 90 2
10 Front windshield 10 × 9 90 1
11 Seats 20 × 4 80 2
12 Steering wheel 10 × 4 40 1
13 Insulation pads 10 × 4 40 1
14 Brake valve 20 × 4 80 1
15 A line 236 × 4 944
16 B line 236 × 4 944
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2 RESEARCH EXISTING LAYOUT USING 
LAYOUT DESIGN

2.1 The interior of the truck assembly plant in the 
existing layout analysis using the SLP method

Since A, B, two assembly lines are arranged in two 
parallels, so the A and B line intensity of superpo-
sition analysis of logistics were collected and the 
logistic capacity is as shown in Table 2.

From the operating units integrated correla-
tion diagram, a truck interior workshop unit posi-
tion correlation diagram is obtained, as shown in 
Figure 2.

The combined operating units location map and 
associated operating units in a conventional layout 
in the actual area can be arranged in a number of 
reasonable layout programs. Several programs can 
be selected to evaluate the optimal solution, but 
the process of obtaining the candidate program 
approximately has great subjectivity and limita-
tions and cannot guarantee the optimal layout of 
the global scope of the program, so this will be the 
only program as part of the initial population of 
the genetic algorithm. Based on this conclusion, 
this paper searched globally to get a real sense of 
the optimal solution.

2.2 The main steps of the truck interior workshop 
layout optimization procedure using genetic 
algorithms

1. The establishment of the fitness function
2. Design function constraints
3. The initial population design
4. Determining the coding method
5. Genetic operator design
6. Algorithm termination condition

2.3 The use of MATLAB to achieve genetic 
algorithm

By the MATLAB operation, this paper got two lay-
out schemes in addition to the original layout, a total 
of three layout schemes. Next, it selected the best 
solution by conducting the comparative evaluation, 
where the original layout was named layout scheme 1, 
two programs by genetic algorithm are referred to as 
layout scheme 2 and scheme 3. Scheme 2 is as shown 
in Figure 3 and scheme 3 is as shown in Figure 4, with 
the original layout plan shown in Figure 5.

Figure 2. Truck interior workshop unit position corre-
lation diagram.

Figure 3. Layout scheme 2.

Figure 4. Layout scheme 3.

Table 2. From the total amount of logistics to the table.

     Level 
        B

Level 
C

B1 B2 B3 B4
Level C
Ordered by 
the total 
weight0.1082 0.2532 0.0655 0.5731

C1 0.0608 0.0695 0.0974 0.1111 0.0942
C2 0.3531 0.3484 0.5695 0.4444 0.4184
C3 0.5861 0.5821 0.3331 0.4444 0.4873
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3 EVALUATION AND SELECTION OF THE 
BEST TRUCK INTERIOR WORKSHOP 
PLANAR LAYOUT PLAN

3.1 Evaluation and selection of the best truck 
interior workshop planar layout plan using the 
analytic hierarchy process

The paper selected the expert’s questionnaires to 
build the judgment matrix and standards related 
target of judgment matrix as follows:

A

B B B B

=

⎡

⎣

⎢
⎡⎡

⎢
⎢⎢

⎢
⎢⎢

⎢
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⎢⎣⎣
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⎤
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⎥
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⎥
⎥⎥

⎥
⎥⎥

⎥⎦⎦
⎥⎥

1 2B BB B 3 4B BB
1 1 5
3 1 4 1 3

1 4 1 1 7
5 3 7 1

/ /3 2 1
/

/ /2 1 /
 (1)

AHP total sort results shown in Table 3.
Calculated overall consistency ratio CR = 0.0117 

<0.1 satisfies consistency. Total weight of the pro-
gram to sort the results by the calculated layer can 
be seen. Total weight of the program C3> Total 
weight of the program C2> Total weight of the 
program C1.

It can be concluded that F company truck inte-
rior workshop layout scheme 3 is the optimal solu-
tion, but also an ideal layout is scheme 2. The two 
optimization programs are more excellent than the 
initial layout.

3.2 Comparative analysis results

By evaluating the safety factors, flexible layout, 
overall environment, the efficiency of logistics, and 
other aspects, the selected option 3 is the optimal 
layout, and integrated logistics cost from the fol-
lowing aspects before and after comparison with 

more intuitive results were demonstrated before 
and after optimization.

First, this paper calculated the cost of the initial 
layout of logistics.

Then it used the following formula to solve the 
collected amount of logistics and logistics costs:

ijff ij
j

n

i

n

)f dijff ijdd
==

∑∑
11

 (2)

where c is the unit cost of transport from the logis-
tics, taking c = 1.

We solved for the initial layout logistics costs 
Z1 = 3.3 × 107. Based on genetic algorithms, using 
MATLAB, we can get the optimal layout of the 
logistics cost Z3 = 1.5 × 107. Optimal layout reduces 
logistics costs by 1.8 × 107 than the initial layout, a 
reduction of 55% of logistics cost.

So we can see that the selected planar layout 
scheme 3 through genetic algorithms and assess-
ment method compared with the initial planar lay-
out 1, greatly reduced the cost of logistics.

4 CONCLUSION

Firstly, this paper started collecting related data 
of the present layout. Accordingly, it adopted the 
F-D analytical method to get data to find out the 
deficiency of the present layout. Secondly, aiming 
to optimize the layout, SLP and genetic algorithm 
method were selected to get two approximate opti-
mal solutions. In the end, the evaluating method 
AHP was used to choose the most excellent layout. 
As a result, the evaluation method got a consist-
ent result. Thus the layout chosen is the best for F 
trucks interior workshop.
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The study and implementation of VoIP voice terminal system 
based on android platform

Gongjian Zhou
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ABSTRACT: VoIP is a system which can realize real-time voice communication in IP network. Based 
on the research of VoIP related technology and protocol and Android platform, this paper designs and 
realizes the Android terminal VoIP voice communication system based on SIP protocol by applying 
Android NDK development framework and Java language integrated with SIPDroid. The test results 
show that the system is with multiple functions and in good performance, which can meet the practical 
application and marketing demand.

3. The paper packages the developed programs to 
form apk, then downloads it in the cellphones. 
The paper also provides the corresponding 
experimental environment to test its functions, 
and uses Wireshark to analyze the package of 
voice packets and verify the completeness of the 
system’s functions. The final results are correct, 
which achieves the design expectations.

2 SYSTEM-RELATED TECHNOLOGY 
AND PROTOCOL RESEARCH

2.1 VoIP technology
VOIP is a set of instant messaging technologies 
which transmit voice over IP network. It is not a 
specific agreement or standard, but a complex set 
of technologies (Runsheng & Xiaorui 2004). Its 
working principle can be showed in Figure 1.

The voice communication services can be real-
ized as follows: convert voice signals to digital 
signals, compress coding and package the signals 
in groups, then turn the analog signals into IP 
telegrams with Internet as transmitting medium 

1 INTRODUCTION

In recent years, with the continuous development 
of Internet technology, IP-based real-time voice 
trans-mission technology has gradually become 
mature and VoIP (Voice Over Internet Protocol) 
telephone has been more and more widely used 
(Runsheng & Xiaorui 2004). The expansion of 
mobile communication services and the popularity 
of smart phones provide a strong market thrust for 
the application and promotion of soft-switching 
system which belongs to VoIP and achieves voice 
communication function through software. Given 
the fact that the Android system plays an absolute 
leading role in the mobile terminal market, this arti-
cle uses Android NDK (Native Development Kit) 
integrated with SIPDroid (SIP open source pro-
tocol stack) as development environment after an 
in-depth study of the VoIP-related technology and 
Android platform, designs and realizes the VoIP 
communication system based on SIP protocol of 
Android terminal. The main achievements are as 
follows:

1. The paper analyses and studies VoIP technology, 
SIP protocol and Android technology, focus-
ing on Android NDK development framework 
and SIPDoird architecture. We comprehen-
sively understand and master the technological 
theories used by the system, which lays a solid 
theoretical foundation for the design and imple-
mentation of the system.

2. The paper uses MVC design pattern and Android 
NDK hierarchical structure, and divides the 
terminal system into four sub-modules, namely 
user interface, SIP message processing, voice 
processing, real-time transmission. Besides, the 
paper also uses Java language to develop and 
implement the four sub-modules. Figure 1. VoIP data processing flow chart.
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which can be transmitted and exchanged on the 
Internet. Finally, turn IP telegrams back to analog 
voice signals through a series of reverse operations 
(Rosenbery 2002, Jiantao & Kaiyan 2007).

The key technologies related with VoIP include: 
signaling technology, coding technology, real-time 
transmission technology, Quality of Service (QoS) 
guarantee technology, network transmission tech-
nology, etc (Duanfeng & Xinhui 2005). After com-
prehensively considering various conditions, the 
system adopts the SIP (Session Initiation Proto-
col) as the signaling control protocol, Speex cod-
ing algorithm as the voice coding technology, RTP 
(Real time Transport Protocol) as the voice real-
time transmission; RSVP (Resource Reservation 
Protocol) and RTCP (Real Time Transport Con-
trol Protocol) as the quality of service QoS guaran-
tee. In terms of network transport layer protocol, 
the system selects UDP, supplemented by gateway 
interconnect, routing, network management and 
security certification and billing, mute detection, 
echo cancellation and other related network com-
munication technologies.

2.2 SIP protocol
The SIP protocol is a text-based, application-layer 
signaling control protocol proposed by the Internet 
Engineering Task Force (IETF) in 1999. It is mainly 
used to create, modify and release one or more par-
ticipants of the session. These sessions are a collec-
tion of signaling data and media data. Participants 
can communicate via multicast, unicast or even mul-
ticast (Rosenbery 2002, Jiantao & Kaiyan 2007).

2.2.1 Network entities of SIP
The SIP protocol adopts the Client/Server (C/S) 
model to complete the call establishment through 
the request and response between the client and 
the server. A typical SIP network usually contains 
two kinds of network entities (User Agent) and 
Network Server (Network Server). The network 
framework is shown in Figure 2.

User Agent (UA) is divided into UAC (User 
Agent Client) and UAS (User Agent Server). 
UAC’s main task is to initiate SIP call request and 
UAS’s main task is to respond to the call request. In 
many cases, the user agent undertakes the dual role 
of the user agent client and the user agent server.

The network server is composed of a proxy server, 
a register server, a redirect server, and other serv-
ers. Proxy server is mainly responsible for message 
routing. Registration server is mainly responsible 
for processing user registration information. Redi-
rect server is mainly responsible for positioning. 
They can be distributed in different physical enti-
ties, and can also coexist in a device. According to 
actual needs, we will integrate the three servers into 
one through softwares.

2.2.2 SIP message mechanism
The messages in SIP are coded in text mode. They 
are composed of the start line, several message 
headers, blank lines and message bodies, and are 
divided into two types, namely request message 
and response message (Rosenbery 2002).

Generic-message = start-line 
 *message-header 
 CRLF 
 [message-body]

1. Start-Line gives the SIP version, the calling 
operation method, the current address of the 
invited user, the response type, and so on. The 
start line in the request message is the Request-
Line, and the start line in the response message 
is the Status-Line.

2. Message header (Message-Header) is divided 
into four categories: general head, request head, 
response head and entity head. The symbol “*” 
indicates that the field can have more than one 
message head (Rosenbery 2002).

3. A blank line (CRLF) indicates the end of a 
message header field.

4. Message-Body generally uses the Session 
Description Protocol (SDP). It mainly includes 
the session description, and the cause and pro-
gress indication text may also be included in the 
response message.

The request message is used to activate SIP mes-
sages sent to the server, including INVITE, ACK, 
OPTIONS, BYE, CANCEL, and REGISTER, 
depending on particular operations.

The response message is used to respond to a 
request message indicating the success or failure 
status of the call. It contains a 3-bit integer status 
code to indicate the response of the called party 
to the request. The first bit indicates the response 
type, the last two bits indicate the specific response 
in the class. According to the different value, it is 
divided into the following types, 1xx, 2xx, 3xx, 4xx, 
5xx, 6xx, and so on.

2.3 Android technology

Android is an open source operating system based 
on the Linux platform developed by Google and Figure 2. Network framework of SIP system.
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the Open Handset Alliance, and it is primarily used 
in mobile devices. Its essence is to add a Java vir-
tual machine Dalvik in the standard Linux system, 
and build a JAVA application framework in Dalvik 
virtual machine. All applications are built on the 
JAVA application framework (Batyuk et al. 2009). 
Android system uses a layered architecture. From 
the top to the bottom, it is divided into four layers, 
namely, Linux kernel, system libraries and Android 
runtime, application program layer and application 
framework layer, which can be shown in Figure 3.

1. Linux kernel: Android core system services rely 
on Linux2.6 kernel, such as memory manage-
ment, process management, network protocol 
stack and driver model. The Linux kernel also 
serves as an abstraction layer for the hardware 
and software stacks.

2. System library and Android runtime: The system 
library includes nine subsystems, namely, layer 
management, media library, SQLite, OpenGL, 
FreeType, WebKit, SGL, SSL and Libc. Android 
runtime includes the core library and Dalvik vir-
tual machine, and the core library is compatible 
with most of the Java language functions. Dalvik 
virtual machine is a register-based java virtual 
machine, and its main functions include the life 
cycle management, stack management, thread 
management, security and exception manage-
ment and garbage collection and other impor-
tant functions (Batyuk et al. 2009).

3. Application framework layer: application frame-
work layer includes the following ten parts, tel-
ephone manager, resource manager, location 
manager, notification manager, and other six 
parts. It is the basis for Android application 
development. In most cases, developers are deal-
ing with the layer. On the Android platform, the 
developer has full access to the APIs used by the 
core application, and any application can publish 
its own functional modules, or use other func-
tional modules that have been published by other 
applications to perform component replacement.

4. Application layer: This layer provides some 
core application packages, such as e-mail, SMS, 

calendar, maps, browser and contact manage-
ment. At the same time, developers can use the 
Java language to design and compile their own 
applications.

3 THE OVERALL DESIGN OF THE 
SYSTEM

3.1 System layer module design
According to the functional requirements of the 
system, the system uses a hierarchical modular 
design ideas, as shown in Figure 4.

1. Access layer: It mainly uses the existing PSTN, 
3G, 4G and IP networks to achieve system 
access services, and analyzes the SIP message 
and SDP message transmitted from the Internet 
through the SIP signaling protocol stack.

2. Ability layer: It mainly provides the function 
module to deal with SIP signaling and RTP voice, 
which is the core part of the system. The SIP soft 
switch platform achieves the User Agent (UA). 
When it calls, it is regarded as UAC. When it is 
called, it is regarded as UAS. We also set other 
modules, such as coding, recording, RTP media, 
conference management, IVR, data engine and 
so on. Above those modules, we set a service 
engine in order to dock with business layer.

3. Business layer: It is a system function provided 
for end-users. In addition to achieving the basic 
point-to-point voice calls, it can also achieve 
switch board IVR voice processes, conference 
calls, voice mail and other value-added functions.

4. Display layer: It is a carrier to use system provided 
for end-users. At the mobile end, specialized APP 
is used and on the PC end SIP soft terminal soft-
wares are used (eg X-Lite, Eyebeam, etc.).

3.2 The protocol stack structure of the system
The system is based on IP network voice commu-
nication and the protocol stack structure can be 
shown in Figure 5.

Figure 3. Android system architecture diagram.

Figure 4. System hierarchical module diagram.

Figure 5. System protocol stack structure.
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At the application layer, SIP is used for voice 
signaling control, and RTSP is used to control “one-
to-many” multimedia data flow. RSVP and RTCP 
are used to guarantee higher quality of service QoS. 
The former specifies the resource protection policy 
of the IP network and the latter is used to detect 
and potentially resolve transmission problems, thus 
monitoring the session quality and detecting the 
network. RTP is used to complete the end-to-end 
voice data real-time transmission services.

At the transport layer, we use the UDP proto-
col. On the one hand because the UDP does not 
require three handshake. The establishment pro-
cess of SIP signaling has completed the functions 
which is equivalent to TCP three-way handshake. 
On the other hand, UDP can meet the real-time 
requirements of RTP while satisfying the require-
ment of SIP commonality (Stefano 2007).

3.3 Function modules’ design of the system
Through the deep research of VoIP technology, SIP 
protocol and Android technology, we use NDK 
(Native Development Kit) framework which inte-
grates open source SIPDroid under the Android 
platform as the development environment. The 
hierarchical functions planned by the system cor-
responds to the hierarchical modules in the NDK 
framework, which can be shown in Figure 6.

1. User Interface (UI) module: This module cor-
responds to the Java Application Layer of the 
NDK framework. It mainly uses the Java lan-
guage to design and write the user interface, 
which is the part of the whole software system 
and user interaction. It implements the concrete 
SIP function by calling the interface of JNI 
layer (Java Native Interface Layer): for example, 
the initiation, establishment and termination of 
the session. Besides, it also includes many other 
subordinate function interfaces such as address 
book display, call parameter settings, dial-up 
and real-time calls.

2. SIP message processing module: This module 
corresponds to the NDK framework of the JNI 
layer and the native code layer (Native Code 
Layer), which is the core of the entire system. 
Android kernel itself does not provide SIP pro-
tocol stack, so in this module we use open-source 
SIP protocol stack SIPDroid SIP to process mes-

sages. Its source code has included specific meth-
ods to process the SIP messages, so we only need 
to design the appropriate JNI Interface function 
and directly use it in the UI module[3].

3. Voice processing module: This module corre-
sponds to the NDK framework of the native code 
layer. The design of the layer are generally written 
in C language, which is mainly used to complete a 
series of functions such as the collection of voice 
data, compression, encoding and playback.

4. Real-time transmission module: This module 
corresponds to the NDK framework of the JNI 
layer and the native code layer. It is mainly used 
to transmit various messages of SIP, and RTP 
encapsulation and packing of voice data after 
voice processing, decapsulation of received 
voice data and so on (Batyuk et al. 2009). In 
SIPDroid framework, we design and implement 
the RTP transmission source code function, 
and use JNI to encapsulate and package calls.

4 THE SPECIFIC DESIGN AND 
IMPLEMENTATION OF THE SYSTEM

4.1 The design and implementation of User 
interface (UI interface)

UI interface is not only the interface of human-
computer interaction, but also affects the user’s 
overall experience of the application. In the frame-
work of Android UI design, this system designs 
five UI interfaces, such as user login interface, 
parameter setting interface, dial interface, address 
book interface and real-time communication inter-
face. The design mode of MVC (Model-View-
Controller) can be shown in Figure 7.

The entire UI is built by View and View Group. 
Each visual interface uses Activity to achieve this 
component. Activity also carries a variety of dif-
ferent control elements. The use of XML file lay-
out mechanism helps to define the user interface 
structurally and to ensure that the user interface is 
separated from the code definition. After complet-
ing the UI layout, the Android framework uses the 
event listener interface to listen to user interaction.

4.2 The design and implementation of SIP 
message processing module

SIP message processing module is the core module 
of the system, which can be realized by using open 

Figure 6. Terminal system function module. Figure 7. UI interface design under MVC mode.
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source VoIP protocol stack SIPDroid on Android 
platform. SIPDroid completely encapsulates the 
SIP message model, implements the RFC3261 pro-
tocol content, and employs high cohesive, low cou-
pling software design architecture, which is easy for 
developers to customize their own new functions 
(Singhand & Schulzrinne 2006). The framework of 
SIPDroid protocol stack is shown in Figure 8.

1. UI layer: It is mainly responsible for the inter-
face display and it provides users with the sys-
tem interaction interface.

2. Core Engine Layers: This layer starts various 
services through SIPDroid Engine, initializes the 
software parameters, provides customized UI 
interfaces, and calls down the encapsulated SIP 
message processing interface, which is the core 
processing layer of the system. This layer con-
tains several important files and classes: User 
Profile (User Profile) which is used to maintain 
the system configuration information and global 
variables; User Agent (user agent) which is used 
to handle a variety of user events and complete 
the SIP protocol stack call and session; Register 
Agent which is used to handle the registration 
event of the SIP message to complete the regis-
tration process of the client to the SIP server.

3. It mainly realizes the content of RTP and RTCP 
protocol, using UDP protocol to complete the 
data transmission and control. In addition, 
the layer also provides JSTN NAT penetration 
technology based on STUN protocol.

4.3 The design of voice processing module

We consider the design of voice processing mod-
ule mainly from three aspects: the acquisition 
and playback of voice streams, compression and 
encoding and packaging and transmission the 
main process can be shown in Figure 9.

We use Audio development framework provided 
by Android media library to acquire and play voice 

signals. Audio Record provided by Audio frame-
work is used to record the voice and Audio Track 
is used to play the voice[4]. We also employ Speex 
Algorithm to compress and encode voice signals. 
RTP and UDP protocols are used to pack and 
transmit voice signals.

4.4 The design and implementation of real-time 
transmission module

The data transmitted in VoIP system can be 
broadly divided into two types: SIP signaling data 
and session audio data. Based on the architecture 
of SIPDroid, we design the above two kinds of 
data streams into two different transmission chan-
nels, which can be shown in Figure 10.

1. SIP signaling data transmission: The operations 
of the user at the UI layer operation (such as 
dial-up, answer, etc.) will be broadcast to the 
SIPDroid core engine. According to the types 
of operations, SIPDroid core engine will deliver 
them to the User Agent or Register Agent and 
they will produce different requests. SIPDroid 
Provider will analyze those requests and form 
corresponding SIP packages. The packages 
will be delivered to Udp Transport. After being 
handled, the packages will be delivered to Udp 
Provider. We can call Udp Socket and bind it 
with the target address and finally transmit the 
date through Datagram Socket of Java. When 
receiving SIP packets from the network, the 
data transfer order is reversed.

2. Session audio data transmission: the terminal 
compresses and codes the sampled and then 
delivers them to the SIPDroid core engine. Mean-
while, the backstage system will start two thread 
classes. One is used to send RTP packet virtual 
class RtpStreamSender, and the other is used to 
receive RTP packets of virtual Class RtpStream-
Receiver. These two classes are Java thread classes, 
both of which have achieved Runnable interface 
and are in the audio session after the establish-
ment of continuous operation. RtpStreamSender 
data will be delivered to the RtpSocket. Then 
RtpSocket will package the data packet into Rtp 

Figure 8. SIPDroid program framework diagram.

Figure 9. Voice processing module flow chart.
Figure  10. Two different real-time transmission data 
channels.
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package, read the target IP address and the agree-
ment of a good RTP port number, and bind those 
information with SIPDroid Socket. SIPDroid 
Socket can transmit the data by calling Java Data-
gram Socket. When receiving Rtp packets from 
the network, the data transfer order is reversed.

4.5 Database design
From the business logic point of view, the sys-
tem selects open source, and operating system-
independent SQLite as a database background, 
in which multiple tables are set up, including two 
most important tables, namely user information 
and contacts tables. The User Information Table 
includes SIP account, log-in password, permission 
level and other fields. The Contacts Table includes 
the contact name, SIP account number, E-mail 
address, and other fields.

5 OPERATION AND TESTING OF THE 
TERMINAL SYSTEM

After the development of all functional modules, 
we use ADT in Eclipse to package the program to 
generate the appropriate apk file and install it to 
the Android phone.

In the test, we choose the client application soft-
ware developed in this paper as a caller, running on 
the HTC G23. Free VoIP soft phone X-Lite is chosen 
as the called party, running in the pc-side windows 
environment. The server uses the SIP server built by 
Asterisk and integrates the functions of the registra-
tion server and the proxy server. Wireshark uses the 
open-source network packet analysis software Wire-
shark to capture and analyze network packets dur-
ing a call, which can be shown in Figure 11.

After comparing the data of Wireshark cap-
turing packet with standard SIP call flow (see 
Figure  12), it is confirmed that the system is in 
good working condition and the basic function 
of voice terminal is complete. The main function 
modules can be used normally and the expected 
results are achieved.

6 SUMMARY

In this paper, we use open source development plat-
form and tools to design and implement the VoIP 
voice terminal system based on the Android plat-
form. Modularization method is also applied in 
this paper, so the system has the advantages of low 
development costs, complete voice communication 
functions, being convenient, practical, reliable, safe 
and good. The system can also be extended into 
the network interactive multimedia application 
with texts and video conferences to meet different 
application needs of the market, which has a good 
value for market application and promotion.
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Research on a malicious code behavior acquisition method based 
on the Bochs virtual machine
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ABSTRACT: Bochs is an open source IA-32 (x86) emulator written in C++ that simulates the entire 
PC platform, including CPU, I/O devices, memory, and BIOS. This paper presents a method to acquire 
the behavior of a malicious code based on the Bochs virtual machine. It intercepts the instruction stream 
and data stream information conditionally when a malicious code is running in Bochs by redesigning 
the Bochs system, and then it records and parses the intercepted information. It also gets the system call 
information by linear address analysis so as to provide the executed system calls of a malicious code for 
the following behavior analysis. Experiments show that this method can effectively acquire the behavior 
characteristics of malicious codes.

and API functions. The basic idea behind mali-
cious code detection is based on the behavioral 
analysis in that there is a clear distinction between 
the behavior that a malicious code exhibits when 
it is running on the system and the behavior that 
a normal program behaves when it runs so that it 
can be determined whether the code is malicious. 
Since there is no need for a predefined signature, 
malicious code detection based on behavioral anal-
ysis technology can discover unknown malicious 
code, which overcomes some of the limitations of 
static detection. With the high detection rate of 
this method, it has gradually become the focus of 
research in the field of malicious code detection. As 
such the research of behavior acquisition method 
has gradually become more and more important.

In this paper, the Bochs virtual machine is used 
in the acquisition of the behavior of a code, which 
provides the basis for modeling the behavior of a 
malicious code.

2 ANALYSIS OF THE PROGRAM 
BEHAVIOR ACQUISITION METHOD

At present, the main method to monitor the behav-
ior of a running malicious code can be divided into 
three types, i.e., the environmental comparison 
method, debug method, and system call monitor-
ing method.

Environmental comparison method, which is 
also called the black box observation method, 
acquires the behaviors of the malicious code by 
comparing different system views before and 
after the malicious code execution. However, this 
method cannot find specific reasons for the change 
of system views and cannot reflect the whole 

1 INTRODUCTION

With the development of the Internet, the network 
has brought great convenience to people. However, 
the security problem ensues and has become more 
and more serious. Malicious code is one of the most 
widely used network attack methods. At present, 
there are millions of different types of malicious 
codes that have been discovered. Since network 
security has been upgraded to be an important fac-
tor of national security, which is related to a coun-
try’s information infrastructure, the speeding up of 
detection technology of malicious code has become 
far more significant to social and national security.

Malicious code detection methods are generally 
divided into two types, i.e., static detection, and 
dynamic detection.

1. Static detection. The static detection is based 
on the signature of malicious code previously 
found, which searches the signature in the tar-
get file, the IP package, the mail attachment, 
etc. This method does not actually execute the 
code but analyzes malicious code by disassem-
bling, decompiling, analyses file structure and 
other methods to get the required informa-
tion. Due to various advanced self-protection 
technologies used in a malicious code, such as 
shell processing and obfuscation technology, 
it becomes more and more difficult for static 
detection method to discover malicious codes.

2. Dynamic detection. In this kind of method, 
the detection system discovers a malicious code 
when it is running by analyzing its behavior 
characteristics.

Behavior refers to the operation of the operat-
ing system such as process, memory, files, registry, 

ICCAE16_Vol 02.indb   1309ICCAE16_Vol 02.indb   1309 3/27/2017   10:56:01 AM3/27/2017   10:56:01 AM



1310

dynamic process of execution, which may result in 
the loss of some malicious code behavior.

The debug method executes the code step-by-
step and tracks system changes by setting break-
points through the debugger. This method can 
monitor code execution step-by-step and also exe-
cute a program fragment at a time. Although this 
method can fully monitor the execution process 
of the code, it is useless for those malicious codes 
using some anti-debugging techniques.

System call monitoring method intercepts the 
system calls during the execution of the code. The 
method can acquire the operation of code execu-
tion in real time, which can be used for the analysis 
of behavior characteristics as well as the detection 
of malicious code. To avoid being infected by the 
malicious code, the sandbox technology is generally 
used to execute the malicious code samples, and the 
virtual machine is a typical kind of sandbox.

The virtual machine simulates a physical host by 
the software. A virtual environment can protect the 
real host from being infected by malicious codes. 
The actual execution of the malicious code in the 
virtual machine will not cause infection and attack 
to the host. The virtual machine has the following 
advantages when used in the analysis of a mali-
cious code. First, multiple operating systems can 
coexist on a single physical machine and are iso-
lated from each other. Second, a virtual machine 
can provide an instruction set architecture which is 
different from the host computer. In other words, 
the operating system of the client can be different 
from its host. Third, virtual machines are usually 
highly available to maintain and provides some 
disaster recovery capabilities.

In this paper, the Bochs virtual machine is used 
to intercept the system call information when a 
malicious code is running.

3 BOCHS VIRTUAL MACHINE

At present, virtual machines can be divided into 
three categories according to their degree of virtu-
alization, i.e., fully virtualization, semi virtualiza-
tion, and simulator.

1. Fully virtualization. The most typical product 
of full virtualization is VMware. VMware fully 
virtualizes the underlying hardware by using a 
common method of PC hardware virtualiza-
tion, while the guest OS of the virtual machine 
often has lower performance than the original 
host.

2. Semi virtualization. Semi virtualization makes 
some modifications to the kernel of the oper-
ating system so that some of the original need 
to directly implement the CPU protection tasks 
can be directly implemented in the modified 

kernel which improves the efficiency of the vir-
tual machine.

3. Simulator. The simulator reads the CPU instruc-
tion of the program, explains the instruction, 
and simulates the execution. It also simulates 
the state of various registers and state machines 
of the hardware.

Bochs is essentially a simulator by reading the 
CPU instructions and simulating the execution to 
achieve the virtualization effect of various hosts. 
It can effectively record and intercept the instruc-
tion stream information when a malicious code is 
running. Since any action that occurs while a pro-
gram is running is implemented by a sequence of 
instructions, the instruction stream information 
can not only reflect the path of the static binary 
code execution but also reflect the various behav-
iors of the binary code.

Bochs is a GPL-licensed INTEL IA-32 virtual 
machine which provides the simulation of the entire 
computer hardware platform. It is a full system simu-
lator including functional simulation of one or more 
processors and commonly used external devices. It 
fully explains and executes the operation of virtual 
machine instructions and memory access. Bochs pro-
vides a complete simulation of CPU behavior, includ-
ing extraction, decoding, execution, and other CPU 
internal behaviors. Bochs can simulate a variety of 
operating systems, including Linux, DOS, Windows 
95/98/NT/2000/XP, etc. Bochs project is an open 
source project, which is developed mostly by C++ 
programming language. Since its CPU simulation 
module is relatively independent and well designed, 
it is suitable for users to further design based on its 
source codes. This article will realize a virtual machine 
which can conditionally intercept the instruction 
stream by revising the source code of Bochs.

4 BEHAVIOR ACQUISITION AND 
ANALYSIS BASED ON BOCHS

4.1 Interception of instruction stream and data 
stream

4.1.1 Redesign of Bochs
Bochs program is mainly composed of a CPU 
module, memory module, interrupt module, and 
the peripheral module. The CPU module is the 
core of Bochs, which is responsible for simulation 
execution of instructions. After Bochs starts, it 
initializes the hardware modules and then enters 
the CPU module. The CPU module consists of a 
loop composed of interrupt processing, fetching 
instructions, decoding instructions, and executing 
instructions. The basic execution process of the 
CPU is realized by the cpu_loop() function.

Based on the original code, we add the instruc-
tion stream intercepting module. The architecture 
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of Bochs after adding the runtime interception 
module is shown in Figure 1.

It is no doubt that the efficiency of the virtual 
machine will be greatly reduced if each instruction 
is intercepted. So instructions can be intercepted 
conditionally. These interception conditions can be 
time, instruction linear address, instruction type, or 
operand. Conditional interception module can reduce 
the impact on the efficiency of the virtual machine 
brought by interception. This article sets conditions 
to be the linear address range of instructions, thus 
it only intercepts instructions in a specific memory 
address space. The linear address of the instruction 
is very important for instruction analysis. Taking the 
system call as an example, the import address table 

of the system calls is known when the system is run-
ning, so which system call is now being executed can 
be known by checking the linear address in the import 
address table. The process of conditional interception 
module is shown in Figure 2.

4.2 Analysis of system call based on linear 
address

In Windows systems, the behavior of a malicious 
code is different from that of a normal program 
which can be described as a system call sequence. 
No matter how the malicious code evolves, the 
realization of its function must rely on system calls 
to be completed. So it can determine whether the 
code is malicious by combining the system call 
sequence with their parameters. Therefore, to get 
the executed system call sequence is the basis for 
identifying a malicious code.

To get the instruction stream and data stream 
in some readable form for further analysis, the 
intercepted instruction which is in binary format 
must be resolved to string format. The instruction 
stream after the analysis is shown in Table 1.

Figure 1. Bochs architecture with intercepting module.

Figure  2. The process of conditional interception 
module.

Table 1. The instruction stream after the analysis.

Linear address Instruction
Register and 
memory value

[0 × 00542225] MOV ECX, 
EDX

ECX[005421C1]
EDX[00006BA4]

[0 × 00542225] INC ESI ESI[00527324]
[0 × 00542225] SUB EAX, 

EBX
EAX[A16B9784]

EBX[C60DFB26]
…… …… ……
[0 × 00542225] PUSH ECX ECX[005421C1]
[0 × 00542225] CALL 

004CD4 AB
MW[0000000000:

0023FF2C]
[005421C1]

Figure  3. The overall structure of the system after 
redesigning.
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The principle of system call resolving based on 
the linear address is as follows:

It determines the instruction function belongs 
to which system call according to the linear 
address of  the instruction. For a particular operat-
ing system, the import linear address of  a particu-
lar system call is usually invariant. Therefore, the 
analysis of  a system call module can judge whether 
the function belongs to a system call according to 
the operating system information and the import 
linear address of  the code block. For example, in 
the Windows PE 1.5 operating system, the import 
linear address of  system call Kernel32.GetProcAd-
dress is 0 × 7C80AC28. If  an import linear address 
of  the code block is 0 × 7C80AC28, the code block 
is determined as the system call Kernel32.GetProc
Address. The analysis of  specific system call is 
conducive to rapidly analyze the behavior charac-
teristics of  the function. The overall structure of 
the system after adding the interception function 
as well as the system call analysis function based 
on the linear address is shown in Figure 3.

5 EXPERIMENT AND RESULTS

In order to test whether the Bochs virtual machine 
after our redesigning can acquire the system call of 
a running code, we do the following experiment.

1. To install Windows XP operating system in a 
redesigned Bochs virtual machine. Bochs starts 
is shown in Figure 4.

2. To make the malicious code sample Win32.
Kryptik.NX run in Windows XP.

3. To intercept and analyze the system calls of a 
sample. The analytical results acquired by the 
system are shown in Table 2.

Figure 4. Bochs starts.

Table 2. The analytical results acquired by the system.

Linear address System call

0 × 7C80B529 Kernel32.GetmoduleHandleA
0 × 7C80AC28 Kernel32.GetProcAddress
0 × 7C859B5C Kernel32.OutputDebugStringA
0 × 7C80AC28 Kernel32.GetProcAddress
0 × 7C80AC28 Kernel32.GetProcAddress
0 × 7C8017DD Kernel32.LoadLibraryA
0 × 7C809A81 Kernel32.VirtualSlloc
0 × 7C859B5C Kernel32.OutputDebugStringA
0 × 7C80AC28 Kernel32.GetProcAddress
0 × 7C80AC28 Kernel32.GetProcAddress
0 × 7C859B5C Kernel32.OutputDebugStringA
0 × 7C859B5C Kernel32.CallWindowProcA

6 CONCLUSION

Bochs virtual machine can be used to execute mali-
cious code in research to protect a system from being 
infected or attacked. Since it is an open source pro-
ject, it can also be used to acquire runtime instruc-
tion information by redesigning the program, which 
is the basis for behavior analysis of malicious code. 
In this paper, an instruction interception module is 
added to the CPU simulation module to acquire the 
instruction executed when a malicious code is run-
ning. The work of this paper provides a basis for 
modeling the behavior of a malicious code.
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ABSTRACT: In this paper, research on the allocation of network security equipment is carried out 
thoroughly. We model the network security equipment with structured language. Based on this, in order 
to solve the equipment allocation problem, we combine Monte Carlo tree search with machine learning 
algorithm to design specific solutions for the problem. Furthermore, in the process of the model of this 
problem, we also implement the representation for specific knowledge, establishing the state space for the 
problem and designing for knowledge solving algorithm. The results indicate that the proposed scheme 
significantly improves the speed and accuracy of equipment allocation.

2 MONTE CARLO TREE SEARCH FOR 
EQUIPMENT ALLOCATION

2.1 Preparing the new file with the correct 
template

Using search to solve the problem is to find a solu-
tion in a possible space. This space is the object of 
the search and each of the elements in the space 
represents a possible state. The state is a math-
ematical description of the progress at a certain 
time when the problem is solving. The path of 
description must be to keep the relevant informa-
tion as far as possible to ensure the accuracy of the 
state representation and all the states of the data 
structure is called the state space. The search proc-
ess is based on these states and the corresponding 
search algorithm aims to solve the problem. So the 
object of the search is to find the state in the for-
matted state space. In order to solve the problem 
by using the search algorithm, the model must be 
established. The state and the state space must be 
determined.

In the form of the structure, the state which is a 
set of ordered minimal variables ( , , , )q, q q, , n0 1q, 2  
can be introduced to describe the difference 
between some things under different conditions. 
The form is defined as follows:

Q q q qn{ ,q }0 1q,  (1)

Each of these elements is called a state variable. 
A specific state can be obtained by determining a 
set of values of the component.

1 INTRODUCTION

In today’s world, the Internet revolution is chang-
ing with each passing day, which has a profound 
impact on the development of international poli-
tics, economy, culture, society, military, and other 
fields. With the continuous development of net-
work expansion, the problem of network security is 
also increasing. The current network security pro-
tection system has established a relatively mature 
and complete model and designed the scheme of 
network security solution for diversification under 
various conditions. The security equipment per-
formance has become more and more perfect. 
However, the problem of how to allocate the net-
work system security equipment and the corre-
sponding mature solution is still very limited. At 
present, most of the allocations for communication 
network security equipment still rely on manual 
methods. How to improve the accuracy and time-
liness of the manual allocation is still a complex 
problem which needs to be solved.

The traditional manual allocation has many 
defects in accuracy and timeliness, and these two 
points are also the key problems for the allocation 
of the security equipment problem. If the machine 
learning method is introduced to this problem, the 
system can realize the automatic allocation through 
self-learning and this will improve the safety and 
accuracy of the network from the urgent task to have 
a more positive significance. In this paper, we pro-
pose an effective scheme which combines the Monte 
Carlo tree search with reinforcement learning to 
solve the allocation of the network security problem.
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The state space is an ordered set of all possible 
states Q Q QnQQ1 2Q QQ ,2QQ ,�  as well as their relations. The 
form is defined as follows:

S Q Q QnQQ{Q }1 2Q QQ,QQ  (2)

Each of these elements is represented as a state 
of the problem. State space is in the form of a 
 figure. The nodes correspond to the graph state 
and the edges between nodes correspond to the 
feasibility of state transition. The weight of the 
edge corresponds to the cost of transfer. The solu-
tion of the problem may be a state in the figure, or 
a path from the start state to the same states, or the 
cost of the target.

In problem solving using the search algorithm, 
we need to abstract various aspects of  the prob-
lem for the computer, thus it can make way for 
it to be understood and also saved. The actual 
problem is ensured with the state of  one corre-
spondence, which is a model of  the process for 
building. So this search problem can be estab-
lished as follows.

Based on the known network A, the configura-
tion of network security equipment, for example, 
required to configure each network node with the 
existing equipment, so as to ensure the dissemi-
nation of information in the safe range. If  all the 
networks containing N nodes needs to configure 
the M warehouse equipment, these equipment are 
available for distribution and allocation, and these 
things can be set as follows:

P: The node to be allocated. The number 
of nodes is N. It can be expressed as a matrix 
P { }P P PnPPP PPP PP …PP ,  each element represents a net-
work node.

E: The type of equipment available for alloca-
tion. The number of types of equipment is M. It 
can be expressed as a matrix E { }E E Em…E EEE EEE .}EmE  
Each element represents a kind of type.

Number(Ex): The number of the class X 
equipment.

(S, Ex): In the state S, the next node to select the 
equipment Ex.

P(S, Ex): The probability choice function. The 
possibility of being selected in the S state of the 
equipment Ex.

T: The maximum simulation duration.

2.2 Target of problem search

According to the description of the problem, the 
solving process can be simplified in a M*N matrix 
(the number of equipment type is M and the num-
ber of the node is N). The problem is to find out 
the best path from the first node to the last node as 
shown in Figure 1.

Figure 1. The process of solving.

Table 1. Frame representation.

<Device name>

<Attribute 1> <Attribute value><Range>
<Attribute 2> <Attribute value><Range>
…… ……
<Attribute n> <Attribute value><Range>

First, the simulation method used in the scheme 
is the Monte-Carlo tree search so that the machine 
can be the reinforcement learning and get the 
choice probability P(S, E) of  the corresponding 
equipment in the node. Then through continu-
ously repeated simulation, the equipment selec-
tion probability P(S, E) of  each state can be more 
precisely found. In the probability selection, the 
function P(S, E) can be obtained after optimiza-
tion which begins from an initial state. Accord-
ing to the P(S, E), each state will choose a large 
number to compare with and reach the final state 
of Sn. Therefore, the key to the problem is to find 
the ideal choice probability P(S, E) value (the more 
numbers in the simulation experiments used, the 
greater the T value will be, and more accurate the 
results will be).

2.3 Formal description of equipment 
and network node

There are many kinds of network security devices 
and nodes, which can be used to frame representation 
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From the perspective of solving the target, the 
extraction of device properties can refer to the 
following features: the name and type of equipment, 
the work environment, the environmental adaptabil-
ity, the technology performance, the adapter group, 
the quantity, and so on. Through the comparison of 
the above characteristics, the network security equip-
ment can be extracted from the following aspects:

Similarly, the node can be extracted from the 
following aspects:

3 OPTIMIZED SEARCH ALGORITHM

The Monte Carlo algorithm is selected for the 
equipment allocation, which is ready to be config-
ured by directly abandoning the low coincidence 
rate of equipment library selection and giving up 
the calculation of the exhaustive method which 
consumes a large amount of computing resources 
and specifying the main direction of calculation 
so that it has a high rate of choice for a more 
accurate calculation and analysis, especially in the 
selection strategy which aims to add more equip-
ment-related professional knowledge. This makes 
the Monte Carlo search based equipment configu-
ration algorithm to be a higher level of selection 
compared with the random search.

Since the Monte Carlo search is based on a large 
amount of reinforcement learning, the learning 
process is the focus of algorithm design and the 
variables are set as follows:

Cij: The matching of the node and the equip-
ment. It can be expressed by matrix CAP=(Cij)m*n, 
where C indicates that the i node is matched with 
the j equipment. If  the equipment can be operated 
at that node, it is 1, else it is 0.

V(S, Ex): The average accumulation rate. It rep-
resents the number of times Ex(x∈m) has been 
selected and winning in the previous simulation of 
the state S.

X(S, Ex): The prior knowledge function. In 
the current state S, according to configuration 
rules between equipment or between the node and 
equipment, the probability of the next step is to 
choose the equipment Ex(x∈m).

u(S, Ex): Knowledge selection probability func-
tion. The choice function is determined by known 
knowledge. It represents the probability of select-
ing Ex(x∈m) in the state S.

N(S, Ex): Recording the number of all the win-
ning simulations in the state S to select Ex(x∈m)

L(S, Ex, t): Recording that the (S, Ex) is to be 
accessed in the time of t simulation. It can be 
accessed to be 1, otherwise 0.

Rt(S, Ex): Reward function. Recording the out-
come of the game in the t simulation of the selected 
action (S, Ex). If  it wins it is 1, otherwise 0.

Table 2. Knowledge representation for device based on 
framework.

Device 
attribute Representative Range of values

Tag Name and type Text
Type Type of security 

device
Layer Which layer is 

located on the 
network

“datelink”, “network”, 
“transport”, 
“session”, 
“presentation”, 
“application”

Port The type of port with 
device

“RJ45”, “fiber”, 
“RJ11”, “AUI”, 
“BNC”

Work_
with

what types of 
equipment can be 
interoperable with

Enumeration of 
devices that can 
communicate

Sum Total number of 
devices

Table 3. Knowledge representation for node based on 
framework.

Node 
attribute Representative Range of values

Number Node ID
Layer Which layer is 

located on 
the network

“datalink”, “network”, 
“transport”, 
“session”, 
“presentation”, 
“application”

Port The type of port “RJ45”, “fiber”, 
“RJ11”, “AUI”, 
“BNC”

Connect_with Which nodes 
need to 
communicate 
with

Enumeration of 
nodes that must 
communicate with

to describe the characteristics of equipment and 
nodes. The first is to extract the feature and then 
summarize it as a number of attributes and deter-
mine the attribute name and value range of each 
attribute. The representation is as follows:

To build the framework which is required to 
extract the properties of  the device, the extracted 
attributes should meet the following criteria: 
1. Strong expression ability, which means it is 
able to express the required knowledge; 2. Easy to 
understand, which means it is easy to build data 
structure; 3. Easy to solve and reasoning, which 
means the knowledge of the symbolic structure 
and reasoning mechanism can support the knowl-
edge base on the advanced search. This could 
quickly introduce the conclusion from the existing 
knowledge.

ICCAE16_Vol 02.indb   1315ICCAE16_Vol 02.indb   1315 3/27/2017   10:56:03 AM3/27/2017   10:56:03 AM



1316

The process of machine learning is to obtain a 
return function Rt(S, Ex), which is combined with 
a priori knowledge. Constantly, it is also revised to 
the probability function P(S, Ex). Finally, the opti-
mal state transition path is found by P(S, Ex).

In the beginning of the simulation process, due 
to the lack of experimental data, a priori knowl-
edge is needed to remove some of the unreason-
able combinations of the matching relationship 
between the equipment and the node (which can 
avoid such errors between the network layer equip-
ment configuration and the physical layer). This 
not only reduces the state space but also improves 
the search speed. We can make the reasonable 
configuration that was earlier revealed, even if  the 
data is not enough. Let X(S, Ex) denote that the 
system is in the state S according to the a priori 
knowledge, then it computes the probability of the 
next step to select E.

X E
C

C
i xE i ECC

ijCC
j

m
xE( ,SiSS ) ,=

=∑ 1

 (3)

With the increasing number of simulations, the 
experimental data is gradually increasing and the 
reduction of the a priori knowledge is required to 
reduce the proportion of the a priori knowledge in 
the selection function. This will reduce the useless 
search and improve the convergence of the func-
tion, thus the choice of probability and a priori 
knowledge is proportional to the analog frequency 
which is inversely proportional. Let u(S, Ex) denote 
that after the N round of simulations, the probabil-
ity of the system is in the state S in the first step to 
choose Ex.

u E X E
N E

( ,S ) ( ,S )
( ,S )

=
+

μ
1

 (4)

At the end of each simulation process, the sys-
tem will return a reward function based on the 
results of the simulation configuration. If  such a 
configuration network is in accordance success-
fully, it returns back to 1, otherwise 0.

R Et XRR E(SS )
1
0

⎧
⎨
⎧⎧

⎩
⎨⎨  (5)

Through constant repetition of the experiment, 
the reward function for 1 of the configuration is a 
steady stream of feedback. These “excellent” con-
figurations were collected and used to determine 
the configuration of the next step with a priori 
knowledge. Let N(S, E) denote the previous time 
step t-1 in the simulation process in the state S 

case, the number of times we will select the equip-
ment E and the final equipment successfully.

N E S
i

t
i( ,S )

i

t (RiRR , )E( )E,S ,i RR
=

−∑ 1

1  (6)

The use of  reinforcement learning is to get 
feedback results as well as avoid information 
which is too much to be submerged into inspired 
information. Let V(S, Ex) denote the probability 
of  selecting equipment Ex under the state S, it is 
conducted according to the feedback of  machine 
learning.

V
N

R ELVV
tNN i

t
iR( )S E

( )S E
( ,S )=

+
( )S E i RR, ,E

=

−∑1
1 1

1  (7)

At the beginning of the simulation, the influ-
ence of a priori knowledge is relatively large and it 
can improve the convergence speed. With increas-
ing number of simulations, the influence of the a 
priori knowledge is gradually reduced and influ-
ence of the feedback result of machine learning 
is increased so that the offset decreasing will make 
higher winning percentage allocation which is 
gradually displayed. Both of them are combined 
to get the probability choice function.

u( )S E,E ( ),( ) ( )S E,((1 ) λuλ VV ( )S E,S +)  (8)

The methodology of Monte Carlo tree search 
with reinforcement learning can be described as 
follows:

Table 4. The steps of search.

Step 1 Set the number of simulations as T, the 
 initial value is 1

Step 2 Starting from the node P1, through the 
probability choice function P(S, Ex) 
optimal configuration

Step 3 If  P1 is not the end node, then create the 
next node P2, and select one of the 
configurations Ex according to P(S, Ex)

Step 4 Continuous simulation until the comple-
tion of all the node configurations, if  the 
results of the configuration is in line with 
the requirements of the topic selected 
by the action of the reward function 
Rt(S, Ex) for 1, else 0

Step 5 According to the results of the last simul-
ation update to the probability choice 
function P(S, Ex), observe the simulation 
times T whether it reaches the upper limit, 
if  not T++ and return to Step 1, else the 
simulation is terminated
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4 EXPERIMENTAL RESULTS

The network topology of information system is 
shown in Figure 2. The network is made up of four 
subnetworks, each of which has two terminals. Each 
subnet was formatted as the backbone network.

Configuration target: The whole network is 
divided into two secure subnets: the implementa-
tion of the subnet A and subnet C, which is the ter-
minal security communication. Among the subnet 
B and D and the subnet A and C, the subnet B and 
D is the terminal which is not connected.

Available security equipment: The security 
equipment EL1 and EL2 are in data link layer, 
each of which can communicate with others. There 
are 6 sets of EL1 and 2 sets of EL2. Network layer 
security equipment is EW1, EW2, and EW3. The 
equipment EW1 and EW2 can communicate with 
each other, but the equipment EW3 cannot com-
municate with others. There are 2 sets of EW1, 2 
sets of EW2, and 6 sets of EW3.

The name of the network node is shown in 
Figure 3.

Through the algorithm presented in the pre-
vious paper, it is concluded that there are 336 
feasible solutions, that is, there are 336 states in 
the solution space and some results are shown 
in Table 1.

5 CONCLUSION

In this paper, the Monte Carlo search and rein-
forcement learning is applied to the selection of 
equipment configuration, which can give full play 
to intelligence, positive feedback, and cooperative 
characteristics of the algorithm. The experimental 
results show that the algorithm has better evolution 
ability and can obtain optimal allocation. In fur-
ther research, the combination of two algorithms 
will be used to carry out the dynamic configura-
tion of the equipment. In this way, we will make 
full use of the advantages of Monte Carlo search 
to find the solution in a wide range and this kind 
of algorithm will be more difficult to be strapped 
in the local optimum.

Figure 2. Network topology.
Figure  3. Schematic diagram of equipment 
distribution.

Table 5. Part of the results.

N(1) N(2) N(3) N(4) N(5) N(6) N(7) N(8) N(9) N(10) N(11) N(12) N(13) N(14) N(15) N(16)

1 EL1 EL1 EL1 EL1 EL1 EL1 EL2 EL2 EW1 EW1 EW3 EW3 EW2 EW2 EW3 EW3
2 EL1 EL1 EL1 EL1 EL1 EL2 EL1 EL2 EW2 EW2 EW3 EW3 EW1 EW1 EW3 EW3
3 EL1 EL1 EL1 EL1 EL2 EL1 EL1 EL2 EW1 EW2 EW3 EW3 EW2 EW1 EW3 EW3
4 EL1 EL1 EL1 EL2 EL1 EL1 EL1 EL2 EW2 EW1 EW3 EW3 EW2 EW1 EW3 EW3
5 EL1 EL1 EL2 EL1 EL1 EL1 EL1 EL2 EW1 EW2 EW3 EW3 EW1 EW2 EW3 EW3
6 EL1 EL2 EL1 EL1 EL1 EL1 EL1 EL2 EW2 EW1 EW3 EW3 EW1 EW2 EW3 EW3
7 EL2 EL1 EL1 EL1 EL1 EL1 EL1 EL2 EW3 EW3 EW1 EW1 EW3 EW3 EW2 EW2
8 EL1 EL1 EL1 EL1 EL1 EL2 EL2 EL1 EW3 EW3 EW1 EW2 EW3 EW3 EW1 EW2
9 EL1 EL1 EL1 EL1 EL2 EL1 EL2 EL1 EW3 EW3 EW1 EW2 EW3 EW3 EW2 EW1

…
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Robust automatic speech recognition based on neural network 
in reverberant environments
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ABSTRACT: The reverberant environment is still a big challenge to speech recognition. This paper pre-
sents a method of reverberant Automatic Speech Recognition (ASR) using front-end based methods and 
enhanced Voice Activity Detection (VAD). A 2-channel dereverberation method is adopted to achieve 
robust dereverberation under different reverberant conditions. Also a 2-channel spectral enhancement 
method is used where the gain of each frequency bin is controlled by acoustic scene, which is detected 
based on the analysis of full-band coherent property. We also use Deep Neural Network (DNN) as a 
feature extractor, and a DNN based VAD is also used to improve the ASR performance. The DNN 
based front-end allows a very flexible integration of meta-information. Bottle neck features are extracted 
in place of MFCC features used in the HMM-GMM system. Finally, we evaluate our methods on the 
data provided by REVERB challenge. On simulated data, the performance yields more than 33% relative 
reduction in Word Error Rate (WER).

et al. 2011, Liu et al. 2014), DNNs show general 
WER improvements on the order of 10–30% rela-
tive across a variety of small and large vocabulary 
tasks when compared with HMM-GMMs built 
on classic features (e.g. MFCC, PLP). Neural 
network based features have long been used suc-
cessfully in speech recognition (Stolcke et al. 2005, 
Grezl et al. 2009, Hain et al. 2012). While the early 
research did not involve deep layers (Larochelle 
et al. 2009), the path towards deep learning was 
laid in the stacking of bottleneck networks (Grezl 
et al. 2009). A DNN is a conventional Multi-Layer 
Perceptron (MLP) with many internal or hidden 
layers. The BottleNeck (BN) features extracted 
from the internal layer with a relatively small 
amount of neurons have been shown to effectively 
improve the performance of ASR systems. It is 
possibly due to the limited number of units which 
creates a constriction in the network and further 
forces the information pertinent to classification 
into a low dimensional representation (Seide et al. 
2011, Tüske et al. 2013). In many ASR systems, 
the neural network based features performs better 
than the cepstrum or spectrum based features (e.g. 
MFCC, PLP).

According to the REVERB challenge, the 
reverberant data is simulated or recorded in vari-
ous rooms with different distances between source 
and microphones (Paul & Baker 1992, Robinson 
et al. 1995, Lincoln et al. 2005), and three kinds 
of utterance are provided: 1-channel, 2-chan-
nel and 8-channel. We choose the 2-channel 

1 INTRODUCTIONS

Improving the ASR performance in reverberant 
speech has been an important research topic for 
a long time. Lots of researches have proved that 
audio processing is helpful in improving the qual-
ity of the reverberant speech. Among the front-end 
signal processing technologies, three categories of 
dereverberation methods are generally applied: 
1) beamforming using microphone arrays, 2) spec-
tral enhancement, 3) blind system identification 
and inversion (Naylor & Gaubitch 2010). Spectral 
enhancement based dereverberation shows superi-
ority due to its robustness in both reverberant and 
noisy environment (Yoshioka, Nakatani & Miyoshi 
2009). Fractional time delay alignment filter is 
applied to the reverberant signal, and the acoustic 
scene is classified by analyzing the coherent compo-
nent. Based on the acoustic scene, an appropriate 
spectral enhancing scheme is selected to eliminate 
the interference as much as possible while keeping 
the speech distortion always in a low level.

Recently, acoustic model based on the Deep 
Neural Networks (DNNs) has gained popularity 
with the consistent improvement in recognition 
performance over earlier Neural Network based 
front-ends, e.g. (Grézl et al. 2007). DNNs are 
either deployed as the front-end for standard Hid-
den Markov Model based on Gaussian Mixture 
Models (HMM-GMMs), or in a hybrid form to 
directly estimate state level posteriors. As noted in 
several publications (Larochelle et al. 2009, Seide 
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dereverberation method for both Speech Enhance-
ment (SE) task and ASR task. The work in this 
paper aims to extend and enhance the preliminary 
work in (Wang et al. 2015) with advanced DNN 
based feature extraction. We follow the standard 
strategies where the DNN includes one input layer, 
three hidden layers, another bottleneck layer and 
one output layer. The BN features are extracted 
from the bottleneck layer of DNN trained to pre-
dict the context-dependent clustered triphone states.

The rest of this paper is organized as follows. 
Section  2 introduces the algorithms of 2-chan-
nel dereverberation, VAD and DNN based fea-
ture extractor. Section  3 presents the experiment 
results. Finally, Section 4 concludes the paper and 
discusses the future work.

2 RECOGNITION OF REVERB SPEECH

2.1 System overview

Figure  1 shows the overall system proposed for 
REVERB challenge. It contains two basic modules, 
front-end module and back-end evaluation module. 
In the front-end module, different from our previous 
system, we adopt a DNN based feature extractor. 
For consistent comparison, we use the same recog-
nizer provided by REVERB challenge organizer.

2.2 Dereverberation and Noise Reduction

Spectral enhancement methods show their priority 
on the robustness in the condition of both noise 
and reverberation. In this section, an acoustic 
scene aware dereverberation method is utilized for 
the purpose of achieving environmental adaptation 
(Wang et al. 2015). Two sensors are utilized since it 
is the basic topology of all microphone arrays and 
can be generalized to any other microphone arrays 
conveniently.

2.2.1 Signal model
Let s(n) represent the target clean signal, and xm ( )n  
is the time-aligned signal at sensor m nm( ,m ) (nm )2,
.is the noise of environment. h tmh ( )t  can be seen as 
the time-delayed Room Impulse Response (RIR) 
which is the convolution of real RIR from target 
signal to sensor m( ,m )2,  and alignment filter 
where the alignment filter is designed to steer the 

direction of target speech signal. Then the observed 
signal each channel can be expressed as follows.

x h t n nm mh m( )nn ( )t)t (s* ( ) (nm )n= hh )t * (s )  (1)

Applying STFT to the 16 kHz time-aligned sig-
nal, we have sinal expression at lth frame and kth 
frequency bin in time-frequency domain.

x l k H l k S l k N l km mk m,ll (HmH , )k)k ( ,ll ) (NmNN , )kkSl(HmH )k ,l  (2)

2.2.2 Spectral enhancement
Spectral Enhancement method has a generalized 
form. The estimate of the amplitude spectrum of 
the target signal can be expressed as follows.

=ˆ ˆ| ( , ) | ( , ) | ( , ) |S l k G l k X l k  (3)

k( ,l )  is the gain estimated on each frequency bin 
and ˆ| ( , ) |X l k  is the amplitude spectrum of signal 
to be enhanced. Before overlap-and-add scheme, 
regardless of leakage between frequency bins 
caused by STFT, both G l k( ,l )  and ˆ| ( , ) |X l k  should 
be chosen cautiously versus distortion to achieve 
robustness.

2.2.3 Environmental adaptation based processing
Reverberation, especially late reverberation, shows 
isotropic property as well as the environmental 
diffuse noise, while the direct sound shows strong 
coherent property (Kuttruff  2009). There are 
two main acoustic scenes of the room. One is the 
reflection condition which can be interpreted by 
reverberation time (T60) and the other one is the 
speaker-mic distance. By estimating the propor-
tion of coherent component, the effects of the two 
are synthesized. All the diffuse part can be seen as 
noise to be filtered. We follow the Coherent-to-
Diffuse energy Ratio (CDR) estimation in (Jeub 
et al. 2011), which is expressed as follows.

ε( )εε
| sin ( / ) | | ( ) |

| ( ) |
c f( c/ e

e
S mff ic X

j

X
j

Ω
Ω

) | |c/
=

−

2 2| ( ) |e jΩ|
2

1 2X X

1 2X X 1
 (4)

ε( )εε Ω  is CDR estimator of each frequency bin 
and ΓX X1 2X XX  is the expression of complex coherence 
function (Mccowan & Bourlard 2003). And a Wie-
ner filter can be formed based on the estimation 
of CDR which can filter the non-coherent part. 
According to (Jeub et al. 2011), it’s more accurate 
when CDR is relatively large. Furthermore, We use 
global CDR, denoted by ε̂, as a full-band acoustic 
scene aware controller indicating the level affected 
by reverberation and diffuse noise which can be 
interpreted as a direct sound activity detector to 
achieve environmental adaptation.Figure 1. System structure.
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Up to now, lots of 1-channel and 2-channel der-
everberation methods have proved the efficiency 
under the framework of spectral enhancement and 
achieved the robustness to noise compared with 
the methods using inverse filtering. Fixed beam-
forming, such as Delay-and-Sum Beamformer 
(DSB), helps to suppress the reverberation based 
on priori DOA information though its suppres-
sion ability is limited. Late reverberation suppress-
ing method using generalized statistic model of 
reverberation (Habets et al. 2009) shows outstand-
ing performance especially when reverberation is 
strong. Based on the controller mentioned above, 
we compare ˆ  with three constants σ σ σ1 2σ σσ 3σ,2σ , 
(from large to small, chosen 15 dB, 10 dB, 5 dB).

Spectral enhancement strategy suggested above 
separates the acoustic scene into four cases. In the 
first case, the acoustic scene is ideal so that the 
speech signal recorded is very close to clean speech. 
In the second and third cases, a moderate trade-
off  between dereverberation and signal distortion 
is achieved. In the last case, more reverberation 
reduction means better performance when rever-
beration is strong enough.

To avoid music noise, both time recursive and 
adjacent frequency gain smoothing are conducted. 
The recovered signal is obtained by inverse STFT 
and overlap-and-add scheme. The phase of recov-
ered speech signal equals the noisy phase of beam-
former output. All the processing is with windows 
of 512 points and step-size of 256 points which 
means the result of a DFT with length 512 (32 ms) 
at a shift of 16 ms.

2.3 DNN based VAD

Voice Activity Detection (VAD) is important in 
speech processing. In the applications, the systems 
usually need to separate speech/non-speech parts, 
so that only the speech part can be dealt with. 
DNN, which proves its efficiency in speech recog-
nition, has been widely used in recent years. We use 
simulated data to train a DNN based VAD. The 
input layer is the features of speech/non-speech 
parts, and the output layer is the posterior of 
speech/non-speech parts. We use Error Back Prop-
agation (EBP) algorithm to train the model.

2.4 DNN based features

Figure  2 shows the architecture. It is similar to 
those in (Grézl et al. 2007, Grezl & Fousek 2008, 
Veselý et al. 2011). All DNNs are trained feed-
forward with the TNET1 on GPUs. In a default 

TNET setup, 31 adjacent frame MFCC features 
are decorrelated and compressed with DCT into a 
dimension of 624(31 × 39→16 × 39). Global mean 
and variance normalization are performed on each 
dimension before feeding as the DNN input. The 
6 layered DNN structure is shown in Figure  2. 
On average 10% data in training set is reserved 
for cross validation in DNN training. The train-
ing stops automatically when the improvement of 
frame-based target classification accuracy on the 
cross validation set drops below 0.1%.

The bottleneck layer is placed just before the 
output layer, as in our initial experiments this 
topology gives the best performance. We set to 26 
dimensions according to our experiments. DNNs 
are trained on classification targets of 3143 tri-
phone states. In the bottleneck layer, linear BN fea-
tures are extracted before the sigmoid activation.

3 EXPERIMENT

3.1 Data and system set

In the REVERB challenge, both simulated and real 
recorded data are provided. The simulated data 
(SimData) is convolved by clean utterance from 
WSJCAM0 corpus (Robinson et al., 1995) with 
the recorded RIR in different rooms. The rever-
beration time of the rooms are 250 ms, 500 ms and 
700 ms respectively. Recorded background noise 
is added to the reverberant data at a fixed Signal-
to-Noise Ratio (SNR) of 20dB. The real recorded 
data (RealData), utterances from the MC-WSJ-AV 
corpus (Lincoln et al. 2005), consists of utterances 
recorded in a noisy and reverberant room with 
reverberation time of 700 ms. Both SimData and 
RealData include two types of distances between 
the speaker and microphone array (near = 50 cm 
and far = 200 cm). The test data are from the Sim-
Data and RealData databases under the following 
important assumptions. First, there is no drastic 
change in RIR within an utterance. Second, rela-
tive speaker-microphone position changes from 
utterance to utterance, which means the Direc-
tion of Arrival (DOA) of the target speech signal 

Figure 2. DNN module structure.

1http://speech.fit.vutbr.cz/software/neural-network 
-trainer-tnet
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is uncertain, and this is essential to our derever-
beration method. The recording 8-channel circu-
lar array has diameter of 20 cm and the 2-channel 
microphone distance, denoted by dmic, which can be 
calculated.

Under the framework of HTK based recognizer, 
we retrain the acoustic model of “multi-condition” 
using HMMs structure and DNN respectively. 
The proper starting point is that the artificially 
distorted training signals are mismatch with the 
enhanced ones. Then the five possible cases are:

Clean+noEnh: “clean-condition” HMMs with-
out dereverberation;

Multi+noEnh: “multi-condition” HMMs with-
out dereverberation;

Clean+Enh: “clean-condition” HMMs with 
dereverberation;

Multi+Enh: “multi-condition” HMMs with 
dereverberation;

DNN+Multi+Enh: “multi-condition” HMMs 
with features from DNN.

3.2 Baseline experiments

For the ASR task, WER of test data is reported in 
Section 3.1. Baseline models of  ASR task as well 
as retrained model are provided in this section. 
The “clean-condition” baseline system uses 39D 
Mel-Frequency Cepstral Coefficients (MFCCs) 
including Delta and Delta-Delta coefficients as 
features. As to acoustic models, it employs tied-
state HMMs with 10 Gaussian components per 
state trained according to the maximum-likelihood 
criterion (Kinoshita et al., 2013). All the training 
data for “clean-condition” HMMs is from WSJ-
CAM0 corpus (Robinson et al., 1995). Further, 
the model is retrained using the features of  artifi-
cially distorted 7861 utterances to form the “multi-
condition” HMMs. The utterances are in mixture 
with 24 kinds of RIRs and 6 kinds of noises. We 
test the enhanced signals on the two baseline sys-
tems both using and not using the unsupervised 
CMLLR model adaptation. We also retrain the 

DNN based VAD to separate speech/non-speech 
parts.

Table  1 shows the WER results on SimData 
and RealData datasets respectively. It includes the 
ASR results of “clean-condition” model, “multi-
condition” model. WER of near, far data and 
their average are reported separately. As we can 
see, “multi-condition” model performs better than 
“clean-condition” model. It achieves decrease on 
WER from 51.68% to 29.51% on average of Sim-
Data and from 88.53% to 56.94% on average of 
RealData. Consistent improvement across all 
recording conditions is achieved by using CMLLR 
which results in WER 25.25% on SimData and 
48.85% on RealData.

3.3 2-channel dereverberation

Performance of dereverberation is examined using 
both “clean-condition” and “multi-condition” 
acoustic models. According to Table 2, recognizing 
the test set with “clean-condition” model without 
CMLLR adaptation, the dereverberation method 
achieves decrease on WER from 51.68% to 37.06% 
on average of SimData and from 88.53% to 72.62% 
on average of RealData. Consistent improve-
ment across all recording conditions is achieved 
by using CMLLR which results in WER 27.93% 
on SimData and 62.12% on RealData. How-
ever, recognizing with “multi-condition” model 
without CMLLR adaptation, the performance 
(SimData: 34.22%, RealData: 59.72%) is worse 
than the “multi-condition” baseline (SimData: 
29.51%, RealData: 56.94%) because the recogniz-
ing enhanced data is mismatched with the rever-
berant data used to train the “multi-condition” 
acoustic model, though using CMLLR gives a lit-
tle improvement.

3.4 Bottleneck features from DNN

Table  3 shows the results for BN features based 
decoding. All the DNNs are trained with the 

Table 1. Word error rate of baseline.

Test data

Word error rate(%)

SimData RealData

Room 1 Room 2 Room 3 Room 1

Near Far Near Far Near Far Ave. Near Far Ave.

Clean+noEnh NOCMLLR 18.06 25.38 42.98 82.20 53.54 88.04 51.68 89.72 87.34 88.53
CMLLR 14.81 18.86 24.63 64.58 33.77 78.42 39.16 82.31 80.76 81.53

Multi+noEnh NOCMLLR 20.60 21.15 23.70 38.72 28.08 44.86 29.51 58.45 55.44 56.94
CMLLR 16.23 18.71 20.50 32.47 24.76 38.88 25.25 50.14 47.57 48.85
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triphone state targets force-aligned using training 
set. The decoding is performed on the test set. We 
achieve different performance without CMLLR 
and with CMLLR. On “Multi+Enh” case, we get 
33.43% relative decrease on SimData using BN 
features without CMLLR. But we only get 2.49% 
relative decrease with CMLLR. That is because 
we only use DNN as a front-end. During decod-
ing process, we use the HMM-GMM structure of 
baseline system. CMLLR may not be so work for 
the DNN features. Another reason lies the feature 
dimensions, we use 39-dimension MFCC features 
for our baseline system, but only 26-dimension BN 
features adopted in this paper.

4 CONCLUSION

We have presented out a dereverberation approach 
to the REVERB challenge based on spectral 
enhancement. An acoustic scene aware technique 
is proposed to make dereverberation robust to dif-
ferent conditions. For ASR task, when it is com-
bined with back-end ASR with matched training, 
it produces a significant decrease on WER.

The DNN based front-end was tested in the 
context of reverberant speech recognition. Experi-
ments showed that on SimData, BN features gave 
an average 33.43% relative WER reduction over 
using MFCC features without CMLLR. Retrain-

ing did not give as much gain as we got on MFCC 
features. We also need to do further experiments 
on RealData about the performance difference 
between MFCC features and BN features.
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ABSTRACT: This paper proposed a new view of the application of data mining analysis in electricity 
commerce, and examined how to use k-means cluster and association rule mining as an entity to accu-
rately explore the association rules between varieties of indexes, with whatever quantitative data or quali-
tative data. The online shops’ indexes like product ratings, percentages of delivery speed, ranges among 
the whole industry, and regional distribution were first classified and clustered, and then applied or mined 
by Apriori algorithm, a method of association rule mining. The results with a comprehensive analysis 
will be helpful not only in instructing the merchants who run an online shop, but also in offering valuable 
information to the investigators related to electricity commerce.

Assuming that the sample is divided into c 
categories, the algorithm is described as follows:

1. The initial center of c classes is chosen 
appropriately.

2. In the “k” th iteration for any sample find its 
distance, which is usually the Markov Distance 
to the c centers and classify the sample into the 
class where the center with the shortest distance 
to the sample locates.

3. The center value of the class is updated by the 
rest samples’ average and the like.

4. For all c cluster centers if  the value is not chang-
ing, then the iteration ends. Otherwise, the itera-
tion is continued.

1.3 Association rule analysis

Association rule analysis was invented initially for 
the retail industry, shopping basket, in particular, 
to find the relationship between the merchandise 
of consumers and discover the association rules. 
This kind of analysis benefits the retail industry to 
appoint a marketing strategy. As a result of the rel-
evance analysis having a wide range of applicabil-
ity, many researchers have done in-depth research 
on association analysis including optimizing the 
algorithm and improving the efficiency of the 
algorithm. The improved algorithm for association 
rules has been proposed ever since.

Association analysis aims to find association 
rules between data. For example, the customers 
in a supermarket who purchase A often buy B at 
the same time. That is A = > B, which is treated as 
an association rule. In 1993, Agrawal et al. firstly 

1 MODELS AND BASIC ALGORITHMS

1.1 Cluster analysis

A cluster is dividing the dataset into multiple 
classes or clusters. The data points set are as 
similar as possible in the same cluster and as far 
as possible in a different cluster. Cluster analysis, 
as an important part of statistics and the related 
research, has a long history and is an important 
part of data mining and pattern recognition.

The cluster is applied in business most typically 
for it can help market analysts find different kinds 
of customers from the database and depict char-
acteristics of different customer base by buying 
patterns. There are some other applications of the 
cluster including speech recognition and character 
recognition in pattern recognition, the data com-
pression in image segmentation, image processing 
and information retrieval, genetic classification of 
biology, etc. The commonly used algorithms like 
K-means algorithm, DBSCAN algorithm, CURE 
algorithm, and COBWEB algorithm are applied 
for discriminative situations and conditions, espe-
cially on data. Due to a large amount of data in 
this paper, the accuracy of the cluster is not high, 
so K-means cluster was chosen here.

1.2 K-means cluster

The basic idea of K-means algorithm is to clas-
sify the objects nearest to them by clustering the 
k points in space. The iteration method is used to 
update the value of each cluster center until the 
best clustering result is obtained.
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proposed mining association rules among items 
in the customer transaction database. The formal 
description is as follows.

Let I be a set of m different data items where 
the elements are called terms, the collection of 
items is called an item set, an item set containing k 
items is called a k-item set. Given a transaction D, 
that is the transaction database where each trans-
action T is a subset of data items, that is, T⊆I, 
there is a unique identifier TID. The transaction 
T includes the set X if and only if X⊆T. Then the 
association rule is an implication of “X  =  > Y”. 
As for X I Y I X Y⊆ I Y ∩ =Y, ,I⊆Y ,φ  the records that 
satisfy the condition in X must also satisfy the Y 
as per association rule X = > Y in the transaction 
database, with support S and confidence C.

The transaction dataset D has a support degree 
S, that is, D, at least S% of the transaction contains 
(X ∪ Y), described as support (X = > Y) = P (X ∪ Y). 
It appears that support (X = > Y) equals that of 
the number of simultaneous purchases of goods X 
and Y plus the total number of transactions at the 
same time in transaction dataset D with confidence 
C, that is, the items included in the transaction D 
contains at least C% of Y at the same time, which 
is described as confidence (X = > Y) = P (Y|X). It 
is like when someone purchases the goods X and 
the possibilities for purchasing goods Y, and con-
fidence (X  =  > Y) equals the number of transac-
tions in which the goods X and Y are purchased at 
the same time, plus the number of transactions in 
which the goods X is purchased.

Association rule mining is to mine the transac-
tion database on the basis of the given “minimum 
support” and “minimum confidence” in order 
to find the strongest association rules which sat-
isfy minimum support and minimum confidence. 
The mining of association rules includes one-
dimensional Boolean association rule analysis, 
multi-level association rule mining, and constraint-
based association rule mining. The typical algo-
rithm of one-dimensional Boolean association rule 
analysis is Apriori algorithm. The core idea of this 
algorithm is to find the frequent item set firstly and 
the association rules can be generated by satisfying 
the minimum support and minimum confidence 
condition. The generation of frequent item sets is 
an iterative process. In the process of finding k fre-
quent item sets every time a large item set is selected 
from a candidate set, the database will be scanned 
once, which greatly reduces the efficiency of the 
algorithm. If  the database is a large database, each 
candidate set is very large and the deficiency of the 
algorithm is more obvious. Thus, how to improve 
the validity of Apriori algorithm is a key problem. 
There are a lot of revised versions of Apriori algo-
rithms designed mainly to improve the efficiency 
of the original algorithm. The improved methods 

include compressing transaction sampling and the 
like to minimize the number of scans and number 
of scanning transactions.

1.4 Apriori algorithm

The property of Apriori (Combined by “a” and 
“priori”) algorithm is called the priori principle that 
if an item set is frequent, then all of its non-empty 
subsets must also be frequent. Conversely, if an item 
set is infrequent, then all its supersets must be infre-
quent. If A does not satisfy the minimum support 
threshold s, then A is infrequent. If P (A) adds b to 
A, then the support of the resulting item set {A, b} 
will be less than A’s support, {A, b} is not frequent.

The principle of the connection step: Suppose 
the element in the items and the items in the item 
set are sorted by the dictionary, if  the first k-2 ele-
ments of I1 and I2 in the k-1 frequent item set are 
the same, then I1 and I2 can be connected to gener-
ate the new item set Ck.

Pruning principle: Ck is a superset of Ik, and 
scans the count of each item in the Ck in the total 
database to calculate the support. If  it is greater 
than the support for the threshold, then it is the 
superset. If  not, then it is discarded. If  the number 
of item sets generated is too excessive to compute 
then we can use the Apriori property in this step: 
If  the subset k-1 of the k item set is not included in 
the frequent k-1 item set, the candidate will not be 
frequent and will be deleted directly.

Algorithm steps:

Input: transaction database D, minimum sup-
port threshold.

Run the steps as:

1. Scan the database and generate C1  in a set of 
items.

2. Count prune C1 item set and then get frequent 
I1 item set.

3. According to the frequent I1 item set, the candi-
date item set C2 is generated.

4. Scan the database and discard the undercounted 
part from C2 to generate I2.

5. Use the Apriori property to generate and simulta-
neously prune (cut off the infrequent) getting C3.

6. Scan the database and discard the undercoun-
ted portion of C3 to generate I3; (n) Output: 
the final frequent item set according to the 
threshold.

2 EMPIRICAL ANALYSIS

2.1 About the data

The dataset includes 491 Taobao (a Chinese elec-
tronic commerce company like Amazon) electricity 
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business shop information, mainly in the mobile 
phone industry. Shop information or indexes 
include shop name, the industry, the company, the 
punishment ratings, product rating, bad ratings, 
delivery speed scores, praises, dispute rates, credit 
rankings, and so on. The data coverage time is 
from June 18, 2008, to September 26, 2014. A part 
of the source data is in Table 1.

2.2 Data preprocessing

First of all, we removed some of the indexes that are 
not so significant such as shop creation time, store-
owned platform, store name, etc., and then pre-
processed the data. The data preprocessing includes 
judgment of the missing value and process of dis-
cretizing the various numerical indexes. For the shop 
data with a huge number of missing values, we dis-
carded it directly. For shop data with a small number 
of missing values, we treated the missing value as 0 
or the global average. The continuous data discre-
tization is also divided into two categories:

1. For more evenly distributed data, we selected 
the quartile for the boundaries and the data 
divided into high, fair, acceptable, and low as 
four levels.

2. For data with different distributions and differ-
ent levels, we used K-means clustering method 
to select the appropriate cluster number by sev-
eral attempts and divide them into suitable n 
clusters (n is mainly 3, 4, 5). As shown in the 
following Table 2, it is part of the data preproc-
essing results.

2.3 Empirical analysis and visualization

There were 46,653 effective rules generated after 
initial mining. Some representative association 
rules are shown in Table  3. For the 46,653 valid 
rules, they revealed some negative correlation 
characteristics between the distribution of support 
and confidence shown in Figure 1.

Table 1. A small part of the source data.

create_date

dsr_zl_
grade_
percent_
5 stars seller_title shop_id

2014/5/20 0.9474 GZ Telecom 
flagship store

110999741

2011/10/17 0.9382 HLJ Telecom 
flagship store

69265553

2011/11/14 0.931 SX Telecom 
flagship store

69643988

2013/9/10 0.8944 EP Official 
flagship store

106319694

Table 2. A small part of the preprocessed data.

dispute_rate refund_rate seller_dsr_fw avgRefund

mild easy fair fair
Fair hard high fast
mild hard high fast
mild easy fair fast
mild hard fair fast
mild very hard fair fast
mild very hard high fair

From Table 2 we can see some strong associa-
tion rules:

1. For merchants with a low or even general deliv-
ery speed rating and low description rating, 
their shipments are ranked lower in the same 
industry. What’s more, most of this part of 
the merchants are from the Taobao platform 
(type = b). These problems even appear in the 
sellers with few industry disputes.

2. For some of the sellers with a relatively low 
score in the index “conformity in products 
and description” and a less than general score 
in delivery rating in the same industry ranked 
lower or even the general ranking of the seller, 
they often have problems like low delivery speed 
scores and a part of the merchants with a low 
success rate of refund.

Then, 46,653 rules were selected for support and 
confidence, and 152 association rules with the high-
est degree of support and confidence were selected. 
As can be seen, the strong association rules of this 
152 gather into a number of shops with lower qual-
ity scores, slower shipments, and lower rankings in 
the industry, as shown in Figure 2.

As can be seen from Figure 2, the shop with a 
relatively strong correlation is the industry-level 
ranking. One with the poor speed of delivery in 
the industry ranks and poor product ratings in the 
industry ranks often comes with the high industry 

Figure  1. Distribution of initial mining support and 
confidence.
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dispute rate and a slow refund rate. At the same 
time, we can also know, for sellers with “general” 
speed of delivery, the refund rate is often slow. 
Sometimes there are low scores towards their 
goods.

Figure 2. The rule distribution after screening.

Figure 3. Regular distribution after secondary screening.

Table 3. A representative part of the association rule analysis results.

Lhs rhs support confidence lift

{dsr_fw_com=lower}  = > {seller_dsr_fh_com=lower} 0.60 1.00 1.36
{seller_dsr_fw=fair}  = > {seller_dsr_fh_com=lower} 0.54 1.00 1.36
{seller_dsr_fw=fair}  = > {dsr_fw_com=lower} 0.54 0.99 1.58
{seller_dsr_fw=fair,  = > {seller_dsr_fh_com=lower} 0.54 1.00 1.35
dsr_fw_com=lower}
{seller_dsr_fh_com=lower,  = > {dsr_fw_com=lower} 0.54 0.99 1.58
seller_dsr_fw=fair}
{seller_dsr_fw=fair,  = > {seller_dsr_fh_com=lower} 0.54 1.00 1.35
dsr_zl_com=lower}
{seller_dsr_fw=fair,  = > {dsr_fw_com=lower} 0.53 0.99 1.58
dsr_zl_com=lower}
{seller_dsr_fw=fair,  = > {seller_dsr_fh_com=lower} 0.53 1.00 1.35
dsr_zl_com=lower,
{dsr_fw_com=lower}
{seller_dsr_fh_com=lower,  = > {dsr_fw_com=lower} 0.53 0.99 1.58
seller_dsr_fw=fair,
dsr_zl_com=lower}
{seller_user_type=b,  = > {seller_dsr_fh_com=lower} 0.53 1.00 1.35
seller_dsr_fw=fair}
{dsr_fw_com=lower}  = > {seller_dsr_fh_com=lower} 0.43 1.00 1.35
{seller_dsr_zl_grade=bad}  = > {seller_dsr_fh_com=lower} 0.42 1.00 1.35
{seller_dsr_zl_grade=bad,  = > {seller_dsr_fh_com=lower} 0.42 1.00 1.36
dsr_zl_com=lower}
{seller_dsr_zl_grade=bad,  = > {dsr_zl_com=lower} 0.42 1.00 1.38
seller_dsr_fh_com=lower}
{dsr_zl_com=lower}  = > {dsr_fw_com=lower} 0.52 0.99 1.58

For those association rules of stores with good 
or at least general performance in product ratings, 
delivery speed, and industry ranking, by reduc-
ing the support we can obtain a certain degree of 
association with little weaker association rules and 
some more information about this type of store as 
shown in Figure 3.

What can be found from Figure  3 is that a 
number of sellers with fast delivery and delivery of 
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high ratings often get a high score in the “product 
and description consistent”. At the same time, 
for some merchants with low rates of industry 
disputes, there is often a “shipping issue is con-
troversial” issue occurred. Such merchants also 
make up a part of merchants located in Shenzhen, 
Guangdong Province, which can seem as a char-
acteristic of the region. While in Shenzhen, 
Guangdong Province, the merchants also have a 
low delivery score, lower shipments in the industry 
rankings, which is just a conformity with the for-
mer conclusion.

3 CONCLUSIONS

3.1 Text and indenting

With the previous analysis, we conclude that:

1. Based on the characteristics of the source data, 
for most of the linear data, there is often an 
uneven distribution of the situation, especially 
because of the prevalent “Brush” phenomenon 
(merchants paid for increasing illusory high rat-
ings and obliterating relatively lower ratings) in 
the industry, leading data distribution to be like 
the one with heavy head but light feet. For such 
data, if  one wants to explore the correlation 
strength of indexes, the traditional contingency 
analysis or regression methods may cause some-
thing prone to the characteristics of the poor 
degree of fit, error, and poor predictive. The 
“cluster-association rule analysis” method used 
in this paper can enlarge the difference between 
data and make the distribution of processed 
data more even. The result is convincing and the 
error is controllable.

2. The relatively stronger association rules exist in 
the merchants or shops whose overall strength is 
considerably poor (shown in Figure 4). Thus, the 
problems of these merchants are much exhaus-
tive like low product scores, slow delivery speed, 

low dispute rate, behindhand industry rankings, 
and poor refund performance, the competitive-
ness of which is the overall backwardness of the 
merchants. If  they want to improve the business 
situation, they need to start with the whole sys-
tem from product to shipment to solve all kinds 
of problems after the sale.

3. For those merchants with a high index such as 
those with high product ratings or fast delivery 
or good refunds, the association rules for each 
of these metrics are weaker indicating that for 
merchants of the industry when an index with 
outstanding performance occurs, the perfor-
mance of other indexes are often not satisfac-
tory. For these shops, the improvement needed 
is to avoid weaknesses and at the same time, 
without ignoring the “bucket effect” of the 
existence. Their inherent impressive perfor-
mance needs to be maintained. Relatively poor 
areas need to be further strengthened in order 
to search for diversified development.

4. As for the association rules for regional distri-
bution, the most prominent one is the seller in 
Shenzhen, Guangdong, whose overall market 
performance is not high. It may be related to the 
development of the region itself, and merchants 
and governments in the region need to reflect 
on this.

As for the mining of association rules in this 
paper, the following problems exist:

1. Although there are 46,653 effective association 
rules in this paper, most of them have little-
referenced value. For example, “some of the 
merchants with low score of delivery often come 
with low-ranking shipments in the industry”, 
this kind of association rules that can consider 
as “nonsense with obvious truth” often takes a 
large part, and a great part of them are in the 
strong association rules, which makes the selec-
tion of the result very difficult.

2. The Apriori algorithm used in this paper is the 
most basic one. It has some shortcomings such 
as “needs to scan the database for many times 
which may waste too much time unnecessarily”, 
“generates a large number of candidate sets” 
and “too much computation”. There is a certain 
amount of space for further optimization.
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ABSTRACT: Early warning of financial risk is an important research direction in financial data mining. 
Financial risk warning is difficult because financial data are various, complex, and dynamic. Using data 
mining technology can discover the hidden abnormal transaction information from massive financial 
data, and then the technology can monitor and deal with it a timely manner. Early warning of financial 
risk can reduce the operational risk of financial institutions effectively. This paper introduces a method 
of discovering suspicious transaction information at risk with early warning. The method is based on the 
non-instructional link discovery technology in data mining. It can realize the hidden information found 
in massive data. The method first constructs the financial transaction network. Second, it finds the target 
node and path of the transaction, and then filters them. Then it calculates the transaction frequency of 
the selected path. Finally, it finds the outlier based on the distance-based outlier detection algorithm. 
These outliers are the suspicious transaction information. By processing these information, financial insti-
tutions can avoid financial risks.

the model to find the suspicious transaction 
information;

3. Using machine learning techniques to identify 
suspicious transaction information intelligently.

However, these three methods have their own 
shortcomings.

This paper presents a method for discovering sus-
picious transaction information in the financial risk 
early warning system. The idea is to discover non-
coherent link discovery technology in data mining. 
The purpose of this method is to discover hidden 
information of abnormal data from massive data.

2 THE COMPOSITION AND STRUCTURE 
OF THE SYSTEM

The system has six modules:

1. Establishment of the transaction network mod-
ule: the transaction data in the database are 
recorded separately in order to reflect the rela-
tionship between various transaction nodes and 
records. The transaction data in this module 
include account, transaction amount, an organ-
ization of account, transaction time, trading 
location, trading network model, and the link 
between them. The module will use this data 
graph theory to build a trading network map.

2. Discovery of the target node and transaction 
path module: This module is based on the trans-
action network module. The source node is the 

1 INTRODUCTION

One of the main economic functions of the financial 
sector is to reduce and control the risks to investors 
and financiers in the process of social financing at 
an appropriate level. Early warning of financial risk 
refers to the supervision of the financial operation 
process and the warning on test results.

The system analyzes customer data including 
customer financial data, the credit contract infor-
mation, the capital account transaction, the exter-
nal judicial information, the financial information, 
and so on. Through the analysis, the system can 
detect suspicious transaction information and pre-
dict which customers in the future may be trans-
formed into a bad customer.

Discovery of the suspicious transaction infor-
mation is the most important part of the whole 
risk early warning system because bad customers’ 
information is often more “alternative” than the 
normal customers. So it can infer the bad financial 
customers by discovering these “alternative” trans-
action information.

There are three main methods of detecting sus-
picious transaction information in the risk early 
warning system:

1. It uses manual calculation and manual moni-
toring to find the suspicious transaction 
information;

2. According to expert experience to solidify 
the knowledge into the model and then use 
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given suspicious account. Then the module will 
find all the target nodes which have a direct rela-
tionship or indirect relationship with the source 
node and the transaction path between them;

3. Filter the target node and transaction path 
module: This module will provide five types of 
rules to filter the mass target node prior;

4. Extraction of the transaction path type module: 
The module’s main function is to extract the 
path type from the filtered transaction path. It 
prepares for the frequency calculation module;

5. Frequency calculation modules: the module’s 
main purpose is to quantify effect value between 
the goal node and each type of path. The value 
is the “frequency”.

6. Discovery of suspicious transaction informa-
tion module: Calculate the frequency between 
all target nodes and the transaction path and 
then construct all the frequencies as eigenvec-
tors. The outlier detection algorithm is then 
used based on the distance to find outliers. The 
outliers are the suspicious transaction informa-
tion that the users are interested in.

3 THE APPLICATION OF NON-GUIDED 
LINK DISCOVERY TECHNOLOGY IN 
THE PROCESS OF GAINING EARLY 
WARNING OF FINANCIAL RISK

3.1 Non-guidance link discovery technology

Non-guidance link discovery method is the expan-
sion of link analysis method in data mining. The 
method builds some disconnected objects into a 
network. It finds useful patterns and trends in the 
network. The whole process is divided into the fol-
lowing three stages: to set up a model stage, abnor-
mal trading path discovery, and abnormal trading 
node discovery. The key to the study is to deter-
mine the object type in the transaction model and 
the relationship between them.

3.2 Financial risk early-warning process 

3.2.1 Setting up the network module
The graph G (V, E) represents the trading network. 
V is the nodes set. There are five type of nodes in 
the nodes set, including accounts, transaction 
amount, accounts organization, trading time, and 
trading locations. E is the edges set. The edges are 
the relationship among these six types of nodes 
shown in Figure 1.

Node type in the trading network:

• Pi account.
• Di transaction time.
• Ti virtual node represents one transaction.
• Si transaction amount.

• Oi account organization.
• Ai transaction locations.

3.2.2 Target node and transaction path discovery 
module

The main function of this module is to select the 
account from the bad customer account database 
as the source node in the transaction network dia-
gram and then use the directed graph traversal 
algorithm to discover the target nodes connected 
to the source node and all the transaction paths 
between them.

For example, account P1 is the source node, the 
target node which connected with P1 and all trans-
actions path are shown in Table 1.

3.2.3 Target node and transaction path filter 
module

Since the number of object nodes involved in 
the transaction network graph is huge, when the 
source node is given, the amount of target node 
and transaction path data obtained from the above 
module will be huge too. It will affect the compu-
tational efficiency of subsequent modules. Accord-
ing to business domain knowledge and expert 
experience, some information out of range can be 
filtered in advance, so this module defines five fil-
tering rules to filter the target nodes:

• The amount filter rules M: When the amount 
node Mi (0 ≤ i ≤ n) is the destination node, it will 
reserve the nodes whose amount is greater than 
or equal to M, and the others will be filtered.

• Time filtering rules (Tm, Tn): When time node Ti 
(0 ≤ i ≤ n) is the target node, it will reserve the 
nodes in the period in (Tm, Tn).

• Place filter rules {Am}: When the location node 
Ai (0 ≤ i ≤ n) is the destination node, the nodes 
that are in the set{Am} will be filtered.

• Filter rules to account organization {Om}: When 
the account organization node Oi (0 ≤ i ≤ n) is 

Figure 1. Trading network diagram.
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the destination node, the nodes who are in the 
set{Om}will be filtered.

• Account filtering rules {Pm}: When the account 
node Pi (0 ≤ i ≤ n) is the destination node, the 
nodes who are in the set{Pm} will be filtered.

3.2.4 Trading path type extraction module
The main function of the module is to extract 
the transaction path according to the types. Since 
every node in the transaction model has a type, the 
transaction path composed of the nodes will also 
form different transaction path types. All paths in 
Table 1 can be merged into four types, as given in 
Table 2.

3.2.5 Frequency calculation module
Frequency is actually a relative measurement. It is 
established on the basis of different path types. It 
indicates that for the exchange path type tp, if  S is 
the source node, count the probability of T which 
is the destination node”. Frequency formula:

Frequency = N1/N2 (1)

N1 represents the total number of transaction 
paths between the given source node S and the 
target node T, which satisfies the path type tp;

N2 represents the total number of transaction 
paths between the source node S and any destina-
tion nodes, which all match the path type tp.

According to the above description of the sig-
nificance of frequency N1/N2, we can get a con-
clusion: when a source node terminates at a target 
node with a high probability, it means there are fre-
quent trading path types between the source nodes 
and target nodes. So we think there is a close rela-
tionship between the source node and target node.

According to Figure 1, Table 1, and Table 2, N1, 
N2, and frequency values are calculated and given 
in Table 3.

3.2.6 Obtaining suspicious trading information
Quantification of the target nodes is the inputting 
condition. Outlier set {N} are obtained by using 
the outlier mining algorithm based on distance. 
The final result is suspicious transaction informa-
tion that the users are interested in.

Outlier mining algorithm based on distance: 
If  the data set {D} object has at least pct parts 
that the distance to the objects O is bigger than 

Table 1. The path table as the source node is P1.

Source node->
Target node

Serial 
number Trading path

P1–>P2 Path 1
Path 2
Path 3
Path 4

P1->T1->P2
P1->T5->P2
P1->T4->P4->T5->P2
P1->T1->P2->T2->P3->

T3->P4->T5->P2
P1–>P3 Path 6 P1->T1->P2->T2->P3
P1–>P4 Path 7

Path 8
P1->T4->P4
P1->T1->P2->T2->P3->T3->P4

Table 2. Path type whose source node is P1.

Path Corresponding transaction path type Merge paths

Path 1
Path 2
Path 3
Path 4

Account->Virtual node->Account
Account->Virtual node->Account
Account->Virtual node->Account->

Virtual node->Account
Account->Virtual node->Account->

Virtual node->Account->Virtual 
node->Virtual node->Account

1. Account->Virtual node->Account number
2. Account->Virtual node->Account->Virtual 

node->Account number
3. Account->Virtual node->Account->Virtual 

node->Account->Virtual node->Account 
number

4. Account->Virtual node->Accounts->
Virtual node->Account->Virtual node->
Account->Virtual node->Account number

Path 6 Account->Virtual node->Account->
Virtual node->Account;

Path 7
Path 8

Account->Virtual node->Account
Account->Virtual node->Account->

Virtual node->Account->Virtual 
node->Account

Table 3. Frequency value table.

Node Path type N1 N2 Frequency

P1–>P2 Type 1 2 3 2/3
Type 2 1 2 1/2
Type 3 0 1 0
Type 4 1 1 1

P1–>P3 Type 1 0 3 0
Type 2 1 2 1/2
Type 3 0 1 0
Type 4 0 1 0

P1–>P2 Type 1 1 3 1/3
Type 2 0 2 0
Type 3 1 1 1
Type 4 0 1 0
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the dmin. So object O has outlier points based on 
parameters pct and dmin. In Figure 2, point A is 
the relative outlier to the other points. The data in 
Figure 2 is based on data in Table 3.

4 CONCLUSION

Non-guiding link discovery technology is efficient, 
time-saving, and labor-saving. The application of 

Figure 2. Outlier point based on distance.

this technology can handle large amounts of data 
and improves the processing efficiency of risk 
information. The method can ensure finding sus-
picious transaction information results in a timely 
manner. The method reduces business manual cal-
culation and time of manual monitoring. The tech-
nology is not based on expert experience entirely 
and ensures objectivity. It can find the unknown 
mode of suspicious transaction information.
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ABSTRACT: The concept of nanofluid was forward and the innovative PhotoVoltaic-Thermal (PVT) 
systems design using nanofluid as the heat transfer medium was carried out. The overall efficiencies 
achieved were over 5% higher than the conventional media, water and air, due to the higher heat capacity 
of nanofluid. The phase change material was used to store latent heat, which was different from sensible 
heat. The thermal efficiency of the PVT system was further improved. This article gives a review of the 
efficiencies of the PVT systems with different media, including air, water, nanofluids, phase change mate-
rials, and other hybrid media. The performance of the PVT system was evaluated.

(Chandrasekar M, 2010), phase change material 
(Tian Y, 2013), and so on. This paper focuses on 
the performances of the flat-plate PVT systems 
with different media and evaluates the advantages 
and disadvantages of them.

2 PERFORMANCE ANALYSIS OF A FLAT-
PLATE PVT SYSTEM

The general structure of a flat-plate PVT system 
is shown in Figure 1. It mainly contains six parts: 
front cover, encapsulated PV, absorber plate, flow 
channel, thermal insulation, and aluminum alloy 
frame. In the flat-plate PVT system, the core com-
ponents are PV and thermal collector. The silicon 
PV panels are commonly selected due to their low 

1 INTRODUCTION

Renewable energy is widely advocated by many 
countries in order to deal with the energy cri-
sis. Solar energy is one of the most important 
resources because it is abundant, clean, non-toxic, 
etc. Photovoltaic modules (PV) are composed of 
series-parallel multiples of solar cells, which can 
convert solar energy directly into electricity and 
storage, but the major concern for developers and 
users is the temperature effect, that is, the output 
decline of PV with their temperature increasing 
during operation. Skoplaki et  al. (Skoplaki E, 
2009) had reviewed a large amount of literature 
and summarized the relationship value of ~0.5% 
between temperature and electrical output of sili-
con PV cells. Silicon PV panels are the protago-
nists in practical applications. Therefore, cooling 
the PV is necessary. The passive cooling method is 
commonly used through the setting fluid channel 
on the back of the PV to take away the heat and 
reduce its temperature. A hybrid PhotoVoltaic/
Thermal (PVT) integration system (Chow T. T, 
2010) arises at the historic moment, which can not 
only improve the efficiency of power generation 
but also make full use of heat. Because of the dif-
ferent heating methods, the PVT systems can be 
a flat plate or concentrated. They are also classi-
fied according to the type of working fluid used 
for PV cooling, including air (Tonui J. K, 2007), 
water (He W, 2006 & Tyagi V. V, 2012), nanofluid 

Figure  1. Cross-sections of a general PVT collector: 
(1) front cover; (2) encapsulated PV; (3) absorber plate; 
(4) flow channel; (5) thermal insulation; (6) aluminum 
alloy frame.
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cost. Most of the thermal collectors are made up 
of copper and aluminum for their high thermal 
conductivity. The collector can work under differ-
ent working media with different fluid flow in the 
channel.

2.1 Air

The design of the air-type flat-plate PVT system 
can be simplified in its structure, thereby reducing 
the cost of PV cooling with forced or natural flow 
as shown in Figure  2. Hegazy et  al, (2000) com-
pared four types of flat-plate PVT air collectors: 
air flowing over the absorber (Model I), air flowing 
under the absorber (Model II), air flowing on both 
sides of the absorber in a single pass (Model III), 
and air flowing on both sides of the absorber in 
a double-pass fashion (Model IV). It was found 
that the overall performance was dependent on the 
pass type of the model, the flow rate of the fluid, 
and the flow channel ratio under similar opera-
tional conditions. He also found the optimum ratio 
value is 2.5 × 10−3, which effectively maximized the 
thermoelectric gains for such types of PVT air col-
lectors. (Chandrasekar et al, 2015) verified experi-
mentally that the cooling performance of flat PV 
modules could be enhanced by heat spreaders 
in conjunction with cotton wick structures. The 
electrical power of the PV module was increased 
by 14% with the developed air cooling methods. 
(Agrawal et al, 2013) comparatively analyzed dif-
ferent types of PVT air collectors. The overall 
annual thermal energy gain of hybrid PVT air col-
lector is below 30% and nearly 60% without and 
with glass cover, respectively. (Raman et al, 2008) 
had not only evaluated annual thermal and exergy 
efficiency of a hybrid photovoltaic thermal air col-
lector for different Indian climatic conditions but 
also analyzed the life cycle in terms of cost/kWh. It 
is observed that the exergy efficiency is 40% to 45% 
and the energy payback time and life cycle period 
were about 2 years and above 50 years, respectively.

2.2 Water

Due to the higher heat capacity of water, the water-
type flat-plate PVT systems (Aste, N. del P. C, 
2014), are used because they achieve higher overall 
efficiencies than air systems. (Zondag et al, 2003) 
also classified the water flat-plate PVT system 
into four types: sheet and tube, channel, free-flow, 

and two-absorber types. The channel-below-
transparent-PV design and the PV-on-sheet-and-
tube design were considered to be good alternatives 
because of their nearly annual efficiency, but the 
channel-below-transparent-PV design showed supe-
rior performance when compared with all types of 
collectors. (Saitoh et al, 2003) studied experimentally 
the performance of a single-glazed sheet-and-tube 
PVT collector under constant coolant supply tem-
perature and flow rate and found that conversion 
efficiency of PV ranged from 10% to 13%, and ther-
mal efficiencies were from 40% to 50%, respectively. 
(Shyam et  al, 2016) evaluated the overall thermal 
energy gain and exergy gain performance of series 
connected PVT water collector. The pay-back time 
of overall thermal energy and exergy basis was found 
to be 1.50 and 14.19 years, which is shorter than the 
air PVT system.

2.3 Nanofluids

Considering the low thermal conductivity of air 
and water, (Choi, 1995) thermal conductivity was 
enhanced by adding nanoparticles in liquids called 
nanofluid. It is defined as a mixture of normal 
fluid with a very small amount of solid metal-
lic or metallic oxide nanoparticles or nanotubes. 
As shown in Figure  4, a layer of nanofluid was 
inserted into the basic structure of the conven-
tional PVT system. (Hussein et al, 2016) had given 
a comprehensive overview of the recent 10~15 
years’ advances related to the application of nano-
technology in different types of solar collectors. 
The thermal energy efficiency and overall energy 
efficiency were both enhanced about 5%~7%. 
(Otanicar et al, 2009) compared environmental and 
economic impacts of using nanofluids to enhance 
solar collector efficiency as compared to conven-
tional solar collectors. The payback period of the 
nanofluid collector is slightly longer than the con-
ventional collector. (Kasaeian et al, 2015) reviewed 
the applications of nanofluids in PVT systems. The Figure 2. Cross-sections of an air PVT collector.

Figure 3. Cross sections of a water PVT collector.
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advantages and disadvantages of nanofluids were 
summarized. Nanofluids had unique mechanical, 
optical, electrical, magnetic, and thermal proper-
ties, but increasing costs, heavy toxicity, instability, 
and environmental damage.

2.4 Phase change materials

Thermal energy storage is practiced in two ways: 
sensible heat and latent heat. The sensible heat 
storage is the quantity of heat of material changes 
caused by temperature gradient and latent heat 
storage is the quantity of heat of material changes 
caused by phase change. Phase Change Materials 
(PCM) (Tiwari G. N, 1998) have considerably 
higher thermal energy storage densities. The struc-
ture of a PVT system is shown in Figure  5. The 
layer of phase change material had settled between 
the back plate of the thermal collector and insu-
lation layer. Koca et al. (Tiwari G. N, 2008) ana-
lyzed the energy and exergy of a solar collector 
with phase change material. It was observed that 
the average system energy and exergy efficiencies 
are 45% and 2.2% in October, respectively. (Shukla 

et  al, 2009) summarized the investigation and 
analysis of thermal energy storage incorporating 
with and without phase change material for use 
in solar water collectors. It was demonstrated that 
a large surface area for heat transfer could help 
enhance the thermal performance of solar water 
collectors by a phase change material. (Ma Tao 
et  al, 2015) studied that electrical efficiency and 
thermal efficiency were both improved by using the 
phase change material. However, the PVT system 
with phase change material research is still in the 
laboratory. It will face attendant challenges for 
practical applications in the future.

2.5 The others

Tripanagnostopoulos introduced three alternative 
modes of PVT/bi-fluid collectors with improve-
ment in thermal and electrical output features. The 
results showed that the integrative design is able to 
cut down payback time from 25 years to 15 years 
using a cheap diffuse reflector with lower concen-
tration. Assoa et al. developed a PVT/bi-fluid col-
lector that were able to reach thermal efficiencies 
approximately 80% for the specific collector length 
and mass flow rate. Jarimi et al. verified experimen-
tally the model of a bi-fluid PVT solar collector. 
The primary energy saving efficiency of the collec-
tor was around 60% with air and water at the opti-
mum flow rate. However, the design of this hybrid 
fluid PVT system is innovative but not practical 
owing to its high manufacturing difficulty.

3 RESULTS AND DISCUSSION

The performance comparisons of different PVT 
systems with different media were shown in Table 1, 
including cost, construction, toxicity, corrosivity, 
heat loss, operational temperature, and the envi-
ronment. The nanofluids, PCMs, and other hybrid 
PVT systems were both of high cost and structur-
ally complex, although they could work under high 
temperature for a long while or reduce the heat 
loss. In addition, the nanofluids PVT systems were 
not environment-friendly. Therefore, the air and 
water PVT systems would become the main force 

Figure 4. Cross sections of a nanofluid PVT collector.

Figure 5. Cross sections of the PVT system with phase 
change material.

Table 1. Performance comparisons of different PVT systems with different media.

Medium Cost Construction Toxicity Corrosivity
Heat 
loss

Operational 
temperature Environment

Air Low Simple No No Yes Low Friend
Water Low Simple No No Yes Low Friend
Nanofluids High Complex Yes Yes No High Bad
PCMs High Complex No Portion No High Friend
Others High Complex Yes Portion No High Portion
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of integrated photovoltaic buildings due to their 
low costs, simple structures, easy installation, and 
convenient use. In view of the thermal efficiency, 
the water PVT system would be highly promoted. 
The hot water would also be produced for residents 
and convenient for nomadic living.

4 CONCLUSION

The above review shows that great efforts have 
been demonstrated by several types of research. 
This paper presents a comprehensive analysis of 
the research carried out on flat-plate PVT systems 
operating with different media. The overall ther-
mal energy gain and exergy gain performance had 
been evaluated and a comparative analysis of the 
cost input and payback time had been done on dif-
ferent flat-plate PVT systems. This review will help 
in designing a suitable PVT system for energy stor-
age and building-integrated photovoltaics.
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A practical method for improving the coherence degree between SAR 
images

Wen Yu, Zhanqiang Chang, Xiaomeng Liu, Wei Wang & Jie Zhu
College of Resource, Environment and Tourism, Capital Normal University, Beijing, China
Key Laboratory of 3D Information Acquisition of Education Ministry of China, Beijing, China

ABSTRACT: The interferometric coherence is a key indicator of the quality of phase values in Inter-
ferometric Synthetic Aperture Radar (InSAR) processing. Accordingly, improving the coherence degree 
between SAR images will contribute to ensuring unwrapping smoothly and generating reliable interefero-
grams. In this paper, we proposed a practical registration method for improving the coherence degree 
between SAR images on the basis of systematically analyzing various decorrelation sources. A large 
number of experimental results indicate that the proposed method can obtain better quality interferograms.

ρ ρ ρ ρ ρ ρtherρ mal sρρ patias l Dρ C cρρ oregρtemporρ al  (1)

where ρtherρ mal  is the radar thermal noise decorrelation; 
ρspatiaρ l  denotes the decorrelation induced by spatial 
perpendicular baseline; ρDC is the decorrelation due 
to the difference of Doppler centroids between SAR 
images; ρcorege  represents the decorrelation induced by 
co-registration error; and ρtemporρ al  represents the decor-
relation caused by physical changes on the ground 
surface over the time period between acquisitions.

Following this, we will analyze each influencing 
element respectively.

The correlation ρtherρ mal  can be calculated accord-
ing to the following formula (Zebker H.  A.  & 
Villasenor J., 1992):

ρtherρ mal SNRNN
=

+ −

1
1 1

 (2)

where SNR is the ratio of signal to noise of the 
SAR system.

The spatial decorrelation is induced by the 
perpendicular baseline B⊥B ,  Zebker and Villase-
nor gave the following formula (Zebker H. A. & 
Villasenor J., 1992)

ρ θ
λspatiaρ l r

= − ⊥1 2 2| |B⊥B cos  (3)

The decorrelation induced by the frequency 
difference of Doppler centroid between SAR 
images can be calculated by the following formula 
(Wang, C. Zhang, H., Liu Z., 2002):

ρDCρ DC

A
DC A

fD

BA

fDC A= −1 Δff | )Af BDC AΔff  (4)

1 INTRODUCTION

In the field of Microwave Remote Sensing, Inter-
ferometric Synthetic Aperture Radar (InSAR) is an 
earth observation technique and one of the more 
popular research tools. It has been widely applied 
in the field of topographic mapping, geodynamics, 
glacier excursion, forest investigation, and oceanic 
surveys. The interferometric coherence and the 
changes of coherence degree have also been used 
in several applications such as InSAR processing, 
forestry stock volume estimation, and so on. In the 
InSAR processing, the interferometric coherence 
is a very important indicator of the quality of the 
phase values in the interferograms. Generally, high-
quality interferograms from which we extract reli-
able deformation information in the study area is 
based on fine interferometric coherence degree. The 
relevant research achievements have shown that it 
will only be possible for unwrapping the interfero-
metric phase in conventional SAR interferometry 
if the ensemble average of the coherence between 
SAR images is equal to or greater than 0.3 or 0.4 
(Rott H, 2006; Chang Z, 2007). Whereas, it is rather 
difficult to improve the coherence degree between 
SAR images in the InSAR application. Accordingly, 
we will try to find a feasible method to improve the 
coherence degree between SAR images.

2 ANALYSIS OF VARIOUS 
DECORRELATION SOURCES

The total decorrelation formula can be expressed 
as follows (Zebker H. A. & Villasenor J., 1992; 
Wang, C. Zhang, H., Liu Z., 2002)
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where BA is the bandwidth of the signal; ΔfDC is 
the frequency difference of the Doppler centroids 
between SAR images.

The temporal decorrelation is very compli-
cated and induced by many factors involving the 
motion of scatters, the changes of soil humidity 
and temperature, the vegetation growth, and so on. 
Given the probability distribution of the random 
scatters that obey Gaussian, it can be expressed 
(Zebker H. A. & Villasenor J., 1992) as

ρ π
λ

θ σtemporρ al y zθ σσ= − +exp{ ( )π
λ

( sσ yσσ i s )θθ }1
2

4 2 2(σ 2 2θ σ+ 2  (5)

We note that this formula only takes the motion 
of scatters into consideration.

The decorrelation induced by co-registration 
error in the range or azimuth direction is calculated 
using the following formulae (Just, D., Bamler, R., 
1994)

ρ μ πμ
πμcoreρρ g re r

r

r

i ( ) sin( )
=μ )  (6)

ρ μ πμ
πμcoreρρ g ae a

a

a

i ( ) sin( )
=μ )  (7)

where μr and μa, respectively, denote the co-
registration errors in the range and azimuth 
directions.

Analyzing the various decorrelation sources 
above, we get to know that it is very tough to control 
most decorrelation sources in InSAR processing 
since they are previously determined or fixed by 
SAR sensor performances, satellite orbit, or the 
properties of ground scatters. However, the only 
decorrelation which can be handled is the decorre-
lation induced by co-registration errors. We discov-
ered that the search window size can influence the 
co-registration accuracy to some extent.

According to equations (6) and (7), the decor-
relation due to co-registration error can be calcu-
lated by

ρ ρ ρcoregistrationρρ coreg re coreg ae⋅ρ ρr corege  (8)

where ρcoreg re  represents the co-registration errors 
in range, ρcoreg ae  represents the co-registration 
errors in azimuth.

In the past years, there has been some relevant 
research about the search window size. Ming 
Sheng Liao proposed a Multi-Stage Matching 
Method combined with least square matching, 
which has solved the issues of efficiency, precision, 
and reliability well. In his paper, he did some exper-
iments about the least square matching by chang-
ing different search window sizes (N = 17∼N = 71). 

Jingfa Zhang also did relevant work and said that 
64 × 64 and 128 × 128 were the best-suited search 
window sizes in registration processing. In this 
paper, we improve the research results by adjusting 
the search window size based on summing up the 
results of previous research. As a result, we find 
a better search window size after doing a lot of 
experiments.

3 EXPERIMENTAL PROCEDURE

Based on the above theoretical analysis, we selected 
more than 10  ASAR images on Track 218 for 
experiment analysis, which are outlined in Table 1.

The registration was processed by using Gamma 
software, which was developed by Gamma Com-
pany. In practice, the experiments were carried out 
according to the following steps:

First, the ten images were clipped into the 
same sizes of 3200  ×  14842; Second, we picked 
out the 20  pairs of images by baseline matching 
of SARscape. Third, the different fit standard 
deviations in range and azimuth were obtained 
by adjusting the search window sizes in the reg-
istration module of Gamma. Finally, the suitable 
search window size was selected according to the 
fit standard deviations that came from the co-
registration errors and improved coherent images 
were obtained.

4 EXPERIMENTAL RESULTS

Figure  1 and Figure  2 illustrate respectively the 
fit standard deviations in range and azimuth 
directions for different search window sizes 
when generating the 20 pairs of interferograms. 
Generally speaking, with the increase in search 
window sizes, the fit standard deviations in range 
and azimuth directions will be getting smaller. 

Table  1. The experience dataset and corresponding 
parameters.

Mission/mode Orbit Date Track Frame

Envisat ASAR/IM-2 28328 20070801 218 2799
Envisat ASAR/IM-2 28829 20070905 218 2799
Envisat ASAR/IM-2 29330 20071010 218 2799
Envisat ASAR/IM-2 29831 20071114 218 2799
Envisat ASAR/IM-2 30332 20071219 218 2799
Envisat ASAR/IM-2 31334 20080227 218 2799
Envisat ASAR/IM-2 31835 20080402 218 2799
Envisat ASAR/IM-2 32336 20080507 218 2799
Envisat ASAR/IM-2 32837 20080611 218 2799
Envisat ASAR/IM-2 33338 20080716 218 2799
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However, the 1024  ×  1024 window size gener-
ates different results, which shows the instability 
of change. So the 1024 × 1024 is not the suitable 
search window size. Figure  3  shows that the real 
consumptive time has gotten longer with the 
increase of the search window. As a matter of fact, 
considering the fit standard deviations and the real 
consumptive time, we adopted 256  ×  256 as the 
suitable search window size for co-registration and 
then implemented SAR interferometry to obtain 

the reliable deformation field in the study area. The 
search window 512 × 512 can be a candidate choice 
if  we need higher co-registration precision.

5 DISCUSSION AND CONCLUSION

By statistically analyzing the experimental results, 
we found that reasonably increasing the search 
window size can significantly reduce the co-regis-
tration error, which is a feasible method to improve 
the coherence degree between SAR images.

As a result, higher quality interferograms can be 
generated, which set the stage for obtaining conse-
quently high-quality interferometric products, such 
as Digital Elevation Model data, ground surface 
deformation information, and canopy height, etc.

More concretely, the experimental results indi-
cate that the search window 256 × 256 is the opti-
mal size for co-registration in view of both the fit 
standard deviations and the real consuming time.

Apart from that, the search window 512 × 512 can 
be a candidate if we need higher co-registration pre-
cision. Furthermore, the fit standard deviations in 
range and azimuth directions should be a compre-
hensive consideration due to their unique patterns.

In the future, we will be focusing on the mecha-
nism of this method.
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Figure 1. Comparison between fit standard deviations 
in range for different search windows sizes when generat-
ing interferograms.

Figure 2. Comparison between fit standard deviations 
in azimuth for different search windows sizes when gen-
erating interferograms.

Figure 3. The real lapsed time for different search win-
dows sizes about the 20 pairs of images.
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Smart management and control of household appliances
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ABSTRACT: In recent years, many traditional household appliances, like coal, oil, gas, and steam 
equipment, are gradually replaced by the electric power appliances. Subjective intention and objective 
requirement of residential users to participate in the demand side response are more and more strong. 
Through the simulation and analysis of the residential user’s electricity behavior, the study is based on the 
principle of residential demand response of smart home appliances. In this study, the Smart Household 
Management (SHM) control strategy is proposed. The strategy provides feasible solutions for the residen-
tial customers to participate in the demand response plan, which in order to improve household electric 
economy, energy efficiency, and promote stability of distribution network, and to achieve mutual benefits 
for both supply and demand sides.

2 SHM LOAD INTEGRATED MODEL

2.1 SHM temperature model

1. Air conditioning load model
The control model of air conditioning and refrig-
eration operation state is as follows:
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In the formula, SC.t represents the running state 
of the air conditioner (1 run, 0  stop, the same 
below); TC.t represents the internal temperature of 
the house; SC.h represents the highest temperature 
of the summer residence set; ΔTC represents the 
range of residential temperature changes in sum-
mer; IC is introduced as a residential temperature 
comfort criterion.
2. Heating load model
Floor heating operation state control model are as 
follows:
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1 INTRODUCTION

At present, there are many researches on the load 
of residential housing. In the literature (Tsui, 2012; 
Du, 2011; Chen, 2012; Yi, 2013), the intelligent 
control strategy for the load of multiple resident 
houses is proposed, such as the peak filling valley 
of the same distribution network feeder, renew-
able energy involved in home user scheduling and 
so on. The control scheme is based on the actual 
situation of regional load. But the characteristics 
of the electric load of the residents in our country 
are obviously different, that is, there are obvious 
differences in the choice of equipment, use of time 
and frequency. For the reasonable participation 
in demand response of residential users, based 
on two-way friendship for electricity, the promo-
tion of the experience of the intelligent residen-
tial power use, this paper proposes an intelligent 
residential load control strategy Smart Household 
Management (SHM).

Implementation of intelligent residential 
demand response needs the support of commu-
nication technology and control technology. The 
hardware foundation of SHM is the Home Area 
Network (HAN). HAN system realizes the wire-
less interconnection of the residential building 
internal power equipment and the direct control 
of the load and the intelligent socket. At the same 
time, the system can also be used to realize the 
information interconnection between the system, 
the community and the distribution network, so as 
to provide the electricity price and load informa-
tion for the users to participate in the DR.
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In the formula, SF.t represents the running state 
of the heating; TF.t represents the internal tempera-
ture of the house; TF.l represents the lowest tem-
perature of the winter residence set; ΔTF represents 
the range of residential temperature changes in 
winter; IF is introduced as a residential temperature 
comfort criterion.

2.2 SHM uninterruptible load model

The running state control model of the uninter-
ruptible load is as follows:
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In the formula, SL, SPC, STV, SR represents the 
running state of lamps, desktop computers, TV, 
refrigerator respectively. The formula introduces 
random parameter R (1 use, 0 nonuse, the same 
below). IL, IPC, ITV, IR represents the comfort crite-
rion of lamps, desktop computers, TV, refrigerator 
respectively. The higher the value is, the higher the 
priority of the corresponding equipment will be.

2.3 SHM transferable load model

The control model of the load running state of the 
washing machine is as follows:

S
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In the formula, SW indicates the running state 
of the washing machine; RW is the introduction 
of random variables, which means that users need 
to use the device immediately for special reasons; 
TW is the current time of washing machines; TW.s 
indicates the latest start running time of washing 
machine; ΔTs indicates the single washing time; 
(T–1)W.s means the start running time of wash-
ing machine last time; ΔTd indicates the operating 

interval frequency of washing machine in plan; 
IW is priority criterion.

3 SHM LOAD CONTROL STRATEGY

Take the control of four types of load as an exam-
ple, and the corresponding four order control func-
tions are as follows:
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NBiN ( )t = ( )m S n Pi tSS i tPP∑  (10)

In the formula, N represents the priority con-
trol function; I represents device priority criteria 
for control; NB is the basic control function; NA is a 
modified control function based on price response 
or incentive response; St, Pt indicate the running 
state, running power of the equipment based on 
time; mi, ni indicate the model parameters based on 
different residents of residential users.

4 SIMULATION

Equipment detail and load type which participate 
in the simulation of demand response are as shown 
in Table 1.

4.1 Simulation 1

Simulation demand response data sampling period 
is set to 10 min. Residential load simulation global 
online load and all equipment priority changes are 
as shown in Figure 1.

Residential temperature, EV simulation results 
are shown in Figure 2.

Table 1. Load participating in simulation.

Device Power/kW Load type

Air conditioner 4.5 temperature control
Radiant floor heating 4.0 temperature control
Refrigerator 0.1 uninterruptible
Computer 0.5 uninterruptible
TV 0.3 uninterruptible
Lamps 0.2 uninterruptible
Washing machine 0.8 transferable
Electric vehicle 5.0 EV
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The results in Table 2 show that in the current 
power system price environment, the demand 
response of SHM control system has been able 
to realize the economic dispatch of the residential 
user load.

4.2 Simulation 2

Price incentive factors use Real-Time Pricing (RTP) 
system. The change degree of real time electricity 
price is drawn referring to the RTP curves in liter-
ature (Sheng, 2014; Zhang, 2004), as shown in 
Figure 3.

In this simulation, we increase the simulation 
sampling period to 3 mins. Residential load simu-
lation of the global online load and all the device 
priority changes are as shown in Figure 4.

Residential temperature, EV control status are 
as shown in Figure 5.

Figure 1. Simulation results of total power and priority.

Figure 2. Floor heating and EV simulation results.

Table 2. Comparison of the cost of electricity.

Without SHM 40.96 yuan
SHM control 30.98 yuan

Figure 3. Real Time electricity Price (RTP) curve.

Figure  5. Simulation results of temperature control 
equipment (air conditioning).

Figure 4. Simulation results of total power and priority.
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The results in Table  3  show that the demand 
response level of SHM control system can be real-
ized in the long-term electricity market RTP price 
environment, which can also realize cutting peak 
and filling valley and economic dispatch to the 
residential load.

5 CONCLUSION

This paper constructs a residential load control 
model based on demand side response, optimizes 
electrical characteristics of residential users and 
makes residents use electricity economically. The 
simulation results show that SHM economic dis-
patch strategy of cutting peak filling valley has 
been realized. Adding a new load EV significantly 
increases the residential housing demand response 
scheduling regulation capacity. And in the cur-
rent and long-term power market environment, 
SHM control strategy is reliable and compatible. 
SHM control strategy on the one hand improves 
the use efficiency of electric energy of consum-
ers, reduces the cost of electricity and improves 
the comfort of the use of electricity; on the other 

hand, it optimizes resident load, transfers the load 
smoothly, smooths the load curve and promotes 
the stability of power supply and distribution 
network.
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ABSTRACT: This paper discusses the configuration and main functions of “Online Monitoring and 
Positioning Systems for Partial Discharge of High-Voltage Cables (OMPSPDHVC)”, the design of high-
frequency current sensors, the schematic design of collector hardware, software design and detection test. 
Field operation proves that the method disclosed herein is correct and effective.

verified through XLPE cable PD signal detection 
tests.

The OMPSPDHVC based on the two-end 
detection technology can monitor, at any time, the 
safety status of field equipment and the insulation 
condition of live HV cables to avoid accidents or 
further deterioration of insulation. Therefore, 
promptly detecting and positioning PD signal of 
XLPE cables are an important means to timely 
find hidden troubles and ensure safe and reli-
able operation of power cables. By minimizing 
periodic artificial inspection, labor cost, work-
load and outage time and avoiding safety risks 
caused by repair operations or old working pro-
cedures, the OMPSPDHVC significantly improves 
work efficiency, power safety and economic 
benefit.

2 SYSTEM CONFIGURATION (Wang 
Zhenhao, 2015 & Pang Dan, 2014)

The OMPSPDHVC is divided into three tiers: 
sensor HFCT; PD signal collection terminal; PD 
signal monitoring concentrator. The system archi-
tecture is shown in Figure 1.

1 INTRODUCTION

The author studied the signal characteristics and 
online monitoring of Partial Discharge (PD) 
of XLPE cables, developed an OMPSPDHVC, 
designed a wideband current sensor that has a 
wider working frequency band and better ampli-
tude-frequency characteristics, determined the 
optimal parameters through analytic comparison, 
and verified the performance of the wideband cur-
rent sensor designed.

An OMPSPDHVC based on the two-end detec-
tion technology was developed, whose hardware 
equipment includes high-frequency current sen-
sors, PD signal collectors and PD signal monitor-
ing servers. To realize real-time monitoring and 
remote diagnosis of PD signal of XLPE cables, the 
software system designed herein is divided into a 
front-end control system and a remote diagnosis 
system. The paper mainly introduces the realiza-
tion of collection control, data processing and reli-
ability related with the front-end control system, as 
well as the realization of remote data transmission, 
database and diagnostic analysis mainly related 
with the remote diagnosis system. The correctness 
and practicability of the OMPSPDHVC has been 
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3 MAIN FUNCTIONS (Wang Zhenhao, 
2015 & Pang Dan, 2014)

3.1. The synchronous multi-channel PD signal 
detection technology can realize synchronous 
detection of multiple phases of the same circuit 
and collect sufficient correlation information so 
as to increase the accuracy of detection.

3.2. By reconstructing the basic information of 
PD signal, it is possible to evaluate the amount 
of discharge and locate the source of discharge. 
By means of fuzzy classification algorithm and 
BP neural network algorithm, it is possible to 
identify the type of PD signal.

4 DESIGN OF HIGH-FREQUENCY 
CURRENT SENSORS

Soft magnetic materials are roughly divided into 
two types: metallic soft magnetic materials and 
ferrite soft magnetic materials. PD signals are 
micro current signals which cannot be detected 
by ordinary Rogowski coils. The purpose of using 
magnetic materials is to increase the coil’s self-
inductance coefficient “L”, reduce the coil’s size, 
number of turns, and stray capacitance “C”, and 
thus improves its performance. The saturated mag-
netic induction strength, Curie temperature, basic 
magnetic permeability, and high-frequency eddy 
current loss of metallic soft magnetic materials are 
relatively high but their coercive force and bulk 
resistivity are relatively low, so such materials are 
suitable for low-frequency applications in most 
cases. Although the magnetic performance of fer-
rite soft magnetic materials is generally lower than 
that of metallic soft magnetic materials, their bulk 
resistivity is several orders of magnitude higher 
than that of the latter, and their high-frequency 
loss is small, so such materials are more suitable 

for high-frequency applications. Furthermore, 
since ferrite soft magnetic materials are inexpen-
sive, with high magnetic permeability, low loss, 
high saturated magnetic induction strength, high 
cutoff  frequency, and high stability, they are widely 
used in the production of high-frequency inductor 
coil core so as to improve the coil’s self-induction 
and reduce its volume.

Through comparative experiments and based 
on the existing conditions, the sensor param-
eters finalized herein are as follows: the magnetic 
core material is nickel zinc; the number of  turns 
of  the coil is about 15; the integral resistance is 
100–150Ω.

5 HARDWARE SCHEMATIC DESIGN 
OF COLLECTOR (Wang Zhenhao, 2015; 
Pang Dan, 2014 & Wang Zhenhao, Pang, 
2014)

Functionally, the PD signal collector can be 
divided into four parts: power management mod-
ule, control processing module, data collection 
module, and signal conditioning module, as shown 
in Figure 2.

6 SOFTWARE DESIGN (Wang Zhenhao, 
2015; Pang Dan, 2014; Wang Zhenhao 
Pang, 2014 & Zhang XiliN, 2014)

The upper computer software is installed in the 
tablet PC provided and communication with 
the collector is realized via the WiFi of the tab-
let PC. Test results are given after the wave 
forms captured by the collector are filtered and 
analyzed.

Figure 1. System architecture.

Figure 2. Hardware principle of collector.

ICCAE16_Vol 02.indb   1348ICCAE16_Vol 02.indb   1348 3/27/2017   10:56:21 AM3/27/2017   10:56:21 AM



1349

The software system is developed using QT 
development tools and adopts a modular design, 
the functional block diagram of which is shown in 
Figure 3.

7 DETECTION TEST

7.1 In-situ investigation of cable tunnels and 
determination of electric power supply 
solutions

The purpose is to understand the actual distribu-
tion of cable tunnels, determine the test plan and 
procedures, and solve the problem of power sup-
ply. Since the tunnel is not very long, power supply 
is led to the middle of the tunnel at the air vent. 
Where PD signal collectors work in the stand-alone 
operation mode, they are powered by batteries so 
as to facilitate on-site inspection.

7.2 Propagation relationship test of PD signal in 
three-phase crossover interconnected cables

Simulated PD signals are injected from differ-
ent parts of the insulation joint, and an HFCT is 
respectively installed on the coaxial cable and the 
inner and outer shielding lines of the insulated 
cable connector to observe, via an oscilloscope, 
the propagation relationship of PD signal in three-
phase crossover interconnected grounding wire. It 
is proved that installing HFCT on the cross con-
nection box’s grounding wire is feasible.

7.3 In-situ PD signal detection test

First, PD signal collectors are set in the stand-alone 
mode to perform signal sampling for all the 220kV 
cable insulation joints, with 50 sets of data col-
lected for each joint. The upper computer software 

analyzes the collected signals and the background 
noise (intensity and type of interference) of the 
site to find out the cable joints where suspected 
PD signals exist. Then, according to the result of 
stand-alone inspection, “hand in hand” network 
detection is performed for the cables on both sides 
of the cable joint where there are obvious “PD 
signals”. In-situ network is built, power supply 
system & communication optical fiber is laid, and 
PD signal collectors are set in the network opera-
tion mode. The next step is to further determine 
the location the PD source and the amount of PD.

7.4 Analysis of the collected data and conclusion 
of the detection test

Conclusion of the detection test is given based 
on the results of the above test and analysis so as 
to find out hidden troubles in time and provide a 
basis for ensuring the safe and reliable operation 
of power cables.

8 SUMMARY

Since put into use, the OMPSPDHVC has produced 
satisfactory results and proved the correctness and 
effectiveness of the said system constitution, main 
functions, high-frequency current sensor design, 
collector hardware schematic design, software 
design, and test method.
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ABSTRACT: In this paper, new indexes are used to evaluate the temporal and spatial variation 
irregularity of rainfall erosivity, including the cumulative relative deviation rate (Cr), long-term varia-
tion rate (Lr), general deviation index (Id) and special deviation index (Di). The results showed that, since 
1980s, the change process of rainfall erosivity in Zhejiang province was decrease-increase-decrease. But 
the change of rainfall erosivity was more complex in the early 21th Century. The Id and Di obviously 
showed the typical low value areas and high-value areas. In the spatial difference, the Id and Di of the 
eastern coastal area of Zhejiang were significantly larger than those of other regions (p < 0.01).

five regions. These were the north of Zhejiang 
(plain area), northwest of Zhejiang (mountainous 
area), the central region of Zhejiang (hilly area), 
the southwest of Zhejiang (mountainous area) 
and eastern coast of Zhejiang (coastal area). The 
daily rainfall data of 84  meteorological stations 
in Zhejiang province during 1980–2009 were 
collected, and the power function model was used 
to calculate the rainfall erosivity (Zhang et  al. 
2002). And the long-term evolution characteristics 
of annual rainfall erosivity were analyzed by using 
the cumulative relative deviation rate (Cr), long-
term variation rate (Lr), the general deviation index 
(Id) and the special deviation index (Di).

The calculation formula of the cumulative rela-
tive deviation rate is as follows (Qing et al. 2010):

Cri = ∑i
j = 1 (Pj/μ − 1)

Where Pj is the rainfall erosivity of jth year. The 
μ is the average rainfall erosivity.

Long-term variation rate is defined as follows:

Lri = σ(i,i−4)/μ(i,i−4)

Where the σ(i,i-4) is the standard deviation of five 
consecutive year rainfall erosivity. The μ(i,i-4) is the 
average of five consecutive year rainfall erosivity.

The general deviation index formula (Lana et al. 
2000) is

Id = ∑((Pi+1 − Pi)2/(n − 1))0.5/μ

Where Pi is the rainfall erosivity of ith year. The 
μ is the average rainfall erosivity.

The specific deviation index proposed by 
García-Barrón is

Di = ((Pi − Pi−1)2/2 + (Pi+1−Pi)2/2)0.5/μ(i−1, i, i+1)

1 INTRODUCTION

Rainfall erosivity is the potential ability of soil 
erosion caused by rainfall, and it is also the most 
important external driving force. The rainfall ero-
sivity R factor is an index to evaluate this kind of 
ability (Zhang et al. 2003). At present, the global 
temperature showed a significant increase. And 
this change has been profoundly effecting the glo-
bal water distribution pattern by accelerating the 
water cycle process (Feng et al. 2006). The fluctua-
tion of rainfall irregularity has already produced a 
significant impact on rivers, wetlands and natural 
vegetation (García-Barrón et al. 2011). And these 
have led to the change of the spatial distribution 
pattern of soil erosion, which is worth people's 
attention. The fourth assessment report of the 
UN Intergovernmental Panel on Climate Change 
(IPCC) noted that with the increase of heavy rain-
fall events frequency, if  not in time to take meas-
ures to deal with global climate change, soil erosion 
in most areas will be further aggravated (IPCC 
2007). Under the background of global climate 
change, the change of rainfall erosivity, caused by 
rainfall change (such as rainfall intensity, rainfall 
frequency and seasonal rainfall pattern changes), 
have a profound effect on soil erosion process 
(Zhang et al. 2005; D'Asaro et al. 2007). Therefore, 
the study on the spatial and temporal distribution 
of regional rainfall erosivity can accurately reveal 
the impact of climate change on regional soil ero-
sion (Diodato and Bellocchi 2009).

2 DATA AND METHODS

According to the geomorphological features of 
Zhejiang province, the province was divided into 
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Where Pi is the rainfall erosivity of ith year. And 
the μ(i-1, i, i+1) is average rainfall erosivity of three 
consecutive years.

3 RESULTS AND ANALYSIS

3.1 The cumulative relative deviation rate

Figure 1 showed the variation of the Cr in differ-
ent geomorphologic divisions. On the whole, the 
Cr reflected the processes of 4  significant change 
stages of rainfall erosivity, which was decrease-
increase with fluctuations-sharply decrease-slow 
increase. The Cr was negative downward trend 
from 1980 to 1986 with the annual average decrease 
0.12. However, from 1987 to 2002, the Cr was 
upward trend, the variation of 15 years increased 
by 0.94. In 2003 and 2004, the Cr showed a sharply 
decline, as well as in 2005 it began to rise year by 
year. From the analysis of the overall changes in 
different geomorphologic divisions.

In 1980s, the Cr in the northwest, the central 
region, the southwest and the eastern coast, showed 
decreased trends, as well as a fluctuant increased 
trend in the north. However. In 1990s, the Cr in 
the north, the northwest, the central region, and 
the southwest, showed increased trends, as well as 
a slightly fluctuant decreased trend in the eastern 
coast. To the beginning of 21th Century. The Cr 
in the north, the southwest and the eastern coast 
was decrease in the first five year and increase in 
the last five year. And it showed complete decline 
trends in the northwest and the central region. 
Thus, in early 21th Century, the Province affected 
by the global climate change and other factors, the 
change of rainfall erosivity was more complex.

3.2 The long-term variation rate

There were differences in the Lr of  rainfall ero-
sivity in different regions of Zhejiang province in 

recent 30 years (Figure 2). For the whole provincial 
annual average rainfall erosivity, in 1980s and 
1990s, the Lr was shown to slight decreased trend. 
In early 21th Century, the Lr increased rapidly 
within a few years, followed by five of the bal-
ance period, but from 2007, the Lr again decreased 
significantly. The change process of the Lr in the 
north and the central region was similar with that 
of the province. By comparatively, the Lr in the 
northwest was decrease more obviously in 1980s 
and 1990s, nevertheless obvious increased in the 
first five years of 21th Century. But the change of 
the Lr in the southwest and the eastern coast were 
on the contrary.

3.3 The general deviation index

The statistical analysis indicated that the change 
range of the Id was from 0.157 to 0.441, average 
0.254 and variation coefficient 0.209. In the spatial 
pattern, the Id had obvious regional characteris-
tics (Figure  3). The Id presented two typical low 
value regions and three typical high value regions. 
The two typical low value regions were located in 
the north and the south of Zhejiang, respectively. 
In which the Id was less than 0.20. The northern 
low value region included Xiaoshan district (in 
Hangzhou city), the northwest of Keqiao district 
and the north of Zhuji County (in Shaoxing city). 
The three high value regions were located in the 
most north, the west and the eastern coast in which 
the Id could reach more than 0.3. The northern 
high value region included the north of Changxing 
County (in Huzhou city) and the northeast of 
Jiaxing city. The western high value region involved 
the middle parts of Qujiang district and Kaihua 
County (in Quzhou city). The eastern coastal 
high value region related to three regional centers, 
which were Fenghua-Xiangshan center (in Ningbo 
city), Sanmen-Linhai center (in Taizhou city) and 
Leqing-Yuhuan center (in Wenzhou city).Figure 1. The cumulative relative deviation rate.

Figure 2. The long-term variation rate.
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Figure 4 indicated the area distribution of the Id 
was positive skewness. In the range of 0.22–0.24, 
the largest area proportion was 31.70%. Secondly, 
the area proportion was 21.25% in the range of 
0.24–0.26. Thus, Id in 0.22–0.26 range, the area 
proportion accounted for 52.95%. The variance 
analysis of the Id in different geomorphologic 
regions indicated that the Id in the eastern coast 
(0.305) was significantly higher than in other 
regions (p < 0.01). The Id in the northwest (0.234), 
the central region (0.237) and the southwest 
(0.228), was significantly lower than that in prov-
ince (0.254). The Id was no significant difference 
between in the north (0.252) and in the province.

3.4 The special deviation index

The min-value of the special deviation index (Di) 
was 0.227 and max-value 0.537, average 0.372 and 
variation coefficient 0.18. The spatial distribution 
characteristic of the Di was similar to that of the 

Id (Figure 5). The Di also presented two low value 
regions and three high value regions in the spa-
tial distribution. The two low value regions were 
located in the north and the south. The northern 
low value region touched upon Xiaoshan district 
(in Hangzhou city), the west of Keqiao district and 
the north of Zhuji County (in Shaoxing city). The 
southern low value region covered the most region 
of Wuyi County, northeast of Suichang County 
(in Jinhua city), the northeast of Liandu district 
and the north of Songyang County (in Lishui 
city). Where the Di was in the range of 0.22–0.30. 
The three high value regions were situated in the 
most north, the west and the eastern coast. The 
northern high value region included the north of 
Changxing County (in Huzhou city) and the whole 
northeast of Jiaxing city. The western high value 
region contained the central region of the kaihua 
County and Qujiang district (in Quzhou city). The 
eastern coastal high value region was a wide and 
Contiguous range.

It contained Ningbo city (Ninghai County, 
Xiangshan County), Taizhou city (municipal dis-
tricts, Sanmen County, linhai County and Wenling 
County), and Wenzhou city (municipal districts, 
Yueqing County, Yongjia County, Ouhai District, 
Ruian County). The Di in these regions was 
above 0.4.

According to the statistics (Figure 6), the Di was 
mainly distributed in the 0.32–0.38 range. And the 
area proportion Accounted for 58.69%. The area 
proportion in the range of 0.32–0.34 and 0.34–0.36 
was close to 20%. In addition, the area proportion 
of Di greater than 0.40 accounted for 18.21%. 
through analysis of variance found that the Di in 

Figure 3. The distribution of general deviation index.

Figure  4. The area composition in general deviation 
index intervals.

Figure 5. The distribution of special deviation index.
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the eastern coast (0.436) was significantly higher 
than in other regions (p < 0.01), and the Di in the 
southwest (0.335) was significantly less than that in 
the province (0.372), but there was no significant 
difference between the north (0.378), the northwest 
(0.344), the central region (0.349) and the province.

4 CONCLUSIONS

In the study of the rainfall erosivity variation, most 
scholars used the standard statistics, such as anom-
aly value, standard deviation and variation coeffi-
cient to measure the variation of rainfall erosivity. 
In the study of the rainfall erosivity variation, 
most scholars used the standard statistics, such as 
anomaly value, standard deviation and variation 
coefficient, to measure the variation characteristic 
of rainfall erosivity. However, these standard sta-
tistics cannot describe the irregularity of rainfall 
erosivity. In this paper, the new indexes were used 
to analyze the irregularity of rainfall erosivity in 
Zhejiang province. The results of the study were 
as follows:

The cumulative relative deviation rate (Cr) of 
rainfall erosivity in the whole province showed a 
significant time variation feature. Since 1980s, the 
rainfall erosivity had experienced the process of 
decrease-increase-decrease. By the beginning of 
21th Century, due to the impact of global climate 
change and other factors, the change of rainfall 
erosivity was more complicated. The change of 
long-term variation rate (Lr) had regional charac-
teristics. The Lr, in the north, the northwest and 
the central region of Zhejiang, had experienced a 
slow decrease process in 1980s and 1990s. Sharply 
increase occurred during the 2000–2005. In recent 
years, there was a significant decline.

The general deviation index (Id) and the special 
deviation index (Di) have obvious spatial distri-
bution characteristics, which were two low value 
regions and three high value regions. In the 52.95% 
region of the province, the Id of rainfall erosivity 

was in the 0.22–0.26. And In the 58.69% region, 
the Di of  rainfall erosivity was in the 0.32–0.28. In 
the regional differences, the Id and Di in the eastern 
coast of Zhejiang were significantly higher than 
that in other regions (p < 0.01). The Id, in the north, 
in the center region and in the southwest, was sig-
nificantly smaller than that in the province. The Di 
in the southwest of Zhejiang was significantly less 
than that of the province.
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ABSTRACT: Container architecture, derived from freight containers, has an increasingly important 
position in the field of temporary buildings. With its modular and detachable structure, this newly emerg-
ing type of architecture shows a great development potential. However, container architecture has been 
confined to the absence of corresponding codes and technical modifications. In this article, a hockey rink 
in Huijia High School was taken as an example to illustrate a modification technology of container archi-
tecture, in which standard containers were displaced by redesigned modular units. Simplified models for 
engineering application were built through 3D3S in order to analyze the bearing capacity under vertical 
loads.

1.2 Modular tendency

The domain of container architecture is also 
expanding. The basic unit of buildings, which used 
to be a standard container has turned into spe-
cially designed modular blocks. This new type of 
modular frames shares similar superiorities with 
the original container architecture. With all the 
modular blocks prefabricated in factories, little 
work needs to be done on site, which improves the 
construction efficiency a lot. Also, those highly 
industrialized blocks make it possible to retain the 
movability and provisionality of the architecture.

Barring the similarities, this new type of modu-
lar architecture presents with many improvements. 
The stress pattern of the container, of which the 
corrugated plates with higher stiffness bear much 
of the load (Lu 2014), is quite different from that 
of the framework. Therefore, orthodox container 
architecture has to keep those corrugated plates 
with restricted room in it. Yet after modification, 
the basic unit of the modular architecture is more 
of a frame. It means that the loads are to be carried 
by the columns at the corners leaving enough space 
to meet the requirements of a large bay. Due to the 
similarity of the modular blocks and boxes, this 
type of architecture is also known as box building 
(Li & Zhang 1992).

On June 1st, 2013, China issued CECS 334:2013 
Technical specification for modular freight container 
building (CSCS 2013), the first national standard 
for reformation of modular containers. While tra-
ditional container architecture has been applied 
all over the world, however, the research over box 

1 INTRODUCTION

1.1 Origin of container architecture

Container architecture is combined by modular 
units with full architectural functions. These units 
would be prefabricated in factories and then assem-
bled at the final location.

Container architecture originated from a large 
number of empty containers piled up in ports 
around the world. The rapid development of 
the logistics industry has brought about a huge 
demand for containers and it is estimated that 
about 300 million of them are circulating around 
the world every year (Gong & Zhang 2010). Due 
to the lopsided pattern of international trade, a 
great number of containers are transported from 
the eastern to western countries loaded with raw 
materials. Yet despite the good condition of these 
containers, most of them would end up rusting at 
destination ports with no prospect of being trans-
ported back to Asia, which is much more expen-
sive than purchasing new containers and therefore 
unacceptable to merchants. As a result, about 
1 million Twenty-foot Equivalent Unit (TEU) were 
decommissioned worldwide (Xu 2008).

Container architecture came into being under 
such circumstances serving as temporary installa-
tions in ports initially. With the green concept ris-
ing in the mainstream of architecture, container 
architecture has received a lot of attention. For 
decades, the number of containers used in a build-
ing has been increasing, as well as the diversity of 
the combination.
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building is still fumbling. Thus, whether to choose 
modular container as units, or design the modular 
block afresh, is indeed a question worth consider-
ing, and circumstances alter these cases. When it 
comes to a certain project, checking calculation 
and modeling analysis are necessary.

2 PROJECT AND BACKGROUND

The auxiliary building of the hockey rink in Huijia 
High School is a three-story office building which 
is 49.32  meters in length, 13.2  meters in width, 
and a total building area of 1953square meters. 
The owner is strict with the construction time and 
makes a request for the movability of the buildings, 
expecting it to be reassembled easily somewhere 
else. Meanwhile, as an office building for confer-
ence and reception, it has to be equipped with a 
large bay.

As is shown in Figure  1, the large bay of the 
typical floor makes it impossible to maintain the 
corrugated plates of modular freight containers, 
which means that all loads are to be imposed on 
the skeleton of those containers. Generally speak-
ing, such frames can offer little support. So in 
order to demonstrate the viewpoint, a calculating 
model for the solitary modular container was built.

3 MODEL

3.1 Model of universal container

Two types of modular freight containers are needed 
in order to correspond with the architectural design 
and those two types of containers, according to the 
drawings in the collection, share the same width 
and height, 12192  mm  ×  2438  mm  ×  2591  mm 
for IAA and 9125 mm × 2438 mm × 2591 mm for 
IBB.

Construction drawings in Appendix A of the 
code, GB/T 1413-2008 Series 1 freight containers-
Classification, dimensions and ratings (2008), pro-
vide a scientific basis for structural simplification, 
as is shown in Figure 2.

The model was built in 3D3S, a software for 
steel structure modeling. The aim of the modeling 

is to disprove the reliability of the frame for freight 
containers, so container IBB was chosen as the 
model. With a shorter span in length, the container 
IBB ought to be more capable than container 
IAA. This means if  IBB was unable to satisfy the 
requirements of bearing capacity, then IAA would 
be automatically proven unsafe.

For the convenience of modeling, the distance 
between the secondary beams at the bottom of the 
container was unified to be 300 mm, and the mini-
mum cross section of these beams was adopted 
to be on the safe side. Additionally, all sections of 
profiled steel sheets were approximated as funda-
mental or thin-walled sections to fit the function of 
the software. The detailed approximation is listed 
in Table 1, and their corresponding positions are 
marked in Figure 3.

A bracing system would be set up to enhance 
the horizontal strength and stiffness of the struc-
ture resisting lateral wind and seismic loads. There-
fore, only vertical loads need to be considered in 
this model. As an office building, the dead load 
of its bottom was evaluated as 0.5  kN/m2, and 
the live load of 2.0 kN/m2. The load transferring 
pattern at the bottom resembles that of a one-way 
slab, which means being equally divided onto the 
secondary beams on both sides. The transferring 
pattern at the top of the frame, on the other hand, 
was like a two-way slab, considering the great dis-
tance it spans. Suspended ceilings were estimated 
to apply 0.5 kN/m2 to the top as dead load.

Loads of the upper layers were passed through 
the columns at the four corners equally because 
of the monolithic bottom board. To simulate the 
limit state of the frame, the model was based on 
the ground floor, bearing the loads passed from the 
two floors above. Detailed information of loads 
was elaborated in Table 2. With the consideration 
of load combination, all the dead loads would be 
multiplied by 1.2 and live loads by 1.4 before cal-
culating. Force transmission between layers was 
completed through corner fittings where there Figure 1. Typical floor plan.

Figure 2. Structure diagram of universal containers IAA.
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were hinge supports. Apart from the support, all 
the other joints were fixed.

The check of the model was based on GB 50017-
2003 Code for Design of Steel Structures. Both 
strength and stability did not pass the examination 
and its strength-stress ratio was distinguished with 
different colors as shown in Figure 4.

Results show that over 5 of the components 
buckled and the maximum stress ratio of strength 
is up to 2.660. Moreover, slenderness ratio of some 
rods has gone beyond the limits. So far, it has been 
proven impracticable to take freight containers 
without corrugated wallboards as architectural 
units. In other words, the modular unit requires 
redesigning.

3.2 Model of a redesigned unit

The main principles of the design are to keep the 
feature of easy manufacturing and strengthen the 
frame of the module.

Still, two different types of modular units with 
identical width and height are necessary in order 
to match the architectural design. The difference 
lies in the phase of the conceptual design. The 
unit with greater length would be divided into 
the main body, which is exactly the same as the 
shorter one and the cantilevered part. For the sake 
of modular coordination, the units were designed 
to be 9020  mm  ×  3000  mm  ×  3100  mm and 
12000 mm × 3000 mm × 3100 mm. The main body 
of the longer unit was 9.02 meters long while the 
rest of the part overhangs. Thus all the columns 
were in the same plane as is shown in Figure 5.

The longer unit would be taken as an example 
to illustrate how the frame was strengthened. In 
contrast with standard freight containers, universal 
beams and cold formed rectangles were chosen to 
form the frame, the cross sections of which are much 
larger. Also, secondary beams were added to the top, 
enhancing the stability as well as installing the ceiling.

The cantilevered part of the longer unit plays a 
negative role when calculating the structure, com-
pared with the shorter unit. Therefore modeling 
longer unit is enough to ensure the safety of the units.

The second model is as shown in Figure 6, and 
detailed information is listed in Table 3.

On top and bottom of the unit, loading condi-
tion of this model in 3D3S was the same with the 
previous one, but the patterns of force transferring 
were both in the way of the two-way slab. Hinge 
supports were on the four corners of the main 
body. Based on what is mentioned above, the soft-
ware can return the reaction force of the supports, 
which would be doubled and then added to the col-
umns as the loads from the upper layers. Similarly, 
considering load combination, all the dead loads 
would time 1.2 and live loads would time 1.4. 
Detailed information was presented in Table 4.

Figure 3. Approximated frame of a universal container.

Table  1. Component cross-references of the universal 
container.

Mark Type of section Size of section

GL1 Cold formed square 60 × 3
GL2 Cold formed rectangle 138 × 110 × 4
GL3 Cold formed square 60 × 4
GL4 Cold formed rectangle 140 × 50 × 4.5
GL5 Cold formed rectangle 152 × 60 × 4
GL6 Cold formed C steel 150 × 60 × 6
CL1 Cold formed C steel 122 × 45 × 4
GZ1 Cold formed C steel 230 × 40 × 6
GZ2 Cold formed rectangle 174 × 159 × 6

* All in mm.

Table 2. Load distribution of a universal container.

Position
Force transferring 
mode Dead load Live load

Bottom One-way slab 0.5 kN/m2 2.0 kN/m2

Top Two-way slab 0.5 kN/m2 /
Columns Joint load 11.12 kN 22.25 kN

Figure 4. Distribution of stress ratio in the model of a 
universal container.
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Judging from the outcome, the structure gets a 
sufficient safety margin with the maximum stress 
ratio of strength being 0.638 and stress ratio of sta-
bility being 0.608. As a consequence, the design of 
the modular unit is secure and feasible.

4 CONSTRUCTION MEASURES

Apart from the module design of the major struc-
ture, there are also some construction measures 
aimed at enhancing structural capacity.

Straight braces were arranged longitudinally 
along the center line at the top of the unit with 
2 mm-thick steel plates as roof and side beams on 
top were welded together, on which a coat of seal-
ant was applied.

All the ceiling joists should not be put on the top 
plates. Instead, these joists should be welded to the 
secondary beams or angle steel attached to them.

The bottom was covered with 28  mm thick 
wooden floor specifically for containers with some 
space reserved for the installation of doors and 
windows.

Figure 5. Structural floor plan.

Figure 6. Frame of a redesigned unit.

Table 3. Components cross-references of the redesigned 
unit.

Mark Type of section Size of section

GL1 Cold formed rectangle 250 × 150 × 8
GL2 Universal beam 250 × 150 × 6 × 8
GL3 Cold formed rectangle 200 × 150 × 5
GL4 Universal beam 250 × 150 × 4.5 × 6
CL1 Cold formed rectangle 250 × 150 × 6
CL2 Cold formed rectangle 150 × 50 × 3
GZ1 Cold formed square 89 × 3

* All in mm.

Table 4. Load distribution of the redesigned unit.

Position
Force transferring 
mode Dead load Live load

Bottom One-way slab 0.5 kN/m2 2.0 kN/m2

Top Two-way slab 0.5 kN/m2 /
Newels Joint load 23.63 kN 24.13 kN
Front posts Joint load 52.69 kN 47.87 kN

Figure  7. Distribution of stress ratio in the model of 
the redesigned unit.

Figure 8. The detailed structure of the junction.
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There was a fitting on each corner of the unit 
through which the units were linked together. As 
is shown in Figure 8, the beams were aligned with 
corner fittings by backing plates. Two M20 grade 
8.8 bolts were installed around each fitting along 
with the stiffener to avoid buckling.

Beams were connected through a steel lathing, 
welded with two contiguous beams. The inter-
spaces were filled with Polyurethane Foam sealing 
agent (PU Foam) thicker than 100 mm.

Fittings on the top had a bolt hole on each of 
them for hoisting on the site, which would be filled 
with bolts upon completion.

The assembly had at most four members at the 
position of one beam or one column increasing the 
cross section of the beam or column tremendously. 
In this way, the frame would be strengthened and 
deflection decreased, influencing the usage and 
safety of the structure positively.

5 CONCLUSIONS

Modular buildings represented by the design in the 
article not only inherit the advantages like movabil-
ity and prefabrication from the orthodox container 

architecture but also remove all the restraints for 
space. The diversity of modular units makes the 
style of the building more flexible. Such modular 
buildings are bound to set off  a revolution in the 
field of temporary buildings.
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ABSTRACT: This paper describes the design of a reflective pulse oximetry sensing system based on the 
semi-active RFID tag. It can monitor human physiological signals continuously through the wireless sen-
sor network. The system is composed of four modules: reflective pulse oximetry detection module, data 
processing module, RFID transceiver module, and PC interface. These modules can achieve the function 
of monitoring non-invasive, real-time, and long-distance wireless pulse oximetry. The reflectance probe is 
designed to collaborate with LEDs with wavelengths of 660 nm and 940 nm. The data processing module 
is designed to manage almost all of the internal processing. The RFID transceiver module is based on 
the EPC C1 GEN2/ISO 18000-6c protocol for communication. The RFID reader communicates with the 
RFID tag through the electromagnetic wave. The pulse and blood oxygen information measured by the 
sensor will be displayed in the upper computer interface. The experimental results show that the system 
has high accuracy and low power consumption, and will have a good application prospect in the direction 
of wearable medical wisdom research.

oxygen saturation, the pulse blood oxygen meas-
uring instrument can be divided into two types: 
transmission type and reflection type. Because 
of  the limitation of  the transmission type instru-
ment to the human body collection position, the 
reflection type sensor has been paid more and 
more attention by people. At present, there are 
few reports about the reflectance pulse oximeter 
clinical monitoring data (Kirk, 2003). For the 
reflection type sensors, the design of  hardware, 
software, and measurement methods are worthy 
of  further exploration.

In this paper, the measurement of pulse oxi-
metry employs a reflective optical measurement 
method according to the principle of infrared 
spectrum measurement. The pulse and blood oxy-
gen saturation detection system based on DCM03 
reflective sensor and a microprocessor with RFID 
technology is introduced in detail. The system uses 
advanced digital signal processing technology to 
effectively restrain the influence of human move-
ment and weak perfusion measurement and pro-
vides a fast and accurate method for measuring 
blood oxygen saturation and pulse rate.

2 RELATED WORKS

Pulse is the number of times the heart beats in a 
minute. Blood oxygen saturation is the percent-
age of total content of hemoglobin (HbO2) in the 

1 INTRODUCTION

The traditional health care philosophy is based on 
professional medical diagnosis and treatment insti-
tutions using professional diagnostic equipment to 
achieve unscheduled health care (Occhiuzzi, 2010; 
Peris-Lopez, 2011). This approach not only takes 
up excessive medical resources but also cannot 
grasp the body’s health in real-time, even miss the 
best time to treat the disease, resulting in irrepa-
rable damage (Redondi, 2013). With the constant 
improvement of science and technology, network-
ing technology, optical sensing technology, radio 
frequency identification technology, and smart 
micro-processing technology there has been rapid 
development. The portable intelligent medical 
monitoring devices begin to enter people’s vision 
and towards the direction of the development of 
wireless communication and monolithic integrated 
chip (Catarinucci, 2013; Toh, 2009).

The real-time monitoring of  vital signs of 
patients is a very important part in the new wis-
dom of the medical system (Ley, 2013). The medi-
cal point of  human vital signs, such as oxygen 
saturation and pulse rate, are important indicators 
characterizing the degree of  human health. So 
monitoring pulse oximetry safely and effectively 
plays an active role in the diagnosis of  disease 
and health care aspects (Mendelson, 1988). As a 
kind of  medical instrument, which can continu-
ously and non-invasively collect the data of  blood 
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blood, which can be combined with oxygen. Blood 
oxygen saturation is defined by the formula:

SP
HbO

HbO HbHH
0 1002

2
= × %  (1)

SpO2 represents oxygen saturation, HbO2 and 
Hb represent the content of hemoglobin and oxy-
genated hemoglobin in the blood, respectively. 
Measurement of oxygen saturation is based on the 
Lambert-beer law as the theoretical basis, using 
the principle of the spectrum effect combined with 
digital signal processing algorithms to achieve it. 
Blood in the veins of humans will be regarded as 
a liquid medium in the analysis process due to the 
absorption rate of different wavelengths of light 
for different components in the blood. So we can 
calculate the content of different components in 
blood by measuring the attenuation degree of light 
through blood.

Measurement of pulse oximetry is based on 
the principle that light absorption of ripple com-
ponent in arterial blood will change with the con-
traction or expansion of the artery, while the light 
absorption of other organizations is almost con-
stant. For the arterial blood vessel pulse, the light 
absorption of the arterial blood will change, which 
is known as the AC component. The light absorp-
tion of skin, muscle, bone, blood and non-pulsa-
tile blood will be constant, known as the straight 
flow. Cardiac contraction or expansion will affect 
the volume of the artery. Change in the optical 
path will affect the absorbance according to the 
Lambert-Beer law and the ripple component of 
the artery is known as photoplethysmography 
(PPG). Based on the photon diffusion equation 
and time-resolved spectroscopy technique, reflec-
tive light intensity can be obtained by the formula 
shown below.
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The relationship between the variation of the 
reflected light intensity and the absorption coeffi-
cient is derived as given below.

W = − μac  (3)

Connecting the absorption coefficient and 
absorption material concentration c, so that we 
can obtain the measurement method of dual wave-
length blood oxygen saturation.

The following formula is obtained by the double 
beam method.
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The formula of saturation of blood oxygen is 
obtained by selecting the wavelength of λ2 as an 
equal absorption point.
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The absorption of two kinds of hemoglobin in 
the red spectral region varies dramatically, but the 
difference of absorption in the near-infrared region 
of the spectrum is subtle, so the light absorption 
degree of different oxygen saturation depends on 
the content of two kinds of hemoglobin in the 
blood. According to the Lambert-Beer law, the 
analysis of light detector to the red and infrared 
volume pulse wave, hemoglobin concentration, 
and oxygen saturation can be calculated by analyz-
ing the PPG of the red and infrared light.

3 SYSTEM DESIGN

The reflective pulse oximetry sensing system based 
on semi-active RFID tags is composed of four 
modules: the reflective pulse oximetry detection 
module, data processing module, RFID transceiver 
module, and the PC interface.

3.1 Pulse oximetry sensing system

The pulse oximetry detection module, data pro-
cessing module, and RFID tag are respectively 
responsible for the collection, processing, and 
transmission of  pulse oximetry information. The 
RFID reader is connected to the host computer 
through the USB interface. They are jointly 
responsible for coordinating the management 
of  the pulse oximetry sensing system, obtain-
ing real-time sensing information of  all nodes, 
planning and coordinating the behavior of  each 
module. The RFID reader communicates with 
the RFID tag through the electromagnetic wave. 
On the basis of  power and precision, making 
the normal work of  each module and establish-
ing a stable communication are key to the design 
of  the system. The overall design of  the reflec-
tive pulse oximetry sensing system is shown in 
Figure 1.

In order to verify the feasibility of the sys-
tem, we firstly select the appropriate hardware to 
build the system. Among them, the pulse oxime-
ter sensor uses the APM’s latest evaluation kit for 
the reflective SDPPG sensor, including DCM03 
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reflection-type probe and a built-in 32-bit Cortex-
M3 processor. The DCM03 reflective sensor used 
in this design is composed of a red light emitting 
diode, infrared light emitting diode, and a high-
performance photodiode. It uses 660 nm red light 
and 940 nm near-infrared light as the incident light 
source. The light source and detector are located 
on the same side of the body tissue. A part of 
light emitted from the source is absorbed through 
human tissue, another part of the reflected light 
is absorbed by the detector. It can not only meas-
ure the PPG signal but also measure the SDPPG 
signal. Data processing module uses the STC-
12C5A60S2 of STC MCU Limited. The reader 
adopts the RLM300 UHF RFID introduced by 
RAY-LINKS. RLM300 works within the range of 
840∼960 MHz based on the EPC C1 GEN2/ISO 
18000-6C communication protocol. The design is 
based on advanced RFID analog circuit combined 
with the digital signal processing technology. The 
tag selects the IDS-SL900A used in the same EPC 
UHF G2 tag based on 18000-6C. The platform of 
the pulse oximetry sensing system is built as shown 
in Figure 2.

The four modules of the system are:

1. The pulse oximetry detection processing mod-
ule comprising a reflection type sensor and a 
microprocessor. The light source device emits 
red light and infrared light of two different 
wavelengths under the control of a microproc-
essor. The light is received by an optical detector 
after reflection from human tissues, and carry 
the oxygen pulse information in the optical sig-
nal. The light signal is converted into an elec-
trical signal by a light sensitive element and fed 
into a microprocessor. The electrical signal will 
be processed with amplification, filtering, and 
A/D conversion, and then separated into DC 
component and AC signal.

2. Data processing module includes high-speed 
A/D conversion module, six digital tube, central 
processing unit, and data memory EEPROM. 
Its input and output support UART and SPI, 
two kinds of interface mode. The pulse oximetry 

detection processing module connects data pro-
cessing module through the UART serial port, 
so pulse and blood oxygen information can be 
displayed on the digital tube. Communication 
between data processing module and the tag 
through the SPI protocol achieves the configu-
ration of running parameters of the tag so that 
the analog signal will be written into the tag’s 
EEPROM in the form of a digital signal after 
processing.

3. The RFID transceiver module includes two 
parts: RFID tag and RFID reader. RFID tags 
are generally composed of a tag chip and RF 
antenna. Each tag chip has a different identity 
code called EPC code. It is stored in a specific 
storage area of the tag memory, and can also 
operate and identify multiple tags through the 
EPC code at the same time. The RFID reader 
communicates with RFID tags through the 
transmission and reception of radio frequency 
signals. The microprocessor in the reader con-
trols the work of the whole reader. It is respon-
sible for decoding and encoding the received 
signal and communication with the host 
computer.

4. The PC interface includes a host computer 
and the interface written by VC++ MFC pro-
gramming. The reader connects directly to the 
host computer through the USB interface and 
data obtained through wireless communica-
tion will be displayed on the interface. They 
can obtain real-time physiological informa-
tion such as pulse and blood oxygen satura-
tion. The pulse and blood oxygen saturation 
monitoring system are connected as shown in 
Figure 3.

Figure  1. Structural block diagram of the reflective 
pulse oximetry sensing system.

Figure  2. The platform of the pulse oximetry sensing 
system.
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3.2 Data processing module

After running the entire system program, the 
hardware and software environment will firstly be 
initialized and then the host computer sends the 
sensor information to the reader. The reader will 
wait for query instructions of the sensor informa-
tion sent by the host computer. If  the reader does 
not receive any query from the host computer, the 
system remains in the initial state. Once the query 
instruction is received from the host computer, the 
reader will send selection, inventory, and access 
instructions to the tag through the non-modulated 
RF carrier, so that it will establish a connection 
with the label and complete the configuration of 
the parameters of  the tag. When the tag receives 
the reader inquiry instruction, the data processing 
module transmits the enabling signal to the blood 
oxygen pulse sensor. The sensor begins to work 
after receiving the signal. Information will be sent 
to the data processing module after completion 
of the corresponding data acquisition. The data 
processing module communicates with the tag 
through the SPI interface, the received data will be 
written into the internal register of  the tag after 
being extracted and analyzed. After the reader 
identifies the tag, the data will be transmitted 
to the internal register of  the reader and the tag 
through wireless communication. Finally, the real-
time data received by the reader will be displayed 
in the PC interface. The system flow diagram is 
shown in Figure 4.

3.3 Transceiver communications
Communications between the interrogator and tag 
are based on EPC C1 GEN2/ISO 18000-6c proto-
col. The parameter of the interface signals for RF 
communications, such as prescribed frequency and 
modulation, data coding, RF envelope, and data 
rate will be set up under the protocol. Tags shall 
receive power from and communicate with interro-
gators within the frequency range from 860 MHz 
to 960 MHz.

An interrogator manages tag populations using 
three basic operations: Select, Inventory, and 
Access. Tags shall implement a reply state. Upon 
entering a reply, a tag shall backscatter an RN16. 
If  the tag receives a valid acknowledgment (ACK), 
it shall transition to the acknowledged state, back-
scattering the reply of its PC, EPC, and CRC-16. 
If  the tag fails to receive an ACK or receives an 
invalid ACK or an ACK with an erroneous RN16, 
it shall return to arbitrate.

3.4 PC display interface

This design involves two kinds of PC display inter-
face. One kind of interface can display the wave-
form of the measured data, which is obtained from 
the host computer connected directly with the pulse 

Figure 3. Diagram of the reflective pulse oximetry sensing system.

Figure 4. System flow diagram.
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blood oxygen sensor module through the USB 
interface. The other can display data measured by 
the pulse blood oxygen sensor after processing by 
the data processing module and RFID transceiver 
module. The two pulse blood oxygen display inter-
faces are as follows:

1. The display interface of the pulse blood oxygen 
module can not only display the red and infra-
red PPG signals directly but can also display the 
red and infrared SDPPG signals in the interface 
as shown in Figure 5.

2. The real-time pulse blood oxygen information 
collected through the sensing system can be 
displayed by the waveform diagram, histogram, 

and numerical method with the interface as 
shown in Figure 6.

4 EXPERIMENTAL VALIDATION

After debugging the software and hardware of the 
system, the clip type for adult probe BSJ09001C 
is selected from Shanghai Berry for contrast. Data 
measured by the oximeter will be compared with 
the data measured by the sensing system in order 
to verify further feasibility and accuracy of the 
system. Twenty individuals of the same age are 
selected for testing. Each person must have no 
strenuous exercise before the test and all subjects 
must have rest for at least 5  minutes before the 
signal was extracted. During the measurement, 
the room should be quiet and the result will be 
recorded when the measured data is stable.

The data measured by the pulse oximetry sens-
ing system was analyzed and compared to the data 
obtained from the pulse oximeter. The results of 
blood oxygen saturation and pulse rate are shown 
in Figure 7 (a), and 7 (b). Series 1 represents the 
data measured by the blood oxygen sensor, and 
series 2 represents the data measured by the system.

The results of error analysis of blood oxygen 
saturation and pulse measurement are shown in 
Figure 8. The series 1 and 2 respectively represent 
the percentage error of the pulse rate and oxygen 

Figure 6. Data collected through the sensing system.

Figure 5. Information obtained directly from the pulse 
blood oxygen sensor.

Figure 7. Results of blood oxygen saturation and pulse 
rate.
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saturation. After calculation, the average error of 
blood oxygen saturation is 0.35% and the maxi-
mum error is 1%. The average error of pulse rate is 
1% and the maximum error is less than 2%. Over-
all, the system has good stability. It shows that this 
method can be applied to real-time monitoring 
of pulse and blood oxygen saturation basically to 
meet the design requirements.

5 CONCLUSION

In this paper, a reflective pulse oximetry sensing 
system is proposed based on active RFID tags. A 
sensor combined with a microprocessor and wire-
less communication technology can realize the 
function of real-time monitoring of pulse blood 
oxygen information in the middle and long dis-
tance. The experimental results prove the feasibil-
ity of the research project and the system has the 
characteristics of a stable operation, high accuracy, 
and low power consumption, and so on. Along 
with the development of science and technology, 
the improvement of medical treatment level, the 
characteristics of the miniaturization, and wire-
less real-time monitoring have good application 
prospects in the direction of the wearable medical 
wisdom.
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ABSTRACT: The purpose of the greenhouse environment monitoring is to provide a good growing 
environment for plants, increase crop production, cut down the growth cycle and reduce the unconscious 
influence on the greenhouse. Combine the smart city, plant factories, large data, other hot evaluation, and 
design a system of long-range greenhouse environment monitoring based on the cloud technology com-
bine the smart city. The system is mainly made up of cloud technology platform, STM32 microprocessor, 
sensor module, wireless module and monitoring terminal (mobile phones and personal computers), which 
realizes the long-range wireless environment monitoring and controlling. The System of STM32 micro-
processor connects the sensor module and wireless module to collect the data of greenhouse environment 
(such as temperature, humidity, light, etc.), and transmits them to the cloud platform. Monitoring termi-
nal visits the cloud platform to get and display the greenhouse environment data through TCP/IP. This 
system adopts the connection of cloud platform technology and Wi-Fi technology, which is more conven-
ient than the traditional network and Bluetooth technology. The results show that the data collected by 
the system is stable, more real-time and has lower packet loss rate.

in this field: the greenhouse environment monitor-
ing system based on GSM message designed by 
Zhao Liyan et  al. (Zhao, 2009) realized the real-
time monitoring of environmental temperature, 
humidity and light intensity. The greenhouse envi-
ronment monitoring system based on Bluetooth 
technology designed by Li Li et  al.  (Li, 2006)
realized the wireless greenhouse environmental 
information collection through the Bluetooth. The 
greenhouse environmental data and control system 
based on ARM designed by Miao Fengyun, et al. 
(Miao, 2015) realized the greenhouse environment 
control in view of the damage of dew condensa-
tion on crop surface.

Greenhouse is a kind of advanced facility agri-
culture (Li, 2005), and the farmers can control 
environmental conditions to increase crop yield 

1 INTRODUCTION

The greenhouse environment monitoring and 
control obtains the optimal growth conditions for 
crops through changing the greenhouse environ-
ment factors (such as temperature, humidity, light 
intensity, etc.) (Zhang, 2013; Guo, 2010; Chen, 
2011; Mittal, 2012), so as to prevent crop disease, 
improve crop quality and increase economic ben-
efits. Our country is a large agricultural country 
with vast area, and every year serious losses are 
often caused by natural disasters to crops (Robert, 
2008; Zhang, 2013; Zhao, 2012). Deploying the 
sensor nodes within the farm, access to climate 
conditions in real time and make corresponding 
measures are helpful for improving the yield of 
plants. Many scholars have conducted the research 
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and avoid the influence of climatic conditions on 
crops (Liu, 2015; Li, 2009). Greenhouse also plays 
an important role in anti-season vegetables and 
flowers. Traditional greenhouse monitoring system 
is mostly implemented by the wired multipoint sys-
tem with complex wiring, difficult installation and 
poor anti-interference ability. The wireless trans-
mission can solve the shortage of the traditional 
greenhouse monitoring, but Bluetooth and Wi-Fi 
can only achieve the short transmission control. 
GSM and GPRS can realize the wireless transmis-
sion control, but the SMS cost and traffic cost are 
high.

The research aims to design and implement 
a kind of remote wireless real-time greenhouse 
environment monitoring system based on Wi-Fi 
technology and cloud platform technology, so as 
to solve the above-mentioned problems existing 
in the greenhouse monitoring. STM32 is the main 
control chip, combined with the sensor module, 
realizes the collection of greenhouse environment, 
and uses ESP8266  Wi-Fi module to implement 
the wireless transmission of environment factor 
data; the cloud platform realizes the data stor-
age, monitoring terminal realizes the data display 
and control, as well as the mass data processing in 
greenhouse, and reduces the influence of staff  on 
the greenhouse environment. Also, the manage-
ment personnel can timely understand the change 
of the greenhouse environment, control the green-
house environment and increase the crop yield and 
quality.

2 SYSTEM HARDWARE PLATFORM 
DESIGN

This system mainly consists of the power module, 
sensor module, wireless module, mobile phone 
APP and cloud platform, etc. The development 
board and LED of power module provides the 
voltage for operation; sensor module is used for 
real-time acquisition of greenhouse environment 
parameters; wireless module is used for the acquisi-
tion of terminal access networks and wireless data 
transmission to the cloud platform; mobile phone 
APP is used for the remote access to environmen-
tal parameters and issuing control instructions; 
cloud platform is mainly used for data processing 
and storage. The schematic diagram is as shown in 
Figure 1.

The system main control chip uses the Corter-
M3  microprocessor chip of ST Company with 
the working frequency up to 72  MHZ, cache of 
512  bytes, SRAM of 64  K  bytes and rich I/O 
interface, and the interrupt processing can satisfy 
the requirement of high real-time performance. 
The chip has rich resources and perfect software 

library, can simplify the system hardware, greatly 
shorten the development cycle and reduce devel-
opment cost; therefore, it is widely used in various 
kinds of electronic products, such as the electronic 
measuring instrument, environmental monitoring, 
hand held measuring tools, etc.

2.1 Wireless module design

The system uses the wireless access networks and 
adopts the wireless module highly integrated by 
ESP8266 chip with the built-in TCP/IP protocol, 
32-bit microprocessor and a set of complete and 
self-contained Wi-Fi solution, which can carry 
the software application, and uninstall all network 
functions through another processor. The module 
has powerful processing and storage capabilities 
through GPIO port integrated sensor and other 
application specific equipment, so in the process 
of development, it occupies less system resources. 
Due to the low power consumption of system, it is 
widely used in mobile devices and wearable prod-
ucts. The module in this system is used to connect 
cloud server platform, realize the environment 
factor data transmission of collection terminal, 
and the connection with the MCU is as shown in 
Figure 2.

2.2 Sensor module design

The system environment temperature and humid-
ity is collected using DHT11 sensor containing a 
resistor type moisture component, a NTC ther-
mometer component and high-performance single 
chip microcomputer for processing data with the 
standard calibration function. The standard cali-
bration coefficient is stored in the OTP memory, 
therefore, the sensor has high reliability and stabil-
ity. It has widely measuring range, high precision, 
so it can satisfy the measurement task of this sys-
tem. Its internal structure is as shown in Figure 3.

Light intensity of  the system is collected using 
the TSL2560 chip sensor module of  TAOS Com-
pany, and the module can convert light intensity 
analog signal into digital signal, which is a kind 
of  high conversion rate, low power consumption, 

Figure 1. General schematic diagram of the system.
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wide range digital conversion chip. There are two 
channels inside the module, containing two pho-
tosensitive diodes, and the channel 0 is sensitive 
to visible light and infrared ray, and only chan-
nel 1 is sensitive to infrared light. The current 
through the photosensitive diode accumulates 
via A/D converter, and is translated into digital 
quantity stored in the chip. The chip has the pro-
grammable light intensity threshold, when the 
actual light exceeds the threshold, the interrupt 
signal will be sent, advantageous for the constant 
illumination function and satisfy the light acqui-
sition task. Its internal structure is as shown in 
Figure 4.

2.3 Relay control circuit

The system environment control module has the 
relay module and single chip. The single chip 
receives the control commands from the upper 
machine, and executes the command to control the 
relay, so as to realize the control of heating sys-
tem, ventilation system and the environment inside 
the greenhouse. Relay control circuit diagram is as 
shown in Figure 5 below.

2.4 PWM dimming modules

According to the special voltage and current char-
acteristics of LED, it adopts the constant current 
drive mode, and the LED driver uses the PT4115 
chip design. The chip is a step-down constant cur-
rent source of continuous inductor current con-
duction mode, used to drive the one or more series 

LED. It has independent PWM control interface, 
and the connection with MCU is as shown in 
Figure 6.

PWM wave produced by STM32 is used to 
adjust the light intensity, the GPIO interface out-
putting the PWM wave is connected to the LED 
driver module, the output of LED driver is con-
nected to the LED module, and MCU controls the 
brightness of LED lights by controlling the output 
of PWM wave.

3 SYSTEM SOFTWARE DESIGN

System software design includes the design of col-
lection software, cloud platform building and mon-
itoring terminal software design. The software and 
corresponding hardware platform work together, 
so as to realize the system function.

Figure 2. Wi-Fi module connection schematic diagram.

Figure 3. Internal structure diagram of DHT11.

Figure 4. Internal structure diagram of TSL2560.

Figure 5. Relay connection schematic diagram.

Figure 6. The connection schematic diagram of PWM 
dimming module and MCU.
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3.1 Collection software design

STM32 is the main control chip of collection end 
as the core of intelligent environmental factors 
acquisition and control. On the one hand, control-
ling the ESP8266 module access network realizes 
the connection with the cloud platform; on the 
other hand, the sensor module realizes the real-
time acquisition and processing of greenhouse 
environmental parameters; it should complete the 
data transmission and execute commands from the 
PC, and start the actuators.

After the system is powered on, initialize the 
serial port and Wi-Fi module, guarantee that the 
equipment is connected to the network; after join-
ing the network, the equipment will automatically 
send the IP address to cloud platform. Then initial-
ize the sensor module to collect the environment 
temperature and humidity, light intensity, envi-
ronmental parameters, and send to cloud storage 
platform, and then wait for the outside wireless 
packet. When receiving the wireless packet, detect 
the data packet, determine whether it is the device’s 
IP address; if  that, parse the packet; if  not, dis-
card the packet. When the accepted packet is the 
control command (such as the control of pump 
and humidifier, etc.), start the executing agency, 
execute the corresponding action, and complete 
the corresponding function.

3.2 Cloud platform building

Cloud platform technology is a new kind of data 
processing technology with a large volume of data, 
various data types, low value density, high com-
mercial value and processing speed (Lu, 2016; Liu, 
2016). Greenhouse environmental information col-
lection and control contains huge amount of infor-
mation. The cloud platform technology can help 
realize the greenhouse environment information 
acquisition and processing in different regions, 
providing accurate and timely data for the crop 
growth research.

The cloud platform of this system has percep-
tion layer, transport layer, cloud service layer and 
access layer. Perception layer is at the front end of 
the cloud platform, responsible for remote acqui-
sition and control of greenhouse environment 
parameters; the transport layer is responsible for 
the transmission of greenhouse environmental 
data, user preferences and related commands. The 
cloud services layer is the core of the greenhouse 
environment monitoring system, used to provide 
the cloud infrastructure; the cloud application is 
based on the cloud platform infrastructure, the 
core of the cloud layer, which allows the user to 
view environmental parameters and control it any-
time and anywhere, share logs, experience farming 

fun; the access layer is used for the mobile terminal 
of platform, and provide the APP way into the 
cloud through the cloud computing center.

3.3 Mobile terminal software design

Mobile terminal system is the equipment of obtain-
ing the environmental information and sending 
control command with the mobile phone as the 
mobile terminal equipment, making it conveni-
ence for users to access to information. Android 
is the open source mobile operating system devel-
oped by Google, including the interface develop-
ment, application development, etc. This system 
uses the cloud platform as the intermediate con-
necting device, and the client development uses the 
Java language of Android, combined with scoket 
for network communication and data interaction, 
and produces the APK installation file. It can be 
installed directly on the Android mobile phone; 
compared to the traditional wireless environment 
monitoring system, this system is not subject to the 
region, time, distance and other environmental fac-
tors. The software design of mobile terminal is as 
shown in Figure 7.

After the system client software starts, first 
of  all, initialize the interface, enter the inter-
face button and click the QR code scanning to 
scan the acquisition terminal equipment, the 
equipment system will automatically generate 
identifiable ID (only IP and port number), and 

Figure 7. The software design of mobile terminal.
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the device ID is stored in the cloud platform; 
connect the devices into environmental moni-
toring control mode, send packets to the cloud 
platform and start listening mode, receive the 
environmental parameters from the cloud plat-
form, and send the corresponding control com-
mand to the device through the control button. 
The software design of  acquisition side is as 
shown in Figure 8.

4 SYSTEM FUNCTIONAL TEST AND 
ANALYSIS

In order to verify the feasibility of the designed 
monitoring system application and other perfor-
mances, the whole system should be operated and 
tested.

4.1 System functional test

The test environment of this system is the smart 
plant growth chamber produced by Haiyu Com-
pany of Tianjin Polytechnic University; the 
monitoring system is installed in intelligent plant 
growth box with serial number in each growth 
chamber. Monitoring terminal uses the GALAXY 
Grand 7106 mobile phone produced by Samsung; 
inside the mobile phone is the designed APP; 
open the APP and scan QR code on the growth 
chamber, and make do a specific identification for 

each growth chamber for convenient control and 
management of growth chamber.

Supply the power to the system, the system 
accesses to the network and begins to collect envi-
ronment parameter, open the phone App, enter 
the environment parameters monitoring page, and 
you can see the current plant growth parameters, 
such as temperature, humidity and light intensity. 
The pages are as shown in Figure 9 above. Enter 
the settings page, set time, plant growth and other 
information as shown in the Figure below. Differ-
ent buttons can be used to realize the control of 
collection relay, and the control of environmental 
parameters. The interface is as shown in Figure 10 
below.

4.2 Analysis of system performance

To test and verify the packet loss rate of system, 
send the temperature parameters request com-
mand to different growth chambers on the PC 

Figure 8. The software design of acquisition side.

Figure 9. Environmental monitoring page.

Figure 10. Environmental control page.
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side in the form of unicast, so as to test the system 
packet loss rate. The unicast packet loss rate is as 
shown in Table 1.

The system adopts cloud platform technology 
and Wi-Fi technology with no distance limit. No 
matter when and where it is, there is network in 
the phone, it can realize the real-time monitoring 
of greenhouse environment. In the case of 2G net-
work, it can also refresh the page quickly.

5 CONCLUSION

This paper designs and implements a kind of remote 
wireless greenhouse monitoring system combined 
with cloud platform technology and Wi-Fi tech-
nology, so it effectively overcomes the traditional 
problems of greenhouse environment monitoring 
and management. It combines the cloud platform 
and Internet technology that the users are allowed 
to obtain and control the greenhouse environment 
parameters through App, so it effectively avoids 
the crop losses due to the improper environment 
parameters in greenhouse. Also, it realizes the uni-
fied management of the greenhouse environment 
monitoring, gets rid of the traditional individual 
greenhouse environment monitoring system, 
effectively realizes the multiple remote monitor-
ing and management of greenhouse. It eliminates 
the defects of traditional greenhouse management, 
thus exploring the development of greenhouse 
environment monitoring and providing strong 
theoretical basis.
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Negative emotion speech classification for a six-leg rescue robot
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College of Information and Computer Science, Shanghai Business School, Shanghai, China

ABSTRACT: This paper aims at providing an approach for a user-dependent emotion recognition sys-
tem of affective speech based on multiple features using prosodic information and Higher Order Spectra 
(HOS) analyses. Prosodic features including speech rate, short-term energy, and pitch-related features are 
extracted to indicate the effect of linear aspects, and HOS analyses are utilized to indicate the impact of 
nonlinear aspects of affective speech signal. Some significant representatives are taken to form the reduced 
feature set and build the classifiers for emotion recognition. The proposed algorithm is implemented on 
our six-leg robot, which is designed for search and rescue tasks in real disaster sites using the predictive 
accuracy of dynamic time warping. The effectiveness of this algorithm in both emotional speech signal 
recognition and feature dimensionality reduction is illustrated with some experimental results. An impor-
tant finding is that the proposed algorithm is shown to be effective for identifying negative-type emotion 
with excellent predictive capability.

in-car driver interfaces, call-center management, 
educational software, games, etc. (Koolagudi, 
2012; Sravros, 2012; Ververidis, 2006; Chen, 2007).

Our motivation is to develop an emotional 
speech detection system for survivors and rescue 
robots in the context of disasters (earthquake, fire, 
building collapse, etc.). With emotional speech rec-
ognition ability, a teleoperated rescue robot could 
detect, analyze, and feed a survivor’s vital signs and 
emotional states back to the control base outside 
the disaster area, and it could also be a friend to 
accompany trapped people while rescuers are try-
ing to reach them. The main novelty is that we 
adopt Higher Order Spectra (HOS) to analyze 
nonlinear aspects of affective speech signals, and 
try to search for embedding dimension and asso-
ciated features that best show the emotional class 
structure of our data.

2 PREPARATIONS

2.1 Six-leg rescue robot

The first version of our six-leg teleoperated rescue 
robot (Figure 1) is developed for executing rescue 
missions at disaster areas. With the help of rubber 
suction cups, it is capable of surmounting obstacles, 
operating valves, etc. in disaster areas. The sensory 
equipment includes auditory, tactile, ultrasonic, 
and vision sensors, which allow the rescue robot to 
behave autonomously and interact with rescuers. 
For protection consideration, all processing and 
control systems are located in the robot’s body.

1 INTRODUCTION

A huge earthquake with the magnitude 9.0 hit 
Fukushima, Japan on March 11th, 2011 and has 
raised the alarm of emergency measure problems 
both in information and robotics technology for 
the case of large-scale disasters. The advantage of 
utilizing rescue robots in such dangerous situations 
is that they are able to carry out high-risk tasks 
without exposing rescue crews to danger (Valero, 
2010). This means that the rescuers’ lives are less 
at risk and that survivors can be more easily and 
quickly located. If  the robot cannot bring the sur-
vivors out on its own, it should be able to detect 
and transmit survivors’ vital signs and emotional 
states to rescuers and doctors and keep the surviv-
ing life a friendly company while rescuers try to 
reach them.

Under such emergency conditions, the trapped 
survivors easily plunge into desperation and their 
audio signals normally have aspects of negative 
emotion (e.g., fear, sadness, panic, stress, hopeless-
ness, and despair). With the ability of cognitive and 
affective reaction, once the rescue robot perceives 
a negative emotion through survivors’ speech, it 
could try to ease and encourage them as rescu-
ers or psychologists do. Recent developments in 
speech-based emotion recognition enable us to use 
them for this case (Koolagudi, 2012). In fact, nega-
tive emotion classification can not only be used to 
improve the naturalness and effectiveness of inter-
action between robots and humans, other applica-
tions can also benefit such as life-support systems, 

ICCAE16_Vol 02.indb   1373ICCAE16_Vol 02.indb   1373 3/27/2017   10:56:32 AM3/27/2017   10:56:32 AM



1374

After locating the survivors, the rescue robot 
can recreate and model its surroundings, and 
feed this information to rescuers waiting outside. 
Meanwhile, the rescue robot friend accompanies 
the survivors until rescuers arrive.

2.2 Difficulties of emotional speech recognition in 
disaster areas

The current ability of the six-leg rescue robot’s 
emotional speech recognition is not satisfied due 
to noise from the disaster environment. Rescuers 
can communicate with survivors even under quite 
noisy conditions. However, such noise is critical for 
the rescue robot. Meanwhile, the lack of corpus 
and studies dealing with emotions in the disaster 
environment encouraged us to build the SJTU cor-
pus, which is a multi-language emotional database 
including seven emotion states.

Meanwhile, survivors’ emotional expressions 
occurring in the disaster area may have some parti-
cularities. Though much remains to be discovered, 
survivors’ emotions seem to be more intense and 
biased toward certain types of emotion states, such 
as inner strain and destructiveness of sadness, and 
fear controlled by the intensity of roiling emotions 
that block recovery. Some of these particularities 
are beneficial for emotion recognition because the 
recognition model can be built to interact specifi-
cally with survivors.

2.3 SJTU emotional database

Adapting any general emotion recognition system 
for a particular individual requires speech sam-
ples and prior knowledge about their emotional 
content. However, in real disaster scenarios, anno-
tated emotional speech date is unavailable to train 
or adapt the models. To address this problem, 
this paper introduces an ongoing recorded SJTU 
corpus which is a syllable-based multi-language 

emotional database (English, Chinese, German, 
and Italian) including seven emotions: neutral, sur-
prise, sadness, disgust, fear, happiness, and anger. 
The corpus was recorded in a sound-proof room 
(lower than 35 dB) where it can block any outside 
noise. So far, a total of 10 college students (5 males 
25.6 years ± 3.65 and 5 females 25.8 ± 2.49) without 
any history of voice disorders or larynx diseases 
participated in this research. Emotional stimuli 
used in this study are audio-visual film clips, which 
were examined for their appropriateness and effec-
tiveness through a preliminary experiment.

Considering the factors such as lower compu-
tational power needed for speech processing, the 
16-bit recordings were taken with a sampling fre-
quency of 16 kHz. Emotional audio data are saved 
in. wav format. For our emotion detection sys-
tem, we selected 5348 utterances through subjec-
tive evaluation tests by 20 listeners (students from 
Shanghai Jiao Tong University in China) including 
four emotions: happiness, sadness, fear, and neu-
tral (Table 1). For this research, we assume sadness 
and fear as negative-type emotions. The meanings 
of the abbreviations in Table 1 and the rest of this 
paper are shown as follows:

− Ch_M, Ch_F: Chinese utterances by male speak-
ers and female speakers.

− En_M, En_F: English utterances by male speak-
ers and female speakers.

− Tr, Te: The number of utterances for training 
and testing.

3 ACOUSTIC FEATURES

It is well known that the performance of emotional 
speech recognition algorithms is greatly influenced 
by some fundamental issues in which parameters 
are selected as emotional features. Some research-
ers combined tens or even thousands of para-
meters to enhance performance in recognition of 
emotional states through speech. The most com-
mon features are prosodic features, qualitative 
features, vocal tract features, and features based 

Figure  1. The six-leg rescue robot and a simulated 
scene of operating the valve.

Table  1. Number of utterances available per emotion 
type.

Emotion

Ch_M En_M Ch_F En_F

Tr Te Tr Te Tr Te Tr Te

Happiness  90  60 191 130 297 100  180 120
Sadness 180 120 401 270 147 200  450 300
Fear 135  90 296 200 222 150  315 210
Neutral  45  30  87  60  72  50   90  60
Total 450 300 975 660 738 500 1035 690
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on the Teager energy operator (Sravros, 2012; 
Ververidis, 2006).

Teager suggested that the true source of sound 
production is actually the vortex-flow interac-
tions, which are nonlinear. Therefore, nonlinear 
speech features are necessary to classify negative 
emotion speech from neutral. HOS offers a novel 
set of techniques, algorithms, and methodologies 
for the study and analysis of signals, especially it 
can detect and characterize nonlinearities in time 
series and can suppress additive Gaussian noise 
of unknown spectral characteristics. Emotional 
speech has significant nonlinearity, thereby making 
HOS a potential candidate in detection, parameter 
estimation, and classification problems. The objec-
tive of this study is to investigate whether or not 
bispectral analysis, a particular form of HOS, may 
be utilized for analyzing the emotion states through 
speech. As long as there is no common agreement 
on the best features to use, we chose to combine 
the most widely investigated prosodic parameters 
and the proposed HOS parameters as emotional 
feature sets which are listed in Table 2.

After pre-emphasis, we use the Teager Energy 
Operator (TEO)-based Voice Activity Detection 
(VAD) method to segment the utterances into syl-
labic units (Chen, 2007). To verify the performance 
of TEO based VAD method, we vary the testing 
condition. Noise is added to the clean speech corpus 

to create noisy signals at specific SNR 20, 10, and 
5 dB (Figure 2). Then, each incoming speech signal 
is divided into 30  msec. long with 10  msec. over-
lapping duration. The features of all frames in one 
emotion syllabic unit are clustered to form a feature 
vector. All features are then standardized with zero 
mean and standard deviation of one.

3.1 Prosodic features

As prosody is believed to be the primary indicator 
of a speaker’s emotional state (Lee, 2005; Ingale, 
2012), most of the works adopt prosodic features 
(Koolagudi, 2012). In this work, we extracted 14 
prosodic parameters as listed in Table  2. Dura-
tion means the ratio of voicing against unvoiced 
segments. Pause here means the ratio of pauses 
against speech. Pitch (F0) contains information 
about emotion because it depends on the tension 
of the vocal folds and the subglottal air pressure, 
measured in Hz (Ververidis, 2006; Chen, 2007; Lee, 
2005; Ingale, 2012). Short-term energy is based on 
the speech signal’s amplitude, which is related to 
the arousal level of emotions (Ververidis, 2006).

For emotion classification, not all parameters 
contribute. Some of the parameters may be highly 
correlated with redundant information and hence 
may not be optimal. We use the absolute value of 
Pearson’s correlation coefficient to calculate the 
linear correlation between different parameters, pi 
and pj:

ρ
σ σi jρ i j

i jσ σσ
=

( )cov p pi  (1)

From Cauchy-Schwarz inequality, we know ρi,j 
is less than or equal to 1. We find ρ4,5 ρ4,5, ρ8,11, 
and ρ9,10 presents significant linear correlation 
with minimum value varying from 0.91 to 0.96. 
It is crucial to discard irrelevant and redundant 
features for efficient computation and accurate 

Table 2. List of extracted parameters.

Type Abbr. Description No.

Prosodic 
parameters

Duration Ratio of voicing against 
unvoiced segments

1

Pause Ratio of pauses against 
speech duration

1

MeanF0 Mean pitch 1
VarF0 Pitch variance 1
StdF0 Standard deviation of 

pitch
1

MedianF0 Median pitch 1
MaxF0 99% value of pitch 1
MeanEn Mean of short time 

energy
1

VarEn Short time energy 
variance

1

StdEn Standard deviation of 
short time energy

1

Median En Median short time 
energy

1

Max En 99% value of short time 
energy

1

Min En 1% value of short time 
energy

1

Nonlinear 
Parameters

HOS Proposed HOS 
parameters

128

Figure  2. The TEO-based VAD result of the noisy 
speech signal with neutral emotion at SNR of 20, 10, and 
5 dB.
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classification. According to the average value of 
{ρ4, ρ5, ρ8, ρ9, ρ10, ρ11} it is equal to {0.48, 0.46, 
0.57, 0.45, 0.47, 0.52}. We eliminate the pitch vari-
ance, mean and standard deviation of short time 
energy (index 4, 8, and 10) to reduce the higher 
correlation.

3.2 HOS features

Let X(n) represents a syllabic unit of digital 
discrete-time emotional speech. Assuming the 
emotion expression of X(n) is stable within a 
word and its moment up to order k exists, the n-th 
moment function of X(n) is defined by

m
E

k ( )kτ τ τ k1 2τ ττ 1,2τ ,� −

= E{ }x x kx1 1kx( )n( ) ( )n τ1ττ ( )kτn k 1kτn kxx( )n (n  (2)

where E{⋅} stands for the expected–value opera-
tor. mk only depends on the time differences 
τ τ τ1 2τ ττ 1,2τ , .τ 1� kττ  Bispectral analysis is related to the 
third moment (skewness) of X(n). The relationship 
between the 3rd-order cumulant and the moment 
m3(τ1, τ2) is given by

c m3 3m3m( )τ τ ( )τ τ1 2τ τττ1ττ  (3)

Let τ1 = τ2 = 0 in equation(2) and (3). The skew-
ness γ3 is obtained by

γ 3γγ ( )1τ 2 { }3( τ1ττ )τ 2 { 3E)τ 2τ = 3  (4)

The bispectrum is the Fourier transform of the 
third order correlation of X(n), which can be esti-
mated by

B f f Ef E1 2ff ff,ff E{ }f f f f( ) ( )*
1 2f ff f 1 2f ff fff ) (2ff fff( f( ff  (5)

where * denotes the complex conjugate. X(f) is the 
Fourier transform of X(n). For more details of 
HOS please refer to (David, 1991; Mendel, 1991).

In order to observe the bispectrum of emo-
tional speech, we do 128 samples of  FFT for each 
syllabic unit. The contours plots of  the magni-
tude of the indirectly estimated bispectrum for 
the “Sh-owl” (this order in Chinese will let the 
horse step back) by the same speaker in different 
emotions are shown in Figure  3. We notice that 
the bispectral analysis is capable of  distinguishing 
different emotions. Each bispectrum is a 128 × 128 
array, which is too large to be used in emotional 
speech recognition algorithm. To this end, the 
eigenvector and eigenvalue of the bispectrum are 
extracted. Through experiments, we found that 
each bispectrum matrix only has one eigenvalue. 
We only take the first column of the eigenvector, 

V, into consideration, which is a 128 × 1 vector. V 
is further normalized as follows:

V� ( )V| |V /  (6)

where V�  is the emotional feature of HOS 
analysis.

Compared to the dimension of V̂, the size 
of training data is small, which will direct influ-
ence of the accurate rate of recognition. There-
fore, we introduce Nonlinear Iterative Partial 
Least Squares (NIPALS) algorithm to handle 
this problem. Moreover, from Pearson’s correla-
tion coefficient, we find the significant correlation 
period of V̂ is 5, and values of {ρi,i+5} (i = 1, 2,…, 
123) are higher than 0.9. This means V̂ contains 
a high correlation. The Nonlinear Iterative Par-
tial Least Squares (NIPALS) algorithm has been 
developed by H. Wold, first for PCA and later 
on for Partial Least Squares (PLS). It can handle 
data matrices with a high degree of collinearity 
and perform well when the size of training data 
is small. NIPALS has been successfully applied in 
speech and visual related works. Thus, in this work, 
we apply the PLS method which is based on the 
NIPALS algorithm to training HOS feature vec-
tors. More details about NIPALS can be seen in 
(Bowden, 2010; Alin, 2009).

4 EMOTION CLASSIFICATION AND 
RESULTS AND DISCUSSION

As an emotion classifier, we utilize the NIPALS 
method for HOS parameters and use a Dynamic 
Time Warping (DTW) method for prosodic fea-
tures, since DTW is well proven although it has 
some imperfections. The results from emotion 
detection are classified into three categories: 
positive-type emotion (denoted as Pt), Negative-
type emotion (Nt), and Neutral emotion (Ne). If  
a happiness emotion is detected from the speech, 
the system classifies it as a positive-type emotion. 

Figure  3. The bispectra of neutral, surprise, sadness, 
disgust, fear, happiness, and anger on bifrequency plane 
for “Sh-owl”.
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If we detect fear or sadness, the system classi-
fies it as a negative-type emotion. Otherwise, the 
system assumes a neutral emotion. As a result, 
if  a negative-type emotion is detected, the rescue 
robots should take appropriate countermeasures 
to console and encourage survivors.

4.1 Results of emotion recognition performance

We compare the emotion recognition output from 
the system with labeled emotions. The results of 
the comparison are shown in Table 3. The “Aver-
age” means the average accuracy rate for emotion 
states. As a result, the average accuracy of happi-
ness, sadness, fear, and neutral emotion detection 
from the speech is 73.03%, 82.43%, 67.59%, and 
87.58%, respectively.

4.2 Results of recognition performance by using 
different features

Furthermore, we observe the effects of emotion 
category recognition and compare the perform-
ance of proposed features with some of the most 
commonly investigated emotional features:

− F1: HOS parameters.
− F2: Set 1, Set 2, and Set 3.
− F3: F1 and F2.

F1 is the proposed HOS feature, which presents the 
nonlinear aspect of the emotional speech signal. F3 
is the proposed feature vector which can also be 
used in Table  3, and the final emotion category 
for F3 is generated by the ballot. In order to prove 
the effectiveness of this new emotional feature, the 
most investigated features of F2 is: 1) preprocessed 
by grouping Set 1, Set 2, and Set 3 together as one 
feature vector; 2) the final emotion category is gen-
erated by the ballot of sets of features with more 
than half  of votes cast. Table 4 to Table 6 show the 
results of emotion category recognition (Pt: posi-
tive-type emotion, Nt: negative-type emotion, and 
Ne: neutral emotion). The “average” represents the 
rate that the system output correctly matched the 
labeled emotion states for all emotion states. As 
a result, the average accuracy by F1, F2, F2-vote, 

and F3 is 85.97%, 79.57%, 90.66%, and 92.72%, 
respectively.

4.3 Discussion

The performance of proposed features with votes 
cast (Table  6) is better than the one of prosodic 
features with votes cast (Table 5), increasing from 
0% to 6.58%. The results illustrate that combining 
the existing emotion features with the proposed 
HOS feature can enhance the performance to clas-
sify emotion states and the ability of emotion cat-
egory detection.

Although the average accuracy of using the pro-
posed emotion detection algorithm for happiness, 

Table 3. Accuracy rate of emotion classification (%).

Happiness Sadness Fear Neutral

Ch_M 71.67 92.50 64.44 93.33
En_M 58.46 78.89 70.50 80.00
Ch_F 92.00 76.00 57.33 92.00
En_F 70.00 82.33 78.10 85.00
Average 73.03 82.43 67.59 87.58

77.66

Table 5. Average accuracy of emotion category recogni-
tion by using F2 with votes cast (%).

Pt Nt Ne

Happiness Sadness Fear Neutral

Ch_M 96.67 100.00  96.67 96.67
En_M 92.31  90.00  94.50 75.00
Ch_F 96.00 100.00  84.67 86.00
En_F 75.00  87.00 100.00 80.00
Average 90.00  94.25  93.96 84.42

90.66

Table 4. Accuracy rate of emotion category recognition 
by using F1 (%).

Pt Nt Ne

Happiness Sadness Fear Neutral

Ch_M 86.67 88.33 91.11 76.67
En_M 87.69 72.59 79.50 75.00
Ch_F 96.00 93.00 90.00 84.00
En_F 92.50 96.67 92.38 73.33
Average 90.72 87.65 88.25 77.25

85.97

Table 6. Average accuracy of emotion category recogni-
tion by using F3 (%).

Pt Nt Ne

Happiness Sadness Fear Neutral

Ch_M  96.67 100.00  96.67 100.00
En_M  90.00  90.00  94.50  85.00
Ch_F 100.00 100.00  86.00  94.00
En_F  79.17  87.00 100.00  85.00
Average  91.46  94.25  94.17  91.00

 92.72
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sadness, fear, and neutral from speech is unsatisfied 
(77.66%), the one for emotion category recogni-
tion significantly increases the precision of the sys-
tem (15.06%), that is to say the nonlinear aspect 
affects emotion expression and the HOS feature 
has a good ability to distinguish differences among 
positive-type emotion, negative-type emotion, and 
neutral emotion.

Since the prosodic features with votes cast 
perform better than the one without votes cast, 
increasing from 5.64% to 14.17%, the voting sys-
tem is one of the important steps in emotion rec-
ognition. Meanwhile, some individual accuracy 
rates of Table 6 are lower than that of Table 5 and 
Table  3 because prosodic features, 3/4 of votes 
are the major factor that affects the final result of 
emotion category detection. On the other hand, 
the SJTU corpus was recorded by Chinese speak-
ers, which will lower the naturalness of emotion 
expression in English. This may also be the rea-
son why the accuracy rate of English is lower than 
Chinese.

The average accuracy of the negative-type emo-
tion recognition is higher than the positive-type 
(2.75% in Table 6) and neutral emotion (3.21% in 
Table  6). The negative-type emotion recognition 
works well for this particular experiment because 
the proposed emotion recognition system is 
trained and evaluated under low noise conditions. 
The noise from a realistic disaster environment and 
the rescue robot itself  will probably decrease the 
performance. Thus, for practical and effective use, 
we should improve the anti-noise ability of nega-
tive-type emotion detection performance in a real 
disaster situation. Our next step is to post-process 
the utterances by adding the noise of the rescue 
robot and disaster environment. The disaster envi-
ronment noise can be acquired from the real dis-
aster environments and disaster films, which are 
realistic and near to the situations defined by our 
application field.

5 CONCLUSION

This paper presented an approach to improve 
the interaction between rescue robots and survi-
vors based on emotion recognition, particularly, 

negative-type emotion. The experiment results 
revealed that HOS parameters are essential for this 
approach. Experiments were carried out with the 
SJTU database. Finally, this method was imple-
mented in our six-leg rescue robot. However, the 
present research is being done in laboratory cir-
cumstances and does not consider the influence by 
disaster environmental noise. In the next step, we 
would like to achieve higher recognition accuracy 
and enhance the capability of anti-noise to make 
rescue robots work in the real world.
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ABSTRACT: In this work, nonlinear vibration of a happiness model with commensurate fractional-order 
derivative is studied analytically and ascertained by numerical ones. The influences of the impact factor 
of memory on the curves of external frequency, excitation amplitude, and nonlinear damping coefficient 
versus maximal amplitude of one’s response to external events are presented and compared by introduc-
ing the polynomial homotopy continuation technique. The result shows that when one’s experiences have 
more and more influences on his/her present and future life, the vibration amplitude of one’s response 
to external events becomes bigger and bigger under the same external events, and some strong nonlinear 
phenomena such as multiple solutions, bifurcation and peak amplitude with the increasing impact factor 
of memory are illustrated. In addition, we can find that all the stable solution branches obtained match 
well with the numerical ones.

information. As a result, a model described by 
fractional-order equations possesses memory. In 
fact, real world processes generally or most likely 
are fractional-order systems, namely dynamical 
systems governed by the fractional order derivative 
equations. As we all know, the emotion of happi-
ness has a relationship with all of the past factors, 
that is, it is influenced by memory. Thus, the char-
acteristics of fractional-order models and the prac-
tical emotion of happiness coincide with each other 
well. So it is more proper to describe the happiness 
model with fractional-order equations rather than 
with integer-order equations. For instance, Song 
et  al. (Song, 2010) demonstrated and exhibited 
various behaviors of a dynamical model of happi-
ness described through fractional-order differential 
equations via numerical simulations. Ahmad and 
Khazali (Ahmad, 2007) examined the fractional-
order dynamical model of love and obtained the 
strange chaotic attractors under different fractional 
orders by using numerical simulations. Sun et  al. 
(Sun, 2012) used the predictor-corrector scheme 
to demonstrate the dynamical analysis of a driven 
nonlinear happiness model.

This study aims to introduce methods of 
harmonic balance (Leung, 2016; Guo, 2016; Ju, 
2015) and polynomial homotopy continuation 
(Sommese, 2005) to study the periodic vibration 
and effect of Impact Factor of Memory (IFM) 

1 INTRODUCTION

An interesting dynamic model of happiness 
composed of a 3-order differential equation has 
recently been reported by Sprott (Sprott, 2005). 
This model describes the time variation of happi-
ness (or sadness) displayed by individuals under 
certain external circumstances, and the governing 
equation is given as

d R
dt

d R
dt

dR
dt

R f
3

3

2

2
2+ +α βd R

dt2
+ ( )R )21− R2ββ ( )t  (1)

where α and β are the parameters of the model 
and β denotes the nonlinear damping coefficient. 
f(t) is a time-dependent forcing function represent-
ing one’s external circumstance. R represents that 
what others presume one’s happiness to be based 
on one’s circumstances.

Fractional-order derivative (Oldham, 1974), 
a  generalization of the traditional integer order, 
has a history of over 300 years. It is an adequate 
tool for the study of the so-called “anomalous” 
social and physical behaviors, in reflecting the non-
local, frequency and history-dependent properties 
of these phenomena (Monje, 2010). The integral-
order derivative of a function is only related to 
its nearby points, while the fractional derivative 
has a relationship with all of the function history 
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of an individual (fractional-order) on steady-state 
response of a happiness model with commensurate 
fractional-order derivative.

2 FRACTIONAL-ORDER MODEL OF 
HAPPINESS

The fractional-order derivative features the memory 
effect of past states. In equation (1), replacing the 
integer-order derivative with a fractional-order 
0 < λ ≤ 1 in the sense of Caputo definition, a com-
mensurate fractional-order happiness system is 
given as below.

D R D R R f tt tD R t
3 2Rλ λR λRβRt

λR2D+ αD RtDDDD +D RtDλ =( )R21ββ − R )t  (2)

In state space, equation (9) can be rewritten as

D R E
D E H
D H R H f t

tD

tD

tD

λR
λ

λ β αE H

=
=
= − +HHH

⎧
⎨
⎪
⎧⎧
⎨⎨
⎩⎪
⎨⎨
⎩⎩ ββ R )t

 (3)

where α and β are model parameters, f(t) denotes 
a time-dependent forcing function and DtDλ  is the 
fractional derivative in the Caputo sense.

From Ref (Song, 2010), R represents one’s 
responses to external events, namely, what oth-
ers presume one’s happiness depending on one’s 
circumstance. E means one’s true feelings. The 
parameter pair (α, β) is to categorize people with 
different personality, i.e., different (α, β) repre-
sents a different kind of individuals, and the order 
λ represents the impact factor of the memory of 
an individual, that is, as the value of λ increases 
from 0 to 1, the impact factor of the memory of 
individual increases correspondingly. It is note-
worthy that the conception of the impact factor of 
memory is proposed here to denote a measurement 
of how the influence of an individual is by his/her 
past experiences. When one’s IFM is low, his/her 
past experiences may have little influence on his/
her present and future life; when the IFM is high, 
it might be difficult for him/her to escape from past 
experiences despite nightmares or sweet memories.

In fact, one’s mood will change due to different 
external circumstances. We assume the external 
periodic event f(t)  =  q cos(ωt) and then equa-
tion (3) becomes

d R
dt

E

d E
dt

H

d H
dt

R H q t

λR
λ

λE
λ

λH
λ

β αE H tt

=

=

= − +HHH

⎧

⎨

⎪
⎧⎧

⎪
⎪⎪

⎪
⎨⎨
⎪⎪

⎩

⎪
⎨⎨

⎪
⎪⎪

⎪⎩⎩
⎪⎪ ββ R ( )

 (4)

3 STEADY-STATE RESPONSE ANALYSIS

Since the periodic solutions are of interest, the 
steady-state response of equation (4) can be 
expanded in the Fourier series

R
k

n

k
k

n

( )t sbk i ( )k t=
=

∑ ∑a kk cos( )∑ ∑k ta k t
0 1k=k

sbkb in(k ttt)tt  (5)

where ai, bi are the unknown Fourier coefficients. 
n is an integer representing the maximum order 
which retained harmonics.

Substituting equation (5) into equation (4) and 
using the Galerkin procedure, it results in the 
following harmonic balance equations

R a a b b

D R D R R
kR n n( ,a , , ,bb )bnb

( ,D R , ,D R )

cos(i )

0 1a, bbbbb
3 2DR

0

2
a b

=

×
∫0π

))
τ

λR τ
λR

π

τ
λRΦ

d ,dd , , ,n,,i = 1 2, �
 (6)

R a a b b

D R D R R
kR n n( ,a , , ,bb )bnb

( ,D R , ,D R )

sin(i )

0 1a, bbbbb
3 2DR

0

2
a b

=

×
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))
τ

λR τ
λR

π

τ
λRΦ
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  (7)

Where

Φ
Δ

( , , , )
( ) c

D D R
D) R q

τ
λ λ

τ
λ

τ
λ

τ
λ λR τ

λR
λ

τ
λR

α, , , )D R D R R)τ τ ωα
βω λ

3λ 2 3)R D R R D)λR λRR D R R) 2DλD
2

λRD Rτ
λR3DD

+ (λβω λλ osoo ( ).))

After carrying out the integration, it yields

[ ( , )]{ } { }K f( f F} { Rμ)) }F{ =1RR 0  (8)

where [K(f, μ)] is the total stiffness matrix, 
{ } [ , , , ] ,{ }} [ R R R , , fR n

c R n
s T]1 0} [} [ 1 1, , ,R RR , , RRnR =] { }[ R R R fR c R T][ R R RR R [a0, a1,…, an,

b1,…, bn]T Given the parameter values of μ, 
equation (8) is solved using the method of har-
monic balance in combination with homotopy 
continuation algorithm. Further, all the steady-
state analytical solutions are obtained.

4 RESONANCE RESPONSE AND 
DISCUSSION

Considering the third-order harmonic case, all 
the steady-state solutions are obtained by the 
method of residue harmonic balance in combina-
tion with polynomial homotopy continuation in 
this section. The influence of the impact factor of 
memory is examined by external frequency, exci-
tation amplitude, and nonlinear damping coeffi-
cient versus maximal amplitude of one’s response 
to external events. The dynamics and some simple 
nonlinear phenomena are shown. In the following 
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figures, stable and unstable branches are indicated, 
respectively, by solid and broken lines. The circles 
correspond to the results of numerical simulation.

4.1 External frequency versus maximal amplitude

In this subsection, we focus on the effect of IFM 
on the relation of steady-state frequency versus 
maximal amplitude of one’s response and true feel-
ing. From Figure 1, we can find that (i) When the 
IFM λ = 0.6, the maximal amplitudes of response 
and true feeling slightly increase first and then 
decrease. The solutions are always stable, that is 
when one’s past experiences have little influence on 
his/her present and future life, his/her response and 
true feelings to external events in a steady state only 
appear with some slight vibration. (ii) When one’s 
experiences have more and more influence on his/
her present and future life, the vibration amplitude 

of response to external events becomes bigger and 
bigger and the model system sequentially presents 
quasiperiodic motion with increasing external fre-
quency. When IFM λ  =  0.7, 0.8, 0.9 respectively, 
the change of stable maximal amplitudes of vibra-
tion motion to one’s response and feelings becomes 
more and more evident as increases in external 
frequency to N0.7(ω ≈ 1.155),  N0.8(ω ≈ 1.251345),  
and N0.9(ω ≈ 1.296356) sequentially. In addition, 
the model system presents strong nonlinear phe-
nomena such as multiple solutions, quasiperiodic 
motion, etc. When the IFM λ = 0.7, one’s response 
and feeling to external events present three coexist-
ing periodic solutions in the region of [S0.7, N0.7] ≈ 
[1.147962, 1.155], and as further increases in exter-
nal frequency from point N0.7, the vibration pre-
sents in quasiperiodic motion. Similarly, some key 
points for IFM λ = 0.8 and 0.9 are S0.8 = 1.05191, 
N0.8  =  1.251345, S0.9  =  0.896894, N0.9  =  1.296356. 
As a result, it is evident that, with the increase 
in IFM, the region of existing periodic motions 
gradually become broad and frequency of quasipe-
riodic motion occurring sequentially becomes big. 
(iii) All the stable branch solutions are in excellent 
agreement with numerical simulation ones.

4.2 Excitation amplitude versus maximal 
amplitude

In this subsection, the relation of excitation ampli-
tude versus maximal amplitude of one’s response 
and the effect of IFM are illustrated and shown. 
From Figure 2, we can find that: (i) As the excita-
tion amplitude increases, the stable vibration ampli-
tude of one’s response slightly increases but change 
is not evident. (ii) When one’s experiences have 
more and more influence on his/her present and 
future life, the vibration amplitude becomes big-
ger and bigger under the same external events. (iii) 
When IFM λ = 0.7, the model system first presents 

Figure 1(a). Effect of IFM on external frequency versus 
maximal amplitude of steady response.

Figure 1(b). Effect of IFM on external frequency versus 
maximal amplitude of one’s true feeling.

Figure 2. Effect of IFM on excitation amplitude versus 
maximal amplitude of one’s response.
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quasiperiodic motion, multiple solutions, and then 
develops into a stable response branch with increas-
ing excitation amplitude. That is, when one’s past 
experiences have a moderate influence on his/her 
present and future life and the excitation amplitude 
is smaller, one’s response to external events will 
present a swing. The corresponding saddle-node 
points are N1(q ≈ 0.5919) and N2(0.6856). (iv) All 
the present analytically stable solutions match well 
with the numerical ones.

4.3 Nonlinear damping coefficient versus 
maximal amplitude

This subsection illustrates the effect of IFM on the 
relation between nonlinear damping coefficient 
and maximal amplitude of response in the steady 
state. From Figure  3, it is evident that (i) When 
one’s past experiences have little influence on his/
her present and future life such as IFM λ = 0.6, 0.7, 
the maximal amplitude of one’s response to exter-
nal events in the steady state keeps decreasing as the 
nonlinear damping coefficient from −2 to 0. (ii) As 
the IFM increases, for instance when λ = 0.8, the 
response to external events first increases and then 
decreases and presents a peak amplitude of non-
linear damping coefficient varying from −2  to  0. 
(iii) When one’s experiences have much influ-
ence on his/her present and future life, we can see 

that the maximal amplitude of one’s response to 
external events abruptly become very big when the 
nonlinear damping coefficient tends to zero as in 
Figure 3(b). (iv) When one’s experiences have more 
and more influence on his/her present and future 
life, the vibration amplitude becomes bigger and 
bigger under the same nonlinear damping coeffi-
cient. In addition, all the present analytical solu-
tions match well with numerical ones. In Figure 4, 
we expand the nonlinear damping coefficient from 
−2 to 2 and take external frequency ω  =  0.5 and 
IFM λ  =  0.25, 0.4, 0.5,0.6, and 0.7, respectively. 
Similar responses are shown in Figure 4. However, 
from Figure 4, we can see that (i) when the IFM 
λ = 0.6, the peak amplitude of the curve of nonlin-
ear damping coefficient versus maximal amplitude 
of response has emerged for nonlinear damping 
coefficient varying from −2 to 2. (ii) When IFM 
λ  =  0.7, the system presents some strong nonlin-
ear phenomena such as multiple solutions, saddle-
node bifurcation.

5 CONCLUSION

A model of happiness with commensurate 
fractional-order derivative has been explored in 
detail by using the method of harmonic balance 

Figure 3. Nonlinear damping coefficient versus maxi-
mal amplitude curve and effect of IFM with ω = 1.

Figure 4. Nonlinear damping coefficient versus maxi-
mal amplitude curve and effect of IFM with ω = 0.5.
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in combination with homotopy continuation. 
The influence of the impact factor of memory on 
curves of external frequency, excitation amplitude, 
and nonlinear damping coefficient versus maximal 
amplitude of one’s response to external events is 
examined. The results show that when one’s expe-
riences have more and more influence on his/her 
present and future life, the vibration amplitude of 
the response to external events becomes bigger and 
bigger under the same external events. The model 
system sequentially presents quasiperiodic motion 
with the increasing of external frequency and the 
peak amplitude of curve of nonlinear damping 
coefficient versus maximal amplitude of one’s 
response to external events will emerge as the IFM 
increases for the same parameters. In addition, all 
the stable solution branches have been verified and 
are in agreement with numerical ones.
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Simulation analysis of airdrop cargo extraction posture

Hong Wang, Xu-hui Chen, Ya-hong Zhou & Xiang Li
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ABSTRACT: Based on the ANSYS/LS-DYNA software platform and taking certain types of heavy 
equipment airdrop systems for example, the method of numerical analysis was used to study the micro-
cosmic changing process of cargo extraction posture in different situations. The change in the overturn 
angle and speed as time changes was analyzed. The best binding cargo barycenter position was deter-
mined, which provided guidance to the design of the airdrop system and the actual airdrop operation.

2.4 m, and 2 m; respectively, and the cabin floor is 
4 m × 2.4 m × 0.2 m cuboid.

Considering the characteristics of the airdrop 
process and the main purpose of numerical analy-
sis, in order to reduce simulation difficulties and 
calculating time, the airdrop simulations are sim-
plified as follows:

1. Choose the cargo extraction time from when the 
cargo platform geometric center reaching the 
cabin edge to the parachute cord of the main 
chute are straightened. This period of time is less 
than 3 s, so the simulation time is identified as 3 s.

2. When airdropping, keep the aircraft in a level 
flight and the aircraft cabin at floor level.

3. Take the cargo and cargo platform as a whole, 
use cuboid to substitute the actual model. Do 
not consider the moorage problem.

4. Take the aircraft as motionless, the cargo plat-
form and cargo at an extraction speed of 3 m/s 
relative to the aircraft.

Based on the assumptions mentioned above, the 
changing process of the cargo extraction posture 
is simulated to find out the relationship between 
the barycenter position and the overturn angle and 
speed. According to actual airdrop experiences, 
3 kinds of barycenter positions are chosen, simula-
tion calculations in 3 kinds of working conditions 
(see Table  1) are made to seek the best binding 
cargo barycenter position. Coordinates of bary-
center y and z are the model geometric centers in 
the directions, and the positions of x-direction are 
shown in Table 1.

2.2 Structure model

According to the cabin structure, the composition 
of heavy equipment airdrop system, geometric size 
of each part, assumption of simulation conditions, 
and actual process of airdropping cargo extraction 

1 INTRODUCTION

In the airdropping process of heavy equipment, 
the binding cargo barycenter position has a great 
influence on cargo extraction posture. At present, 
cargo binding and moorage solutions are basi-
cally relying on experiences. It not only wastes a 
lot of manpower and material resources but also 
may cause damages to cargo. Therefore, it is nec-
essary to study this problem. Based on ANSYS/
LS-DYNA numerical simulation and analysis 
system (Li, 2012; Qi, 2014), aiming at certain types 
of heavy equipment airdrop systems, simulation 
analysis is made on the changing process of cargo 
extraction posture in this paper. Taking the cargo 
overturning speed and angle as a reference stand-
ard (Li, 2013), the best binding cargo barycenter 
position is determined at an extraction speed of 
3  m/s, which provides guidance to the design of 
airdrop system and actual binding and moorage 
operation in airdropping.

2 SETTING UP A SIMULATION MODEL

2.1 Simulation object

Aiming at certain types of heavy equipment air-
drop systems in this paper, a simulation study is 
done on airdropping heavy equipment, the time 
when the cargo leaving the cabin and the parachute 
cord of the main chute are completely straight-
ened, the cargo at an extraction speed of 3 m/s and 
the relationship between barycenter position and 
the biggest overturn angle and speed (Zhang, 2014; 
Cheng, 2013). Heavy equipment airdrop system is 
generally composed of a cargo platform and para-
chute. Cargo platform is the cargo carrier. Here we 
take cargo and cargo platform as a rectangle over-
all, where the length, width, and height are 3.65 m, 
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(Chen, 2009), the structure model of simulation 
analysis of the changing process of airdropping 
cargo extraction posture is determined as shown 
in Figure 1.

Based on that, grid division on the finite element 
is done. Finite element models of cargo platform, 
cargo and cabin floor are set up as shown in Figure 2 
and Figure 3.

2.3 Definition of physical conditions

In order to describe the whole extraction process 
of the cargo platform and cargo completely, physi-
cal conditions are defined as follows, such as mate-
rial parameters, interface, boundary, and so on.

1. Definition of material parameters
Cabin floor, cargo platform, and cargo are all 
defined as linear elastic material. The elasticity 
modulus is 210 GPa, Poisson ratio is 0.3, the den-
sity of cabin floor is 7800 Kg/m3, density of cargo 
got from cargo quality and volume is 475 Kg/m3.

2. Definition of interface
The contact-impact problem is one of the most 
difficult nonlinear problems, because of which 
the response in the contact-impact problem is not 
smooth. When the impact occurs, the speed per-
pendicular to the interface is transient and dis-
continuous. As for Coulomb friction model, when 
there is a viscous glide action, tangential speed 
along the interface is also discontinuous. These 
characteristics of contact-impact problem bring 
obvious difficulties at the time integral of discrete 

equations. Therefore, the selection of suitable 
methods and algorithm are vital to the success of 
numerical analysis. In this paper, there is a prob-
lem of contact pairs of cargo platform and cabin 
floor in the simulation analysis. According to the 
characteristics of the cargo platform gliding in the 
cabin, the contact is defined as a separable auto-
matic surface contact model.

3. Definition of original and boundary condition
Load: The gravity to cargo platform and cargo is 
81340N, which is added to the barycenter position.

Speed: The extraction speed of cargo platform and 
cargo is given as 3 m/s.

Boundary condition: Displacement and turning 
degree of freedom on the cabin floor are all con-
strained in X, Y, and Z directions.

3 RESULTS AND ANALYSIS

By numerically calculating the simulation, motion 
pictures are used to visualize the extraction process 
of the cargo platform and cargo in different work-
ing conditions. Various parameters in the process 
are gained. By comparing the changing curve of 
displacement, a difference of nodes 807 and 808 in 
the Z direction in 3 s as time changes, we know the 
cargo overturning conditions. Since the distance of 
node 807 to 808 is 3.65 m, if  the displacement dif-
ference of the two points reaches the peak value 
of 3.65 m, it shows that the cargo overturns to the 
vertical direction; if  the peak value does not reach 
3.65 m in 3 s, it shows that the cargo overturning 
angle in 3 s is less than 90 degrees. In 3 s, the less 
the peak value, the smaller the overturning angle is.

Table 1. Simulation calculation of the working condition.

Working conditions

Extraction 
speed 
(m/s)

Barycenter x 
coordinates 
(m)

Working condition 1 3 2.1132
Working condition 2 3 2.0172
Working condition 3 3 1.9211

Figure 2. Finite element models of cargo platform and 
cargo.

Figure 3. Finite element model of cabin floor.
Figure  1. Structure model of simulation analysis of 
the changing process of airdropping cargo extraction 
posture (side elevation).
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3.1 Analysis of cargo posture changing process in 
working condition 1

Figure  5 shows the barycenter position 
x = 2.1132 m, that is the displacement curve in the 
Z direction of nodes 807 and 808 in working con-
dition 1.

Figure  6 shows the barycenter position 
x =  2.1132 m, that is the displacement difference 
curve in the Z direction of nodes 807 and 808 in 
working condition 1.

Figure 5 and Figure 6 show that the cargo plat-
form and cargo are mainly in a steady state before 
0.2  s; it begins to overturn right after 0.2  s, the 
overturn angle is not big; it begins to overturn left 
after 1 s, it reaches the vertical direction at about 
2.5 s and then overturns right again.

3.2 Analysis of cargo posture changing process in 
working condition 2

Figure  7 shows the barycenter position 
x = 2.0172 m, that is the displacement curve in the 
Z direction of nodes 807 and 808 in working condi-
tion 2.

Figure  8 shows the barycenter position 
x =  2.0172 m, that is the displacement difference 
curve in the Z direction of nodes 807 and 808 in 
working condition 2.

Figure 7 and Figure 8 show that the cargo plat-
form and cargo are mainly in a steady state before 
0.2 s and it begins to overturn right after 0.2 s, the 
overturn angle reaches the biggest at about 1.5 s, 
but does not reach the vertical direction and then it 
begins to overturn left until near about 2.5 s.

3.3 Analysis of cargo posture changing process in 
working condition 3

Figure 9 shows the barycenter position x = 1.9211 m, 
that is the displacement curve in the Z direction of 
nodes 807 and 808 in working condition 2.

Figure  10 shows the barycenter position 
x =  1.9211 m, that is the displacement difference 
curve in the Z direction of nodes 807 and 808 in 
working condition 3.

Figure 9 and Figure 10 show that the cargo plat-
form and cargo are mainly in a steady state before 
0.2  s; it begins to overturn right after 0.2  s, then 
the overturn angle becomes bigger and bigger with 
the overturning left and right angles reaching the 
biggest and in the vertical direction at about 2.4 s, 
then it begins to overturn left till it is in a steady state.

Figure 4. Diagram of nodes 807 and 808.

Figure  5. Displacement curve in the Z direction of 
nodes 807 and 808 in working condition 1.

Figure 6. Displacement difference curve in the Z direc-
tion of nodes 807 and 808 in working condition 1.

Figure  7. Displacement curve in the Z direction of 
nodes 807 and 808 in working condition 2.

Figure 8. Displacement difference curve in the Z direc-
tion of nodes 807 and 808 in working condition 2.
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Analysis results in 3 kinds of working conditions 
show that: at the beginning, cargoes in 3 kinds of 
working conditions are all overturning right, cargo 
overturns to vertical direction in working condi-
tion 1 at 2.5 s; the same as in working condition 3 
at 2.4 s; only in working condition 2, it overturns to 
vertical direction at 3.5 s and the overall overturn-
ing speed is comparatively gentle and slow, and the 
overturning angle is not big. Therefore, all-in-all, at 
an extraction speed of 3 m/s, the choice of the bar-
ycenter position as in working condition 2 is better.

4 CONCLUSIONS

By numerical simulation analysis carried out in 
this paper, we obtained the changing curve of 

cargo at an extraction speed of 3 m/s in different 
barycenter positions with overturning conditions 
as time passes. The result indicated that the bind-
ing barycenter position of cargo had an obvious 
influence on the overturning speed and angle after 
the cargo extraction, which determined the steady 
state of cargo extraction. As for certain types of 
heavy equipment airdrop systems in the paper, the 
best cargo barycenter position was x = 2.0172 m. 
This was mainly coherent with the monitoring 
result of cargo overturning in actual airdropping. 
This leads to the identification of using numerical 
simulation calculation methods that can provide a 
certain theoretical guidance to the study of how 
to control the cargo barycenter when airdropping 
heavy equipment, and at the same time this verifies 
the application probability of the numerical simu-
lation method in this field.
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ABSTRACT: In the existing mining algorithm based on uncertain data, we change the rules of building 
the UF-tree as follows: we merge the data item to the branch once the data item in transaction matched 
the tree node in a branch; otherwise, we create a new branch which is composed of the current item and 
subsequent items from the unmatched tree node. Then, the compressed UF-tree algorithm is proposed, 
while the UF-Eclat algorithm is proposed by transplanting the classic vertical mining algorithm-Eclat 
and applying it to uncertain data. It builds the probability vector of a single data item and calculates the 
degree of support for candidate data items to mine the frequent items. The results indicate that the com-
pressed UF-tree algorithm is more efficient.

to represent a transaction, x represents a data item, 
then p(x∈Ti) indicates the existence probability of 
Ti in x, if  it does not exist x in Ti, then p(x∈Ti).

Definition 1. The degree of support for uncertain 

data items in the dataset is sup( ) ( ),x) x TiTT
i

k

(x
=
∑∑

1

 

where k is the number of transactions in a 
dataset.

Definition  2. If  the support for any data item x 
in the dataset satisfies the minimum support 
threshold value min Support, x is a frequent 
term, that is, sup(x)>min Support*k.

Definition  3. We define the vector of 1  ×  k, the 
existence probability of a single data item x in 
transaction Ti is p, then V(1, i) = p in Vx, the vec-
tor Vx obtained by this rule is the probability 
vector of x.

Definition  4. We filter out the useless candidate 
items from the search tree of the item set, 
define a decimal B as the pruning rate, which 
is between 0 and 1, and clip the extension of 
the tree structure to restrain the meaningless 
growth of the tree structure.

Definition 5. Define a decimal A as a matching rate 
which is between 0 and 1 and used to outline the 
probability of the shared node or branch when 
a transaction is added to the tree structure.

According to the possibility of the world model, 
there are two possibilities for the data item x and 

1 INTRODUCTION

With the continuous progress of technology, uncer-
tain data research has gradually received wide atten-
tion, and mining frequent items has become one of 
the key research questions (Zhou, 2009). According 
to uncertain data mining of a frequent item, Chui 
et  al. proposed U-Apriori algorithm (Chui, 2007) 
transplanted on Apriori. It got a large number of 
candidate items which led to large execution time 
and system consumption. Leung et  al. proposed 
the UF-growth algorithm based on an FP-growth 
algorithm (Aggarwal, 2009), which used a tree struc-
ture to mine the frequent items. Chaoquan Chen 
et  al. compressed the UF-tree and proposed the 
compressed UF-tree algorithm (Chen, 2014). To a 
certain extent, it could reduce the memory consump-
tion and improve the feasibility and efficiency of the 
algorithm. In 2000, J. Zaki proposed a depth-first 
algorithm: Eclat (Liu, 2012), can efficiently mine fre-
quent items in a vertical dataset. So the Eclat algo-
rithm is transplanted and is used for uncertain data, 
then the UF-Eclat algorithm is proposed.

2 RELATED DESCRIPTION AND 
DEFINITION

In uncertain datasets, the data items of a transac-
tion appear in a certain probability, then we use Ti 
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transaction Ti: (1) when x exists in transaction Ti, 
we call it W1, p(W1) = p(x∈Ti) represents the pos-
sibility. (2) If  x does not exist in transaction Ti, we 
call it W2, p(W2) = 1−p(x∈Ti). For a multiple data 
item xy, its probability in Ti can be represented as 
p(x∈Ti)*p(y∈Ti) (HAN, 2007). According to the 
Definition 2, sup(xy) =  ∑p(x∈Ti)*p(y∈Ti) is the 
degree of support for data item xy.

3 INTRODUCTION OF THE ALGORITHM

The UF-tree compression algorithm works in 
the form of a level dataset and its main research 
object is the transaction in the dataset, while the 
UF-Eclat algorithm works in the vertical form of 
datasets, the main research goal is the data item. 
The level of uncertain dataset is composed of TID: 
(Item: probability), as shown in Table 1.

We assume that the support threshold value is 
0.08. According to the Definition 3, the minimum 
support value is 0.08*6 = 0.48. Next, we count the 
degree of support for a single data item and sort 
the data items according to the size of the degree 
of support and update the dataset. 1. We sort each 
transaction of dataset according to the order of 
data items; 2. We delete the data item which does 
not meet the minimum support for the dataset 
(Chen, 2014). The dataset is shown in Table 2.

The form of vertical datasets is Item: (TID: 
probability). In order to objectively compare the 
two algorithms, the vertical dataset is produced by 
the level dataset, as shown in Table 3.

From Table 3 we can see that the form of verti-
cal datasets is closer to the calculation process of 
the degree of support for a single data item.

3.1 The UF-Eclat algorithm

The UF-Eclat algorithm is proposed by combining 
the Apriori algorithm and Eclat algorithm. It 
uses  the depth first search process and takes an 
effective pruning strategy. The UF-Eclat algorithm 
uses a structure called the search tree of the item set 
to generate a candidate item. We extend the search 
tree and use the probability vector dot product 
operation to obtain the degree of support for the 
extension node. As the node of the search tree does 
not contain any data and the degree of support is 
calculated by the probability vector dot product, so 
the node of the search tree is a frequent item. An 
intuitive description of the UF-Eclat algorithm of 
construct for the item set search tree is as follows: 
(1) It scans the uncertain vertical database Ud, cal-
culates the degree of support for the data item and 
uses the minimum support threshold to filter out the 
non-frequent items and sorts the dataset according 
to the degree of support in descending order. (2) It 
creates a root node, the single frequent item nodes 
are like the child nodes of the root node. The first 
child node of the root node is used as the current 
node. (3) If the number of sibling nodes of the cur-
rent node is 1, then the only sibling node is a suffix 
node, do(4). If the parent node of the current is the 
root, that is the end. Otherwise, the next sibling node 
of the parent node is the current node, do(3). If the 
sibling number is greater than 1, the followed sib-
ling nodes are the suffix node one by one, do(4). If  
the child node number of the current node is greater 
than 1, the first child node of the current node is 
used as the current node, otherwise, the next sib-
ling node of the current is used as the current node, 
do(3). (4) Finally, it reduces prefix connection to the 
data items of the parent node and suffix node and 
gets the candidate item and calculates its degree of 
support. We compare it with the minimum degree 
of support, if the former is bigger than the latter, the 
frequent item is added to the search tree of the item 
set as the child node of the parent node. Return (3).

We take the depth-first strategy to build the 
search tree of the item set and prune the data from 
Table 3 without taking the a priori knowledge of 
the Apriori algorithm. The size of the set search 
tree is enlarged and a lot of lower layer nodes are 
useless, as shown in Figure 1.

Table 1. The uncertain dataset.

TID (transaction ID) Item: probability

1 A:0.8 B:0.7 C:0.7 D:0.2
2 A:0.7 B:0.2 D:0.7
3 A:0.4 B:0.7 C:0.1 D:0.6
4 A:0.5
5 B:0.3 C:0.8 D:0.3
6 D:0.7 F:0.1 G:0.5

Table 2. The updated level dataset.

TID (transaction ID) Item: probability

1 A:0.8 D:0.2 B:0.7 C:0.7
2 A:0.7 D:0.7 B:0.2
3 A:0.4 D:0.6 B:0.7 C:0.1
4 A:0.5
5 B:0.3 C:0.8
6 D:0.7 G:0.5

Table 3. The vertical dataset.

Item TID: probability

A 1:0.8 2:0.7 3:0.4 4:0.5
B 1:0.7 2:0.2 3:0.7 5:0.3
C 1:0.7 3:0.1 5:0.8
D 1:0.2 2:0.7 3:0.6 6:0.7
G 6:0.5
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In Figure 1, four nodes of the A node is useless. 
The UF-Eclat algorithm builds a complete search 
tree of the item set for data from Table 3, as shown 
in Figure 2.

3.2 The compressed UF-tree algorithm

When dealing with a large database, the UF-growth 
algorithm will take up a lot of memory to build 
the UF-tree and spend a lot of time. Therefore, the 
compressed UF-tree algorithm improves the struc-
ture of the tree based on UF-growth algorithm:1. 
It will match the current data item in a transaction 
with data items of the corresponding nodes of all 
tree branches. If they are matched with each other, 
the data item is merged into the branch and it shares 
the branch node; if  not, a new branch is opened 
from the parent node of the matching node, and the 
new branch consists of the matching data item and 
its post data item.2. It saves the transaction’s TID 
for the nodes of the last data item in each transac-
tion. In addition, the tree node does not save the 
probability of the corresponding data item.

The compressed UF-tree constructed by the 
data from Table 2 is shown in Figure 3.

The second step is the generation of candidate 
items and the process is as follows. (1) The leaf 
node is the start node to search tree nodes along 
the branch, the transaction number stored in the 
start node is transmitted to the search node. The 
candidate data items are composed of the initial 
node and the nodes from the start node to the node 
on the path of the search node. (2) The transaction 
number set saved by the initial node is passed to 
the generated candidate data items. It merges the 
transaction number sets for the same candidate 
data items. (3) The degree of support for candidate 
data items is calculated based on the probability 
vector of the single data item and the transaction 
number set of the candidate data.

4 EXPERIMENTAL ANALYSIS AND 
RESULTS

The experimental environment is Intel(R) 2.3 GHz 
CPU, 2 GB memory, 32 bit Windows 7 system PC, 
MyEclipse 8.5, Java language. The thirteen simu-
lated datasets used in the experiment are gener-
ated by the modified IBM data generator. They 
meet the conditions: the name form of dataset is 
“sj+ transactions”. In the transaction, the number 
of individual data items is randomly generated and 
controlled within 14, and the number of attributes 
is 14. The attribute name is simplified to the letter 
from a to n, and the probability value is controlled 
from 0 to 1. Algorithm 1 is the compressed UF-tree 
algorithm, algorithm 2 is the UF-Eclat algorithm.

The first experiment: the support threshold is 
fixed to 0.08, the dataset, in turn, takes sj10, sj30, 
sj50, sj80, sj100, sj300, sj500...... sj5000, sj10000. 
Run UF-Eclat algorithm and compression UF-
tree algorithm, the number of frequent items of 
the two algorithms is the same as shown in Table 4. 

Figure  1. The subtree constructed by the depth first 
search from node A.

Figure 2. The search tree of the data item.

Figure 3. The compressed UF-tree.

Table  4. The number of frequent items (support 
threshold 0.08).

Dataset (transaction number) Frequent item number

10 60
30 35
50 44
80 37
100 30
300 39
500 41
800 43
1000 45
3000 45
5000 45
8000 45
10000 45
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The performance difference between the two 
algorithms is as shown in Figure 4.

The execution time of the algorithm increases 
with increase in the number of datasets, while the 
UF-Eclat algorithm increases slowly. The reason is 
that the compressed UF-tree algorithm scans the 
database two times while the other only scans one 
time; the compressed UF-tree algorithm generates 
the candidate item by traversing the tree structure. 
It screens the frequent items. While in the UF-Eclat 
algorithm, the node generated by expanding the 
search tree is a frequent item. The UF-Eclat algo-
rithm is better for the mining of frequent items.

The second experiment: dataset is fixed to 
sj1000 and the support threshold value respectively 
is 0.01, 0.02, 0.03,..... 0.09. Run the two algorithms 
and the operation results are the same as we can 
see from Table 5. We compare the performance of 
the two algorithms, as shown in Figure 5.

Figure 5 shows the comparison of performance 
between the two algorithms in the same dataset. 
The gradually increasing support threshold has lit-
tle effect on the execution time of the compressed 
UF-tree algorithm. The UF-Eclat algorithm shows 
a gradually decreasing trend. The support thresh-
old affects the number of frequent items and then 
determines the execution time of the UF-Eclat 

algorithm. The results of the above two experi-
ments have verified that the mining results of the 
two algorithms are the same.

The third experiment: with the same experi-
mental environment of the first experiment, the 
performance of the two algorithms is as shown in 
Figure 6.

In Figure  6 and Figure  7, the performance of 
the compressed UF-tree algorithm is better in most 

Figure 4. The performance difference between the two 
algorithms (support threshold 0.08).

Table  5. The number of frequent items (support 
threshold 0.08).

Support threshold value Frequent item number

0.01 375
0.02 165
0.03 165
0.04 47
0.05 45
0.06 45
0.07 45
0.08 45
0.09 37

Figure 5. The performance difference between the two 
algorithms (dataset sj1000).

Figure  6. The performance of the two algorithms 
(support degree 0.08).

Figure  7. The performance of the two algorithms 
(dataset sj1000).
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cases. The conclusion is just the opposite of the 
first two experiments, that is, the effect of different 
properties of different datasets on the performance 
of the two algorithms is different and the specific 
analysis is as follows:

The number of transactions affects the perform-
ance of the compressed UF-tree algorithm, while it 
has no effect on the UF-Eclat algorithm; when the 
number of attributes is large, the performance of 
the UF-Eclat algorithm is greatly affected. In addi-
tion, the pruning rate and matching rate, to some 
extent, affect the performance of the algorithm. 
The high matching rate can reduce the consuming 
time of the compressed UF-tree algorithm and the 
low pruning rate can increase the running time of 
the UF-Eclat algorithm.

5 CONCLUSION

This paper studied the comparison between the 
compressed UF-tree algorithm and the UF-Eclat 
algorithm for uncertain data. Through experi-
ments, we know that when we deal with a large 
database, the performance of the UF-tree algo-
rithm is better; but there are still some limitations, 
for example, in the UF-tree compression algorithm. 
It takes a long time to generate the candidate items 
by traversing the tree structure and the process is 
more complicated. While the transaction number 
of datasets or attribute numbers is too much, it is 
a huge challenge for the memory to build the UF-
tree or the item set search tree. Therefore, how to 
balance between memory and performance is also 
worth studying in the future.
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ABSTRACT: The ARINC659 bus is suitable for high security and high reliability requirements of the 
integrated and modular aircraft airborne computer communication system design. This paper analyzes 
the structure of the ARINC659 bus, window activity and sync mode, introduces the system architecture, 
the bus bridge mode, and the working principle of four redundancy computers which is composed of the 
ARINC659 bus as the core. Sync is the basis and core function of redundant fault-tolerant computer 
system data transmission and redundancy management. This paper analyzes the cause for clock drift and 
asynchronous degree in the process of initialization sync and resynchronization, designs task sync algo-
rithm of system application level, and message sync algorithm of bus communication level.

bus specification. The ARINC659 bus is a dual 
redundancy system based on time-triggered archi-
tecture, which supports robust time and space 
partitioning. It is a key technology of integrated 
and modular avionics system. The bus technol-
ogy has been applied to the Airplane informa-
tion management system of the Boeing’s B777. 
The Chinese latest and most advanced, the larg-
est military transport aircraft also used the bus, as 
the communication bus between high security and 
high-reliability redundancy fault-tolerant com-
puter internal function modules of communication 
backplane bus and the computer.

2 REDUNDANT FAULT-TOLERANT 
COMPUTER SYSTEM

2.1 BUS structure

Each BIU (Bus Interface Unit) is connected to two 
buses. Each LRM (On Line Replaceable Module) 
has two bus interface units, BIUx and BIUy, trans-
mission through the X and Y bus. Each bus is 
driven by an independent transceiver in the LRM 
to prevent a single failure from adversely affecting 
one or more buses.

Through cross validation between BIUx and 
BIUy and with the four buses cross-checked, LRM 
has a dual self-test capability. The use of serial 
transmission line reduces the hardware, simplifies 
the whole concurrency control, and improves the 
basic reliability of the bus. The cross-validation 

1 INTRODUCTION

Under the premise of the basic reliability index 
of components, in order to improve the reliability 
of the airborne system, the key components such 
as sensors, controllers, actuators, computers, and 
so on are usually designed with the technology 
of redundancy. Different units perform the same 
tasks in a system. The advantage of this design is 
that the fault unit can be effectively isolated and 
the task switched to the normal unit to continue 
execution. However, to ensure the reliability of 
the system, it has brought the management ques-
tion of the redundant fault-tolerance system: the 
system will face how to ensure the coordination 
between various computing units.

Sync is the basis and key technology, which 
directly affects the function and operation of the 
system. It ensures that redundant modules keep 
step with work, an action to accomplish the same 
task at the same time. It can shield a few failures 
in accordance with the principle of the majority 
of the same to accurately switch to the normal 
module. The realization of the structure of the 
reconfiguration is such that the fault tolerant 
system can be sustained, correct and a reliable 
operation was done. In this way, the voting process 
of the fault tolerant system is significant.

ARINC659 bus from Honeywell’s SAFEBus: In 
1993, the SAFEBus was adopted by the Airlines 
Electronic Engineering Committee and became 
the standard and promulgated for the ARINC659 
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between the four buses improves the reliability and 
availability of data. Bus architecture, interface, 
and transmission line structure and connection 
relations are shown in Figure 1.

2.2 Bus activity

ARINC659 bus activity is composed of alternat-
ing message and gap, each window occupying the 
relevant LRM command table specified fixed time 
period.

The window can contain a data message, sync 
information, or free message. Each window can 
have a unique transmitter or a limited set of backup 
transmitters, which are programmed in a table 
memory. The source and destination addresses of 
each message are included in the table memory, 
not by bus. System designers can organize several 
types of intermodule message structures it sup-
ports: module to module (point to point) commu-
nication, a module to a set of modules (broadcast) 
communication. There are 2 types of messages: 
the basic message and the master/backup message. 
Basic messages for a single source and single pur-
pose or a number of purposes. The master/backup 
message is used for a plurality of backup sources 
and for a single purpose or multiple purposes, and 
the system arbitration mechanism only allows one 
of the primary or backup sources to access the bus. 
A backup source is only the main and other prior-
ity than its high backup transmitter in a predeter-
mined time period to remain silent on the bus to 
send.

2.3 Computer system

The greatest advantages of the ARINC659 bus 
are the time deterministic in the transmission pro-
cess, dual self-test capability, fault detection, and 
isolation. So it is very suitable for the design of a 
redundant fault-tolerant computer system. In this 
paper, the computer system with the maximum 
redundancy level of aircraft is designed as the goal. 
This paper introduces the structure of a redundant 
computer system based on ARINC659 bus tech-
nology, as shown in Figure 2.

Each LRM is a separate control channel. The 
channel is composed of application module, 
ARINC659 backplane, and Bus Bridge Transfer 
(BST) module. ARINC659 backboard bus is the 
core of the channel. Each function module is an 
intelligent node, which contains a processor or 
microcontroller. The signal on the function board 
is regulated and monitored by the processor or the 
microcontroller. Each function module can carry 
out information exchange, resource sharing, and 
resource reconstruction. Finally, the system can 
achieve the resource dynamic reconfiguration and 
fault-tolerance of the four redundant system.

BST board exchanges and shares the ARINC659 
bus data between the computers. BST converts 
the backplane mode to cable mode for forward-
ing to other LRM. BST is a continuation of the 
bus signal and also is the backplane signal at the 
computer level conversion and transmission, and 
can realize the redundant channels between CCDL 
(Cross Communication Data Link).

ARINC659 bus specifies the physical layer 
and data link layer, and the data communication 
sync of ARINC659 bus mainly works on the data 
link layer. After the computer power is switched 
on, the BST is responsible for the initialization of 
the CCDL sync to achieve the data sync between 
channels. Then, each BST initiates the sync request 
to the ARINC659 bus in the channel and real-
izes the data sync between the internal function 
modules. In the task period, the BST is responsible 
for maintaining the bus sync and channel sync.

3 RESEARCH ON THE SYNC METHOD

3.1 Sync mode

For the system c, if  the ideal clock time is T, and 
the node’s clock time set as cc(T), for the other two 
systems p, q, if  satisfied |cp(T)–cq(T)| ≤ δ max (δ max 
which is the maximum degree of the asynchro-
nous clock), the system p and q sync. According 
to different sync periods, sync technology can be 

Figure 1. ARINC659 bus architecture.

Figure 2. Four redundancy computer system.
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divided into clock sync, loose sync, and task level 
sync.

Clock sync is a distributed system which uses 
the same clock source to drive the nodes. Each 
node is synchronized to the clock cycle, so each 
node in the system is running at the same time, 
as shown in Figure 3. Clock sync is mainly based 
on hardware, the advantages of sync are strict, no 
extra time overhead, but the requirements of the 
clock is very high, which often requires the use of 
a fault-tolerant clock.

Loose sync is a time sync method based on time 
slice, as shown in Figure 4. Every time slice is com-
posed of a plurality of clock cycles. In each time 
slice, it allows each node in the system to have an 
asynchronous degree. As long as the asynchronous 
degree is in the allowable range, each node in the 
system synchronization will be resynchronized in 
the next time slice. In this way, it is usually imple-
mented with a logic clock sync software. The main 
purpose of loose synchronization is to periodically 
align the clocks of each node. This can reduce or 
eliminate the asynchronous degree between nodes 
and reduce the error accumulation of the clock. 
Loose sync can establish the same conditions for 
each node to complete the same task so that the 
suppression of the fault caused by the asynchro-
nous module spread can be restrained. There is a 
certain deviation in the sync of loose sync, which 
can eliminate the influence of some instantaneous 
faults, but the time cost is large.

Task sync, which is a kind of loose sync, is the 
basic unit of time for the task period, and each 
task period includes task execution time and task 

idle time. The resynchronization cycle is composed 
of multiple task cycles. Every node performs tasks 
repeatedly in each task cycle. One of the nodes of 
the clock or all the nodes of the clock is set to a 
reference clock. If  there is a node of the clock in 
asynchronous degree greater than the maximum 
asynchronous, the standard clock corrects the 
standard for all nodes of the logical clock so that 
each node in the system returns to the status of 
sync, as shown in Figure 5. The clock of each node 
can be operated independently and the realization 
is simple and easy to implement.

3.2 Application level task sync design

Application level task sync refers to the task sync 
process which is based on the specific application 
requirements of the service system including ini-
tialization sync and resynchronization.

Figure  6  shows the initialization sync. LRM1, 
LRM2, LRM3, LRM4 began the duty cycle 
of the moment, respectively to ta, tb, tc, td. The 
ta > tb > tc > td, for several moments are not over-
lapping. In the first period, LRM1 did not receive 
the time information of the other three LRM, 
operating according to a predetermined time delay 
Td and other LRM, although it can receive time 
information, but the time offset calculation is not 
yet complete. Therefore, it is according to the 
same predetermined delay time Td of  operation. In 
the second period, the time of LRM1 is taken as 
the baseline time of the whole network, and it is 
still in the time of the delay time Td, and the other 
three LRM in accordance with the calculation of 
the time delay, respectively Tdb, Tdc, Tdd.

If  LRM1 and LRM2  in the M  + 1 period 
achieved sync, then the formula (1) was established:

T T T
T T T

s dTT cTT
s dTT c

+TdTT ( )T T Ts c dT TT T add+TsTT + ( )t tat bttt
= TTT +TTT ( )T T TsTT c dTT bdd+TTT

M*
M*

 (1)

Figure 3. Clock sync.

Figure 4. Loose sync.

Figure 5. Task sync.

Figure 6. Task period initialization.
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If LRM1 and LRM3  in the N  + 1 period 
achieved sync, then the formula (2) was established:

T T T
T T T

s dTT cTT
s dTT c

+TdTT ( )T T Ts c dT TT T add+TsTT + ( )t tat ctt
= TTT +TTT ( )T T TsTT c dTT bdd+TTT

M*
M*

 (2)

If  LRM1 and LRM4 in the P + 1 period achieved 
sync, then the formula (3) was established:

T T T
T T T

s dTT cTT
s dTT c

+TdTT ( )T T Ts c dT TT T add+TsTT + ( )t tat dtt
= TTT +TTT ( )T T TsTT c dTT ddd+TTT

M*
M*

 (3)

Therefore, LRM2, LRM3, and LRM4 were 
synchronized with LRM1 after three task periods. 
The delay times of the four LRM are (ta−tb)/
(Tdb−Td), (ta−tc)/(Tdc−Td), (ta−td)/(Tdd−Td), and finally 
the initialization sync is realized.

Resynchronization: Initialize sync is com-
plete because each LRM hardware clock source, 
clock drift problem, and periodic task also exist 
with subtle differences. With the passage of time, 
clock drift differences continue to accumulate and 
showed larger asynchronicity. If  the asynchronous 
degree exceeds the maximum allowed, it is consid-
ered that the four LRM is not in the sync state, as 
shown in Figure  7. After a period of time, com-
pared to the LRM2, LRM3, LRM4, and LRM1, 
respectively, appeared the δab, δac, δad synchronous, 
and |δad| being the greatest, with the passage of 
time, δad must first achieve the allowed maximum 
asynchronous degree δmax. At this point, you need 
to reduce central processing unit D delay, delay 
Tdd operation in accordance with the newly calcu-
lated, making A and D achieve resynchronization, 
B and C resynchronization process with the pro-
cess being similar.

Figure 2 shows the four LRM in the redundant 
fault-tolerant computer system, which is expressed 
as W, X, Y, Z. In the system dynamic operation 
process, each one of the ID of LRM is W, and the 
rest of the ID is X, Y, Z. So the corresponding rela-
tionship between the four LRM and W, X, Y, Z is 
as follows:

LRM1: W − LRM1, X − LRM2, Y − LRM3, 
Z − LRM4

LRM2: W − LRM2, X − LRM4, Y − LRM3, 
Z − LRM1

LRM3: W − LRM3, X − LRM1, Y − LRM2, 
Z − LRM4

LRM4: W − LRM4, X − LRM1, Y − LRM2, 
Z − LRM3

The sync process can be designed as shown in 
Figure 8.

3.3 Bus communication level sync design

Before the execution of the frame period, the user 
can define the window on the bus. The frame  is 
composed of the sync, the data and the free 
window of the cycle period, and the frame period 
is equal to the sum of the length of each window 
of the frame.

Table memory can store the frame command 
sequences with different lengths. Frame switching 
is implemented by the frame switching command. 
There are two different types of frames: the ver-
sion and non-version. In a version of the frame, all 
BIU on the bus should have the same table version 
number. The frame switching mechanism of the 
version ensures that all the sync of the BIU verifies 
its own version number according to the received 
frame switch messages in the version of the data. 
If  the version number of the table is not consistent, 
it will lose sync with the bus.

In a non-version frame, the version of the table 
is ignored. As long as a BIU in the LRM can be 
synchronized with the bus, it is able to partici-
pate in the non-version of the frame. In addition, 
all messages in the non-version frame should be 
divided by the maximum time gap (9-bit time). For 
master/slave messages, the maximum step time gap 
(10-bit time) must be used.

When BIU is in an asynchronous state, it will 
attempt to recover sync with the active BIU. 

Figure 8. Sync process.Figure 7. Task period resynchronization.
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Initialization sync limit wait time refers to the 
length of time that the BIU searches for sync mes-
sages (such as short message, long synchronization 
message, or initialization synchronization message) 
before the BIU decides to send the initialization 
sync pulse. If  the BIU has not yet searched a sync 
pulse when the BIU exceeds the initialization sync 
limit wait time, the BIU will transmit an initializa-
tion sync pulse. If  the BIU receives an initialization 
synchronization message (sent by another module 
or by itself), it will execute an inherent command 
immediately to receive a non-version into the sync 
message. Message synchronization code is “0” and 
the full resolution time value is “0”.

4 CONCLUSION

The ARINC659 bus has the advantages of large 
data throughput, high coding efficiency, trans-
mission time determination, strict fault isolation, 
fault tolerance and so on. Communication system 
design for aircraft airborne computer, control-
ler and so on are suitable for high security, high 
reliability, and high comprehensive degree. It can 
be designed to become the backplane data bus in 
a computer, but also to meet the communication 
needs of multiple computers. The four redun-
dancy fault-tolerant computer system based on 

ARINC659 bus is the basis of data transmission 
and redundancy management of the computer 
internal function module. In this paper, the char-
acteristics of the bus, the characteristics of four 
redundancy fault-tolerant computer architecture, 
sync transmission mode, clock drift, and asynchro-
nous degree are analyzed. The application task and 
bus communication two-level sync algorithm are 
designed to ensure that the data from the appli-
cation level to the data link level are transmitted 
synchronously.
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of the gait energy image
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ABSTRACT: The use of phase congruency for marking features has significant advantages over 
gradient-based methods. It is a dimensionless quantity that is invariant to changes in image brightness or 
contrast, hence it provides an absolute measure of the significance of feature points. In this paper, identity 
recognition based on improved Log-Gabor phase congruency is proposed. The improved phase congru-
ency algorithm is based on the improved local energy calculation method, frequency spread, and noise 
compensation tactics. The feature of improved phase congruency is of good location and recognition, and 
then the LDA method is used to project features into a low-dimensional space. The nearest neighbor clas-
sifier based on Euclidean distance is tested in the CASIA gait database. The experimental results show that 
our approach outperforms other state of the art automatic algorithms in terms of recognition accuracy.

the impact of covariates (such as clothing, carrying 
conditions). HP Mohan Kumar et al. (Mohan, 
2014) provides a new representation technique, 
which is able to capture variations in gait due 
to changes in cloth, carrying a bag, and differ-
ent instances of normal walking conditions more 
effectively. YY Zhang et al. (Zhang, 2013) use three 
different local textural features of the Gait Energy 
Image (GEI) to represent the local space distribu-
tion of pixel brightness. In this paper, the identity 
recognition based on the improved Log-Gabor 
phase congruency of the GEI is proposed.

3 THE GAIT RECOGNITION SYSTEM 
BASED ON THE GEI

The structure of the gait recognition system based 
on GEI is shown in Figure  1. First, gait frames 
are extracted from gait videos and then the frames 
undergo silhouette pre-processing, morphological 
filtering, and binarization, which estimates the gait 
cycle and computes GEI.

1 INTRODUCTION

Gait recognition (Chai, 2011; Nixon, 2004) is the 
process of identifying an individual by the way 
they walk. This is a less unobtrusive biometric, 
which offers the possibility to identify people at a 
distance. Moreover, gait recognition offers great 
potential for recognition of low-resolution videos 
where other biometric technologies may be invalid 
because of insufficient pixels to identify human 
subjects.

2 RELATED WORK

Approaches for human recognition by gait can be 
divided into two categories: model-based approaches 
and model-free approaches. The former’s main 
focus is the human body and uses parameters of the 
model for recognition, which results in a complex 
model. The computational time, date storage, and 
cost are extremely high due to its complex searching 
and matching procedures. The latter generally dif-
ferentiates the whole motion pattern of the human 
body by a concise representation such as a silhouette 
without considering the underlying structure. 
Due to that reason, a large number of model-free 
approaches are proposed in recent years.

CR Li et al. (Li, 2012) presents an effective gait 
recognition method using the magnitude and the 
phase of Quaternion Wavelet Transformation 
(QWT). I Rida et al. (Rida, 2014) describe a super-
vised feature selection method to select relevant 
features for human recognition, which can mitigate 

Figure  1. The flow chart of gait recognition system 
based on the gait energy image.
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Given a size-normalized and horizontal-aligned 
human walking binary silhouette sequence B(x, y, t), 
the grey-level GEI A(x, y) is defined (Han, 2006) 
as follows.

A y
N

x y t
i

N

( ,x (B)
N

, y )
=
∑1

1

 (1)

where N is the number of frames in complete 
cycles of the sequence, t is the frame number of 
the  sequence, and x and y are values in the 2D 
image coordinate. The examples of normalized and 
aligned silhouette frames in walking sequences and 
GEI (the rightmost image) are shown in Figure 2.

3.1 Feature extraction of phase congruency

The process of feature extraction of improved 
phase congruency is as described previously 
(Kovesi, 1999). In this paper, the Log-Gabor is 
used for the calculation of phase congruency. On 
the linear frequency scale, the Log-Gabor function 
has a transfer function of the form

g e
w

k w( )w
(log( /w ))
(log( /k ))=

− 0
2

0
22  (2)

where w0 is the filter’s center frequency. To obtain 
constant-shape ratio filters, the term k/w0 must 
also be held constant for varying w0. Let I denote 
the signal and MnM e  and MnM o  denote the even-
symmetric and odd-symmetric wavelets at a scale n, 
and then the responses of each quadrature pair of 
filters as forming a response vector,

[ ( ), ( )] [ ( )* , ( )* ]x( o ( I ( I, ) *n n( ),x( o n n  (3)

The amplitude of the transformation at a given 
wavelet scale is given by

A on nA e n( )xx ( )x( ) ( )x= +ee ( )x 2 2o ( )x+  (4)

and the phase is given by

φn nφ na en x( )x tan ( ( )x , (non ))  (5)

Each point in the signal will have a series of 
response vectors, each of which has a response vec-
tor of the filter response. One of the difficulties in 
the extraction of phase congruency is the process-
ing of the noise response of the filter. According 

to related description, the improved expression for 
energy can be got by

E n n
nn

+ ∑∑∑en( )( en∑∑ )ono(∑2 2+ ∑ )o(∑  (6)

where en and on are the outputs of even and odd 
symmetric filters on scale n.

According to relevant theory, it can be concluded 
that amplitude distribution of energy vector obeys 
the Rayleigh distribution of the form

R
x

e
G

x

G( )x =
−

σG

σG
2σσ

2

2

2σσ  (7)

The mean and variance of the Rayleigh distri-
bution are as follows.

μ σ π
R Gμ σμ

2
 (8)

σ π σR Gσ σ2 2σσ π σσ4
2

=
−  (9)

where σGσ 2σσ  is the variance of the Gaussian distri-
bution describing the position of the total energy 
vector.

The noise radius can be obtained by

T k kR R ∈μ σkR Rk [ , ]2 3,  (10)

If  the estimated noise effect is subtracted from 
the local energy before normalizing it by the 
sum of the wavelet response amplitudes, spuri-
ous responses to noise can be eliminated. So the 
expression for phase congruency can be got by

PC
AnA

n

( )x
( )

( )x
=

+∑
⎣ ⎦E T( )x −

ε
 (11)

where ⎣ ⎦  denotes that the enclosed quantity is 
equal to itself  when its value is positive, and zero 
otherwise.

Phase congruency of feature points has impor-
tant significance to identify only over a wide fre-
quency range. Frequency expansion expression is 
as follows.

s
N

A

A
nA

n( )x (
( )x

( )x
)

maAA x

=
+
∑1

ε
 (12)

where N represents the total number of wavelet 
scales, Amax(x) is the amplitude of the filter pair 
having a maximum response at x, ε is also in 
order to prevent the denominator from being zero. 
A phase congruency weighting function can then Figure 2. Gait sequences and gait energy image.
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be constructed by applying a sigmoid function to 
the filter response spread value, namely

W
e x

( )x
( (c s ))

=
+

1
1 γ ((

 (13)

where c is the cut-off  value of filter response spread 
below which phase congruency values become 
penalized, and γ is a gain factor that controls the 
sharpness of the cutoff. Thus, the calculation of 
phase congruency can be modified as follows.

PC
W

AnA
n

( )x
( )x ( )

( )x
=

+∑
⎣ ⎦E T( )x −

ε
 (14)

For the fuzzy image, the positioning perform-
ance of phase congruency is relatively weak. For 
this reason, the calculation for E(x) is modified by

Δ =( ) cos( ( ) ( )) | sin( ( ) ( )) |=) cos( )) |− sin(n n( )) | s ()) | sin(φ φ−( ) (((n ( )( φ φ−( ) (((n  (15)

E An( )x ( )x ( )x= ΔAA )x Φ  (16)

Using this new measure of phase deviation, 
ΔΦ( ),  a new measure of phase congruency can 
be defined as
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W

A
n nn
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( )x
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=

+
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⎣ ⎦A Tn nA ( )xx ( )xΔ −n ( )x

ε
 (17)

In order to be able to make the direction and 
possible connection of wavelet filter features, 
which are of equal importance, the extraction of 
phase congruency of one image can be defined as

PC x
W
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o nWW o no ono

noA
no

2( )
( )xx
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=

+
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∑∑
⎣ ⎦A TnA o no oTT( )xx x( )Δ no( )xx

ε
 (18)

where o denotes the index over orientations. In 
order to achieve the effect of uniform coverage of 
the spectrum in all filtering orientations, the inter-
val between the angle direction of the filter can be 
calculated by the following formula:

G e( )
( )

σθ
− 0

2σσ2  (19)

where θ0 represents the filter orientation and σ0 
is the standard deviation of Gauss distribution 
function.

3.2 Individual recognition

In this paper, the features extracted from the 
gait energy image are subjected to the problem 

of  excessive dimensionality. To reduce their 
dimensionality, the multi-class linear discriminant 
analysis (Theodoridis, 2009) is used to project the 
features into a low-dimensional space. The GEIs 
used in this paper are normalized and aligned so 
that they can be clustered by the distance measure. 
The classic Euclidean distance and nearest neigh-
bor classifier are adopted to discriminate different 
gait patterns.

4 EXPERIMENTAL RESULTS AND 
ANALYSIS

Our approach has been applied to the CASIA 
Dataset B database consisting of 124 different 
subjects with variations in walking status (normal, 
in a coat, or with a bag) at the lateral view. Each 
person has 10 GEIs with a resolution of 240 * 240 
and they are divided into training and test set with 
the ratio 1:1. The related parameters are set as 
follows: number of scales, 5; number of orienta-
tions 8; scaling factor between successive filters 2.1; 
ratio of the standard deviation of Gaussian 0.55; 
number of standard deviations of noise energy 
beyond the mean at which we set the noise thresh-
old point 2.0; the fractional measure of frequency 
spread below which phase congruency values get 
penalized 0.5; and the sharpness control of transi-
tion in sigmoid function used in weight phase con-
gruency for frequency spread 10. One gait energy 
image and phase congruency using the jet color-
map is shown in Figures 3 and 4, respectively, and 
the filter response of one scale in eight orientations 
is shown in Figure 5.

The cumulative matching characteristic and 
receiver operating characteristic are used to assess 

Figure 3. Gait energy image.

Figure 4. The phase congruency.

Figure 5. Log-Gabor filter response.
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the performance of the proposed approach. The 
related experimental data is shown in Tables  1 
and 2.

It can be seen from Tables 1 and 2 that the pro-
posed approach, as well as comparison with other 
approaches to individual recognition by gait, has 
the highest recognition rate of CMC in Rank 1 and 
verification rate of ROC in FAR = 1% practically. 
It can be concluded that the proposed approach 
renders the best recognition effect of the five 
approaches. In order to assess the overall perfor-
mance of the five approaches, the equal error rate 
is computed and is shown in Figure 6.

The smaller the equal error rate, the better the 
overall performance of one algorithm. It can be seen 
from Figure 6 that the equal error rate of the pro-
posed approach is the least.

The CMC and ROC curves of CASIA gait 
database at 0, 54, and 90 angles are shown in 
Figures 7–12, respectively.

In the CMC and ROC curves, the best perfor-
mance of one approach should be close to the 
upper left corner as far as possible. It can be seen 
from Figures 7–12 that our approach (GEI-PC) is 
closest to the upper left corner. Usually, the area 
under the CMC and ROC curves can reflect the 
feature identification performance and algorithm 
verification performance, respectively. It can be 
seen from Figures  7–12 that the area under the 
curve of the proposed approach is the largest. 
The experimental results on CASIA gait database 
exhibit the effectiveness of the proposed approach.

Table 1. Recognition rate of CMC in rank 1.

Approach
QWT-Magnitude-
Phase[3]

GEI-PCA-
MDA[4]

GEI-RBL-
LBP[5]

GEI-SDOLB
(Zhang, 2013) Proposed

0 68.33% 87.50% 81.25% 93.89%  99.58%
54 82.50% 73.13% 45.42% 95.56%  99.58%
90 89.17% 89.38% 90.42% 91.67%  97.08%
126 88.33% 67.50% 81.67% 62.22%  99.17%
180 80.00% 90.00% 90.83% 88.33% 100.0%
Mean 81.67% 81.50% 77.92% 86.33%  99.08%

Table 2. Verification rate of ROC in FAR = 1%.

Approach
QWT-Magnitude-
Phase[3]

GEI-PCA-
MDA[4]

GEI-RBL-
LBP[5]

GEI-
SDOLB[6] Proposed

0 79.17% 91.25% 82.08% 83.33% 98.33%
54 90.00% 80.00% 40.42% 85.00% 99.17%
90 95.83% 95.00% 90.83% 89.44% 95.00%
126 90.83% 63.75% 71.25% 83.89% 98.33%
180 84.17% 93.75% 90.83% 85.56% 98.75%
Mean 88.00% 84.75% 75.08% 85.44% 97.92%

Figure 6. The equal error rate of five approaches.

Figure 7. Recognition performance of CMC curves at 
0 angle.
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5 CONCLUSIONS AND FUTURE WORK

In this paper, a new way of calculating phase con-
gruency through the use of wavelets is adapted 
to extract features of the gait energy image. It 
shows that the extracted gait features are good 
localization and recognition. Experimental results 
on CASIA gait database show that the proposed 
approach has the characteristic of a high correct 
recognition rate. Further research will focus on 
the following aspects: a) explore a more effective 
method to extract gait features; b) seek a more 
effective feature dimension reduction method; 
c) seek a more effective method of similarity meas-
urement; d) seek a more effective classifier; e) build 
more large-scale, more status of walking gait data-
base to test the performance of the algorithm. In 
addition, it is important to find strategies to over-
come some gait status under the interference of 
unexpected factors such as stopover and occlusion 
in the real scene.

ACKNOWLEDGMENT

This work was in part supported by the Education 
Department of Jilin Province Science and Technol-
ogy Research Project in the 13th Five-Year in 2016 
under contract No. 349. The CASIA gait database 
used in this paper was from the Institute of Auto-
mation of the Chinese Academy of Sciences. The 
authors would like to express their gratitude for 
their support.

REFERENCES

Chai Y, Ren J, Han W, et al. Human gait recognition: 
Approaches, datasets and challenges [C]. Interna-
tional Conference on Imaging for Crime Detection 
and Prevention. IET, 2011:3-3.

Figure  8. Verification performance of ROC curves at 
0 angle.

Figure 9. Recognition performance of CMC curves at 
54 angle.

Figure 10. Verification performance of ROC curves at 
54 angle.

Figure 11. Recognition performance of CMC curves at 
90 angle.

Figure 12. Verification performance of ROC curves at 
90 angle.

ICCAE16_Vol 02.indb   1405ICCAE16_Vol 02.indb   1405 3/27/2017   10:56:50 AM3/27/2017   10:56:50 AM



1406

Chao-Rong Li, Jian-Ping Li, Xing-Chun Yang, et al. 
Gait recognition using the magnitude and phase of 
quaternion wavelet transform [C]. International Con-
ference on Wavelet Active Media Technology and 
Information Processing. 2012:322–324.

Han J, Bhanu B. B. Individual recognition using gait 
energy image [J]. IEEE Transactions on Pattern 
Analysis & Machine Intelligence, 2006, 28(2):316–322.

Kovesi P. Image Features From Phase Congruency [J]. 
Journal of Computer Vision Research, 1999, 1(1):
115–116.

Mohan Kumar H P, Nagendraswamy H S. LBP for gait 
recognition: A symbolic approach based on GEI 
plus RBL of GEI [C]. International Conference on 
Electronics and Communication Systems. 2014:1–5.

Nixon M S, Carter J N. Advances in automatic gait 
recognition [C]. IEEE International Conference on 
Automatic Face & Gesture Recognition. 2004:11–16.

Rida I, Almaadeed S, Bouridane A. Improved gait 
recognition based on gait energy images [C]. ICM 
2014. 2014:40–43.

Theodoridis S, Koutroumbas K. Pattern Recognition 
(Fourth Edition) [M]. 2009.

Zhang Y Y, Jing L I, Jiang S M, et al. Local features 
of gait energy image through the method of texture 
analysis [J]. Jilin Daxue Xuebao, 2013, 43:193–198.

ICCAE16_Vol 02.indb   1406ICCAE16_Vol 02.indb   1406 3/27/2017   10:56:51 AM3/27/2017   10:56:51 AM



1407

Civil, Architecture and Environmental Engineering – Kao & Sung (Eds)
© 2017 Taylor & Francis Group, ISBN 978-1-138-02985-9

Fractional-order generalized augmented Lü system and its application 
in image encryption

Hong-yan Jia & Yong-jun Wu
Department of Automation, Tianjin University of Science and Technology, Tianjin, China 

ABSTRACT: Based on the fractional-order generalized augmented Lü system, a kind of double 
encryption algorithm method is designed to realize image encryption. The method mainly refers to 
the  scramble of the pixel position and the transformation of the pixel value. The effectiveness of the 
double encryption method is verified by encrypting and decrypting the image. The experimental results 
indicate that this method not only has a better effect of image encryption and decryption, but also ensures 
the security of the encrypted image. The results from the histogram analysis and correlation analysis also 
verify the security and effectiveness of the proposed encryption method.

analyzes the chaotic characteristics of the system 
and gives Lyapunov exponent spectrum and bifur-
cation diagram of the 2.7 dimensional generalized 
augmented Lü system. In the second section, a 
simple but secure and efficient image encryption 
algorithm is designed based on the fractional gen-
eralized augmented Lü system. The results from 
the numerical analysis, histogram analysis, and 
correlation analysis verify the security and effec-
tiveness of the proposed encryption algorithm.

2 FRACTIONAL GENERALIZED 
AUGMENTED LÜ SYSTEM

The fractional-order generalized augmented Lü 
system is described as (Wei, 2014)

d x
dt

ab x yz
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dt

ay xz

d z
dt
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 (1)

where 0 < q < 1, a, b, and c are constants, a < 0 
and b < 0. By utilizing the time-frequency domain 
method, we obtain the attractors of the system (1) 
when q = 0.9, a = −10, b = −6, c = 0.5. The phase 
portraits are depicted in Figure 1.

From the phase portraits shown in Figure 1, we 
can see that chaotic attractors exist in the system (1) 
with q = 0.9, a = −10, b = −6, and c = 0.5. In addi-
tion, for the 2.7-order generalized augmented Lü 
system, the bifurcation diagrams and Lyapunov 

1 INTRODUCTION

Since Lorenz first proposed the famous Lorenz 
chaotic system in 1963, many scholars have put 
forward some new chaotic systems such as the 
Chen system (Lorenz, 1963), Qi system (Chen, 
1999), Lü system (Hu, 2002). Subsequently, based 
on the Lü system, Qiao et al. proposed a new 3D 
autonomous chaotic system called the general-
ized augmented Lü system (Xiao, 2009), which is 
obtained by adding a linear state inverse controller 
in the third equation of the augmented Lü system. 
Although there are only three system parameters 
in the system, it has 5 balance points so that it can 
generate fan-shaped four-wing chaotic attractors 
without any need for external excitation.

Since the idea of chaotic encryption was firstly 
proposed by Matthews, the research of chaotic 
cryptography and chaotic secure communication 
has become a hot research topic (Zai, 2014; Li, 
2016; Akram, 2016; Yi, 2016). At first, the chaotic 
encryption technology is mostly implemented by 
the low dimensional chaotic system, which has the 
advantages of a simple model and fast calculation. 
At the same time, the disadvantages that the key 
space is too small and the chaotic sequence is too 
simple are very distinct, which may lead to the low 
security of the encryption technology. Therefore, 
high dimensional chaotic systems, such as three-
dimensional Lü system, some hyperchaotic systems 
are always used for image encryption because of 
the advantages of large enough key space of the 
encryption and high security of the encryption 
system.

Based on the fractional-order generalized aug-
mented Lü system (Wei, 2014), this paper firstly 
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divergent. The above numerical analysis results 
from bifurcation diagrams and the Lyapunov 
exponents further verify that chaotic attractors 
exist in the system (1).

3 FRACTIONAL GENERALIZED 
AUGMENTED LÜ SYSTEM

3.1 Image encryption algorithm

During the process of image encryption, the color 
image is firstly decomposed into three tricolor 
components (R, G, B) that are red, green, and 
blue monochrome images. The selected image is 
regarded as an m × n matrix and each dot of the 
matrix presents a pixel value of the image. Before 
encrypting the image, we firstly transform the 
m × n matrix into a one-dimensional vector with 
the length of m  ×  n. The sequence x of chaotic 
sequences is sorted in ascending order and one 
can use it to scramble pixels of the image of R, G, 
and B components to obtain the scrambled image. 
Next, we implement the XOR operation on three 
components of the numerical matrices by using 
the 3D chaotic sequences respectively to complete 
the image encryption. Image decryption process 
is the inverse process of encryption. The three-
color separations are firstly decomposed from the 
encrypted image, and the XOR operation is oper-
ated on three components of the numerical matri-
ces by using chaotic sequences. Then the reduction 
of image pixel value scramble is realized by using 
the sequence x. Thus, decryption of the image is 
implemented finally.

3.2 Image encryption and decryption results

We select the image Einstein. jpg as the research 
object and its size is 512 × 512. The experiment was 
implemented in MATLAB 2010, with the initial 
values of state variables being 0.1, 0.2, and 0.3. In 
this manner, we obtained the encrypted images by 

Figure 1. Phase portraits of the system (1) with q = 0.9, 
a = −10, b = −6, and c = 0.5: (a) x-y-z plane; (b) y-z plane.

Figure 2. Bifurcation diagrams of system (1).

Figure 3. Lyapunov exponent diagrams of system (1).

exponents are also shown in Figure 2 and Figure 3, 
respectively. In the range from −30 to 0 of para-
meter a, bifurcation diagrams in Figure  2  show 
that there exist abundant and complex dynamical 
characteristics in the 2.7-order system. Moreover, 
the Lyapunov exponents represent the characteris-
tics of the system movement. Two of the Lyapunov 
exponents in Figure 3 are always negative indicat-
ing that the adjacent orbits in the attractor of the 
system are average convergent in direction. The 
biggest Lyapunov exponent in Figure 3 is positive 
when a ∈( )− −  explaining that the adjacent 
orbits in the attractor of the system are average 
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using the fractional-order generalized augmented 
Lü system shown in Figure  4. The decrypted 
images of Einstein.jpg are shown in Figure  5. 
A  comparison of the encrypted image and 
decrypted image shows that the encrypted image 
is completely different from the original image, 
while the decrypted image and original image are 
identical. It illustrates that the image encryption 
algorithm is practical and effective and has good 
encryption effectiveness.

4 FRACTIONAL GENERALIZED 
AUGMENTED LÜ SYSTEM

4.1 Initial value sensitivity analysis

Selecting the system parameters as q = 0.9, a = −10, 
b  =  −6, c  =  0.5, and the initial state value of the 
system ( )x y z0 0y 0,0y = ( )0 1 0 2 0 3. ,1 . ,2 .  as the encryp-
tion key, after the encryption, if  you enter the 
correct key, you can get a successful decryption 
image as shown in Figure 5. When the initial value 
is increased by 0.000000001, we get the wrong 
decrypted image as shown in Figure  6. One can 
also change the parameters a, b, or c by a small 
numerical value, such as 0.000000001, obtaining 
the error decrypted image just as the image shown 
in Figure 6. It can be concluded that even a very 
small change in the key can also lead to the failure 
of decryption, which shows that the encryption 
system has high sensitivity to the encryption key.

4.2 Histogram analysis

Histogram of images can clearly reflect the distri-
bution of characteristics of the images (Nooshin, 
2012), so it is a practical and effective method for 
people to correctly evaluate the overall quality con-
dition of the image. The histograms of Einstein.jpg 
are shown in Figure 7. We can find that most dif-
ferences between histograms of the encrypted 
image and the original image are that the former 
is better than the latter in histogram distribution. 
That is to say, the encrypted image effectively 
masks the basic information of the original image, 
which indicates that it is able to resist the attack of 
statistical analysis very well.

4.3 Correlation analysis

The correlation coefficient among adjacent pixels 
of the encrypted image and original image are 
shown in Table  1. As can be seen from Table  1, 
the correlation coefficient of adjacent pixels in 
the original image is close to 1, which indicates 

Figure  4. Encrypted images: (a) original image; 
(b) sequence encrypted image; (c) spatial encrypted image.

Figure  5. Decrypted images: (a) encrypted image; 
(b) spatial decrypted image; (c) decrypted image. Figure 6. Error decrypted image.
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that the adjacent pixels are highly correlated, 
while the correlation coefficient of adjacent pixels 
in the encrypted image is close to 0, which shows 
that the effect of the image encryption is better. 
The results verify that the encryption algorithm 
can well resist malicious attacks.

5 CONCLUSIONS

This paper adopts an effective and secure method 
to implement the image encryption operation. The 
method is based on the chaotic sequences gener-
ated by the fractional-order generalized augmented 
Lü system and combines the double encrypted 
technique including the pixel position scrambling 
of image and pixel value transform of the image. 
The experimental results and performance analysis 
show that this method not only has good encryp-
tion results, but also ensures high security of the 
encrypted image.
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Figure 7. Histograms of original image and encrypted 
image: (a) R component for original image; (b) R compo-
nent for encrypted image; (c) G component for original 
image; (d) G component for encrypted image; (e) B com-
ponent for original image; (f) B component for encrypted 
image.

Table 1. Correlation coefficient.

Image

Correlation coefficient

Horizontal direction Vertical direction

R 0.99468 0.0020953 0.99547 0.0040664
G 0.99334 0.00094717 0.99433 0.0023295
B 0.99320 0.0023591 0.99419 0.0022439
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ABSTRACT: Airfield ground operation efficiency is an important basis to judge whether an airport’s 
planning and design is reasonable. Using Simmod simulation software, taking the Beijing New Airport as 
an example, in this study, the airfield simulation models were established. The airport ground operation 
efficiency, arrival/departure flight delay time, and peak hour movements in southward and northward 
operation directions of the airport were explored in this study. The simulation results indicate that under 
the current construction scheme, the Beijing New Airport is able to meet the needs of the target year. 
In the main and secondary operation directions, the average ground delay time of departure flight is 
2.73 minutes and 2.63 minutes, respectively, and that of arrival flight is less than 1 minute. The peak hour 
movements are about 90 flights.

(1)  data statistics, (2) mathematical theory, and 
(3)  computer simulation. (1) Method of data 
statistics is used to estimate the airport capacity 
by drawing a capacity envelope graph based on the 
existing statistical information of the airport flow. 
As a frequently used approach for capacity analy-
sis in early stage, it involves certain disadvantages; 
it only evaluates the established operation pattern 
of the existing runway system in busy airport, 
which lacks prospectiveness (Gilbo, 1993). (2) The 
approach of mathematical theory can be harnessed 
to calculate the runway capacity by proposing a 
proper assumption and establishing mathematical 
equations of airport ground operation parameters. 
It is mainly used for macroscopic capacity evalu-
ation, which lacks a consideration of operation 
details and commonality (Neufville, 2002; Yu, 
2002; Chen, 2005; Chen, 2007). (3)  Approach of 
computer simulation is at present the most popu-
lar solution for evaluation of airport capacity and 
efficiency. By establishing the operating environ-
ment and control rule models using the simula-
tion software, the airport’s operation status can 
be reflected with reality, and can be reached to 
the airport capacity based on the analysis of the 
simulated operation data (Wang, 2008; Gao, 2010; 
Huang, 2010; Yu, 2009). Simmod and TAAM are 

1 INTRODUCTION

The continuous growth of social economy has 
driven China air transport on a fast-growing track, 
because of which China civil aviation has become 
the second largest air transport system in the world. 
Needless to say, the soaring aviation market leaves 
the airport systems with not many choices but to 
enlarge the airport system scale in order to tackle 
the booming demand of capacity. Under such a 
context, as an alternative to relieve the operation 
pressure of the Beijing Capital International Air-
port and to better the experience of air travelers 
in Beijing-Tianjin-Hebei region, construction of 
Beijing New Airport (hereinafter referred to as 
BNA) is imperative. With the current plan of four 
runways (three vertical and one horizontal), BNA 
is the first airport to have a non-parallel runway 
configuration in China. Given the complicated 
runway configuration and characteristic design of 
terminal building in BNA, and to better direct the 
planning, design, and operation of the new airport, 
it is necessary to conduct an in-depth exploration 
of ground operation efficiency of BNA’s airfield 
using computer simulation.

In general, there are three approaches to evalu-
ate airport capacity and operation efficiency: 
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the mainstream simulation modeling software for 
airport capacity evaluation (Huang, 2004).

Employing BNA as the research object and 
applying Simmod for computer simulation and 
modeling, in this paper, a comprehensive analysis 
has been performed on airport ground operation 
efficiency under different conditions, and the 
recommended schemes have been put forward. 
Conclusions in this paper can be used as a refer-
ence and instructions for planning, construction, 
and operation pattern selecting of multi-runway 
systems in China’s large airports.

2 AIRFIELD LAYOUT AND OPERATION 
RULES OF BNA

In the current phase, the BNA construction pro-
ject is to build four runways for a yearly passen-
ger throughput of 72  million. The layout of its 
airfield is shown in Fig. 1. The planned terminal 
building, targeting a yearly passenger throughput 
of 45 million, applies a centralized combinational 
configuration, with the five concourses distributed 
in a “centrally radial” shape. Taking the main land-
ing direction as an example, the runway operation 
pattern employed is West 1 Runway (W1) and 
North 1 Runway (N1) only used for take-off; West 
2 Runway (W2) and East 1 Runway (E1) mainly 
used for landing; and E1 used for assisted take-off  
in the morning departure peak. The runways will 
operate independently.

Taxiing routes should be reasonably and appro-
priately setup, based on the airport operation, by 
the principle that main taxiways such as parallel 
taxiways, western and eastern contact taxiways, 
etc. should be operated in a monodirectional fash-
ion. Taxiway system of airfield could be divided 
into four areas based on the average taxiing speed 

(from 5 km/h to 46 km/h): push-out taxiway, apron 
taxiway, main taxiway, and high-speed taxiway.

As shown in Fig. 2, there are 322 gates in air-
field, among which 197 are for passenger plane, 40 
for cargo aircraft, and 85 for corporate aircrafts. 
Based on the differences among plane types, the 
corresponding boarding and alighting times are set 
accordingly in the scope from 30 to 80 minutes.

3 AIRPORT SIMULATION MODELING

Employing the simulation software Simmod Plus 
7.6, the ground operation efficiency of BNA was 
simulated and evaluated. Simmod, launched in 
1978 by the U.S. Federal Aviation Administration 
(FAA), is a microscopic, dynamic, and comprehen-
sive airport simulation software. After constant 
upgrading and perfecting, it is now one of the 
most popular airport and airspace simulation soft-
ware [9,10]. Based on apron operation pattern (a), 
the simulation modeling mainly takes two opera-
tion directions (southward and northward) into 
consideration. Then, on that basis, and taking the 
southward operation as an example, further simu-
lation and comparison on patterns (b) and (c)  is 
conducted.

Landing interval is controlled mainly based on 
the wake vortex separation, as shown in Table 1. 
In addition, extra safe redundancy is taken into 
account. According to the differences between 
the aircrafts, departure separation of each runway 
is arranged at 80–140  seconds. Moreover, given 
the influence of the Beijing Capital International 
Airport on BNA in terminal airspace, departure 
interval of 3  minutes is considered for western 
runways in the morning time of 7:30–8:30, and a 
same departure interval is considered for eastern 
runways in the morning time of 8:30–9:30. When 
a single runway is in alternate operation, and the 
distance from the landing flight to the runway is 
less than 8 km, departure flights are forbidden to 
taxi out from the waiting point.

Figure 1. Airfield layout and runway operation pattern 
of BNA.

Figure 2. Apron distribution.
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4 OPERATION RESULTS AND ANALYSIS

Table 3 gives out the average ground delay times 
under different daily flight volumes when the 
airport is running in northward and southward 
directions. In the calculation of the comprehen-
sive delay time, the proportion of operation in 
northern and southern directions is temporarily 
considered as 9:1. When the passenger throughput 
is 45  million person-times, average ground delay 
time of departure and arrival flights is 2.72 min-
utes and 58 seconds, respectively, which stands for 
a high operation efficiency. When the passenger 
throughput reaches 60  million person-times, the 
average ground delay time of departure flights is 
4.41  minutes, which is still a sound efficiency of 
ground operation.

For departure flights using boarding gates, the 
total delay time consists of three parts: (1) take-off  
waiting, including waiting for take-off at runway 
entrance and delay of push-out; (2) delay in angle 
area of main terminal buildings, including waiting 
in apron taxiway and waiting caused by interfer-
ence due to push-out of other flights; and (3) taxi-
ing delay occurring in other areas. Table 4 presents 
the details and proportion of each part. With an 
increase of flight volume, the take-off waiting and 
taxiing delay in other areas grows evidently, whereas 
delay in angle areas grows slowly, with a slight 
change of delay time. When passenger through-
put exceeds 45 million person-times, proportion of 
delay time in angle area is relatively low, accounting 
for 1/5 or 1/6 of total delay time; this indicates that 
it is not the bottleneck of airport ground operation.

Fig. 4 gives the aircraft movement in daily time 
frames under a passenger throughput of 45 million 
person-times. The total movement is 1210 flights, 
with 90 flights in each peak hour.

5 CONCLUSIONS

In this paper, a systematic analysis on the ground 
operation efficiency of the airfield of BNA was 
conducted. Utilizing the simulation software 
Simmod, a simulation study on ground operation 
efficiency, delay time, and peak hour movements 

Table 1. Wake vortex separation of landing flights.

Latter aircraft

Former aircraft

A380 Heavy Medium

A380  8 km  6 km 6 km
Heavy 12 km  8 km 6 km
Medium 13 km 10 km 6 km

Table 2. Typical daily take-off  and landing flights.

Yearly passenger 
throughput 
(person-time)

Typical daily 
aircraft 
movements

Aircraft 
movements 
in peak hour

30 million  808  80
45 million 1210  95
60 million 1600 115

Figure 3. Simulated operation demonstration.

Table 3. Average ground delay time.

Yearly passenger 
throughput 
(person-time)

Departure flight average ground delay Arrival flight average ground delay

Northward Southward Northward Southward

30 million 1.32’ 1.33’ 0.57’ 0.49’
45 million 2.73’ 2.63’ 0.97’ 0.83’
60 million 4.43’ 4.21’ 1.42’ 1.15’

Based on the predicted flight volume of BNA 
and requirement of targeted yearly transportation 
volume of the terminal building, three typical 
daily flight schedules are planned in simulation, as 
shown in Table 2. The simulated operation demon-
stration is shown in Fig. 3.
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was performed. Results of all the above-mentioned 
endeavors are as follows:

1. When the yearly passenger throughput is 
45 million person-times, as for the construction 
scheme in current stage of BNA, the average 
ground delay time of departure flights is about 
2.72 minutes, and that of arrival flights is about 
58  seconds. This indicates that the airport is 
running in high efficiency, and that the target 
yearly transportation volume can be reached.

2. As for flights using boarding gates, over half  of 
ground delay of departure flights is caused by 
take-off  waiting and only 1/5 occurs in angle 
area between main buildings. Furthermore, this 
part accounts for a smaller proportion when the 
flight volume grows, proving that it is not the 
bottleneck of airport operation.

3. In BNA, the extreme value of take-off  flight is 
in the morning. The peak hour movements are 
90 flights, appearing at noon.

However, it should be noted that the simulation 
study in this paper only works for the capacity and 
delay time of the airport under normal operation. 
Furthermore, flight delay in simulation is normally 
less than that in actual cases, since influencing 
factors such as air traffic flow control, bad weather, 
airlines, military actions, and aviation events have 
been excluded in the study.
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Figure 4. Distribution of aircraft movements in daily time frames.

Table 4. Constitution of ground delay of departure flights using boarding gates.

Yearly passenger 
throughput 
(person-time)

Airport 
operation 
direction

Total ground 
delay of 
departure flight

Take-off  
waiting

Delay 
in angle 
area

Taxiing 
delay in 
other areas

30 million Northward 1.61  0.83  0.68  0.1
Southward 1.51  0.82  0.6  0.09
Mean value 1.6  0.83  0.67  0.1
Proportion 51.8% 42.0%  6.2%

45 million Northward 3.41  1.83  0.75  0.83
Southward 3.36  1.88  0.72  0.76
Mean value 3.41  1.84  0.75  0.82
Proportion 53.9% 21.9% 24.2%

60 million Northward 5.47  3.05  0.85  1.57
Southward 5.25  3.02  0.91  1.32
Mean value 5.45  3.05  0.86  1.55
Proportion 55.9% 15.7% 28.4%
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Matrix search algorithm of robust common quadratic Lyapunov 
function for uncertain switched systems

Xiaoyu Zhang, Ping Li & Bin Shen
School of Electronics and Information Engineering, North China Institute of Science and Technology, 
Beijing, China

ABSTRACT: Considering the stability problem of uncertain linear switched systems, this article puts 
forward a searching algorithm of Common Robust Quadratic Lyapunov Function (CRQLF). The suf-
ficient conditions of CRQLF are given when the stable matrix set is not involuntary. The recurrence 
formula of CRQLF and the search algorithm in terms of Linear Matrix Inequality (LMI) are given. The 
simulation results verify the existence of the CRQLF for the stability of uncertain linear switched system 
under arbitrary switching signal.

commutation of  the vector fields is sufficient for 
the existence of  a CLF (Mancilla-Aguilar 2000). 
Fierro et al. tried to find different way to validate 
a hybrid system that is composed of  continu-
ous subsystem, and certified that the method of 
CLF is conservative by contrast of  cases (Fierro 
et al. 1996). How to find the CQLF? Cheng et al. 
expanded the NB-Algorithm and present a nec-
essary and sufficient condition for the existence 
of  a CQLF of  a finite set of  stable matrices. They 
also proved that a set of  block upper triangular 
matrices share a CQLF, if  each set of  diagonal 
blocks share a CQLF (Cheng et al. 2003, Cheng 
et al. 2006). More particularly, the introduction 
about CLF refers to (Margaliot 2006, Liberzon 
2003, Lin & Antsaklis 2009).

Recently, the CLF method continues to be 
concerned by many researchers. A switched linear 
copositive Lyapunov function method for switched 
positive systems is presented in (Liu 2009), and 
the existence problem of a Common Copositive 
Lyapunov Function (CCLF) for switched posi-
tive linear systems with stable and pairwise com-
mutable subsystems is investigated in (Tong et al. 
2013). The present results demonstrated that a 
CCLF can be constructed for the underlying sys-
tem whenever its subsystems are continuous time, 
discrete-time or the mixed type. Further, For the 
finite-time stability problem of switched positive 
linear systems, Chen and Yang present a sufficient 
condition for finite-time stability using the CCLF 
and multiple copositive Lyapunov functions 
(Chen & Yang 2014). Meanwhile a computational 
method for vector functions used to construct the 
CLF is proposed. A  Common Diagonal Lyapu-
nov Function (CDLF) is constructed for a special 

1 INTRODUCTION

The stability of Switched Systems (SS) is a 
significant problem for practice. Many research 
works about it have been done since the early years. 
For example, the basic control analysis was carried 
out (Beldiman & Bushnell 1999). A Lie algebraic 
condition was proposed about the stability of 
SS (Liberzon & Morse 1999). The Lie-algebraic 
stability conditions for nonlinear switched sys-
tems subsequently were considered in (Margaliot 
& Liberzon 2006). Branicky showed solicitude 
for stability of SS in early years (Branicky 1994, 
Branicky 1997, Branicky 1998) and made excellent 
contribution to the field.

It is known that the subsystems stability does 
not guarantee the stability of  the whole SS. An 
important stability analysis method is related to 
the existence of  Common Lyapunov Functions 
(CLF). If  there is a Lyapunov function whose 
time derivative is negative all the time along with 
every subsystem, the stability of  the whole SS is 
reached. In (Narendra & Balakrishnan 1994), 
two subsystems who comprise SS are studied. 
It is well-known that the commutativity of  the 
two system matrices is a sufficient condition 
for a Common Quadratic Lyapunov Function 
(CQLF). Therein an algorithm of  NB Algorithm 
was born, that is for finding such a CQLF. Ooba 
and Funahashi present triangle conditions for 
the existence of  a CQLF concerning a pair of 
linear systems (Ooba & Funahashi 1997). Fur-
thermore, a sufficient condition for the global 
asymptotic stability of  a switched nonlinear sys-
tem is proposed by the analysis of  the Lie bracket 
of  any pair of  each sub system. The pairwise 
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linear SS (Bykkoroglu 2012). Contradistinctively, 
a method of  computing a CQLF for a stable linear 
time-invariant system, whose system matrix is 
tridiagonal (Yu & Gao 2009). Many CLF research 
work is carried out for nonlinear switched sys-
tems. A CLF is based on generalized Kullback-
Leibler divergence or Csiszar’s divergence between 
the state and equilibrium is presented in (Abou 
Al-Ola et  al. 2011). Aleksandrov addressed the 
stability analysis of  a class of  switched nonlinear 
systems with uncertain nonlinear functions con-
strained in a sector set, which are called admissi-
ble sector nonlinearities (Aleksandrov et al. 2011). 
The existence condition in terms of  linear ine-
qualities of  a CLF and a constructive algorithm 
based on the modified Gaussian elimination pro-
cedure are given. And for a family of  nonlinear 
mechanical systems with one degree of  freedom, 
He proposed the existence condition of  a CLF 
once again (Aleksandrov & Murzinov 2012). In 
(Wang et  al. 2014), sufficient conditions for the 
existence of  a CQLF are given for two classes of 
switched linear systems which possess negative 
row strictly diagonally dominant and diagonaliz-
able stable state matrices, respectively. Some kinds 
of  different switched systems are concerned about 
their CQLFs or stability problems via CQLF. For 
example, planar linear switched system (Ben Salah 
et al. 2015), descriptor system (Gu et al. 2009, Zhai 
2009) and switched Persidskii-type system (Chen 
et al. 2011). The non-existence of  a CQLF for SS 
is also a interesting problem. A sufficient condi-
tion for the non-existence of  a CQLF for N sys-
tems is presented and the determining algorithm 
is designed based on particle swarm optimisation 
(Duarte-Mermoud et al. 2012). The research work 
about CQLF is also extended to discrete switched 
system (Sun et al. 2011, Liu & Zhao 2015).

Finding a CLF is still a challenging problem for 
SS study. Although many results of CLF have been 
proposed during several past decades, the condi-
tions of its existence and the finding algorithm 
are difficult yet. Furthermore, it is closely related 
with the control analysis and design. Majority of 
results about finding CLF are always based on the 
assumption that every subsystem matrix Ai is sta-
ble, i.e. A = {A1, A2,…, AN} is a stable matrix set. 
When the matrices of the subsystems are not com-
mutive, the NB Algorithm is not applicable. Under 
the situation Zhu et  al. presented the method of 
constructing CQLF (Zhu et  al. 2007). However, 
there is no specific applicable algorithm to find a 
CQLF in their method. And the conditions are dif-
ficult to be testified.

The purpose of the present paper is to pro-
vide a recurrence searching algorithm of a CQLF 
for uncertain switched system. It will discuss the 
CQLF problem, i.e. determination for uncertain 

switched linear system stability. If  considered 
individually the stability of linear switched systems 
with uncertainty, namely, the problem of robust 
stability and constructing a CQLF will be more 
difficult. In order to overcome this difficulty, this 
paper presents Robust Stable Matrix Set (RSMS) 
concept, and further releases the determinant and 
constructing theorems of a CQLF for a RSMS. 
The results make sense for robust control problem 
of uncertain switched linear systems under arbi-
trary switching rule.

2 PROBLEM FORMULATION

Consider the following uncertain switched system:

�x x( )t = ( )A AA ( )tA  (1)

where x n( )t ∈R  denotes the system state variable, 
ΔAσ reflects the uncertainties of the parameters, 
σ ( )t { }N{R N  is a piecewise constant 
function of the time t, also referred to as the 
switching signal (rule). Then we define a switching 
sequence:

Q x
i kki
� �x �0 , , , ,

,
( )ti t0 0,i0iii ( )ti t1iii 1,1ii ( )i tk ki tkt

∀ii +N Zk, ∈

i.e., the ik-th subsystem operates when t [ ]t tk kt .]kt
For the switching signal σ i i( )t ∈i i, ,i ∈i N  the 

i-th subsystem parameters can be denoted as: 
A A Ai iA Aσ σAiA� �A A .iAΔAAAAA  Accordingly, for the k-th 
switching, when t tk kt t≤ <tt +1. We can set σ(t) = i, 
i.e., i iki ∈i N. According to (1), the system can be 
described as:

�x x( )t = ( )A Ai iAAA ( )t  (2)

The switching system as described in (1) can sat-
isfy the following assumptions.

Assumption 1 The uncertainty parameters, ΔAi 
satisfy the following relationships:

ΔA H F Ei aA H i aFF j aE i( )tt, ,i a ,  (3)

where Ha iH n rarr
, ∈ ×R  and Ea iE r narr

, ∈ ×R  are all the known 
constant matrices, and the unknown time-varying 
matrices Fa, i(t) satisfy: F F Ia iFF T

a iFF, ,i a .( )t ( )t ≤
Generally, the stability problem of (1) is sig-

nificant for control. The problem of this paper 
is: if  Ai, i ∈N comprise a stable matrix set, i.e., 
A = { }

i
,}  then finding a CQLF guaran-

tees the stability of uncertain switched system (1). 
Firstly two lemmas and a definition that are used 
in the present study will be introduced.
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Lemma 1 (Schur Complement) Given a sym-

metric matrix S
S S
S S

=
⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦
11SS 12SS

21SS 22SS
, the following three 

conditions are equivalent.

i. S < 0;
ii. S11SS 22 21 11

1
12 0S0 S S S 1S, ;S S S S22S 21S 11S 12S 0S S S S22S SS 11SS 1
12SSS22SS

iii. S22SS 11 12 22
1

210 0S S S SSS 22S 1
21SS11SS, .S S S S11S 12S 22S 21S 0S S S S11S SS 22SS 21SSS11SS

Lemma 2 Assuming that H and E are the matri-
ces consisting of real constants with approximate 
dimension, F(t) satisfies F F IT ( )t ( )t ≤ , the follow-
ing relation is true for any constant ε > 0,

HF E E F H E ET TF T THH T( )t + ( )t ≤ +THHε εEE+HHTHH1 .  (4)

Lemma 3 If  ∀εi > 0, the Linear Matrix Inequal-
ity (LMI)

PA A P L PH
I

ii iPAP i
T

i iL PP a iH

i

+ +A PA
∗ −

⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦
< ∀ ∈, ,

εi

0 N  (5)

has a positive definite symmetric solution matrix 
Pi, every subsystem (2) is quadratically robust 
stable.

Proof: Select a Lyapunov function of every sub-
system (2)

V x PxiVV T
iPP( )x ( )t ( )t ( )t .

And find the time derivative along (2),

�Vi x x xT( )t( ) = ( )t [ ]PA A P P A A Pi iPAP i
T

i iPP i iAT
iPP+ +A PA iPP ( )tAiA +

According to Assumption 1 and Lemma 2, 
∀εi > 0, the inequality

P A A P PG P Li iPP i
T

i i i iPGP i iP LPΔAiA + ≤A PA iPPΔ −ε 1

holds with

G H H L E Ei iG a i a i
T

i i a iET
a iEεH H Li a iH a iH i iL =H H L1

, ,i a , ,i a,  (6)

are matrix items produced by the system uncer-
tainty. Substitute it into �ViVV ( )

yy
x ( )t , we have

�V x xiVV T( )x ( )t ≤ ( )t [ ]PA A P PG P Li iPPA i
T

i iPP i iG PP iLA PiAT PP + ( )t

According to Lemma 1, if  (5) is satisfied,

�V x Q xiVV T
iQQ( )x ( )t ≤ ( )t ( )t

hold, where Qi is some positive definite matrix. 
Then every subsystem (2) is quadratically robust 
stable.

Suppose that every subsystem matrix Ai satisfies 
the following Assumption.

Assumption 2 Every matrix Ai in stable matrix 
set A = { } is quadratically robust sta-
ble, i.e. satisfies Lemma 3.

To underlie the following analysis, define

P A P P A U P G P L i jijPP i
T

j jP i iA UA j j i j iLA PiAT P = P G PP iG P ∀ ∈i j,G LiUU j jPP i jG iLGP i jG P .j ∈j, N  (7)

3 PRELIMINARIES OF CQLF

3.1 Known results

A great deal of research was conducted on the con-
struction of a CQLF of a stable matrix set. The 
sufficient condition as well as important condi-
tions for constructing a CQLF of a matrix set was 
elaborated in detail in Section 1. As described in 
(Zhu et al. 2007), the researchers probed into the 
methods for searching the CLF and concluded sev-
eral conditions for the existences of CQLF. Based 
on the research results in (Zhu et al. 2007), when 
any two matrices in a stable matrix set A are not 
interchangeable but satisfy the involution condi-
tions, the CQLF can be constructed according to 
the following lemmas.

Assuming a stable matrix set A = { } 
with their corresponding Lyapunov matrix Pi, and 
defining ii

k
k

N
k ,Aik kA ,[ ]A AN iA AiA = ∀Ai

kN
AAi A =

=∑ γ
1

N  in which 
γ i

kγ > 0 is a scaling coefficient parameter. Given a 
randomly selected PNPP − >1 0, we set

P P A A P PN NPP N N N
T

N NPP, .+P A A PN NPP A NAT PP −1

Lemma 4 Given a stable matrix set 
A = { },}  if  ∀ =i N= 1 1−N, ,  the following 
conditions can be satisfied:

max ,

,, ,
,

λmin Re

i N,
N

iγ k
k N,

k k i

N

P Pγ Nγγ P

( )γ iγγ ( )λ NANN

−Pi N >γ iγ kγ k NPk−
= ≠,k,

−

∑∑ 01 γγγγγγγγγ
1

⎧⎧

⎨
⎪
⎧⎧⎧⎧

⎨⎨

⎩
⎪
⎨⎨

⎩⎩

 (8)

where P A P P Ai jPP i
T

j jPP iAA , i, jj ,A PiAT P i j { }N, , ,NN  PN 
is a CQLF of A.

Still, we should randomly select PNPP − >1 0 and set 
P A A P PN NP AP N

T
N NPP+ =A PA NPP − −1, and moreover,

C A A jN NC A jA, ,AAj ⎡⎣ ⎤⎦ ∀ ∈jj N  (9)

According to the results in [32], the following 
Lemma can be deduced.

Lemma 5 Given a stable matrix set A, defining 
C jN jC ∀ ∈jj N as similar to (9), if  the following ine-
quality can be satisfied:

P P C C P Ni NPP N NC i NC i
T

NPP, ,N N N , , , ,− P CNPP C −1 0 1i,i =ii 1�  (10)
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PN is a CQLF of A.

3.2 Robust stable matrix set

Defining a robust stable matrix set

A = { },}

in which each stable matrix is of robust stability, 
each matrix can satisfy Lyapunov Equation:

PA A P PG P L Q
i N

i iPAP i
T

i iPP i iG PP i iQQ+ +A PA iPP =LiL −
∀ =i

,
, , ,1 2  (11)

where Gi and Li are the matrices of Lyapunov 
Equation induced by the system uncertainty; i.e. 
defined by (6).

If  the matrix set A is involutory, we still assume 
that

k
k

N
k ,ik k ,[ ]A AN iA AiA = ∀Ai

kN
kA ,Ai kA =

=∑ γ kk
1

i N

where γ i
kγ > 0  is the scalar coefficient parameter. 

To random select PNPP − >1 0 and set the fowling 
equation:

P A A P U PN NP AP N
T

N NU N NPP+ +A PA NPP −, .1  (12)

4 MAIN RESULTS

The following corollaries can be deduced based 
onLemma 4 and Lemma 5.

4.1 Common robust quadratic Lyapunov function

Corollary 1 Given a robust stable matrix set 
A = { },}  which can satisfy (11), if  
∀ =i N= 1 1−N, ,  the following conditions can be 
satisfied:

max ,

, , ,
,

λmin Re

i N,
N

iγ k
k ,

i

k k

P Pγ Nγγ P Uγk iγ iγγ

( )γ iγγ ( )λ NANN

−Pi N γ iγ kγγ Pk−
= ≠,k,

1 γγγγγγγγγ N N,iγ iUiγ i
ii

N

i
N

N i N N N
T

i N N N i

i
T

N N

U UN i A A U Ui N N Aii

A Ui
T

N

−

∑∑
+ +i N N N

TUi A ANN Ui N

− >N NA Ui
T

N

⎧

⎨

⎪
⎧⎧

⎪
⎪⎪
⎪
⎨⎨
⎪⎪

⎩

⎪
⎨⎨

⎪
⎪⎪

⎪⎩⎩
⎪⎪

1

0
γ NN

, ,i , ,N NN

,NN ,

 (13)

PN is a common robust quadratic Lyapunov 
function of A, i.e, they can satisfy the Riccati 
Inequality:

P A A P P G P L NN iP AP i
T

N NPP i NG PP i+ +A PA NPP <LiL ∀0 1∀ =i 2, ,ii∀i , , .  (14)

Proof:

A I INA
i

N
i
i T

( )P Ui NPP i NUU, ,N i
⎛
⎝⎜
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

AA+ ⎛
⎝⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠ ( )P Ui NPP i NUU, ,N i

=

γAγ Ii
ii ⎞⎞⎞ A+ ⎛⎛⎛

2N2 ⎠⎠⎠ ⎝⎝⎝
A ANA N

T

i
i

( )P AN i +P AN iP AP A PAA UiAAAT
N iPP UU N+ + AA ( )P A A P UN i iAT

N iP UP U NP AN iPP A
+ i

i
N N)N ( N i i N i

γ ii ( )P A A P UN i iAT
N iPP UU N+P AN iP AP + ,((

= ⎛
⎝⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠

+

+ −

=
∑P A

⎛
⎝
⎛⎛
⎝⎝

A A− ∑ A P A A+ P A

A A A

N N⎝⎝⎝
P AP

⎝⎝⎝ i i∑A ∑ k
kA

k

N

i
T

N N NAT
N iP AP

i
T

N
T

i
k

k
T

k

γ kk

1

==
∑⎛

⎝
⎛⎛
⎝⎝

⎞
⎠⎟
⎞⎞
⎠⎠ ( )

+ +
=

1

N

N i
i

i N N N+ T
i N

P + (N + i + ++

U Ai N N A UNN
T

i, ,N N N i

A AiA i
T

i
N

i
k

k k i

N
( )+N N N

TP A ANN PPPNPPPP + AA ( )P A A PN N NAT
NPPP AN NPP A

− N ( )N N N N( )P A A PT+P A
= ≠k

−

∑∑ γγ ii
NN )A P( N N NA NPP+P AN NP AP − ∑

1

,
( )P AN KP AP ++

+ ( )+ +

= − −
= ≠

U ( A U

P P+

i NUU + NAT
i NUU

i NPP i
N

N i
k

k K= i

N
, ,( )N N i

,
,

γ i
kk−1 + i Nγ i N −

−−

∑∑ ( )+

+ − ( )− −

1

P U+

A U U ( A U

k NPP i NUU +

NAT
i NUU N NU i

T
N NU

, ,N i

, ,N N , .

According to the second condition in (13), if  the 
inequality

− − ( )+

+ −

−
= ≠

−

∑P P+ P U+

A U U

i N i
N

N i∑ k

k k= i

N

k NPP i NUU +

NAT
i NUU NU

,
,

, ,N i

,

1 + i N

1

−P ∑1Pi N −PP

, ,,, ,N i
T

N N,A UNU( )i i
NAii i
N >N N− i

TA UN
NN 0

Is valid ∀ = −i N= 1 2 1, , , ,N 1  the product of 
P Ui NPP i NU, ,N i  and the transposed matrix of A IN iA i 2  
is positive definite. According to the first inequal-
ity in (13), it can be inferred that A IN iA i

i 2  is stable, 
and the following inequality is true:

P A A P P G P L iN iP AP i
T

N NPP i NG PP i+ +A PA NPP <LiL ∀ ∈i0, .N  (15)

It means that PN is a common quadratic 
Lyapunov function of A; moreover, for each 
matrix Ai in A. PN satisfies the Riccati Inequality 
that contains the uncertain item Ui, N (as described 
in (15)). Therefore, PN is a CRQLF of A.

Assuming a robust stable matrix set 
A = { }

gg
,}  in which each stable matrix Ai 

is of robust stability and thus satisfies Lyapunov 
equation as described in (11). We still define (6) 
and (12), but the matrix A is not involutory. Based 
on the Lemma 5 on the search of the CQLF, the 
following Corollary 2 can be deduced.

Corollary 2 Given a robust stable matrix set 
A = { },}  which satisfies (11), we define 
CN, j as described in (9). If  ∀ = −i N= 1 2 1, , , ,N 1  PN 
satisfies

P P C C P U A
A U U A A U
i NPP N NC i NC i

T
N NP UP N iA

iAAT
N NU i NUU N NA AT

i NUU
, ,N N N , ,i N N

, ,N i , ,
− +P C C PNPP C NC i

T PP
+ −A UA N NU − <A UA i NU

1

0
 (16)

PN is a CRQLF of  A, i.e. they can satisfy the 
Riccati inequality:

P A A P P G P L NN iP AP i
T

N NPP i NG PP i+ +A PA NPP <LiL ∀0 1∀ =i 2, ,ii∀i , ,  (17)
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Proof:

A A
A A

N NA T

NA N
T

( )P Ui NPP i NUU, ,N i ANAT ( )P Ui NPP i NUU, ,N iPPP
= ( )P A A P UN i iAT

N iPP UU n,+P AN iP AP + + AA

N i
T

N N N
T

N iPNP A PT A ANN P AN ii

P

( )P A AN iP AN iPP A iiAT
N i NP UN i

= P ( )N i N iANNA A Ci NiA A + i N NA Pii
T

N ANN

+ ( )i
T

N
T

N i
TA AT CN i
T−N

TA Aii
T

NN N iNNPPPP N N N
T

i N

i i
T

N N i N

i N NNU A A UNN
T

i

A Aii

P CN NP C CN

+N+U Ai N NN

= ( )N N N
T

NP A A PNN
T

N+N NP AN NN i
TAii ( )N N N

T
NP A A PNN

T
N+N NP AN NN

− −P C

, ,N N N i

, ,NN i NN, ,,,NNNN ,

, , , ,

i
T

N i N N N
T

i N,

i N, N N i N i
T

N N N i

i
T

N

P UN i A ANNUi

P Pi N C CN i N P UN N Aii

A Uii
T

N

i N NUi ANN

= − +N N i
TPNC CN i N PN(

+
−1

, ,,, , ).N i N N N
T

i N,U Ai N NN A UNN
T

i− −U A

If  the inequality as described in (16) is satis-
fied, A AN NA T( )

qq
P Ui NPP i NU, ,N i ANAT ( )

(
P Ui NPP i NU, ,N iPPP > 0  is true 

for ∀ =
(

−i N= 1 2 1, , , ,N 1  suggesting that the product 
of Pi, N + Ui, N and the transposed matrix of AN is 
positive definite. As stated above, AN is stable, and 
therefore, Pi, N + Ui, N < 0, i = 1,…, N−1 is true, i.e. 
the following inequality is true:

P A A P P G P L iN iP AP i
T

N NPP i NG PP i+ +A PA NPP <LiL ∀ ∈i0, .N  (18)

Accordingly, PN is a CQLF of A, and more over, 
for each matrix Ai in A, PN satisfies the Riccati 
Inequality that contains the uncertain item Ui, N (as 
described in (18)). Therefore, PN is a CRQLF of  A.

4.2 Recursive algorithm of CRQLF

Based on Lemma 5, the recursive algorithm for 
searching a CQLF of the stable matrix set can be 
constructed.

Theorem 1 Given a stable matrix set 
= { },}  if  A has a CLF, the matrix 

PkPP ( )
{
k ∈k  that can satisfy the following 

conditions:

P
A P P A P C C P

k kPP
iAT

k kPP k k i kPP k iC k iCT
kPP

,

, ,k k , ,i k

,<
+ − −P A P CPP iA PP k iC >

⎧
⎨
⎧⎧
⎩
⎨⎨

0
0  (19)

can be regarded as the CQLF matrix of the matrix 
set Ak = {A1, A2, … Ak}, in which

C A A A Ai jCC i jA A j iA A .A A

Proof:

P A A P
A A

P

i kPP k kA AT
i kPP

kA k
T

kPP

, ,k k k i+
= ( )P A A Pk i iAT

kPP+P Ak iP AP AkAT ( )P A A Pk i iAT
kPP+P Ak iP AP

= PPP ( )A A CkA i kA CA i,A AkA A ))) +

+ ( )−
= ( )+

A P A A+ P A

P)
A A+

i
T

k k kAT
k iP AP

T

kPP

i)A iAT

   

k k i k i
T

k

i
T

k k k k i k k i k i
T

k

P Ck kP C C Pk i
T

k

A PT P Ak k ii P Ck kP C C Pk i
T

k

( )P AkPP k kkkA T
kA Pkk

T
k+

− −P C
= +k kA Pii

T
k − −P C

, ,i k

, ,k k , ,i k ..

If  the inequality in (19) can be satisfied, obvi-
ously, P A A Pi kPP k kA T

i k, ,k k k i .+ >A PkA i kPP 0  Since Ak is a stable matrix,

P A P P A ki kPP i
T

k kPP iA, , , ,A PiAT PP ∀ 1i, i∀ = �

is true. Therefore, Pk is a CQLF of

Ak = { }kA A Ak .}kkk  

We assume a robust stable matrix set A in which 
each stable matrix is of robust stability and can 
satisfy Lyapunov equation as described in (11). 
Still, we define (7) but don’t define (12), and the 
matrix set A is not involutory. Based to the above-
described Theorem 1 on the common quadratic 
Lyapunov function, the following algorithm for 
recursively constructing the CLF can be deduced.

Theorem 2 There is a CLF in robust stable 
matrix set A = {A A ANA1 2A AA ,2AA }.�  For arbitrary posi-
tive integer ε ε ε1 2ε εε ,2ε ,� kε  and ∀i k= k1k, , , �∈k k1−k, ,  
the positive definite symmetric matrix PkPP ( )k ∈k  
that satisfies the following conditions:

P U
A P P A P C C P

U A A U

k kPP k kU
iAT

k kPP k k i kPP k iC k iCT
kPP

i kUU k kA AT
i kUU

, ,k k

, ,k k , ,i k

, ,k k k i

,<Uk kU
+ −P APP iA −

+ +U AU kA >

0

0

⎧⎧
⎨
⎪
⎧⎧⎧⎧
⎨⎨
⎩⎪
⎨⎨
⎩⎩

 (20)

can be regarded as the CRQLF matrix of the 
matrix set Ak = {A1,A2, …, Ak} And Pk satisfy the 
Riccati inequality:

P A A P U kk iP AP i
T

k iU k+ +A PA kPP ∀ ⋅⋅ ⋅, , ,i , ,1i∀ =i 2  (21)

where Ci, j = AiAj − AjAi.

Proof:

A A
A

A

k kA T

kA

kAT

( )P Ui kPP i kUU, ,k i AkAT ( )P Ui kPP i kUU, ,k iPPP
= ( )P A A P Uk i iAT

k iPP UU k,+P Ak iP AP +
+

k i
T

k k k
T

k iPkP A PT A Akk P Ak ii

( )P AkPP i iiiA T
k i kA PT Ui+ +i kA Pii

T
k

= Pk ( )k i k ikkA A Ci kikAkA + i k kA Pii
T

kAkk

+ ( )k i k iA A Ck−k iA Ak ik i ,((
= ( )+ ( )+

−

T

k i k k k
T

i k

i) i
T

k

P U+k i+ A A+ kkUi

A A+ii

Pk

, ,k k k i

C CCC P U A A U
A P P A P C C P

k iCC k iCT
k iP UP U k kA kAT

i kUU
i
T

k k k kPP i kA PP k iC k iCT
kPP

, ,i k , ,k k k i

, ,k k , ,i k

C Pk iCT PP
= +A PA k kPP − −P C
 + +U A A Ui kUU k k+A AT

i kUU, ,k k k i .

If  the inequality in (20) can be satisfied, obvi-
ously, A Ak kA AT .A AkA AT( )

qq
P Ui kPP i kUU, ,k iUU ( )

))
P Ui kPP i kU, ,k iPPP > 0  Since Ak is 

a stable matrix,

P U A P P A U ki kPP i kU i
T

k kPP i iA U k, ,k i , , ,i ,+U A P P Ai kU PP iAA PA kPPA PA kPP ∀ −k1ii∀ = 1

is true. Therefore, Pk is a CRQLF of
Ak = {A1, A2,…, Ak}.
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5 NUMERICAL SIMULATION

A switched system (1) consisting of three subsys-
tems ( )

yy
N �{ }1 2 3, ,2  were simulated when the system 

state is measurable. The parameters of each sub-
system are listed below.

Subsystem 1:

A A
t

e t1 1A AA A
1 1

2 25 2 75
0 38 4 0

0 1 1
−⎡

⎣⎣⎣

⎤

⎦⎦⎦
=

⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦−. .25 2
. s38 i

.
,

π

Subsystem 2:

A A
t

e t2 2A AA A
2 2

5 6 0 4
3 4 2 6

0 65 7 0 2 7
0 0 56

−
−

⎡

⎣⎣⎣

⎤

⎦⎦⎦
=

−

. .6 0
. .4 2

. c65 os
. .

π π0 2 7. c2 ost⎡⎡

⎣
⎢
⎡⎡⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦
,

Subsystem 3:

A A
e t3 3A AA A

0 8 7 6
2 2 0 6

0 0
1 7 2 0t 76 2

− −0 8
−

⎡

⎣⎣⎣

⎤

⎦⎦⎦
=

⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦−

. .8 7
. .2 0 . s7 in .

.
π

According to Assumption 1, the uncertainty 
of every subsystem can be decomposed as the 
following.

H F
e

EaH
t aE, ,a ,

sin
,

.
.1FaFF ,a 1

1 0
0 1

4 0t
0

0 3. 8 0
0 1 1

⎡

⎣⎣⎣

⎤

⎦⎦⎦
=

⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦
=

⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦−

π tt
⎥⎥
⎤⎤⎤⎤

⎦⎦⎦⎦
⎡

⎣⎣⎣

⎤

⎦⎦⎦
=

⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦

=

−

,

cos
,

. .

,
⎦⎦⎦

,
⎣⎣⎣ .

,

H F=
⎡
⎢
⎡⎡ ⎤

⎥
⎤⎤

e

E

a
⎦⎦⎦

,
⎣⎣⎣

H
t

aE

2,F= ⎢ ⎥ , a
⎣
⎢
⎣⎣ ⎦

⎥
⎦⎦
,

⎦⎦⎦⎣⎣⎣
FF⎢ ⎥ ,

2 2.

2

1 0
0 1

7 0t
0

0 6. 5 0 2
0

π tt

0 500 6
0 0
1 1

2 0
0

1

3

3

2

.
,

sin
,, ,1 1

,

⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦
⎡

⎣⎣⎣

⎤

⎦⎦⎦
=

⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦

=

−
H 3 F=

⎡
⎢
⎡⎡ ⎤

⎥
⎤⎤

e

E

1 11 1a 3,3H 3 t

aE

π

..
.

.
7 0

0 0 76
⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦

We can testify that Ai, i ∈ N comprise a RSMS 
using Lemma 3. Namely Assumption 2 is satisfied. 
LMIs (21) was solved by Theorem 2 recursively. 
Let k = 2, 3 and the resolving results are following 
respectively.

A CRQLF of subsystem 1, 2 is

P2PP
744 1 713 5
713 5 1162 7

=
⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦

. .1 713

. .5 1162
.

A CRQLF of subsystem 1, 2, 3 is

P3PP
146220 21680
21680 474580

=
⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦
.

 

Thus, we find a CRQLF of the system (1). It is 
showed that the system (1) is robust stable under 
arbitrary switching rule. The initial state value is 

selected as x T( )t0 = [ ]0 40 140 . The system state run-
ning curves are simulated under arbitrary rule, 
which is in Fig. 1. The switching signal is in Fig. 2. 
They are showed that the switched system with 
uncertainty is robust stable under arbitrary switch-
ing rule.

6 CONCLUSIONS

The CQLF finding problem for uncertain switched 
linear systems is discussed. If  the subsystem matri-
ces constitute robust stability matrix set, the CQLF 
is called Common Robust Quadratic Lyapunov 
Function (CRQLF). A CRQLF determination 
method and its recursive constructing algorithm 
are proposed. Construction algorithm is in terms 
of recursive Linear Matrix Inequality (LMI) form, 

Figure 1. The system state signal x(t).

Figure 2. The system switching signal σ(t).
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which brings convenience to facilitate the solution 
and strong practicability. The numerical example 
and simulation verify the feasibility of the pre-
sented results.
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ABSTRACT: RCS (Radar Cross Section) of an object is an important parameter in military action. 
The accuracy and stability of typical single radar can not be applied to many huge targets. With the 
development of MIMO (Multiple-Input and Multiple-Output) technology, a new way of RCS simulation 
based on MIMO system is formulated in this paper. It introduces the simulation theory of RCS which can 
be simulated by HFSS. After synthesizing the multiple radar effect, it’s verified that MIMO system has a 
better property comparing with single radar.

waveform signals can be scattered by the target and 
received by N array (Ghotbi, 2014). The model of 
statistical MIMO radar is shown in figure 1.

RCS is a key subject that reflects the observabil-
ity of a target (Levent, 2013). It can be defined and 
calculated from the target-scattered field caused by 
an incident plane wave hitting on the object:

σ π
→∞

li
R

i

4 2

2

2Rπ
E

Ei

sE
 (1)

where R is the distance between the radar trans-
mitter and the target, and Es and Ei are the scat-
tered and incident electric fields. The unit of RCS 
is square meter (m2) or dBsm (Doren, 2008).

1 INTRODUCTION

Nowadays, it’s expected to alleviate the impact 
for targets RCS with the variation of the obser-
vation angle (Mark, 2014). Comparing with the 
traditional radar, MIMO radar has the advan-
tage of parallel multi-channel access to informa-
tion, so it has broad application prospect. MIMO 
radar uses the transmitted and received signals 
simultaneously. As a result, many signals can be 
separated among the time domain, spatial domain 
and polarization domain. It has the advantages 
of higher processing dimension, making full use 
of scattered and received apertures, and higher 
angular resolution. MIMO radar uses irrelevance 
of echo signal raised by spatial diversity of target 
scattering, keeps average energy received of echo 
wave approximate to constant and the air target 
RCS smoothly, improves the target RCS fluctua-
tion, and increases the detection performance and 
spatial resolution.

Nowadays, it becomes convenient for us to 
estimate the RCS by means of electromagnetic 
simulator. With the development of high speed cal-
culation methods, other types of software such as 
HFSS employing FEM algorithm have been used 
on electromagnetic simulation (Yoshihide, 2014).

2 FUNDAMENTAL THEORY

Based on array antenna structure, MIMO 
radar with M emitters and N receivers can radi-
ate orthogonal signals at the same time, these Figure 1. Statistical MIMO radar target model.
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HFSS is a high-performance full-wave elec-
tromagnetic (EM) field simulator for arbitrary 
3-dimension passive device modeling which takes 
advantage of the familiar Microsoft Windows 
graphical user interface. Ansoft HFSS employs 
the Finite Element Method (FEM), adaptive 
meshing, and brilliant graphics to solve Maxwell’s 
equations.

HFSS-IE uses MOM (method of moments) 
solution type to solve large, open, radiating or 
scattering analyses. It is a new Integral Equation 
solver technology in the HFSS desktop. So it’s 
used to simulate the RCS of dihedral angle struc-
ture below.

In this paper, the length and width of dihedral 
angle (perfect electrical conduct) are all 5.6088λ, 
the rotated angle θ is 90°. The frequency of inci-
dent wave is 9.4 GHz with vertical polarization. In 
HFSS operation, the excitation is set to be 1V/m 
and the boundary is set to be perfect electricity 
boundary (Sheng, 2013). Fig. 3  shows the model 
of dihedral angle.

3 MONO-STATIC SIMULATION

In the simulation of mono-static situation, the 
direction of incident wave is the same as that radia-
tion wave. The rotated angle θ is 90° and azimuth 
angle ϕ sweeps from –45° to 135°, the scan interval 
is 1°. Fig. 4 shows the simulation model. The simu-
lation result of RCS is revealed in Fig. 5 in which 
primary sweep is incident wave Phi and vertical 
axis unit is dB (RCS Total). For comparison, we 
also use the theoretical calculation values from ref-
erence article (Timothy, 1987).

Comparing the simulation result with correla-
tive literature datum, it’s obvious that simulation 
and calculation results of mono-static RCS match 
well with the change of azimuth angle.

4 MIMO BI-STATIC SIMULATION

In the MIMO system, four special angles are 
used to simulate RCS. The simulation model of 
bi-static is as same as mono-static. The bi-static 
RCS simulations of a target are obtained from 

Figure 2. HFSS simulation process.

Figure 3. HFSS simulation model of dihedral angle.

Figure 4. Mono-static simulation model with incident 
wave phi (−45°∼135°).

Figure 5. Mono-static RCS simulation result.
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the amplitudes of received signal strength for each 
of the transmitting—receiving paths (Ebrahimi, 
2007). Through four angles’ data processing, 
MIMO radar’s result can be revealed clearly.

4.1 Case 1

The electric field direction is set to be E = (0,0,1) 
and electromagnetic vector is k  =  (-1,-1,0). The 
incident angle is ϕ = 45° θ = 90° while XOY plane 
as radiating direction. There is no change in the 
size of model. Fig. 7 reveals the simulation results 
and primary sweep is ϕ.

4.2 Case 2

The electric field direction is set to be E = (0,0,1) 
and electromagnetic vector is k = (1,-1,0). The inci-
dent angle is ϕ  =  135° θ  =  90° while XOY plane 
as radiating direction. Fig. 8  reveals the bi-static 
simulation results.

4.3 Case 3

When the electric field direction is E = (0,0,1) and 
electromagnetic vector is set to be k = (1,1,0). The 
incident angle is ϕ = 225° θ = 90° and XOY plane 
as radiating direction. Through the simulation and 
Fig. 9 reveals the results.

4.4 Case 4

The electric field direction is set to be E = (0,0,1) 
and electromagnetic vector is k = (-1,1,0). The inci-
dent angle is set to be ϕ = 315° and θ = 90° while 
XOY plane as radiating direction. Fig. 10 reveals 
the simulation result.

Figure  6. Calculated result compared with measured 
values of reference.

Figure 7. Simulation results of total RCS.

Figure 8. Bi-static RCS simulation results with ϕ = 135°, 
θ = 90°.

Figure 9. Total RCS simulation results with ϕ = 225°, 
θ = 90°.

Figure  10. RCS simulation results with ϕ  =  135°, 
θ = 90°.
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5 RESULT ANALYSIS

Through extracting the data of four kinds of 
cases above, Some data listed in the following 
table 1. After average processing, the total result 
shown in Fig. 11.

From the above result, it can be found that 
the direction of the incident wave RCS is bigger 
than that of the others. Comparing MIMO radar 
with typical method, the fluctuation of RCS was 
improved efficiently by MIMO radar. This method 
can be used to forecast electromagnetic scattering 
characteristics of large complex targets with higher 
frequency (like airplane and ship) faster and more 
accurate.

6 CONCLUSION

RCS is one of the important features of radar tar-
get signal. Although the electromagnetic theory 

has its integrity which can analyze the scatter-
ing mechanism of some objects, it’s difficult for 
complex targets to calculate the RCS value using 
existed methods. Now RCS can be simulated by the 
electromagnetic simulation software. Traditional 
single radar can not be applied in some complex 
objects, so we will apply the MIMO radar to RCS 
simulation.

From dihedral angle RCS simulation in HFSS, 
it’s verified that the result of HFSS simulation 
agrees well with the theoretical result. By RCS 
numerical treatment of four kinds of angles, we 
obtain the RCS curve under the MIMO system. It 
can be concluded that the value of the target RCS 
is related to the angle of incident wave. This study 
has successfully demonstrated the application of 
MIMO theory in radar signal receiving and target 
detection, especially laid the foundation of MIMO 
radar in the electromagnetic stealth technology of 
military equipment.
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ABSTRACT: Tongue diagnosis is one of the most important diagnosis methods in Traditional Chinese 
Medicine (TCM). Tongue image segmentation is a crucial step in developing automatic tongue diagnosis 
system. Rough localization of tongue body is a useful preprocessing step in tongue image segmentation, 
which can eliminate the adverse effect of strong edges from neighboring tissues such as face and lip when 
extracting tongue body contour. After exploring the existing tongue rough localization method based on 
gray projection, we propose a modified method combining clustering with gray projecting in this paper. 
The proposed method first conducts clustering on image pixels’ hue components in HSI (Hue, Saturation 
and Intensity) space to seek multiple thresholds. Then, image thresholding and morphological operations 
are conducted to generate a binary image, and the largest object region is taken as the initial localization 
result. Finally, the localization result is refined by gray projection on pixels’ red components. Experiment 
results on a variety of tongue images show that the proposed method significantly improves the accuracy 
of tongue rough localization in comparison with the existing gray projection method.

tongue diagnosis as a helpful method for clinical 
decision making (Anastasi, 2009). For example, 
tongue coating is a risk indicator for aspiration 
pneumonia in edentate patients, as it is associated 
with a number of viable salivary bacteria (Abe, 
2008). It has also been reported that the amyloido-
sis of tongue may be a diagnostic manifestation of 
plasmacytoma (Hoefert, 1999). These researches 
exhibit the potential for inferring systemic disor-
ders from the tongue in clinical diagnosis.

The conventional tongue diagnosis lacks quanti-
tative and robust diagnosis accuracy due to its high 
dependence on practitioners’ experience. Now, 
powerful computer processors have made it pos-
sible to develop automatic computer-aided tongue 
diagnosis system (Pang, 2004) via image process-
ing and pattern recognition techniques. This auto-
matic tongue diagnosis system usually first extracts 
tongue body in a tongue image by image segmenta-
tion technique, then calculates the features of the 
tongue body by feature extraction technique, and 
finally uses a classifier to obtain the final diagno-
sis result. Hence, tongue image segmentation (i.e., 
extracting tongue body) is a crucial step. Some 
researchers have presented some algorithms (Ning, 
2012; Shi, 2013) to resolve this problem. How-
ever, to date, tongue image segmentation is still a 

1 INTRODUCTION

Tongue diagnosis (Kirschbaum, 2000) is one of 
widely used diagnostic methods in Traditional 
Chinese Medicine (TCM) due to its virtues such as 
effectiveness, painlessness, simplicity and immedi-
acy. Tongue diagnosis has a history of at least 3000 
years, and its practitioners have accumulated very 
rich clinical experiences on drawing physiological 
and pathological information according to the fea-
tures of tongue body, such as color, texture, shape 
and coating. Eight principles of tongue diagnosis 
reveal that different sub-regions of tongue body 
can reflect health statuses of different human 
organs such as heart, lung, spleen and stomach. 
For example, tongue’s appearance is the most use-
ful gauge for monitoring the improvement or dete-
rioration of a patient’s health status. The color and 
texture features of tongue coating, which are called 
TCM syndromes, often reflect many diseases and 
human health conditions such as inflammation 
and infection (Hsu, 2003).

In modern Western Medicine, tongue has 
increasingly been taken as an extension of the 
upper gastrointestinal tract that can provide 
important clues to human health status. Some 
researchers in Western Medicine have also taken 
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challenging task due to large personal variation of 
tongue body on shape, color, coating, texture, and 
weak edges caused by similar color between tongue 
body and its neighboring tissues.

To improve accuracy of tongue image segmenta-
tion, Zhang and Qin (Zhang, 2010) proposed an 
image preprocessing method for tongue image seg-
mentation, which uses gray projection technique to 
achieve rough localization of the object (i.e., tongue 
body) in a tongue image. The goal of tongue rough 
localization is to find the rectangle region located 
by the tongue body. Tongue rough localization is 
helpful for subsequent tongue segmentation since 
it can avoid strong image edges out of tongue body 
to be erroneously regarded as a part of tongue con-
tour. After exploring the limitation of the existing 
tongue rough localization method based on gray 
projection (Zhang, 2010), we propose a modified 
rough localization method combining clustering 
and the gray projection. Experimental results on 
a series of tongue images with large variation on 
tongue size, shape, color, coating and texture dem-
onstrate the effectiveness of the proposed method.

2 TONGUE ROUGH LOCALIZATION 
BASED ON GRAY PROJECTION

The tongue rough localization method based on 
gray projection is presented according to two prior 
knowledge. The first knowledge is that tongue 
root region is usually darker than other regions 
on human face when generating tongue images. 
The second knowledge is that there may exist dark 
regions near tongue contour due to the blocked 
light by stretched tongue body when generating 
tongue images. These dark regions cause those 
involved image rows and image columns have lower 
average gray values than other rows and columns, 
respectively.

For a given tongue image I with the size of 
M × N, let I(i, j) denote the gray level of pixel pi,j at 
the i-th row and j-th column. The detailed process 
of the gray projection based tongue rough localiza-
tion is as follows:

1. Calculate average gray value of each image 
row, where the average gray value of i-th row is 
defined as

R I j
j

N

( )i ( ,i ).=
=

∑
1

 (1)

Similarly, the average gray value of j-th column 
is defined as

C j I j
i

M

( )j ( ,i ).=
=
∑

1

 (2)

2. Find the row with the lowest R value among the 
front half  of image rows, which can be formu-
lated as

r iuprr
i M

in (R ).
/ 21 i M≤i M /

 (3)

Similarly, the row with the lowest R value among 
the latter half  of image rows can be determined as

r idowr n M i M≤i
in (R
i M≤i

).
/ 2

 (4)

3. Find the column with the lowest C value among 
the front half  of image columns, which can be 
formulated as

c jleft j N
in (C ).

/ 21 j N≤ j N /
 (5)

Similarly, the column with the lowest C value 
among the latter half  of image columns can be 
determined as

c jrighti N j N≤j
in (C
j N≤j

).
/ 2

 (6)

4. Use rup, rdown, cleft and cright to confine a rectangle 
region as the rough localization result of tongue 
body.

To intuitively show tongue rough localization 
results, we exhibit them as blue rectangles in origi-
nal tongue images as shown in Figures 1 (b) and 
(d). After exploring the gray projection method, 
we found that it usually fails to obtain satisfac-
tory result on those acquired original tongue 
images, but can obtain satisfactory result on those 
clipped tongue images. Figure 1 gives an example 
to explain the above conclusion, where Figures 1 
(b) and (d) exhibit the rough localization results 
obtained by applying the gray projection method 
to an acquired original tongue image in Figure 1 
(a) and its clipped version in Figure 1 (c), respec-
tively. From Figure  1, one can observe that the 
gray projection method obtains satisfactory rough 
localization result on the clipped tongue image, but 
obtains unsatisfactory result on the original tongue 

Figure  1. Rough localization results obatined by the 
gray projection method (Zhang, 2010): (a) original 
tongue image, (b) result of (a), (c) the clipped image of 
(a), (d) result of (c).
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image. This demonstrates the limitation of the gray 
projection method on tongue rough localization.

3 THE PROPOSED METHOD

After exploring the gray projection method 
(Zhang, 2010), we found that it is invalid for 
acquired original tongue image as illustrated in 
Figure  1. To obtain satisfactory rough localiza-
tion result, the method need clip original tongue 
image, which is time-consuming and inconvenient. 
To resolve this issue, we propose a modified rough 
localization method based on clustering and gray 
projection. The detailed rough localization process 
is as follows:

1. Color space transformation: this step maps an 
image in RGB color space into HSI color space, 
and the mapping is formulated as

G B
G B

=
G

⎧
⎨
⎧⎧

⎩
⎨⎨

θ
θ π−

,
,2

 (7)
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In Eqs. (7)–(10), R, G and B indicate the 
red, green and blue components of an image, 
respectively.

2. Thresholds determination based on clustering: 
this step uses a clustering scheme to seek three 
thresholds for subsequent image thresholding. 
Here, the H component of an image in HSI 
color space is used for clustering. Figure 2 (b) 
exhibits the H component of the used example 
in Figure 1 (a). In addition, the class number is 
empirically set to 3, and the three initial class 
centers are set to the minimum value, the median 
value and the maximum value of all image pix-
els’ H values. The centers of three classes are 
updated iteratively until they are unchanged. 
At each iteration, we first classify each pixel’s H 
value into one class according to the minimum 
absolute difference of H values, and then update 
each class center with the average H value of the 
class. After the clustering process on pixels’ H 
values, we gather three final class centers into a 
set called Tset with ascending order.

3. Image thresholding and morphological opera-
tions: this step first uses the elements in Tset to 
conduct image thresholding, where the image 
thresholding result Bimg is defined as

jimBB g

f i j o I j s

otherwise

( ,i )
, (if set(f ) () (I )j) ( ,i( ) (set )

,
=

1 1, (if 3

0

jor Ii(I , )j ,i ) sstset o)⎧⎧
⎨
⎧⎧⎧⎧

⎩
⎨⎨  (11)

where Tset(i) denotes the i-th element in Tset. To 
further refine the thresholding result Bimg as RBimg, 
we sequentially apply morphological operations 
(i.e., open operation and image filling operation) 
to Bimg, where the structure element of the open 
operation is shown in Figure 2. Take the original 
tongue image used in Figure 1 (a) as an example, 
Figures 3 (c) and (d) exhibit initial image thresh-
olding result Bimg and the refined image threshold-
ing result RBimg after the morphological operations, 
respectively.

Figure  2. Structure element of morphological open 
operation.

Figure 3. Tongue rough localization based on the pro-
posed method: (a) original tongue image, (b) the H com-
ponent in HSI color space, (c) image thresholding result 
of (b), (d) the refined image thresholding result after 
morphological operations, (e) the largest object region, 
(f) the remained object region after clipping operation 
according to row localization result, (g) the largest object 
region of (f), (h) final rough localization result.
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4. Selection of object region: this step selects 
the largest object region (white region) in the 
refined image thresholding result RBimg as 
possible tongue body region, and records the 
largest object region in a binary image called 
Oimg, where 1 and 0 denote object pixel and 
background pixel, respectively. Figure  2 (e) 
shows the image Oimg, which is generated from 
Figure 2 (d).

5. Gray projection based row localization: this step 
first conducts row clipping by gray projection 
on those rows containing object (white) pixels 
in the binary image Oimg, where we take the red 
component of an image in RGB color space 
for gray projection. In detail, we first calculate 
the average gray value of object pixels on those 
rows containing object pixels, and then find the 
row with the lowest average gray value among 
those image rows containing object pixels as 
the upper bound (rup) of the rectangle located 
by the tongue body. In addition, we take the 
maximum row number of the object region in 
Oimg as the down bound (rdown) of the rectangle 
located by the tongue body. Because we think 
that the tongue body should be located between 
the rup-th row and the rdown-th row, we remove 
the object pixels on those rows out of the row 
range [rup rdown], i.e., setting corresponding object 
pixels’ values in Oimg as 0 s. Figure 3 (f) exhibits 
the remained object region after removing the 
object pixels on those rows out of [rup rdown].

6. Column localization based on the largest object 
region: this step first finds the largest object 
region in Fig. 3 (f), and then the left and the right 
bounds of the object region are determined as 
the left bound (cleft) and the right bound (cright) 
of the rectangle located by tongue body.

7. Finish the tongue rough localization by using 
the row bounds (i.e., rup and rdown) and the col-
umn bounds (i.e., cleft and cright). To intuitively 
exhibit the rough localization result obtained 
by the proposed method, we use green rectan-
gle to represent it in an original tongue image as 
shown in Figure 3 (h).

4 EXPERIMENTAL RESULTS

To evaluate the performance of the proposed 
method on tongue rough localization, we have 
applied it to a variety of tongue images with sizes 
of 640 × 480. The rough localization results yielded 
by the proposed method were compared with those 
results obtained by the gray projection method 
(Zhang, 2010). To quantitatively measure the 
accuracy of tongue rough localization, we take the 
rectangle region obtained by each method as the 
object region in a binary segmentation result. In 

this case, accuracy of rough localization can be 
quantitatively evaluated via Misclassification Error 
(ME) (Yasnoff, 1977) of the corresponding binary 
segmentation result. ME regards image segmenta-
tion as a pixel classification process. It reflects the 
percentage of background pixels incorrectly clas-
sified into foreground, and conversely, foreground 
pixels erroneously assigned to background. For a 
two-class segmentation, ME can be simply formu-
lated as

ME
B B F F

B F
O TB O TF FF F

O OB FF
=

+BTBB
1 ,

B F
O T O T−  (12)

where BO and FO are the background and fore-
ground of  the manual ideal segmentation result, 
BT and FT the background and foreground of  the 
binary rough localization result, and |⋅| cardinal-
ity of  a set. The value of  ME varies between 0 
for a perfectly classified image to 1 for a totally 
erroneously classified one. A lower value of  ME 
means better accuracy of  rough localization. All 
experiments were performed on a notebook PC 
with 1.7G Intel Core i5–3317U CPU and 4G 
RAM.

Our experiments are divided into four groups. 
Testing samples in the first group of  experiments 
contain eight tongue images with large difference 
of  tongue body size. The eight testing samples are 
shown in the first row of  Figure 4, where the front 
four images have small tongue bodies, meanwhile 
the latter four images have large tongue bodies. 
The second row in Figure 4 exhibits manual seg-
mentation results of  tongue images, where tongue 
body contours are indicated by cyan curves. The 
third row in Figure 4 shows the rough localization 
results obtained by the gray projection method 
(Zhang, 2010), where the localization results 
are indicated by blue rectangles. The last row in 
Figure  4 exhibits the rough localization results 
obtained by the proposed method, where the 
localization results are indicated by green rectan-
gles. From Figure 4, one can observe that the gray 
projection method can effectively find locations 
of  tongue roots, but cannot correctly find loca-
tions of  tongue tips and tongue bodies’ left and 
right boundaries. Adversely, the proposed method 
successfully finds four boundaries of  tongue bod-
ies and obtains satisfactory rough localization 
results.

To further explore the performance of  the pro-
posed method on object rough localization of 
tongue images with large difference on tongue 
body’s shape, color, coating and texture. Figure 5 
exhibits visual rough localization results on eight 
tongue images with large tongue shape differ-
ence, where the front three images have square 
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Figure 4. Visual rough localization results of tongue images with large difference of tongue size from up to down: 
original images, manual segmentation results, localization results of the gray projection method (Zhang, 2010), locali-
zation results of the proposed method.

Figure 5. Visual rough localization results of tongue images with large difference of tongue shape from up to down: 
original images, manual segmentation results, localization results of the gray projection method (Zhang, 2010), locali-
zation results of the proposed method.

tongue bodies, the middle three images have flat 
tongue bodies, and the last two images have verti-
cal tongue bodies. Figure 6 exhibits visual rough 
localization results on eight tongue images with 
large tongue color difference, where the front 
four images have tongue bodies with slight white 
color, and the latter four images have tongue bod-
ies with deep red color. Figure  7 exhibits visual 
rough localization results on eight tongue images 
with strong tongue coating and texture, where the 
front four images have strong tongue coating, and 
the latter four images have strong texture. From 
Figures  5–7, one can observe that the proposed 
method successfully achieves object rough locali-
zation on the above tongue images with large 
difference on tongue shape, color, coating and tex-
ture of  tongue body. However, the gray projection 

method usually only finds the locations of  tongue 
roots, and fails to successfully achieve tongue 
rough localization.

After performing the above qualitative com-
parison on tongue rough localization results, 
we further conduct quantitative comparison on 
four groups of  tongue images. We used Misclas-
sification Error (ME) to quantitatively evaluate 
those rough localization results. The average ME 
values corresponding to four groups of  tongue 
images are listed in Table 1. From the table, one 
can conclude that the average ME value of  the 
proposed method on each group is obviously 
lower than that of  the gray projection method. 
This further demonstrates the advantage of 
the proposed method over the gray projection 
method.
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Figure 7. Visual rough localization results of tongue images with strong coating and texture from up to down: origi-
nal images, manual segmentation results, localization results of the gray projection method (Zhang, 2010), localization 
results of the proposed method.

Figure 6. Visual rough localization results of tongue images with large difference of tongue color from up to down: 
original images, manual segmentation results, localization results of the gray projection method (Zhang, 2010), locali-
zation results of the proposed method.

5 CONCLUSIONS

Tongue image segmentation is a crucial step in 
developing automatic tongue diagnosis system. 
Rough localization of tongue body is a useful 
preprocessing step in tongue image segmentation. 
The existing rough localization method based on 

Table  1. Average ME values obtained by different 
methods on four groups of experiments.

Group number
Gray projection 
(Zhang, 2010)

Proposed 
method

1 0.482 0.067
2 0.442 0.063
3 0.419 0.067
4 0.414 0.070

gray projection fails to obtain satisfactory results 
on original tongue images. To resolve this issue, 
we presented a new method based on clustering in 
HSI color space and gray projection. Experimen-
tal results on a variety of tongue images with large 
difference on tongue size, shape, color, coating 
and texture shows the superiority of the proposed 
method over the existing gray projection method.

ACKNOWLEDGMENT

This work is partially supported by National Nat-
ural Science Foundation of China (61202318), 
Program for New Century Excellent Talents in 
Fujian Province University (NCETFJ), Technol-
ogy Project of Provincial University of Fujian 
Province (JK2014040), Fuzhou Science and 

ICCAE16_Vol 02.indb   1434ICCAE16_Vol 02.indb   1434 3/27/2017   10:57:27 AM3/27/2017   10:57:27 AM



1435

Technology Project (2015-PT-91, 2016-S-116, 
and 2015-G-60), Technology Project of Educa-
tion Department of Fujian Province (JA15424, 
JA15425 and JAT160391).

REFERENCES

Anastasi, J.K., L.M. Currie, G.H. Kim, Understanding 
diagnostic reasoning in TCM practice: tongue diag-
nosis, Altern. Ther. Health M., 15(3), 18–28 (2009).

Abe, S., K. Ishihara, M. Adachi, K. Okuda, Tongue-
coating as risk indicator for aspiration pneumonia 
in edentate elderly, Arch. Gerontol. Geriatr, 47(2), 
267–275 (2008).

Hoefert, S., E. Schilling, S. Philippou, H. Eufinger, 
Amyloidosis of the tongue as a possible diagnos-
tic manifestation of plasmacytoma, Mund Kiefer 
Gesichtschir, 3(1), 46–49 (1999).

Hsu, C.H., M.C. Yu, C.H. Lee, T.C. Lee, S.Y. Yang, High 
eosinophil cationic protein level in asthmatic patients 
with Heat Zheng, AM. J. Chin. Med., 31(2), 277–283 
(2003).

Kirschbaum, B. Altas of Chinese tongue diagnosis. Seat-
tle, WA: Eastland (2000).

Ning, J., D. Zhang, C. Wu, F. Yue, Automatic tongue 
image segmentation based on gradient vector flow 
and region merging, Neural Comput. Appl., 21(8), 
1819–1826 (2012).

Pang, B., D. Zhang, N. Li, K. Wang, Computerized 
tongue diagnosis based on Bayesian networks, IEEE 
Trans. Biomed. Eng., 51(10), 1803–1810 (2004).

Shi, M., G. Li, F. Li, C2G2FSnake: automatic tongue 
image segmentation utilizing prior knowledge, Sci. 
China Inf. Sci., 56(9), 1–14 (2013).

Yasnoff, W. A., J.K. Mui, J.W. Bacus, Error measures for 
scene segmentation, Pattern Recognit., 9(4), 217–231 
(1977).

Zhang, L, Qin J. Tongue-image segmentation based 
on gray projection and threshold-adaptive method, 
Journal of Clinical Rehabilitative Tissue Engineering 
Research, 14(9), 1638–1641 (2010).

ICCAE16_Vol 02.indb   1435ICCAE16_Vol 02.indb   1435 3/27/2017   10:57:31 AM3/27/2017   10:57:31 AM



http://www.taylorandfrancis.com


1437

Civil, Architecture and Environmental Engineering – Kao & Sung (Eds)
© 2017 Taylor & Francis Group, ISBN 978-1-138-02985-9

Multi-sensor attitude algorithm design for a low-cost strap-down system 
based on the direction cosine matrix

Jin Du
North University of China Science and Technology on Electronic Test and Measurement Laboratory, Taiyuan, 
China

Jie Li
North University of China Science and Technology on Electronic Test and Measurement Laboratory, 
Taiyuan, China
Key Laboratory of Instrumentation Science and Dynamic Measurement (North University of China) Ministry 
of Education, Taiyuan, China

Chenjun Hu
Suzhou Fashion Nano-Technology Co. Ltd., China

Kaiqiang Feng
North University of China Science and Technology on Electronic Test and Measurement Laboratory, 
Taiyuan, China
Key Laboratory of Instrumentation Science and Dynamic Measurement (North University of China) Ministry 
of Education, Taiyuan, China

ABSTRACT: In order to satisfy the urgent needs of low-cost, high-performance measurement system for 
the attitude angle of the carrier, this paper presents a multi-sensor data fusion algorithm based on Direc-
tion Cosine Matrix (DCM). Aiming at the problem of inaccurate measurement of the attitude incurred 
by low-cost MEMS gyroscope drifting, the study constructs a multi-axis complementary filter, proposes 
reference vectors to detect gyroscope bias error in each axis and uses PI controller as feedback to compen-
sate the drift error of gyros. Static experiment on a three-axis turntable shows that the static accuracy of 
the attitude angle is better than 0.2°, and dynamic vehicle experiment shows that the dynamic accuracy is 
better than 4°, meeting the application requirements of low-cost attitude determination system.

kind of method does not accumulate errors over 
time; however, the installation of the antenna 
increases the complexity of the system (Gaygysyz, 
2010). Some scholars have used images from the 
airborne camera to identify the horizon or sea-sky 
line. The roll angle and pitch angle of the aircraft 
can be measured quickly according to the obtained 
linear information (Mosavi, 2013; Hu, 2016; Ji, 
2016). However, this method is limited in the com-
plex terrain.

The mainstream method is an INS-aided sys-
tem, and the key to this method lies in how to carry 
out data fusion. Typical data fusion algorithms 
can be roughly divided into two categories. One 
is from the frequency domain that distinguishes 
and eliminates noise, such as complementary filter 
(Vaibhav, 2014). The other is to use the state space 
method to design the filter in the time domain, 
such as Kalman Filter (KF), Extended Kalman 

1 INTRODUCTION

As the first step to realize attitude control of the 
carrier, attitude measurement results play a cru-
cial role in many navigation and control systems. 
The current trend towards miniaturization and 
real-time control has been fuelling research in the 
field of attitude measurement (Dong, 2016). The 
development of microelectronics gave birth to 
MEMS sensors, which possess the advantages of 
small size, low power consumption, and low cost 
(Robert, 2013). This made the realization of strap-
down attitude angle determination system based 
on MEMS sensors feasible.

A variety of methods are adopted to get the 
three-dimensional attitude information for the 
strap-down attitude angle determination system. 
Some scholars use GPS carrier phase signals to 
determine the body’s attitude (Park, 2004). This 
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Filter (EKF), Unscented Kalman Filter (UKF), 
and so on (Stefano, 2010; Chingiz, 2016). As we 
know, Kalman filter is the optimal filter to estimate 
a linear system. However, many real-world systems 
are nonlinear in nature. EKF is developed to help 
account for these nonlinearities. The method is 
convenient to implement, and it can also meet the 
requirements of the application of nonlinear sys-
tem in many cases. Using UKF, estimated accuracy 
and rate of convergence are apparently enhanced 
in comparison to EKF, but the problem of compu-
tational burden cannot be solved effectively with 
this method.

Research is currently being carried out in many 
laboratories for simple and effective filtering tech-
niques that result in both linear and non-linear sys-
tems. A new method of multi-axis complementary 
filter based on Direction Cosine Matrix (DCM) is 
proposed in this paper. Experimental results show 
that the static accuracy of the attitude angle is bet-
ter than 0.2°, and that the dynamic accuracy is bet-
ter than 4°.

2 COORDINATE SYSTEM AND DCM-
BASED ATTITUDE ALGORITHM

2.1 Definition of coordinate system

Geographical coordinate system is fixed to the 
inertial coordinate system and is linked to the 
Earth referential. The orthogonal axis of geo-
graphical coordinate frame is called North, East, 
Down (NED) frame, and the axes of xn, yn and zn 
represent the axes of north, east and down, respec-
tively, which satisfy the right-hand rule.

Body coordinate system is fixed to the airplane 
and represents a coordinate system that is attached 
to the carrier. The origin is the gravity centre of 
carrier; the xb-axis points in the forward direc-
tion, and it is aligned with the roll axis; the zb-axis 
(yaw) points to the bottom of the MIMU; and 
the yb-axis (pitch) represents the direction of air-
craft starboard. And rounds up the right-handed 
orthogonal coordinate system.

Figure  1 shows the relationship between the 
geographical coordinate system and the body 
coordinate system.

2.2 The direction cosine matrix

There are many ways to describe the orientation 
relation of the moving coordinate system with 
respect to the reference coordinate system, such as 
by using the Euler angle, the quaternion approaches 
and the DCM. Using the DCM to solve the atti-
tude angle is more intuitive than the quaternion 
approaches, which provides the ability to work in 
the entire range of attitude angles (Chiemela, 2014).

The transformation from the body coordinate 
system to the geographical coordinate system can 
be realized by three times rotation. The relation-
ship between the navigation coordinate system and 
the body coordinate system can be expressed by a 
matrix, that is, the DCM. As a result of the mul-
tiplication of three rotation matrices, each column 
of the DCM represents a coordinate system in 
another coordinate system. Therefore, DCM has 
two characteristics: orthogonal and unit.

2.3 Updating of DCM and extraction of attitude 
angle

Neglecting the influence of the earth self-rotation 
rate, the change of heading, pitch and roll angle 
tend to be zero when the time interval t tends to 
be infinity. The expression of DCM updating with 
time is as follows:

C C
d d

d d
d d

bC bC( )t dt ( )t=)dt
−
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The derivative of DCM is obtained as follows:

C CbC bC b
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 (4)

Ωb
b  represents the projection of the angu-

lar velocity of the body coordinate system with 
respect to the inertial coordinate system. ωx, ωy 
and ωz represent the angular velocity of X, Y and 
Z axis in the body coordinate system, respectively. 

Figure 1. Definition of a coordinate system.
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ωx, ωy, and ωz are measured by three gyro mounted 
on the carrier. The structured flowchart of DCM 
updating is shown in Figure 2.

By using the measured data of the gyroscope, 
the system realizes the real-time updating of DCM 
and also the real-time updating of attitude angle 
calculation. After getting the DCM, it is easy to 
deduce the expression of pitch angle, heading 
angle and roll angle:

θ

ψ

φ

=

=

=

arcsin( )−

arctan( )

arctan( )

C
C
C
C

b

bC n

bC n

bC n

bC n

31

21

11

32

33

 (5)

Yaw and roll angle have multiple values, and we 
need to judge the quadrant after working out the 
results. Due to space limitations, we have not pro-
vided a detailed description here.

3 COMPLEMENTARY FILTERING AND 
MULTI-SENSOR DATA FUSION

The attitude angles are obtained by integrating the 
angular rate of the gyro’s output, which is accurate 
and reliable in short time. Due to the drift error 
of the MEMS gyroscope itself  and the influence 
of various external noises, gyros and other sensors 
are often used in combination. The method of data 
fusion enables the system to provide accurate atti-
tude information for a long time (Liu, 2014; Hu, 
2016).

Due to orthogonality and unit constraints, 
any pairs of  rows or columns in the matrix are 
orthogonal to each other. However, owing to 
the accumulation of  numerical rounding error, 
gyro drift and other reasons, the lengths of  the 
matrix are not equal to each other in the process 
of  constant updating of  the DCM; therefore, the 
original orthogonal matrix is tilted, as shown in 
Figure 3.

Non-orthogonal change of  the DCM is bound 
to affect the calculation accuracy of  the attitude 
angle. The modification of  the DCM is an urgent 
problem that needs to be solved in the process 
of  obtaining the accurate attitude angle. It is 
known to us all that for the same set of  vectors, 
with different coordinate systems, the mode and 
direction of  the vectors must be the same. As 
mentioned earlier, there is a bias in the DCM. In 
this paper, we have modified the rotation matrix 
by calculating the deviation, and have further 
achieved the purpose of  correcting the attitude 
angle.

In this study, we have selected two direction ref-
erence vectors. One is the vector of gravity field, 
measured by the accelerometer, and the other is 
the course vector, which is measured by the elec-
tronic magnetic compass. The gravity field vector 
is used to detect the deviation of pitch angle and 
roll angle, and the direction vector is used to detect 
the deviation of the heading angle. The direction 
reference vectors and the vectors obtained by the 
DCM are vectors of the same direction in theory. 
Their outer product is defined as the error vector 
we are seeking. The model value of the external 
product is directly proportional to the angle of the 
two vectors.

3.1 Calculation of pitch angle and roll angle error 
vector based on gravitational field

Set vx y z

T
,vyv⎡⎣⎡⎡ ⎤⎦⎤⎤  as the projection of gravity field 

[ ]0 0 1, ,0 T  under the body coordinate system. The 
following formula can be derived from the DCM:

Figure 2. The flowchart of DCM updating.
Figure 3. Schematic diagram of DCM non-orthogonal 
change.
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Therefore, the error vector used to modify the 
pitch angle and the roll angle can be calculated by 
the outer product of [ , , ]v,x y,v, z

T  and [ , , ]g, ,x
b

y
b

z
b T] . 

We set this error vector as errorpitcr h rollll, . The expres-
sion of errorpitcr h rollll,  is as follows:
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3.2 Calculation of heading angle error vector 
based on geomagnetic field

Magnetoresistive sensor is used for heading angle 
measurement. By measuring the horizontal compo-
nent of the geomagnetic field, we can calculate the 
angle between the carrier and the magnetic north 
pole. When the magnetic resistance sensor is installed, 
the three sensitive axes of the magnetoresistive sensor 
become coincident with the body coordinate system.

The magnetic field of the x axis is bx, and the 
magnetic field of the z axis is bz. Similar to the 
method of using the gravity field as the reference 
vector to compensate the accelerometer, we select 
the theoretical value of the magnetoresistive sen-
sor as the reference vector, which can be described 
as [bx 0 bz]T. Now, we calculate the error vector to 
correct the heading angle.

Through the DCM, the output of the magne-
toresistive sensor in the body coordinate system 
can be converted to the horizontal coordinate sys-
tem. The conversion process is as follows:
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[ , , ]v,x y,v, z
T  obtained here is the projection of 

the gravity field in the body coordinate system, 
which are the direction reference vectors that we 
mentioned before. [ , , ]a, ,x

b
y
b

z
b T]  is the three axes 

force information measured by accelerometers 
under the body coordinate system. The main com-
ponent is the projection of gravity in the three 
axes, which we set as [ , , ] .g, ,x

b
y
b

z
b T]  However, due 

to the motion of the vehicle, the three axes force 
information also includes the motion accelera-
tion and the centrifugal acceleration of the vehi-
cle, which we set as [ , , ]v, ,x

b
y
b

z
b T]

i i i
 and acentrifugal ,  

respectively.
Therefore, the projection of gravity in the three 

axes can be described by the following formula:
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Among them, the calculation formula of the 
centrifugal acceleration is as follows:
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T
⎡⎣ ⎤⎦⎤⎤, ,vyv  is the velocity of the vehi-

cle in the body coordinate system, which can 
be measured by the GPS receiver. Vx repre-
sents the forward direction speed of the carrier, 
which is much faster than the other two axes. 
Therefore, we think Vy, Vz approach zero. The 
expression of the centrifugal acceleration is as 
follows:
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In the formula, [ , , ]m,x y,m, z
T  represents the 

output of the magnetoresistive sensor in the body 
coordinate system. The value of the vector modu-
lus measured by the magnetoresistive sensor must 
be the same in the XOZ plane in the body coordi-
nate system. Therefore, the following formula can 
be deduced:

bxb ( )h hxh yh+hxh h+  (14)

The two methods get the same size of the vector 
in the Z-axis, so we get an equation: bz = hz. Now, 
we obtain the theoretical value of the magnetore-
sistive sensor in the navigation coordinate system, 
that is [ ] .b bx z

T  We use this vector to deduce 
backward to obtain the output of the magnetore-
sistive sensor in the navigation coordinate system, 
and we get the following vector [ , , ]m,bx by bz

T  
The deduction process is as follows:
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At this point, the error vector used to correct 
heading angle can be obtained from the outer 
product of [ , , ]m,x y,m, z

T  and [ , , ]m,bx by bz
T . We 

name this error vector as erroryawrr ,  and its expres-
sion is as follows:

error
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In summary, we set the total error vector as 
e ex ye z

T[ ,ex , ]ez , which can be obtained by the fol-
lowing formula:

e error errorpitcrr h roll yawrr= +errorr ,  (17)

3.3 Fusion strategy based on explicit 
complementary filter

Gyroscopes have an outstanding performance in 
dynamic response characteristics, but accumulate 
errors with time. Accelerometer and magnetoresis-
tive sensors have no accumulated errors, but have 
disadvantages of poor dynamic response (Sousa, 
2009). Therefore, they complement each other in the 
frequency domain. Due to the slow drift of the gyro, 
the noise has mainly low frequency, and the accel-
erometer noise mainly exists in the high-frequency 
band. The complementary filter can effectively fil-
ter out the interference of low-frequency and high-

frequency noise, and get close to the true value of 
the reconstructed signal (Roberto, 2016).

We constructed a multi-axis complementary 
filter, proposed a reference vector to detect gyro-
scope bias error in each axis and used PI control-
ler as feedback to compensate the drift error. Our 
test system uses four kinds of sensors, including 
gyroscope, accelerometer, magnetic sensor and 
GPS receiver. As the accelerometer cannot inter-
pret the difference between motion acceleration 
and acceleration of gravity, we had to use GPS to 
get the speed and then the acceleration of motion. 
The acceleration of motion is subtracted from the 
acceleration measured by the accelerometer, and 
the induction of the gravity field is obtained. The 
error vector is used as the input of the filter, and 
the corrected value of the gyroscope is the out-
put of the filter. The structure of the multi-axis 
complementary filter fusion algorithm is shown in 
Figure 4.

The input error vector is ex ye z
T[ ,ex , ]ez .  The 

output of the system after PI adjustment can be 
expressed as follows:

u k K e k K e jp ie K
j

k

( )k k(k ( )j= K eK e(kk
=
∑

0

 (18)

The expression of the gyro angular rate ω after 
the correction is

ω ω= +ωgωω Ku( )k  (19)

where ωg is the angular rate measured by the gyro-
scope; Kp is the proportional coefficient; Ki is the 
integral coefficient; K is the new coefficient of 
the system after data fusion. In K ft fff sff  is 
the cut-off  frequency of the system, and ts is the 
sampling period. The appropriate choice of filter 
parameters is equivalent to determining the cut-
off  frequency of the filter. Low cut-off  frequency 
setting leads to relying on the gyro slightly more. 
High cut-off  frequency setting leads to depend-
ing on the accelerometer and the magnetoresistive 

Figure 4. The structure of the multi-axis complemen-
tary filter fusion algorithm.
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sensor slightly more. Due to the influence of vibra-
tion and other factors, the high frequency noise 
interference is more in the practical application. 
Complementary filter cut-off  frequency should 
select a smaller value in a reasonable range. Spe-
cific parameters need to be determined according 
to the level of noise in the actual application.

4 EXPERIMENTS AND RESULTS

In order to verify the effectiveness of the proposed 
method, this paper set up static and dynamic 
experiments.

4.1 Static experiment on a three-axis turntable

In order to obtain the attitude angle calculation 
accuracy of the attitude determine system at differ-
ent positions, we set up the static experiment and 
compared the results between ECF algorithm and 
turntable feedback data.

The static experiment on a three-axis turnta-
ble was to verify the attitude angle calculation 
accuracy under the static condition. In order to 
increase the number of experiment samples and 
make the experiment more convincing, we used 
the high precision three-axis turntable as a static 
experiment platform. By setting the program, we 
controlled the rotation of the turntable and made 
it stable at different locations. The experimental 
system collected the data from the sensor at differ-
ent angles under the static condition. The real-time 
feedback angle of three-axis turntable was used as 
the reference value. The accuracy and reliability 
of the algorithm were verified by comparing the 
attitude angle obtained by the proposed algorithm 
with the reference value.

The hardware system used in the experiment is 
an invention of our research group. Each axis is 
equipped with a gyroscope, an accelerometer and 
a geomagnetic sensor, and all the three are MEMS 
devices. A single antenna GPS receiver module is 
also integrated in the system. In order to facilitate 
the outdoor experiment record data, the system 
integrates the 8 GB chip data storage. The physical 
diagram of the static experiment is shown below.

The experimental steps of the static experiment 
are as follows:

1. Turn on the turntable, power on the experiment 
system and make its pitch angle at the following 
position:
0°, 30°, 45°, 60°, 75°, 0°, −30°, −60°, 0°

2. Make the three-axis of the turntable return to 
zero position, subsequently;

3. Make its roll angle at the following position:
0°, 30°, 45°, 60°, 75°, 0°, −30°, −60°, 0°

4. Get the feedback data of turntable and calcula-
tion results of the experiment system.

The magnetoresistive sensor could be largely 
affected owing to the iron material of the turnta-
ble; therefore, no heading angle test was carried 
out. Comparing the feedback angle of the turn-
table with the result from the attitude algorithm 
based on the ECF algorithm, we could obtain the 
following experiment result.

According to the military standard GJB 
729–1989, attitude angle accuracy assessment 
standards of the static experiment are as follows:

RMSMM
n m

E
ii

i jE
j

mi

=
=mi= j

∑ ∑m
1 1n

∑
1

2

1

Δ  (20)

ΔEi,j stands for the attitude angle error of num-
ber j sampling time during number i experiment. 
mi stands for data sampling points of the number i 
experiment. n is the number of the effective experi-
ments. From the above formula, attitude angle cal-
culation accuracy under the static condition can be 
calculated such that RMSpitch is 0.1648° and RMSroll 
is 0.1059°. From the experimental results, it can 
be seen that when the carrier is placed in a stable 
position, the attitude angle calculation accuracy is 
high, and the attitude angle error is less than 0.2°.

4.2 Dynamic vehicle experiment

In order to verify the calculation accuracy of 
attitude angle under dynamic conditions and 
the heading angle accuracy, which is not verified 
in the static experiment, we proposed a dynamic 
vehicle experiment. Our test system and the high-
precision inertial navigation system (considered as 
reference) were installed side by side on the test 

Figure 5. Static experiment on a three-axis turntable.

ICCAE16_Vol 02.indb   1442ICCAE16_Vol 02.indb   1442 3/27/2017   10:57:40 AM3/27/2017   10:57:40 AM



1443

platform, which was connected with the car body. 
The motion information of the vehicle body was 
collected by the two systems at the same time, and 
the test time was about 180 seconds. The test plat-
form of the dynamic vehicle experiment is shown 
in Figure 7.

The output of attitude angle from our test 
system was compared with that from the high-
precision inertial navigation system, and the results 
are shown in Figure 8.

It can be seen from Figure  8 that the attitude 
angle deviation due to the gyro drift is evidently 
reduced. Under the dynamic environment of 
vehicle experiment, the attitude angle obtained 
by the proposed ECF algorithm is highly consist-

Figure 6. Experimental result of the static experiment.

Figure  7. Test platform of the dynamic vehicle 
experiment.

Figure  8. Attitude angle of the dynamic vehicle 
experiment.

Figure 9. Attitude angle error curve.

ICCAE16_Vol 02.indb   1443ICCAE16_Vol 02.indb   1443 3/27/2017   10:57:41 AM3/27/2017   10:57:41 AM



1444

ent with the attitude information provided by the 
high-precision inertial navigation system. The new 
algorithm has the performance of real-time track-
ing of dynamic changes.

From Figure 9, it can be seen that the heading 
angle error is the largest in the three-axis attitude 
angle error, reaching 4°. This is because the deter-
mination of heading angle requires geomagnetic 
sensor, and the sensor itself  is vulnerable to inter-
ference. Fortunately, after using the proposed ECF 
algorithm, the heading angle error divergence is 
suppressed, and the error value becomes stable.

Roll angle error and pitch angle error are rela-
tively small. Roll angle error is less than 2.3°, 
and the pitch angle error is less than 3.1°. The 
error curve has no tendency to diffuse. From the 
above experimental data, the RMSE of heading 
angle, roll angle and pitch angle can be calculated, 
and the values are 3.2682°, 1.3257°, and 1.5954°, 
respectively.

5 CONCLUSION

In this paper, a new complementary filter algo-
rithm for the attitude angle based on DCM is pro-
posed. In this method, we constructed a multi-axis 
complementary filter, proposed reference vectors 
to detect gyroscope bias error in each axis and used 
PI controller as feedback to compensate the drift 
error of gyros. The proposed algorithm was tested 
through three-axis turntable and actual vehicle 
experiment. The experiment result showed that the 
static accuracy of the attitude angle is better than 
0.2°, and the dynamic accuracy is better than 4°, 
satisfying the application requirements of low-cost 
attitude determination system.
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ABSTRACT: Personalized information service has become an inevitable trend with the development 
of the current information technology. Aiming at the defects of today’s personalized information service 
as well as the growing requirement of personalized information, a personalized information push service 
model based on context awareness has been put forward in this paper. In this model, Internet of things 
and context awareness have been used to build a context information acquisition environment and to 
gather the context information of users. Furthermore, a user-personalized interest model has been con-
structed and combined with the spatio-temporal correlation to catch the relationship among the user 
groups, so that an information push mechanism based on spatio-temporal correlation can be achieved. 
Our method provides a more efficient and precise information push service.

the Internet, we can learn about the interests of 
the user more comprehensively, and then be able to 
offer personalized information service to the user 
independently.

The context awareness technology is derived 
from the context calculation; therefore, the “con-
text” also inherits the advantage of “who, when, 
where, what” of pervasive computing. Recently, 
context information has been deemed as the fore-
most part of the Recommendation and push Sys-
tem (RS) (Feng, 2014). The traditional information 
push mined user information through the Internet 
and pushed the information after completing its 
analysis and processing. With the dramatic devel-
opment of the IOT, letting the context information 
join the conventional two-dimensional push sys-
tem “user-item” and building a three-dimensional 
push system based on the form of “user-item-con-
text” has already become a mainstream trend of 
information push service. JinHai Feng proposed 
using indoor positioning technology to track user 
activity in the market, in line with the histori-
cal information that is recorded, which contains 
information about where the user came from and 
what commodities the user browsed to estimate 
the user’s hobbies and favorites, and then accu-
rately recommending goods to the user that they 
might be interested in (Wang, 2012). LiCai Wang 

1 INTRODUCTION

With the user at the core, the personalized informa-
tion service is devoted to push more effective and 
pointed personalized information service to the 
user by studying some context information such 
as the user’s behavior, environment, and emotions. 
This makes it possible to obtain the user’s demand 
information automatically and decrease the user’s 
search decision. Personalized information ser-
vice needs to provide for real time and individual 
demands of the users and fulfill their personalized 
needs, which means that the service should pos-
sess the characteristic of self-adaptability. With 
the conventional information push technology, the 
user demands are maintained stably, but lack indi-
viduation, real time, and renewability; therefore, 
the traditional methods of catching user message 
are no longer in use. With the boom of the Internet 
Of Things (IOT), any information that is linked to 
the user’s conduct, target, or the surrounding envi-
ronment is all considered as an item that has some 
interactive relation with the user and the pervasive 
computing environment; thus, combining the con-
text data with the user’s behavior would be a great 
way to figure out the user’s interest preference. 
Using the IOT technology to gain relative context 
information and considering a user’s behavior on 
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has been trying to judge whether the requirements 
of mobile users would suffer from the context by 
computing the volatility of mobile users’ behavior 
that is under constraint of the context, and to make 
sure of the extent of the influence by making use 
of the volatility (Gong, 2011). Combining mobile 
Internet and QRCode, XinWen Gong designed a 
mobile learning platform based on context aware-
ness, in which the known context information of 
the users can be used as an important reference to 
provide the corresponding learning content (Li, 
2012). Based on context awareness technology, 
XiaoYan Li established three application scenarios 
to provide shopping reminders for users automati-
cally by combining user opinion with the context 
to mine users’ shopping decisions and underly-
ing demands and accordingly sending shopping 
reminders to the users automatically (Adomavicius, 
2005). Champiri and his coworkers hold the view 
that there are three conditions of context informa-
tion: user context, file context, and environment 
background. They also emphasized combining 
the concept of context with user opinion to make 
academic recommendations in the academic field; 
therefore, a digital library recommendation system 
based on context awareness has been designed and 
implemented effectively (Baltrunas, 2011). Gavala 
and Kenteris used context information such as the 
current location, time, and condition to extend col-
laborative filtering technology and provide corre-
sponding mobile travel guidance according to the 
user’s mobile device (Gavalas, 2011).

Based on the influence and function of context 
awareness in the process of personalized informa-
tion push, with the IOT as a basic technology to 
collect and handle the context information, a per-
sonalized information push service model based 
on the context awareness has been proposed in this 
paper. In addition, the spatio-temporal correla-
tion semantics technology has been added to the 
procedure of information push in order to push 
more delicate information. The rest of the paper 
is composed of the following: the personalized 
information push model framework has been con-
structed in section 2; the user personalized interest 
has been described and presented in section 3; in 
section 4, the information push mechanism based 
on spatio-temporal correlation has been proposed; 
and finally, the conclusions have been drawn.

2 THE CONSTRUCTION OF 
PERSONALIZED INFORMATION PUSH 
MODEL

Personalized information push uses context aware-
ness as the main way to capture user behavior. 
According to the user interest and preference, a 

user model can be constructed. By matching the 
context information and user interest, the informa-
tion that users want can be pushed to the users, by 
which we can provide adaptive adjustment accord-
ing to user feedback, thus achieving a personalized 
information push. Hence, a personalized informa-
tion push system mainly includes the capturing and 
handling of context information, the user interest 
modeling and information push. The framework 
of the personalized information push model based 
on context awareness is as shown in Figure 1.

The sensing layer of the whole framework of 
information push mainly captures information, 
including explicit and implicit information. The 
data layer organizes and manages the captured 
data information and builds user interest model 
with the data information stored orderly. The 
transport layer conducts information match of 
the newly captured information and user model. 
Lastly, the application layer combines time and 
space relation with similar user interest to push 
correlated information to the users. The work 
process of information push system is as follow-
ing: firstly, get context information (environment 
information, user message) through the wireless 
sensor; use context-aware computing and min-
ing technology to catch user interest and similar 
users; build database to store user information and 
data information (real-time information and his-
tory information); then build the context model to 
mine different users or the preference attributes of 
different conditions for the same users, by build-
ing the match rules, proposing the favor of users, 
extracting the information that matched with the 
users, and sending it to them; and finally, get user 
feedback across the context and make some adjust-
ments and optimizations.

3 THE DESCRIPTION AND 
REPRESENTATION OF PERSONALIZED 
USER INTEREST

3.1 User interest modeling based on context 
awareness

With the foundation of research groups’ prior 
results, a user interest model based on context 
awareness has been constructed in the paper, as 
shown in Figure 2. The construction of this model 
mainly includes four parts: information retrieval, 
information processing, model building, and model 
matching. Data flow is captured by context aware-
ness and mining of network data. Here, the infor-
mation is divided into explicit information and 
implicit information. By adaptive adjustment of 
the weight of the two kinds of information, inter-
est tags that match with the information through 
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similar algorithms are found, and the users are 
judged with or without the model according to 
the user tags. If  the model fails in case of interest 
information while finding out the matched interest 
tags, it will build the user interest model directly; 
otherwise, it will update the original user model 
when successful. The process of constructing user 
context interest model is shown in Figure  2 (Ge, 
2016).

3.2 The representation of the user interest model

The context information captured by the sensor is 
modeled in an angle of “user-item-context”, which 
contains the user’s context, behavior, and item, 
and is expressed in the form of recorded data. The 
expression form can be summarized as: context 

Figure 1. The personalized information push framework based on context awareness.

Figure 2. M-C-W user interest model based on context.
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(user, condition, location). In this formula, context 
means the perceptive context information in the 
system; user means the user object; condition 
means the current situation of the user; and loca-
tion means the current location of the user.

The user interest can be expressed as follows 
(1):

Mi = f(Ui,Ci,Wi) (1)

where Mi is the user interest model; Ui is the object 
of the user; Ci is the context information of the 
user; and Wi is the degree of user interest.

4 THE INFORMATION PUSH 
MECHANISM BASED ON SPATIO-
TEMPORAL CORRELATION

The IOT environment comprises certain kind of 
temporal and spatial correlation among things and 
humans. As time goes by, the number and the rela-
tion of things changes as well. For instance, effec-
tiveness of space is a necessary characteristic of 
IOT data, and it is also a valuable property when 
considering the relation among people; people and 
things; and things. In order to understand the user 
interest better, we can carry out comprehensive 
calculation in the user model about the informa-
tion of adjacent users and similar items; collect 
the users that have the same behavior; put them in 
one set based on the temporal and spatial similar-
ity; and then push the spatio-temporal correlation 
information.

4.1 User context information acquisition based on 
spatio-temporal correlation

The context properties are divided into three 
classes: time, location, and relation. The acquisi-
tion of mobile user information is mainly done 
via tracking and learning about the user prefer-
ence information and conducting the correlation 
calculation of user information by considering dif-
ferent properties. In terms of the angle of “user-
item-context”, it needs to get the context of users, 
task, and environment and combine them to get 
the information push, as shown in Figure 3.

For example, a smart library and museum has a 
vital significance for acquiring the relation among 
the users according to the same location and read-
ing time. Time and place is the temporal and spa-
tial definition about the affairs the user’s joined or 
implemented item; therefore, we mainly use the 
spatio-temporal correlation of context environ-
ment to catch user environment context and to 
combine, link, and match the user context, task, 
and environment, in order to obtain the similar 

user groups by the combination of time and space 
situations and to push the collaborative informa-
tion at the end. The collaborative push based on 
spatio-temporal correlation mainly fulfills the sim-
ilarity between time and space and promotes the 
adaptive matching of situation between the needs 
of users and the push services of system.

4.2 User interest similarity criterion based on 
spatio-temporal correlation

4.2.1 Spatio-temporal similarity calculation
User interest change should be described from the 
perspective of change of space, time, and property, 
in which the change of state, space, and interest prop-
erty of users within different periods are included. 
In the semantic net, spatio-temporal semantics is 
deemed as the common repression of time seman-
tics, space semantics, and property semantics. We 
use a relationship like “user-item-context” to dis-
play the interest of spatio-temporal correlation. 
Among the user objects that have similar interests 
exists certain special space and time links. In the 
link of spatio-temporal correlation, users have a 
special space and time correlation emphasizing the 
relation of time at which the affairs occurred; the 
qualitative relation is shown in Figure 4.

It is assumed that the data range of temporal 
and spatial similarity is between 0 and 1, where 0 
means totally unrelated in time-space, and 1 means 
related perfectly. Therefore, the spatio-temporal 
similarity criterion under the influence of the 
space and time is equal. Except the time relation, 
the spatio-temporal correlation also emphasizes 
space relation and spatial timeliness. For example, 
when the space similarity is in the state of 0, and 
even the time similarity is 1, the state of space simi-
larity would also be 0, which means that they are 
still dissimilar in terms of time-space character.

Figure  3. User context information acquisition based 
on spatio-temporal correlation.
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Some corresponding relations exist among time, 
place, and property. The occurrence of a behavior 
property must occur in a special period of time 
and space. In spatio-temporal correlation, user A’s 
state of interest in time T and space P would be 
similar to user B’s interest at a similar time T or a 
similar space location P.

Let’s suppose that M is a collection of property, 
where M = {m1, m2, …, mn}; T is a collection of 
time, where T = {t1, t2, …, tn}. t is regarded as a 
point in time or a period of time; mn and tn can’t 
be empty, and t is the only number, which means 
that the occurrence of property must be in a mere 
period of time, but a point in time or a period of 
time has many properties. The relation between 
property and time, and property and place is both 
n:1, and 1:1 is the relation between time and space. 
Therefore, we can make sure of one user’s property 
with time and place.

The similarity measure  of time-space series 
should contain spatial similarity measurement and 
time series similarity measurement. The object 
distance of spatial point can be measured in many 
ways. In this paper, we use the Euclidean Distance 
of two-dimensional space computing, for two 
points Pi (Xi1, Xi2,…,Xin) and Pj (Xj1, Xj2,…,Xjn) in 
Rn. The general form of generalized distance is as 
follows (2):
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The space object is usually expressed in the 
two-dimensional or three-dimensional geographic 
spaces; therefore, n is always 1, 2, 3. We mainly 
think about the two-dimensional space, using 
Euclidean Distance to carry out the spatial simi-
larity calculation.

When n = 2, it is shown as follows (3):
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To express the close relationship between the 
distances more directly, we use similarity factor 
to measure the level of similarity of variables, to 
get the degree of correlation between the spaces, 
in which the distance variable needs to be trans-
formed as shown below:
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The time correlation measurement is based on the 
linear correlation coefficient of time series; it is car-
ried out by calculating within the same period of time 
and conducting similarity computation of two equal 
length time series. Assuming that u and v are two time 
series of the same length; the correlation coefficient 
between u and v can be described as follows (5):
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In this formula, n represents the length of time-
space series. The values of ρ(u,v) range from 
[-1,1], in which ρ(u,v) > 0 means positive correla-
tion, while ρ(u,v) < 0 means a negative correlation, 
and the absolute value of ρ(u,v) refers to the level 
of the degree of correlation. When ρ(u,v) = 1, it 
means a completely positive correlation, which 
shows that there is an evident relation between 
the two series, whereas ρ(u,v) = 0 means a totally 
negative correlation, which means that there is no 
relation between the two series.

To measure the degree of temporal and spatial 
similarity, we need to calculate time similarity and 
space similarity separately. If the time-space possesses 
similarity, then we judge the relation between users 
through temporal and spatial similarity, and then 
judge the interest relation between users by capturing 
the users’ time-space interest through the user group.

4.2.2 Spatio-temporal correlation calculation
Due to the advantage of probabilistic method in 
memory requirements that can judge the interest 
relation between users, we used the Bayesian method 
for the calculation. On getting the conclusions, 
Bayesian computation should consider not only 
the current observed sample information, but also 
the past experience and knowledge reasoned. Pro-
vided that every temporal and spatial characteristic 
property is conditionally independent, the deduction 
based on Bayesian computation is as follows (6):

P P y y
P

i iP y( |x ) (PP )
( )x

( )y xi | =  (6)

Figure  4. The space and time relationship of user 
interest.
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The denominator is constant for all categories; 
therefore, it is only necessary to maximize the 
molecular. Meanwhile, the attributes are inde-
pendent of the conditions, and thus the computing 
is according to the following formula (7):

P
P y P y

P

i iP y
j

m

( )yi ( |xx )

( )x
( )y xi | = =

∏
1  (7)

In formula (7), P x(p )( )yi | x  is called “probabil-
ity function”. As an adjustment factor, it makes the 
estimated probability closer to the real probability. 
First, it estimates a prior probability, and then it 
combines the experimental results to observe if  the 
experiment enhances the prior probability, so that 
we can get the posterior probability that is close to 
reality. Here, when P x(p ) ,( )yi | x  it means that 
the prior probability is enhanced, the possibility of 
occurrence of event y becomes bigger, and user has 
more interest in y. When the probability function 
is 1, the occurrence of affair x does not judge the 
possibility of A. If  the probability function is less 
than 1, it means that the prior probability is weak-
ened, and the probability of event A becomes small 
(Shang, 2012).

To judge the spatio-temporal correlation, we 
need to judge the influence relation between the 
time property and space property. Here, we set 
event properties to be Ei(li,ti). It can be expressed 
by spatio-temporal correlation as follows (8):

P
P l P l t

P

i
i

m

i

( )l ( |l )

( )ti

( )t li | = =
∏
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In the model of personal interest, there is an 
important relationship among the interest, behav-
ior, and score of users. In the environment of con-
text, user interest always has vital relation with time 
and space, because the time-space relation between 
the user and himself  is always 1:1, whereas the 
relation between time and space is n:m; therefore, 
when judging the user interest in a certain time 
and space, we need to judge the time-space rela-
tion of ourselves. If  the relationship between time 
and space is related to a certain time and space, we 
need to judge the possibility of P ,( )ti | l  if  the time 
or time period that occurs when an event occurs in 
the L space does exist.

4.3 The information push mechanism based on 
spatio-temporal correlation

Starting with the angle of “user-item-context”, 
we can conduct information push by combin-
ing the background of time-space, the users, and 

the project. The information push mechanism is 
shown in Figure  5. Known from the relation of 
time-space, if  user A and B have a similar relation 
in time and space, it can be inferred that user A 
and user B have similar spatio-temporal relation-
ships; therefore, they might have similar interests, 
and then we can consider pushing the interest of 
user A to user B.

When judging the spatio-temporal correlation 
of user groups, if  similarity relation in time and 
space exists, then it is thought that this user has 
a similar relation with others, and a similar inter-
est push can be made, combined with the spatio-
temporal relationship in order to determine the 
user’s personal interest model. If  the level of spa-
tio-temporal correlation is high, we can get user 
interest tags from the user interest model to push 
the information. Its approximate process is shown 
in Figure 6.

Figure 5. User interest criterion based on spatio-tem-
poral correlation.

Figure 6. User information push mechanism based on 
spatio-temporal correlation.
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5 CONCLUSIONS

The context awareness technology has the ability 
to percept user needs in an intelligent and invis-
ible manner. It can reduce the interaction and par-
ticipation of users and capture their personalized 
interest smartly. Traditional information push can 
no longer satisfy user commands consistently, in 
real-time, and with personalization. Combining 
the technology of context awareness and informa-
tion push, a personalized information push model 
based on context awareness and spatio-temporal 
correlation was proposed in this paper, in which 
spatio-temporal correlation was considered to 
build a new information push method, in order 
to realize the combination of intelligent input and 
output, and then to provide a true meaning of per-
sonalized information push service. In the future 
work, we will apply the model to a digital ethnog-
raphy museum to validate the efficiency further.
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Design of a new in-flight entertainment terminal

Hairong Xu, Hong Zhou & Hui Yang
College of Air Transportation, Shanghai University of Engineering Science, Shanghai, China

ABSTRACT: A new design of In-Flight Entertainment terminal is presented in this paper. Qualcomm’s 
quad-core processor APQ8016 is used as an application processor to process multimedia, games, and 
applications. This design integrates advanced OLED display technology and intelligent detection technol-
ogy. The new terminal will provide passengers with more intelligent and personalized service through the 
Android operating system and big data analysis technology. It will be more intelligent and greatly reduce 
power consumption.

emails and SMS messaging. IFE’s data transmis-
sion system has been gradually upgraded from the 
analogue mode to the digital mode (Kang, 2012). 
The IFE system consists of a server, the passen-
ger terminal, and the network. Passenger terminal 
includes a multimedia processing circuit board, 
display panel, and passenger control unit. It is con-
nected to the server by wired or wireless connec-
tion, and the server provides audios, videos, games, 
and advertisements to the passengers.

A new design of  passenger terminal system is 
presented in this paper. In this design, powerful 
hardware will meet all kinds of  requirements of 
the passengers. The software system will provide 
various services and applications to facilitate 
passengers’ travel experience through advanced 
operating system. With big data analytics, airline 
companies can analyze a mix of  complex data-
sets from various sources in order to gain impor-
tant insights into customer behavior and use 
such feedback to provide better customer ser-
vice. This design can push personalized media, 
games, and advertisements to the terminal from 
an on-board server according to various passen-
gers’ demands.

In the new design, passenger terminal system 
will integrate cutting edge technology of electron-
ics, communications, computers, and big data 
analysis. These advanced technologies will provide 
more personalized service and increase the eco-
nomic benefits of the airline companies. Passenger 
terminal system will place more emphasis on the 
comfort of the seats because the passengers spend 
most of their travel time in their seats. Audios and 
videos will be saved in local storage instead of the 
server, which will reduce the dependence on the 
server and the network (Akl, 2011).

1 INTRODUCTION

In-Flight Entertainment (IFE) system is an impor-
tant component of civil aircraft cabin systems and 
an important way to improve the quality of service. 
It connects to cabin communication system through 
wired or wireless connection. It can achieve cabin 
announcements and entertainment services. The 
basic idea behind the IFE system is to provide pas-
sengers with comfort during long flights; therefore, 
these services were initially based on delivering 
food and beverages to passengers. As passengers’ 
demand for services increased, accompanied with 
an increase in airlines competition and technology 
advancement, more services were introduced, and 
modern electronic devices began playing a remark-
able role in the same. This caused a change in the 
basic concept behind the IFE system. It became 
more than just delivering physical comfort and pro-
viding food. It has been extended to provide inter-
active services that allow passengers to participate 
as a part of the entertainment process as well as 
providing business-oriented services through con-
nectivity tools. Moreover, it can provide means of 
health monitoring and physiological comfort.

Flight entertainment began before the First 
World War by the Graf Zeppelin. Starting from 
1960, IFE system began to attract attention; it was 
basically a pre-selected audio track that could be 
accompanied with a film projector. The IFE sys-
tem was gradually developed into a powerful sys-
tem. Cabin telephones allowed passengers to make 
phone calls during the flight. The system became 
interactive and allowed passengers to select their 
own services, while in the past, passengers had to 
follow fixed services. Web-based internet services 
allow passengers to use some services such as 
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2 HARDWARE DESIGN OF THE SYSTEM

Terminal system of the IFE system has a monitor, a 
circuit board, buttons, a touch panel, and accesso-
ries such as a headset. A typical terminal uses LCD 
or CRT as the display device, which has a big size 
and high power consumption. The central processor 
in the traditional terminal is not powerful enough 
to run certain games. Buttons and touch panel are 
used as the input, which are installed behind the 
backrest or installed on the roof of the cabin.

In the new design, each terminal is an independent 
information carrier and multimedia processing unit. 
Large-capacity data storage in the terminal can store 
various games, movies, and applications. The central 
processor can handle various applications and games. 
The terminal can retrieve content from the server and 
update passenger’s data to the server through wired 
or wireless connection (Alamdari, 1999).

The new design uses a powerful multimedia pro-
cessing chip APQ8016 (Qualcomm’s processor) to 
handle audios, videos, and games. High-resolution 
Organic Light-Emitting Diode (OLED) display 
panel is used as the display device, and a capacitive 
touch screen is used as an input device. Passengers 
can play games with joystick connected to the USB 
host connector. The terminal has data acquisition 
interface to connect to the seat belt sensor system 
and passengers’ health sensor system (Z, 2016). It 
can automatically acquire real-time data and send 
it to the server. This kind of data can also be saved 
in local massive storage. The new terminal is more 
intelligent and powerful compared to the tradi-
tional device. The hardware design block diagram 
is shown in Figure 1.

2.1 CPU subsystem design

The CPU subsystem is the core of the entire hard-
ware system. It is made up of application proces-
sor, power management chip, and memory chip. 
Qualcomm Snapdragon 410 processor APQ8016 

is used as the multimedia processor. APQ8016 has 
quad 64-bit ARM Cortex-A53 MPcore Harvard 
Superscalar core, LP-DDR2 / LP-DDR3 SDRAM 
interface, Hexagon QDSP6, 13.5 MP camera sup-
port, 400  MHz Adreno 306 GPU, 1080p video 
encode/decode, gpsOneGen 8 A with GLONASS, 
Bluetooth 4.0, OpenGL ES 3.0, DirectX, OpenCL, 
Renderscript Compute, and FlexRender support. 
APQ8016 can support a variety of multimedia 
applications and game applications.

The PM8916  mixed-signal HV-CMOS device 
is used as a power management chip. It has 20 
low dropout linear regulators, which can power 
external devices. System power on and off  can be 
controlled by APQ8016 through SPMI interface. 
There is an audio codec inside APQ8016, and one 
stereo head phone driver is supported.

The memory chip (MCP) includes 1GB 
LPDDR3 and 8GB solid state storage, which is 
used for the operating system and different applica-
tions. It is connected to the main processor through 
high-speed data bus. Extended SD card can be used 
to save audios, videos, and games. The CPU sub-
system design diagram is shown in Figure 2.

2.2 Man–machine interaction subsystem

Man–machine interaction subsystem is the main 
part of the design. This subsystem has an input 
section and an output section. The input section 
will receive the passenger’s command, and the 
output section will display the passenger’s favorite 
content on the screen.

Traditional display device uses Liquid Crystal 
Display  (LCD) panel as the output. A backlight 
system  is used for display module, as LCD does 
not produce light by itself. LCD needs illumination 
(ambient light or a special light source) to produce 
a visible image.

In this design, 720p OLED display panel is used. 
OLED is a kind of new display technology with 
better power efficiency and thickness, and it has 

Figure 1. Hardware design. Figure 2. CPU subsystem design.
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much faster response time than the LCD. OLED 
display panel is connected to the core processor via 
MIPI interface. Since OLED display works with-
out a backlight system, power consumption is very 
low, and heating phenomenon does not exist in the 
display module; thus, it can improve the economic 
efficiency and improve the airline safety.

Normal design of the terminal uses resistive 
touch screen as the input that does not support 
multi-touch with fingers. Capacitive touch screen 
is used in this design, which can recognize two or 
more points of contact on the surface concurrently. 
It is extremely good for object manipulations—
touch, drag, and zoom in and out, which greatly 
facilitate the interaction between the passengers 
and the device; it is also good for certain games.

Flight conditions may cause the cabin environ-
ment to be tough, especially for people who can 
face ill conditions. Flight duration, dehydration, 
pressure, engine noise, and other factors can be the 
reasons of physical and/or psychological problems. 
New intelligent seat with the seat belt monitoring 
system, health monitoring system, and other sensors 
can help get passengers’ status during their flights 
(Z, 2016). All these monitoring systems in the seat 
can be connected to device via I2C interface. Pas-
senger’s status data can be saved in the terminal and 
be sent to on-board server. Cabin crew can moni-
tor the status of all passengers on the server side; 
thus, it will reduce the workload of the cabin service 
and greatly improve the efficiency of passengers’ 
services. When the aircraft would experience some 
turbulence, cabin crew won’t need to walk through 
the cabin and do a seatbelt check one by one for 
the passengers. A sensory system integrated in the 
IFE system can provide a way to sense bad health 
conditions for passengers with health problems and 
can either inform the crew members or perform an 
action to reduce the effect. The server will save all 
the data that is acquired from the passengers, and 
this data will be analyzed by big data processing 
technology on the local server after landing.

Capacitive touch screen and the heartbeat, seat 
belt monitoring system can be connected to the 
device via I2C interface.

The terminal works as a media center and game 
station. The joystick must be supported, as it is a 
principal control device for games; it can be con-
nected to the device via a USB host connector.

Man–machine interaction subsystem design 
diagram is shown in Figure 3.

2.3 Communication system design

Nowadays, wired networks are the principal tech-
nology of implementing IFE systems. Ethernet is 
currently the standard for wired communication in 
different fields. Compared with wired connection, 

wireless connection can reduce the costs of net-
work inside the cabin. Wired and wireless connec-
tions interface are both implemented in the device. 
Peer-to-peer network can be set up to distribute 
video content over the network instead of tradi-
tional client-server architecture. The peer-to-peer 
approach will allow IFE units to monitor, store, 
and serve media content with each other.

In this new design, wired and wireless connec-
tions are supported. The device uses RF trans-
ceiver WCN3620 to support WIFI and Bluetooth. 
WCN3620 integrates two different radio technolo-
gies: WLAN, compatible with IEEE 802.11b/g/n 
specification; and Bluetooth, compatible with BT 
version 4.1  specification. DM9620  A is USB to 
10/100Mbps fast Ethernet controller that is used 
to implement wired connection between the on-
board server and the terminal.

The terminal can communicate with the on-
board server via wireless or wired connection. 
The server can push flight information, shopping 
information, and news to the passengers accord-
ing to their specific requirements and preferences. 
A Bluetooth headset can be connected to the 
device to listen to music. Gaming systems can be 
networked to allow interactive playing by multiple 
passengers and enable high-quality gaming in an 
aircraft cabin environment. The communication 
system design is shown in Figure 4.

3 SOFTWARE DESIGN OF THE SYSTEM

In order to support various applications and 
games on the terminal, Android is used as the 

Figure 3. Man–machine interaction subsystem design.

Figure 4. Communication subsystem design.
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operating system. It is a mobile operating system 
developed by Google, based on the Linux kernel, 
designed primarily for touchscreen device such as 
smartphones and tablets. Android’s source code is 
released by Google under open source licenses.

Applications that extend the functionality 
of devices are written using the Android Soft-
ware Development Kit (SDK). One customized 
Android system is required because there is a big 
difference between tablets and terminals. Appli-
cations used in the terminals are not same as the 
applications used in the mobile devices and tablets. 
These applications must be based on cabin services 
and entertainment.

The software system consists of login applica-
tions, cabin information applications, flight infor-
mation applications, online shopping applications, 
settings, and various games. It also has certain 
background services that get data from the seat 
and communicate with the on-board server. Basic 
diagram of the whole software architecture is 
shown in Figure 5.

There are four main software layers in the whole 
system as shown in the architecture diagram.

1. Linux kernel
At the bottom of the layers is Linux kernel. It 
provides a level of abstraction between the device 
hardware and contains all the essential hardware 
drivers such as OLED display, capacitive touch 
panel, I2C, Joystick, WIFI, Bluetooth, and Ether-
net. The kernel works as the abstract layer between 
software and hardware. It hides all the detailed 
information of the hardware and provides a uni-
form interface for upper layers.

2. Libraries and Android runtime
It encompasses those libraries that are specific to 
audio and video playback, game graphics, draw-
ing, and database access.

Android runtime provides a key component 
called Dalvik Virtual Machine (VM), which is a 
kind of Java Virtual Machine specially designed 
and optimized for Android. The Dalvik VM ena-
bles every Android application to run in its own 
process, with its own instance of the Dalvik VM.

3. Application Framework
The application framework layer provides many 
higher level services to applications in the form of 
Java classes.

Server manager is the interface for the data 
transmission between terminal and server. Appli-
cations and services use this manager to get data 
from the server and push data to the server.

Notification manager is the interface that is 
used to send the cabin information message to the 
terminal.

4. Applications
You will find all the Android applications at the 
top layer. Examples of such applications are 
media player, cabin information, flight informa-
tion, online shopping, settings, and games. Media 
and commodities may be different according to 
different passengers, since they may have various 
differing requirements. All the data pushed to the 
passengers is highly customized according to the 
analysis result of big data processing.

4 BIG DATA PROCESSING

There are two ways to collect data from passen-
gers: one way is from the internet, and another way 
is from the terminal. Passengers’ hobbies will be 
gathered if  they use the internet. Passenger’s heart 
beat data, seat belt status data, and tracking data in 
each application will be sent to on-board server and 
then to the local server after landing. All the related 
data can be analyzed by big data processing tech-
nology to create a profile for each passenger. This 
profile is a snapshot of the passenger. The content 
of the profile includes the personal information of 
the passengers, their favorite food and beverages, 
and so on. This profile is used to configure applica-
tions and games in the terminal and provide cus-
tomized content to the passengers. Each passenger 
will be able to access different applications, videos, 
and game; therefore, the passenger would not need 
to waste time in selecting items during the flight, 
and the profile of the passenger would be used for 
future travels. For health services, automatic pop-
up reminders can be used to stop passengers from 
being stuck to the entertainment content.Figure 5. Basic diagram of the whole software architecture.

ICCAE16_Vol 02.indb   1456ICCAE16_Vol 02.indb   1456 3/27/2017   10:57:52 AM3/27/2017   10:57:52 AM



1457

Profile data and media data will be updated and 
pushed to the passenger terminal before the plane 
takes off.

The working flow is shown in Figure 6.

5 CONCLUSION

At the beginning, the IFE system was targeting 
just the comfort of the passengers. With time, the 
system began to reveal another dimension of serv-
ices to support crew members and airline compa-
nies in order to facilitate crew tasks and increase 
airline revenue. Compared with the traditional 
terminal design, the new design can greatly reduce 
the weight of the terminal system and improve the 

economic efficiency of airline companies. This 
design makes the passenger the prime focus, and as 
a digital intelligent system, provides personalized 
services to end users. The new design integrates big 
data analysis technology, latest display technology, 
and electronic technology. Multi-touch panel and 
joystick are supported, which greatly improve the 
interaction and operability of the terminal.

IFE system is still in the development phase 
and under research. Although the development 
of the IFE system made a great leap in the past 
years, there are still various issues that need further 
research. These developments range from enhanc-
ing current systems to adding new components 
and services. As the technology improves, more 
advanced devices can be used to enhance current 
components such as increasing network band-
width, using more accurate contactless sensors, 
wireless devices, and lighter components. There is 
no limit for new services that can be added to IFE 
systems. Using 3D displaying devices can intro-
duce a new sensation to IFE entertainment. Fur-
thermore, hologram images can be used to present 
safety instructions instead of crew members doing 
the same.
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The countdown traffic light error detection method based on union 
color spaces and fuzzy PCA
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ABSTRACT: Traffic lights are very important for traffic management and control. If  there are errors 
in traffic lights, managing the traffic becomes difficult. Therefore, it is highly essential to recognize the 
state of traffic lights on line. This paper proposes a detection method of errors in countdown traffic lights 
based on color union spaces and fuzzy Principal Component Analysis (PCA). In this method, first, pixels 
are classified into color pixels and achromatic pixels in RGB color space. Then, the principal color of the 
color pixels is extracted by histograms in HVS space, and the color feature is recognized based on the H 
component of the principal color. The color countdown characters are converted into gray according to 
the principal color, and then the training samples of the countdown characters are divided into subsets 
in terms of fuzzy degree; then, their corresponding PCA subspaces are constructed. Lastly, the character 
is recognized in the specific subspaces, which are chosen by the character’s fuzzy degree. The experiment 
results show that our method has a more favorable comprehensive performance than other algorithms, 
and that it can better meet the demands of precision and real-time processing simultaneously.

in countdown traffic lights are the color features 
and countdown character recognition.

The existing traffic lights error detection meth-
ods can be classified into two classes: methods 
based on hardware detection (Kong, 2015; Zou, 
2012), and methods based on video recognition 
(Diaz, 2015; Omachi, 2009; Gomez, 2014; Jie, 
2015). The former is based on the measurement of 
internal current and voltage of traffic lights. Due 
to difference in internal structures of traffic lights, 
curves and amplitudes of current and voltage are 
not similar; therefore, methods based on hardware 
are not universal. Moreover, the countdown char-
acters cannot be recognized by the amplitudes of 
the current and voltage. The methods based on 
video recognition always use the color, shape, and 
texture. However, these features are difficult to 
extract due to the change of lighting condition.

This paper proposes a new countdown traffic 
light error detection method based on union color 
space and fuzzy Principal Component Analysis 
(PCA). First, we classify pixels into color pixels 
and achromatic pixels according to the maximum 
difference of R, G, and B components in RGB 
color space. Then, the principal color of color 
pixels is extracted by histograms in HVS space, 
and the color feature of traffic light is recognized 
based on the H component of the principal color. 
The color countdown characters are converted to 
gray images according to the principal color, and 
the fuzzy degree of the gray image is computed 

1 INTRODUCTION

Traffic lights are highly significant for traffic con-
trol and management, and they are indispensable 
for city roads, which are increasingly becoming 
congested. Traffic lights not only help vehicles and 
people pass through intersections from different 
directions in an orderly fashion, but also ensure 
higher traffic flow and traffic safety (Jensen, 2016). 
The countdown on traffic lights displays the resid-
ual time of the current phase. Drivers can make 
decision in advance according to the residual time, 
which can improve the traffic capacity of a given 
road and ensure greater traffic safety. Therefore, 
the countdown traffic lights are becoming increas-
ingly popular in city traffic systems. As traffic lights 
operate in the exterior environment, they break 
down easily, and their state is difficult to maintain 
regularly manually, as they are scattered across the 
city. When the traffic lights are faulty, the traffic 
management department is unable to channel the 
traffic flow timely due to less information, which 
causes traffic jams and even causes traffic acci-
dents. Therefore, it is necessary to recognize state 
of the traffic lights automatically.

The main errors in the traffic lights are the fol-
lowing: a) inaccurate color of traffic lights; b) phase 
color conflict; c) countdown character errors such 
as incomplete characters display or messy code; 
d) countdown time conflict. Based on the above-
mentioned errors, the core issues of error detection 
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by using triangular norm and non-fuzziness 
cardinality. Then, training samples of the count-
down characters are divided into subsets in terms 
of fuzzy degree, and their corresponding PCA 
subspaces are constructed. Lastly, the character 
is recognized in the specific subspaces, which are 
chosen by the character’s fuzzy degree. The experi-
ment’s results show that our method has a more 
favorable comprehensive performance than other 
algorithms; it can better meet the demands of pre-
cision and real-time processing simultaneously.

2 COLOR FEATURE RECOGNITION

The color of  traffic lights has a large dynamic 
range due to reflection and backlight, as shown 
in Fig. 1. In Fig. 1, a) shows two images for traf-
fic lights on black; b) shows two images for traffic 
lights on red; c) shows two images for traffic lights 
on green; and d) shows two images for traffic 
lights on yellow. The color of  left image in each 
group is distorted heavily and has a halo, and the 
color of  the right image is also different than the 
standard color. The color feature of red is always 
represented by 2R – G – B, the green is represented 
by 2G – R – B, and the yellow is represented by 
R + G – 2B, in RGB color space. In HSV color 
space, the color feature is always represented by the 
H component. Fig. 2 shows histograms of images 
in Fig. 1; a) shows histograms of 2R – G – B, rep-

resenting the red component; b) shows histograms 
of 2G – R – B, representing the green component; 
c) shows histograms of R – G – 2B, representing 
the yellow component; and d) shows histograms 
of the H component. In each figure, black, red, 
green, and yellow curves depict histograms for a), 
b), c), and d) in Fig. 1 respectively; solid lines are 
for the left images and the dotted lines are for the 
right images of a) to d). As shown in Fig. 2, black, 
red, green, and yellow for traffic lights can’t be dis-
criminated in RGB space and HVS space, which 
results in difficulty of  color feature recognition.

By statistical analysis, the reason for no obvi-
ous division of colors is interference of achromatic 
pixels in HVS color space. Therefore, we clas-
sify pixels into color pixels and achromatic pixels 
according to the maximum difference of R, G, 
and B components in RGB color space, and then 
recognize the color feature in HVS space for color 
pixels.

For image I in RGB color space, the maximum 
difference of R, G, and B, denoted by md ( )i j  is 
computed by equation (1):

md maxmax( )i jj = max ( )R B R G G B,R B ,−R − −G G  (1)

where R, G, and B are the red, green, and blue 
values of pixel (i, j), respectively.

According to md(i, j), pixels are classified 
into color and achromatic, as is described in 
equation (2):

C
md T
md T

,md
,md

( )i j, =
( )i ji >
( )i ji ≤

⎧
⎨
⎧⎧

⎩
⎨⎨

1
0

1TT

1TT
 (2)

C ( )i j, = 1 denotes that pixel ( )i j  is color; oth-
erwise, pixel (i, j) is achromatic, and T1 is a given 
threshold.

Then, image I is transformed from RGB space 
to HVS space. The H component histogram of 
color pixels is defined as equation (3):

hist
S
C

s t H xi( )xi = ( )xi

( )i j
( )i j ( )j =

∑C
, .s .H (i &C (i 1 (3)

We denote the peak value of histogram as MH. 
The principal color, (Pcolor), is defined as the 
weighted mean of H histograms, whose deviation 
from MH is less than the given threshold T3:

olorCC

hist

d T

T

d T

T

= ( )MH d+MH ( )

( )MH d+

∑

∑
3TT

3TT

3TT

3TT

* /hist ( )MH dMM

 
(4)

Figure 1. Traffic lights under different conditions.

Figure 2. Histograms for images of Fig. 1 respectively.
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Then, the distances between the principal color 
and the standard red (H  =  0), standard yellow 
(H = 1), and standard green (H = 2.1) respectively, 
are computed by equations (5).

distR Pcolor
distY Pcolor

distG Pcolor
−Pcolor

−Pcolor
1

2 1.
 (5)

If  minDist T{ }did tR distY disdd tG <i {disdd tR ,T}disdd tG < 4TTT  then 
the color of traffic light is the color whose distance 
is minimum. If  minDist T4TT , then the traffic light is 
not red, green, and yellow, which is in error.

Fig.  3 shows histograms of color pixels for 
images in Fig.  1, respectively. When the traf-
fic light is black, there are no color pixels, as 
shown in Figure 3(a). H component of red cent-
ers around 0 or 2π; that of green centers 2.8; and 
that of yellow is about 1, as shown in Figure 3(b), 
(c), and (d), respectively. The principal color of 
same color traffic lights is nearer, and the distance 
of principal colors for red, green, and yellow is 
longer. That is to say, the distance of same colors 
reduces; otherwise, the distance of different colors 
gets enhanced, which is good for the color feature 
recognition of traffic lights.

3 COUNTDOWN CHARACTER 
RECOGNITION

3.1 Fuzzy degree

In order to highlight the characters and reduce 
the background and noise, the character images 
are translated into gray image according to 
equation (6):

GI i j
H j Pcolor

H j P
C j

( ,i )
( ,i(i )

max{( | ( ,i ) |Pcolor ) }
( ,i )

=
−

j∗ H i
′

255
255

==
⎧
⎨
⎪
⎧⎧
⎨⎨
⎩⎪
⎨⎨
⎩⎩

⎫
⎬
⎪
⎫⎫
⎬⎬
⎭⎪
⎬⎬
⎭⎭

1

0=0 C j( , )

 (6)

To the gray image GI with K pixels, Vij denotes 
the k*k neighborhood of pixel (i, j), and its gray 
feature is defined by equation (7).

μGμ
M mm

( )i j =
( )GIm( )j, j ( )i ji ( )i j⎡⎣⎡⎡ ⎤⎦⎤⎤

( )i j, j ( )i ji⎡⎣⎡⎡ ⎤⎦⎤⎤

0 (M mm( )i j, j ( )i ji −
2

2

V  (7)

where M(i, j) and m(i, j) are the maximum 
and minimum gray values, respectively. If  
M(i, j) = m(i, j), μGμ .( )i jj = 0

The variance feature of Vij is described as

μDμ /( )i jj = ( )D DD ( )i j,i⎡⎣ ⎤⎦⎤⎤ ( )D D1 0∧ ⎡⎡⎡ 1 /)DD ⎦⎤⎤ (DD DD  (8)

where D2 and D1 are the given thresholds, and 
D2 > D1 > 0; D(i, j) is gray variance, such as

D GIG GIGG
s t V ij

GIGG
,

( )i j, j ( )s t,s ( )i j,( )
( )∈
∑

2
 (9)

where GI GI k
V ij

GI /( )i jj = ( )s t,s
( )s t, ∈
∑ 2

The local contrast feature μLμ ( )i j  is acquired 
based on the triangular module operation of 
μGμ ( )i j  and μDμ .( )i jj

μ μL Gμμ Dμj j i j(i ) (T (i ) ( ,i )) (10)

where T is triangular module.
Then, the fuzzy degree of image I is

FuzzyD l F( )∑ 0FF)Count[lgKl lg− ( )L∑C /  (11)

where ∑ ∑ ( )∑ (
i j

L ,)μ∑∑∑  and F0 is fuzzy 

threshold, ranging from 4 to 8.
The fuzzy degree, FuzzyD, ranges from 0 to 1; 

the bigger the value, the more blurred the image.

3.2 PCA classification method

PCA is a statistical method that reduces multi-
ple indicators into a few composite indicators 
(Abdelmalek, 2007; Oja, 1983; Purnima, 2012). 
PCA method simplifies data by projecting high 
dimensional data into low dimensional space with 
less information loss. According to PCA method, 
PCA subspace classifier extracts salient features of 
each class and represents it by a template set. The 
core of PCA subspace classifier is that each class 
has its own feature set, and the feature set changes 
according to the class.

Suppose there is a sample space set containing 
K subclasses, the number of samples for each sub-
class is Ni, and the test sample is x. The PCA clas-
sification method can be described as follows.Figure 3. The H histogram of color pixels.
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1. Arranging original images into feature vector 
by rows or columns, and denoting the jth sam-
ple vector of the ith class as x j

i ; then computing 
the covariance matrix of subclass.

  
Ri

i j

N

j i

T

Ni

iN

( )x Mjxi
i−

=
∑∑1

1

( )x Mj
i

i−xi  (12)

 where M i is the mean value of the ith class sam-
ples. Ni is the number of samples.

2. Computing eigenvectors μμμμ j
( )i  (j = 1,2,…,p) and 

eigenvalue λ jλ i(λλ ) according to SVD;
3. Arranging eigenvalues in descending order 

( )λ λ1 2λ λλ λ pλ( )λλ i ( )iλλ ( )λλ i≥λ2λλλ ( )λλ iλλ … ≥ , and determining dimen-
sion m of  subspaces.

  j

m

j

p

j
i r

=

( ) ( )∑ ∑j
i( ) ≥

1 1j =

λ jj
(∑jj

i( )  (13)

where 0 < r < 1, and m is the smallest integer of 
equation (13).

The characteristic matrix U i( ) is

U i( ) = ( )i i
m
iu u u( ) ( ) ( )…u u( )uu  (14)

and the subspace LiLL  is

LiLL = ( )i i
m
iu u u…u uuu  (15)

4. Constructing the project matrix for each 
subspace;

5. Computing the project residual error distance:

g M Ps i iM Pi iM PP( )iLi P ( )MiMx
2 2  (16)

The minimum residual error distance 
min i (D min( ( ),LiLL  the class which has minD 
is i { }

(( s ( ,
gs ( )s (

LiLLi gs ( . If  minD T5TT , then the charac-
ter is the ith class; otherwise, the character is error.

3.3 PCA based on fuzzy degree

PCA classifier demands samples of each subclass 
to have similar features. If  samples of each sub-
class differ from each other, in other words, if  the 
subclass has bigger intra-subclass distances, the 
feature of the subclass is no longer salient. Then 
the character matrix derived from PCA method 
can’t describe the subclass sufficiently, which will 
result in missorting. Due to the change of light 
and vibration, countdown characters of traffic 
lights are blurred to some extent, which augments 
the intra-subclass distance and reduces the inter- 
subclass distance; as a result, there is high error 
rate for using PCA classifier directly. In order 

to get higher recognition rate, the intra-subclass 
distance must be reduced and the inter-subclass 
distance must be enhanced. Therefore, we group 
samples into subsets according to their fuzzy 
degree. Samples of each subset are more similar to 
each other, and the intra-subset distance becomes 
smaller. Then, we build the subspace of each sub-
set and recognize characters in the corresponding 
subspace according to the character’s fuzzy degree. 
The complete procedure can be stated as follows:

a. Classifying total training samples into three 
subsets S1, S2, and S3. Ensuring that the test-
ing sample locates to the appropriate subset, 
the three subsets overlap each other: the fuzzy 
degree of S1 is [0, 0.35], that of S2 is [0.3, 0.65], 
and that of S3 is [0.6, 1];

b. Constructing projection matrix {Pi}s for every 
character of each subset, where i  =  1,2,…,K, 
denoting the indices of characters, s  =  1,2,3, 
denoting the indices of subsets;

c. Selecting appropriate {Pi}s for recognition 
according to the FuzzyD of  the testing sample. 
The selection rule is

If  FuzzyD < 0.325, select {Pi}1;
If  0.325 ≤ FuzzyD < 0.625, select {Pi}2

If  0.625 ≤ FuzzyD, select {Pi}3

4 EXPERIMENTS

To evaluate the performance of our method, we 
tested on six video sequences acquired under differ-
ence conditions. Video 1 was acquired in the morn-
ing with strong reflection; video 2 was acquired at 
noon with normal light; video 3 was acquired at 
afternoon with backlight; video 4 was acquired at 
night; video 5 was acquired in rain; and video 6 
was acquired in fog day. Total 54000 countdown 
characters ranged from 99 to 0, half  of the char-
acters were training samples, and the remaining 
were testing samples. The color recognition result 
is shown in Table 1, and the countdown character 
recognition result is shown in Table 2.

Table 1. Experiment results of color recognition.

Video

Recognition rate

Our method HVS method RGB method

Video 1 0.92 0.85 0.83
Video 2 0.94 0.93 0.92
Video 3 0.93 0.87 0.87
Video 4 0.93 0.89 0.88
Video 5 0.92 0.90 0.89
Video 6 0.93 0.89 0.90
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According to Table 1, our method outperforms 
the HVS method and RGB method in general. 
Under normal lighting condition, our method has 
recognition rate similar to the HVS method and 
the RGB method; however, when the illumination 
condition is not ideal, such as reflection, backlight, 
rainy, and foggy, and so on, the color of traffic 
lights distorts to some degree, and our method has 
higher recognition rate than the other methods.

According to Table 2, our method outperforms 
the traditional PCA method as well. The reason is 
that the intra-subclass distance decreases and the 
inter-subclass distance gets enhanced after classi-
fying the samples into subsets according to fuzzy 
degree.

5 RESULTS

This paper presented a robust detection method 
for countdown traffic light errors based on union 
color spaces and fuzzy PCA classification. Based 
on the union color spaces of RGB and HSV, our 
method eliminates the effect of color tone shifting 
and halo disturbances and exhibits excellent per-
formance in color recognition. Classifying count-
down characters into different subsets according 
to the image quality enhances the intra-similarity 
and increases the inter-difference, and the charac-
ter recognition rate is improved. The experiment 
results of six video sequences with different time 
and conditions show that our method has a favo-

rable comprehensive performance, which can bet-
ter meet the demands of precision and real-time 
processing simultaneously.
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Study of the optimization evaluation algorithm of improved genetic-BP 
neural network in the monitoring and diagnosis of shortwave 
transmitting system
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ABSTRACT: In the process of monitoring the running state of shortwave transmitting system, it is 
necessary to realize the intelligent discrimination and analysis of the monitoring data and enable users 
to obtain the real-time health status of the system quickly and accurately. Considering the large amount 
of information in monitoring data and the highly difficult analysis, the initial structure of BP neural net-
work is optimized with genetic algorithm based on the calculation evaluation with traditional BP neural 
network algorithm, and then the optimal initial weight value is obtained by the optimizations such as 
improvement of chromosome coding, selection of fitness function and design of related operators. Based 
on the simulation training of a large number of monitoring data, the improvement effect of the algorithm 
is experimentally verified and analyzed. After this improvement, the algorithm optimization evaluation in 
the monitoring and diagnosis of shortwave transmitting system gets strong convergence ability and high 
diagnostic accuracy, which greatly increases the use efficiency of the monitoring system and lays a good 
practical foundation.

the genetic algorithm with excellent global search 
ability is used to optimize and improve the BP 
neural network model, and it can realize the quick 
discrimination and accurate diagnosis of the trans-
mitter state better.

2 TRADITIONAL BP CALCULATION 
EVALUATION METHOD

As shown in Figure 1, the classic BP neural net-
work consists of three parts, namely input layer, 
hidden layer and output layer. The number of 
hidden layers is adjusted according to the need of 

1 INTRODUCTION

Today, with the deepening of artificial intelligence 
research, various intelligent algorithms have been 
widely used in various fields, leading to a series of 
revolutionary technological and scientific research 
innovations. It has no exception in the intelligent 
monitoring research of shortwave transmitter. 
Compared with the traditional manual monitor-
ing disposal, the automatic monitoring control 
and intelligent state discrimination and disposal 
also need to be introduced. Artificial intelligence 
is a very broad field, involving a lot of technical 
concepts and research directions. One important 
aspect is the artificial neural network. Artificial 
neural network can well solve the problem of 
pattern recognition which is difficult to be distin-
guished by traditional means because of its own 
features such as parallelism, self-learning, self-
organization and associative memory. Among the 
monitoring technologies based on neural network, 
BP neural network is a widely used model. In the 
intelligent monitoring of the state of shortwave 
transmitter, due to many types of equipment state, 
unapparent information difference and so on, rely-
ing solely on BP algorithm may cause problems, 
such as slow convergence rate of discrimination 
model, easy to fall into local extremum. There-
fore, it is necessary to optimize and adjust BP 
neural network to a certain degree. In this paper, 

Figure  1. Typical structure diagram of BP neural 
network.
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actual calculation. The number of nodes in each 
layer of the network structure is set according 
to the types of input and output data as well as 
related requirements of network construction, and 
the number of nodes on the network is the num-
ber of neurons. Data enters into the network in 
the input layer and moves forward along with the 
arrow direction, then moves forward after calcu-
lated at each node, and finally the result is output 
on the output layer.

In general, BP neural network on the third 
layer is common. Assuming the number of  neu-
rons on each layer is respectively M, N and Q, 
x j ( )j M≤j  is the input of  the j-th node on the 
input layer, ok ( )k Q≤k  is the output of  the k-th 
node on the output layer, and yk is the desired 
output of  the k-th node on the output layer. 
The threshold value of  the i-th node on the hid-
den layer is θ i ( )i N1 ≤ i , the threshold value of 
the k-th node on the output layer is ak; wij is the 
weight from the j-th node on the input layer to 
i-th node on the hidden layer; vki is the weight 
from i-th node on the hidden layer to the k-th 
node on the output layer; g(x) and f(x) are respec-
tively the transfer functions of  the hidden layer 
and output layer.

The input and output of the i-th node on the 
hidden layer are:

s wi
j
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=

∑∑
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Similarly, the input and output of the k-th node 
on the output layer are:
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Then for each sample p, the error function 
between the actual output value ok  and the ideal 
expected value yk  of the neural network is:

Ep
k

Q

( )y ok ko−yk
=

∑∑1
2 1

2  (5)

The total error function for P training samples is:

E y o
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P
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k
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p(( )
=

∑∑1
2 1 1k=k

2  (6)

The essence of the BP neural network algorithm 
is taking the total error function as the objective 
function. By adjusting the weights and thresholds 
of each layer with the gradient descent method, 
the final modified network output can approach 
the expected value, so as to find the minimum 
error. In the initial stage of training neural net-
work, the actual output value is largely deviated 
from the expected value, and the relative value of 
the error function is large, with a larger space to 
adjust down. Thus, a substantial adjustment of the 
error function will increase the convergence rate 
of the network; as the number of training samples 
and the number of training times increase gradu-
ally, the output value gradually approaches the 
expected value, the relative value of the error func-
tion continues to decrease and the decline space 
will continue to decrease. At this time, the micro-
adjustment of the error function will slow down 
the convergence rate of the network. Therefore, 
in the practical application, the convergence rate 
of traditional BP algorithm in the later period of 
training will be slow. As the optimization is gradu-
ally carried out in the process of gradual decline of 
the error function, when the surface space of the 
error function is multi-dimensional, it is possible to 
make the minimum error found in training a local 
minimum rather than the global optimum.

3 FIGURES AND TABLES OPTIMIZATION 
AND IMPROVEMENT OF BP NEURAL 
NETWORK BASED ON GENETIC 
ALGORITHM

As the genetic algorithm is based on group opti-
mization, the global research from multiple sam-
ples can effectively avoid the search being trapped 
into the local optimal solution, thus better find-
ing the global minimum error or the good sub-
optimal solution. Therefore, in order to improve 
the accuracy of BP network algorithm and the 
accuracy of state recognition and to overcome 
the drawback of easily falling into local minimum, 
the genetic algorithm is used to optimize the struc-
ture parameters of  neural network. For the BP 
neural network, the essence of the algorithm is an 
optimization problem of the complex function. Its 
weight distribution and size contain the network’s 
all ideas. Therefore, the genetic algorithm can be 
used to optimize the weight of  neural network, so 
as to better improve the overall performance of the 
system. Its basic structure thought is to divide the 
optimization of neural network structure into two 
steps:
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1. Using genetic algorithm to achieve fast global 
optimization, namely building the structure 
parameters of the neural network as the chro-
mosome of genetic algorithm, using genetic and 
mutation recombination for global optimization 
of weights and thresholds of the network, and 
quickly converging the network structure to the 
global optimal solution or its vicinity through 
fitness screening;

2. Taking the optimal network structure found 
by the genetic algorithm as the starting point 
of BP algorithm studying, using BP algorithm 
for further local search, and again optimiz-
ing the network weights and thresholds. In 
this way, the network structure can be quickly 
adjusted to the optimal solution or satisfactory 
solution.

Here we mainly deal with the following three 
problems: chromosome coding improvement, 
fitness function selection and related operator 
design. The genetic algorithm is used to improve 
the structure of BP neural network and improve 
the convergence effect of the algorithm.

3.1 Chromosome coding design

The key step of genetic algorithm optimization 
is to reconstruct the chromosomes in the group 
by genetic variation, and gradually search the 
individuals with good fitness in the group, so as 
to achieve the goal of finding the optimal solu-
tion by gradually increasing the number through 
mutation. In order to achieve reasonable genetic 
variation, it is necessary to encode the parameters 
in the problem space and convert the solutions 
in the space that can be processed by the genetic 
algorithm for optimization. At present, the typi-
cal encoding method is binary coding. However, 
in dealing with the problem of large data volume, 
binary coding will increase the length of the chro-
mosome and increase the search space, resulting in 
lower search efficiency. As the overall performance 
of BP network is closely related to the weights 
and thresholds in network structure, the method 
of floating-point coding is used in this paper. BP 
neural network adopts three-layer structure. The 
parameters to be optimized are all weights and 
thresholds, and the number is (L + l)M + (M + 1)N. 
All the parameters constitute a chromosome, and 
the sorting order of genes in the chromosome is 
from input layer to hidden layer weight, hidden 
layer to output layer weight, hidden layer thresh-
old, output layer threshold. The mapping relation-
ship of code is:

X w w v v v
a a

NM QN

N Qa a
w
… a

{ ,ww , ,… , ,v , ,… ,
, , NN , }aQa

11 12 11 12

1 2, aaaθ θ1, θ  (7)

Thus, each individual constituted corresponds 
to the parameter on the network structure. It can 
be considered that the characteristics of the indi-
vidual represent the structural characteristics of 
the neural network.

3.2 Construction of fitness function

The fitness function is also called as the evalua-
tion function, which is often used in the genetic 
algorithm to measure the degree of excellence that 
the individual can reach or approach the optimal 
solution in the optimization calculation. The value 
generated by the fitness function can also be con-
sidered as the “scoring” or “judgment” of the indi-
vidual and it is a criterion to distinguish between 
good and bad individuals in a group. The conver-
gence rate of genetic algorithm and the choice of 
optimal solution depend largely on the selection 
of fitness function. The design principles are non-
negativity, continuity, uniqueness, rationality and 
simplicity. The key is rationality and simplicity, 
which requires that the fitness function should 
really reflect the advantages and disadvantages of 
the corresponding solution, and the calculation 
process should be as simple as possible to reduce 
the time and complexity of calculation as well as 
the cost of calculation. It is often difficult to reach 
these conditions. In this paper, the fitness function 
is chosen as the reciprocal of the mean square error 
function. When the individual error is larger, the 
corresponding fitness is smaller. When the error is 
smaller, the corresponding fitness is larger.

f
Ep

k

Q
( )xp =

+
=

+ ( )y ok ko−y
=∑

1
1

1

1 1
2 1

2
 (8)

3.3 Selection Algorithm

According to the basic genetic concept, it is nec-
essary to select the superior and eliminate the 
inferior individuals. This process is achieved by 
selection algorithm in calculation. The fitness of 
the individual is taken as a genetic standard. If  the 
fitness is high, the probability of being inherited to 
the next generation of group is large. In this way, 
the individuals with higher fitness will be retained 
as far as possible, so that the fitness of individu-
als in the group constantly approaches the optimal 
solution. A typical selection algorithm is the rou-
lette selection algorithm. In order to better avoid 
the loss of useful genetic information, improve the 
global convergence and computational efficiency, 
the best reservation selection algorithm is used 
as a supplement of the typical roulette selection 
algorithm.
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In the typical roulette selection algorithm, the 
probability pc  of the individual being passed on to 
the next generation can be calculated by the Equa-
tion (9):

p f fc f
p

P

( )xpx ( )xp
=

∑/
1

 (9)

All the individuals in the group are placed on 
a disc, and the circular area is divided into the 
corresponding fan-shaped areas according to the 
number of  individuals. Each area represents an 
individual. The size of  the area is proportional to 
the individual fitness. When the disk is rotated at 
random, it is clear that the larger the fan-shaped 
area is, the larger the probability of  the pointer 
stopping in this area is, namely, the larger the 
probability of  individual selected corresponding 
to the fan-shaped area is. However, due to limited 
size of  the group and the randomness of  opera-
tion, there may be some discrepancies between 
the actual number of  individuals selected and 
the expectation. Therefore, the selection error of 
this original roulette algorithm is relatively large, 
or even some optimal solutions may be lost. In 
order to avoid this omission, the best reserva-
tion method is adopted, that is, executing the 
selection operation of  genetic algorithm with 
the roulette selection method, and then retain-
ing the individuals with the highest fitness in the 
current group to the next generation, thus ensur-
ing that the iterative termination results are the 
individuals with the highest fitness in the past 
generations.

3.4 Cross Algorithm

The inheritance and evolution of  natural organ-
isms are mainly achieved through mating and 
reconstructing. The genetic algorithm uses 
cross for imitation. Two individuals are selected 
from the group based on a certain probabil-
ity, and new genetic individuals are generated 
by exchanging part of  genes. This exchange 
method is called as cross algorithm. In general, 
there is single point, multiple points, order, cycle 
cross and so on. When encoding chromosomes, 
the sort order of  genes is from input layer to 
hidden layer weight, from hidden layer to out-
put layer weight, hidden layer threshold, output 
layer threshold. Different kinds of  neural net-
work structure parameters play different roles in 
calculation. Therefore, when considering cross-
ing genes, it is necessary to distinguish them. In 
this paper, for parameters of  neural network, 
the multi-point cross method is used, as shown 
in Figure 2:

3.5 Mutation Algorithm

Mutation is also a way to generate new individu-
als. In genetic algorithm, the method of  replacing 
some gene values in the individual chromosome 
coding by other values is used to achieve muta-
tion simulation. In the process of  inheritance, the 
mutation is usually randomly generated. Com-
pared with selection and crossover operation, the 
individual’s local mutation, as the supplement of 
the new individual method, can avoid the loss of 
some information and ensure the effectiveness of 
the genetic process. Genetic algorithm achieves 
a global search by the crossover operation and 
improves local random search ability by mutation 
operation. In this paper, the method of  uniform 
mutation is used, namely setting the gene locus 
in the chromosome coding as the mutation point, 
and randomly selecting a numerical value to 
replace the original gene value in the value range 
of  the gene corresponding to the mutation prob-
ability pm, thus generating new individuals at a 
lower probability.

4 MONITORING DATA SIMULATION 
AND COMPARISON

For shortwave transmitter, the power status 
data is a very important technical indicator, 
directly affecting the distance and reliability 
of  communication. At present, the data that 
can be directly monitored and analyzed in the 
working process of  transmitter are the trans-
mitter’s input power, output RF power, antenna 
transmission forward power and reverse power. 
In the working process of  the transmitter, the 
transmitter mainly experiences four states, 
namely waiting for transmission, transmis-
sion beginning, transmission and transmission 
ending. Transmission beginning and transmis-
sion ending are two dynamic processes, and the 
change of  monitored power data is big. The role 
of  the neural network is to classify and identify 
the monitoring data, and to correctly identify 
the specific working status of  the transmitter. 

Figure  2. Structure diagram of multi-point cross 
method.
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The main faults of  transmitter include abnor-
mal input power, abnormal out RF power, and 
abnormal antenna transmission forward power 
and reverse power. To verify the recognition 
performance and convergence of  BP neural net-
work improved by genetic algorithm, two mod-
els of  conventional BP network and improved 
BP network are established. For the different 
states of  the transmitter in the working pro-
cess, 5000sets of  monitoring data are sampled 
to constitute the training sample. The typical 
training sample is shown as follows:

The correspondence between the sample output 
of the neural network and the fault state of the 
transmitter is shown in the following table.

The convergence curves of two BP algorithms 
are shown in Figures 3, 4.

10  sets of test data are randomly selected as 
the test samples, as shown in Table 3. The results 
obtained from the simulation of two kinds of neu-
ral are shown in Table 4.

From the simulation results it can be seen that:

1. The convergence rates of  traditional BP 
network and genetic BP network are rela-
tively fast in the early stage of  training and 
learning, with the same effects. However, the 
difference is obvious in later period. The tra-
ditional BP network converges very slowly in 
the later period of  training, difficult to meet 
the requirements after long time of  training; 
while the genetic BP network converges still 
relatively fast in the later period of  train-
ing, able to meet the training requirements 
faster.

2. After early optimization of improved BP neural 
network by genetic algorithm, the initial net-
work structure finds the optimal solution. After 
later training, the recognition and analysis of 

monitoring data can be accurately and com-
prehensively realized. Therefore, the agreement 
of recognition and analysis of test samples 
by genetic BP network with the real result is 
obviously higher than by traditional BP net-
work, and the recognition accuracy is greatly 
improved.

Table 1. Typical input and output samples.

Number

Sample output after normalization processing
Sample 
outputT1 T2 T3 T4 T5 T6 T7 T8 T9 T10

1 0 0.158 0.667 0.932 0.988 1
0.935 0.961 0.935 0.961 0.935

2 0.854 0.854 0.879 0.854 0.888 2
0.854 0.879 0.859 0.879 0.854

3 0.967 0.967 0.948 0.967 0.963 3
0.965 0.969 0.666 0.145 0

4 0 0.146 0.677 0.879 0.683 7
0.686 0.705 0.686 0.705 0.683

5 0.447 0.591 0.879 0.889 0.695 8
0.641 0.553 0.472 0.563 0.528

6 0.699 0.688 0.686 0.688 0.670 9
0.591 0.594 0.578 0.145 0

Figure 3. Convergence process curve of traditional BP 
network.

Figure  4. Convergence process curve of improved BP 
network.
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5 CONCLUSION

For the difficulties such as large amount and dif-
ficult analysis of monitoring data of shortwave 
transmitting system, the initial structure of the BP 
neural network is optimized with genetic algorithm 
based on the calculation evaluation with tradi-

tional BP neural network algorithm, and the simu-
lation experiment is applied to verify the results. 
By genetic algorithm, we can realize the global 
optimization in the solution space, quickly find a 
more optimized network structure, quickly con-
verge to the vicinity of the global optimal solution, 
and then we use BP algorithm for local calculation, 

Table 2. Correspondence between the sample output and the fault state of the transmitter.

Sample output State description Fault analysis

1, 4 When transmission starts, the RF power output is normal, the 
power input is normal, and the transmission system is working 
properly

Null

2, 5 During the transmission, the RF power output is normal, the 
power input is normal, and the transmission system is working 
properly

Null

3, 6 When transmission ends, the RF power output is normal, the 
power input is normal, and the transmission system is working 
properly

Null

7, 10 When transmission starts, the RF power output is abnormal, the 
power input is abnormal, and the transmission system is working 
improperly

Transmitter fault

7, 4 When transmission starts, the RF power output is abnormal, the 
power input is normal, and the transmission system is working 
improperly

Antenna fault

8, 11 When transmission is being, the RF power output is abnormal, 
the power input is abnormal, and the transmission system is 
working improperly

Transmitter fault

8, 5 During the transmission, the RF power output is abnormal, the 
power input is normal, and the transmission system is working 
improperly

Antenna fault

9, 12 When transmission ends, the RF power output is abnormal, the 
power input is abnormal, and the transmission system is working 
improperly

Transmitter fault

9, 6 When transmission ends, the RF power output is abnormal, the 
power input is normal, and the transmission system is working 
improperly

Transmitter fault

Table 3. Randomly selected test samples.

Number

Sample output after normalization processing
Sample 
outputT1 T2 T3 T4 T5 T6 T7 T8 T9 T10

1 0 0.238 0.780 0.965 0.962 0.913 1
0.913 0.915 0.913 0.913

2 0.922 0.922 0.937 0.922 0.905 0.922 2
0.915 0.922 0.922 0.922

3 0.967 0.967 0.948 0.967 0.963 0.965 3
0.969 0.666 0.145 0

4 0 0.146 0.677 0.879 0.683 0.686 7
0.705 0.686 0.705 0.683

5 0.447 0.591 0.879 0.889 0.695 0.641 8
0.553 0.472 0.563 0.528

6 0.699 0.688 0.686 0.688 0.670 0.591 9
0.594 0.578 0.145 0
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effectively avoiding traditional BP network from 
being easily trapped in the problem of local opti-
mum, and effectively improving the training effect 
and accuracy of neural network. After the BP 
network model improved by genetic algorithm is 

effectively used in the monitoring of shortwave 
transmitter, the accuracy of optimized evaluation 
algorithm becomes higher and the effect of intelli-
gent evaluation and judgment becomes more ideal.
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State 
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normally 
when 
transmission 
starts

2 2.0045 2.0042 2 It works 
normally 
during the 
transmission

3 3.0401 2.9989 3 It works 
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when 
transmission 
ends

4 6.9875 7.0035 7 It works 
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when 
transmission 
starts

5 7.9986 8.0010 8 It works 
abnormally 
during the 
transmission

6 8.9797 8.9968 9 It works 
abnormally 
when trans-
mission ends
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ABSTRACT: Loyalty is an important index to evaluate a customer. Understanding the dynamic process 
of loyalty and its impact factors is very useful for service system. On the basis of the catastrophe theory, 
a loyalty model influenced by satisfaction and switching cost is studied. In particular, we analyzed the 
loyalty model with word-of-mouth.

This paper is organized as follows. Loyalty 
model based on the catastrophe theory is presented 
in Section 2. Analysis of loyalty in the networked 
environment by modeling satisfaction is presented 
in Section 3. Section 4 presents some simulations 
results showing the influence of network on loy-
alty. Conclusion is given in Section 5.

2 LOYALTY MODEL BASED ON THE 
CATASTROPHE THEORY

2.1 Overview of the catastrophe theory

Issues surrounding nonlinearities, discontinui-
ties, and multivaluedness have presented difficult 
problems for researchers. The catastrophe theory 
is such a technique for estimating a class of non-
linear dynamic systems.

The catastrophe theory was proposed by Thom 
4 in 1975 and developed by Zeeman 5. It describes 
how small and continuous changes in independent 
variables can have a sudden, discontinuous effect 
on a dependent variable. The elementary catastro-
phe theory focuses on seven models and the cusp 
catastrophe model is widely used. The cusp catas-
trophe model is (1) given by:

z x3 0+ −yz =  (1)

where z represents the dependent variable, and the 
independent variables x and y are control variables. 
The surface defined by (1) is shown in Figure 1.

Variable x exhibits a right and left movement, y  
shows a back and front movement, and z exhibits a 
vertical movement. Changing the control variables  
x and y can affect the dynamic of z. If  y is large, 
smooth change of z occurs and is proportional to 

1 INTRODUCTION

A service system is very complex as it includes 
many different roles, relations, and interactions. 
Customers and service providers are two vital 
parts in a service system. A service provider always 
wants to hold a large amount of loyal customers 
and then bring the maximal profit to them. In this 
paper, we will focus on modeling the relationship 
of customers and service providers from the view-
point of customer loyalty.

Customer loyalty and his repeated purchase 
intention are closely related (Wang, 2005). A loyal 
customer does not likely change his choice because 
of once dissatisfaction with the service. A satisfied 
customer does not mean he will choose the service 
again. Therefore, loyalty is regarded as an impor-
tant goal in the service system, and it has attracted 
numerous studies on the principle of loyalty (Yang, 
2004). Although the phenomenon of positive influ-
ence of service satisfaction to loyalty is well known 
and many conceptual models have been proposed, 
how satisfaction affects loyalty is not clear, espe-
cially in the modern society with popular networks.

Oliva (1992) used the catastrophe model to 
describe the loyalty model. This model showed 
how satisfaction degree and switching cost could 
influence loyalty.

On the basis of the basic model in Oliva (1992), 
we will combine the analysis of economics, psy-
chology, sociology, catastrophe, complex network, 
and control theory to evaluate loyalty. By modeling 
the satisfaction degree, we will show how satisfac-
tion and thus loyalty is affected in the networked 
environment. Because of the interaction between 
customers, loyalty will not change in a large range. 
Judging a person’s loyalty is not limited in his own 
behavior, but largely affected by his surroundings.
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that of x. If  y is small, change of x will produce 
only a relatively small change of z until x reached 
a threshold value. Then, z will have a sudden dis-
continuous shift. When x is increasing and z is 
at the bottom of the surface, z will not increase 
quickly and will keep moving in the bottom but 
not in the upper part until x is large enough. When 
x is decreasing and z is at the top, z will stay at 
the top with only a slight decrease. Until x drops 
low enough, z will fall suddenly to the bottom and 
reduce as x does. Thus, the dynamics of z is con-
trolled by x and y. z cannot change fluently, and 
there are some values that it cannot approach when  
y is large.

The catastrophe theory has been applied in 
many studies, such as physics, biology, and finance, 
social sciences, work, and organization behavior. 
For example, the cusp catastrophe model has 
been applied to explain not only job turnover of 
employees but also loyalty in services 3.

2.2 Loyalty model of catastrophe

The loyalty model based on the cusp catastrophe 
model was defined as (1). z, x, and –y represent 
customer loyalty, customer satisfaction degree, and 
switching cost, respectively.

Customer satisfaction has always been treated 
as a determinant component in many customer 
retention programs. However, recent studies have 
found that although satisfaction is a necessary 
component of loyal or secure customers, the mere 
quality of being satisfied does not necessarily 
make customers loyal 1. Sudden and discontinu-
ous shifts are very familiar phenomena in the real-
ity. For example, a customer’s emotional response 
may change from one side to the opposite side 
without any intermediate process. When a sudden 
shift occurs, it is difficult to return to the former 
side. The relationship between customer satisfac-
tion and customer loyalty is stronger for customers 

with high switching costs than for those with low 
switching cost.

3 LOYALTY IN THE NETWORKED 
ENVIRONMENT

There are always many customers focusing on or 
buying one service from one service provider. The 
customers will communicate information with 
each other by many ways, such as face to face, web-
site, or news. Especially with the popularization of 
the Internet, it is much easier for a customer to col-
lect information widely. Any evaluation about one 
service or some service provider is easily searched 
or spread. Thus, opinion of a customer is not only 
that of him, but also influenced by others. Then, to 
manage the satisfaction and loyalty of customers is 
difficult than before.

This section will model satisfaction degree and 
analyze how the interaction influences a customer’s 
loyalty.

3.1 Word-of-mouth

The interactions between customers in a networked 
environment have been studied a lot from different 
aspects. 67

Word-of-Mouth (WOM) is a pervasive and 
intriguing phenomenon. Both satisfied and dissat-
isfied consumers tend to spread positive and nega-
tive WOM, respectively, regarding the services they 
use. WOM spreads through the customer network. 
Nowadays, massive quantities of data on large 
social networks are available from blogs, social 
networking sites, newsgroups, chat rooms, and so 
on. Therefore, the size of the customer network is 
enlarged dramatically. Most of the customers can 
easily know others’ opinion.

WOM has been studied using complex theory 
widely 8. In this paper, we choose a simple decision 
function for each node in the customer network:
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where yi(k) represents the satisfaction degree of 
i th node at time k, Ni is the number of nodes 

connecting with node i, y k Nj
j
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influence of conjoint nodes, and wi shows the char-
acteristic of each node. Some customers may only 
rely on others’ opinions (wi = 1), some customers 
may not be influenced by others (wi = 0), some cus-
tomer may consider others’ opinions (0 < wi < 1), 
and so on.

Figure 1. Cusp catastrophe model.
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3.2 Satisfaction degree

As defined in 9, customer satisfaction degree can 
be explained as the difference between the level 
of service performance expected and perceived by 
the customer. The perceived service performance 
is positive relative to the service quality provided 
by the service provider. The expected service is 
influenced by word-of-mouth, personal needs, and 
past experience, as proposed by 10 and popularly 
recognized by most of the researchers. Therefore, 
on the basis of the definition in 9, its quantitative 
description is given by:

Sd S SP ES S= S  (3)

where SE is the expected service, SP is the perceived 
service, and Sd is the satisfaction degree.

Expected Service (SE ) is influenced by past 
experience (PE), word-of-mouth (WOM), and per-
sonal need (PN). Suppose the function is (4):

S fE eS ff s ( )P P WE NP PP P OMWWNPP  (4)

Both expected service and perceived service are 
the psychological results of the customer. Consid-
ering that service degree is the difference between 
them, we propose a quantitative method to calcu-
late satisfaction degree, on the basis of the thought 
of control system framework. That is, the sat-
isfaction degree can be thought as the degree of 
personal need being satisfied, which is influenced 
by past experience and word-of-mouth. Satisfac-
tion degree is an accumulation variable 9, so the 
influence of past experience can be viewed as an 
integral part. The integration result is averaged and 
influenced by WOM.

According to the satisfaction degree, the service 
provider will make improvement and provide serv-
ice to satisfy the customer’s need. Then, a service 
cycle is presented in such control framework.

The control framework of  service providing is 
shown in Figure  2. The service provider makes 
improvement according to the satisfaction degree 
and provides service to satisfy the customer’s 
need.

3.3 Switching cost

Switching cost is the cost involved in changing 
from one service to another. It is a key factor in 
service systems, which always plays an important 
role when customers want to change from one 
service provider to another. As a lock-in method, 
switching cost can help prevent customers from 
switching. Therefore, it is very important for serv-
ice providers to manage switching cost, especially 
in the competitive environment.

How to evaluate switching cost is difficult which 
has been shown in many articles. First, switching 
cost is the collective result of economic, psycho-
logical, and physical analyses. Second, different 
types of service have different features. We have 
done some research on modeling switching cost 
mathematically in other papers. Here, for simplic-
ity, switching cost is supposed not to change a lot.

4 SIMULATION RESULTS

We choose a random network as the customer net-
work and three types of nodes mentioned above. 
The data are randomly generated and scaled to 
zero mean-centered value. Figures 3–10 respectively 
show the dynamic influenced from WOM or not.

Figures 3–6 show curves that are not influenced 
from WOM.

Figure 3 shows the dynamic curves of average 
satisfaction degree and average loyalty. Figure 4 is 
the 3D dot plot of the catastrophe model and the 
relationship curves of loyalty, satisfaction degree, 
and switching cost. Because of limited line or dot 
types, we use only one type of lines or dots to rep-
resent the traces of all the customers.

Figure 2. Control framework of service providing.
Figure  3. Average of loyalty and satisfaction degree 
without influence from WOM.
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Figure 5 shows the loyalty and satisfaction degree 
of three customers. Each of them represent a differ-
ent type of node, and are marked with three types of 
lines. The solid line represents “Customer 1” who will 
consider others’ opinions (0 < wi < 1). The dash–dot 
line denotes “Customer 2” who relies only on others’ 
opinions (wi = 1). The dotted line denotes “Customer 
3” who is not influenced by others (wi = 0).

Figure  6 shows the relationship curves of loy-
alty, satisfaction degree, and switching cost of 
these three types of customers. Different dots 

represent a different type of customer. The dots 
marked with “.” are “Customer 1” who are not 
influenced by others. The dots marked with “+” are 
“Customer 2” who will consider others’ opinions. 
The dots marked with “o” are “Customer 3” who 
relies only on others’ opinions.

Figures 7–10 are curves influenced from WOM.
Figure 7 is the dynamic curves of average satis-

faction degree and average loyalty. Figure 8 is the 

Figure  4. Relation of loyalty, satisfaction degree, and 
switching cost without influence from WOM.

Figure  5. Dynamic of loyalty and satisfaction degree 
without influence from WOM—three types of customers.

Figure  6. Relation of loyalty, satisfaction degree, and 
switching cost without influence from WOM—three 
types of customers.

Figure  7. Average of loyalty and satisfaction degree 
with influence from WOM.
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3D dot plot of catastrophe model and the rela-
tionship curves of loyalty, satisfaction degree, and 
switching cost. Because of limited line or dot types, 
we use only one type of lines or dots to represent 
the traces of all the customers.

Figure 9 shows loyalty and satisfaction degree of 
three customers. Each of them represent a type of 
node, respectively, and are marked with three types 

of lines. The solid line represents “Customer  1” 
who will consider others’ opinions ( 0 1i ). 
The dash–dot line denotes “Customer 2” who only 
relies on others’ opinions ( wi = 1). The dotted line 
denotes “Customer 3” who is not influenced by 
others ( wi = 0 ).

Figure  10 is the relationship curves of loyalty, 
satisfaction degree, and switching cost of these 
three types of customers. Different dots represent 
a different type of customer. The dots marked 
with “.” are “Customer 1” who are not influenced 
by others. The dots marked with “+” are “Cus-
tomer 2” who will consider others’ opinions. The 
dots marked with “o” are “Customer 3” who only 
relies on others’ opinions.

Simulation results show that the interaction 
between customers has a great effect on satisfac-
tion degree and loyalty. It makes the satisfaction 
degree and loyalty around the middle status. Com-
pared with no interaction, satisfaction degree 
and loyalty will float smaller and without much 
diversity. Average curves in Figure 7 change with 
a smaller range than those in Figure  3. Custom-
ers satisfaction and loyalty shown in Figure 5 seem 
to change more steadily with the effect of the cus-
tomer network than in Figure 9.

For different types of customers, those who 
are not influenced by other’s opinions are more 
smooth than others. Therefore, these types of cus-
tomers can easily become loyal with several satis-
fied service. However, once a customer becomes 
disloyal, service providers must pay more attention 
to improve his/her satisfaction. Because employ-
ing word-of-mouth effect cannot make sense, for 
the customers who can listen to others’ opinions, 
utilizing customer interaction is a good method 

Figure  8. Relationship between loyalty, satisfaction 
degree, and switching cost with influence from WOM.

Figure  9. Dynamic of loyalty and satisfaction degree 
with influence from WOM—three types of customers.

Figure  10. Relationship between loyalty, satisfaction 
degree, and switching cost with influence from WOM—
three types of customers.
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to increase his/her satisfaction and loyalty. While 
for those who are prone to make decision rely-
ing on others, introducing a group of some loyal 
customers to him is an easy way.

Therefore, service providers may consider push-
ing the process to increase the network effect. 
Especially, when the customers have a low level of 
loyalty, try to increase the word-of-mouth to find 
loyal customers easily. Also clearly grouping the 
customers types can help service providers make 
detailed plans aiming at different customers. 

5 CONCLUSION

Loyalty is so important for service providers that it 
will influence the retention of customers to repur-
chase. In this paper, the loyalty model was studied. 
By modeling satisfaction and analyzing word-of-
mouth and switching cost, we showed how the loy-
alty is influenced in the networked environment. 
Besides improving the service quality to attract 
more customers, well utilizing the network interac-
tion is very useful to gain loyalty. Understanding 
such complex model of customers will help service 
providers to predict the response of the delivered 
service among customers.
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Research on obstacle avoidance of a mobile robot based on visual 
information

Jin Jiang
Department of Information Engineering, Jiangsu Polytechnic College of Agriculture and Forestry, Jurong, 
Jiangsu, China

ABSTRACT: Active obstacle detection and avoidance behavior control has been the key research topic 
in the field of robot control. In this paper, we propose a visual information acquisition scheme on the 
basis of visual information and then analyze the visual information into path information source. Accord-
ing to the established route, when encountering obstacles, an algorithm is used to adjust the moving track 
in real time to meet the goal of intelligent control of mobile robots. The simulation results show that the 
integration of the visual sensing information can not only obtain the obstacle information, but also guar-
antee the real-time accuracy of the robot movement control.

the following process. To effectively reduce the 
volume and weight of the robot, this paper uses 
a pinhole camera to collect the information of the 
surrounding environment.

As shown in Figure 3, according to the imaging 
principle of the pinhole camera, the pixel coordi-
nates in the image plane can be collected by the 
camera, and the 3D coordinates of the robot coor-
dinate system can be transformed into the coor-
dinate system (Cherubini, 2014). Assuming that 
the camera is fixed on the robot’s height H, the 
origin of parameters OL for the robot coordinate 
system is (XL, YL, ZL), the lens optical center Oc in 
the robot coordinate system parameter is (Ocx, Ocy, 
Ocz), the origin of parameters of image center Ol in 
camera coordinate system is on the Zc axis, (Ix, Iy,) 
is one of the feature points in the image and (xr, yr) 
is the point coordinate on the ground in the robot 
coordinate system.

According to the principle of imaging and the 
internal and external parameters of the camera, 
the coordinates of the points on the ground can 
be determined by using the coordinates of points 
extracted from the image (XL, YL). The space posi-
tion relation between the object and the object in 
the robot coordinate system is obtained.

The camera captures image information, and an 
ideal image should be a digital image without no 
distortion, small noise, and clear image. The gen-
eral optical imaging system is far away from the 
optical axis, the image will have a larger distortion, 
including barrel distortion and the distortion of 
the shape of the pillow.

Considering the radial and tangential distortion 
in the imaging optical system to model distortion 

1 INTRODUCTION

In recent years, with the rapid development of 
science and technology, robots have been widely 
used in various fields. At the same time, the user 
requires higher degree of robot intelligence. How 
to select and adjust the real-time route as well as 
how to take the initiative to avoid obstacles in an 
unknown environment for the process of robot 
movement will be undoubtedly one of the key 
issues to be solved (Khansari, 2012).

At present, the use of ultrasonic, infrared, stereo 
vision, and other sensor technologies is an impor-
tant means to detect obstacles. Avoiding strategy 
after an obstacle is found as one of the key issues 
of the current robotic exploration. A large number 
of studies have been carried out in the academic 
circles. For example, Kim (2015) adopted a neural 
network-based method to find the optimal path, 
Huang (2015) adopted a method based on the 
comprehensive analysis of the grid method means 
to find the shortest movement trajectory, and 
Montiel (2015) adopted the artificial field poten-
tial method to dynamically adjust the movement 
trajectory of the robot. Therefore, in this paper, 
we choose the mode to detect obstacles based on 
visual information and focus on the strategy and 
path adaptive control of obstacle avoidance in the 
process of robot moving.

2 VISUAL INFORMATION CONVERSION

In order to avoid obstacles, the robot needs to fol-
low the collected visual information to carry out 
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and distortion parameters through the appropri-
ate existing system, it can be better to correct the 
distortion caused by the error.

Image distortion model coefficients are usually 
defined as the normalized image coordinates of 
the ideal linear pinhole model. No image distor-
tion is normalized to (xn, yn), r x yn ny= +xn

2 2y+  denotes 
an image point from the optical axis of  the 
camera, and the amount of  distortion is repre-
sented by δ. The tangential distortion is generally 
expressed as:
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The radial distortion generally uses the follow-
ing formula:
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where ki represents the order coefficient. Because 
of the different calculation model, the calculated 
mean number of parameters and parameter values 
are very different, and different calculation models 
may lead to different errors.

3 FRAME OF ROBOT OBSTACLE 
AVOIDANCE BASED ON VISION

Vision-based robot obstacle avoidance framework 
involves two kinds of systems: visual information 
collection and mobile control. The design princi-
ples and ideas of the framework can be described 
as follows.

First, by installing the camera on the robot to 
detect environmental information, the information 
is transmitted to the robot behavior control system 

in order to carry out the analysis of environmental 
information. Meanwhile, according to the camera 
used to capture the image data, the operation 
range is determined.

Then, the behavior control system to receive 
the video data, after the image processing, traf-
fic information will be collected, obstacle infor-
mation and target position data are used to 
construct the corresponding two-dimensional 
map. Then, using the path planning module, 
we generate a path from the initial point to the 
target point and then the obstacle avoidance 
algorithm is used to control the behavior of 
obstacles.

In the process of moving the control system, 
robot will be used to obtain the coordinate val-
ues, speed, steering angle, and other parameters, 
in order to guide the movement of the robot. The 
robot obstacle avoidance framework is shown in 
Figure 2.

Figure 1. Camera imaging model.

Figure 2. Frame of robot obstacle avoidance based on 
vision information.

Figure 3. Representation of parameters in a coordinate 
system.
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4 DESIGN OF ROBOT OBSTACLE 
AVOIDANCE ALGORITHM

Figure  3  shows the establishment of a two-
dimensional reference coordinate system for the 
controlled object and robot movement. For the 
convenience of calculation, it is assumed that there 
is no sliding between the wheel and the ground 
(Yang, 2016). The initial coordinate system is 
XOY; the target point coordinates are (xp, yp); at 
any moment t, the robot’s line speed is v(t), and 
the robot’s current position state is (x(t), y(t), v(t)).

Assuming that current heading angle of the 
robot and the connection point between the cen-
troid target is θ(t) and the steering angle is θ′(t), 
the following relationship exists between the vari-
ous parameters:

v y y y
x

( )t arctan == arctan | |y
| |x

| (y t 1+ ) (t)|
| (x t 1+ ) (t)|

yy
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When the robot departs from the starting point, 
it will move to the target point in accordance with 
established routes. In the process of moving, if  the 
camera sensor does not detect the obstacle infor-
mation or detects obstacle distance, according to 
the detected robot vision-based orientation sensor 
and the target heading to the robot connection 
to the steering by angle θ(t), it moves to the tar-
get point with the speed of v(t). In the course of 
motion, if  the vision sensor detects the obstacles, 
which have a relatively close distance, the steering 
control is carried out according to the direction of 
the obstacle relative to the robot and the direction 
of the target, by avoiding obstacles at the speed 
of v(t). The lower the distance of the obstacle, 
the greater the value of θ′(t), so as to avoid colli-
sion. After the obstacle is avoided, the robot will 
move to the target point based on the angle θ(t + 1) 
measured by the azimuth detector.

The steps involved in moving the robot accord-
ing to the obstacle avoidance algorithm are as 
follows:

Step 1: Determine whether the current position is 
the target point; if  it is stopped, enter the next 
step.

Step 2: To determine whether the current collision 
is possible, if  any, then go to the next step, or 
jump to step 4.

Step 3: According to the algorithm to control 
the robot dynamic obstacle avoidance, avoid 
obstacles.

Step 4: Toward the target point movement and 
after a decision cycle, jump to step 1.

5 SIMULATION OF OBSTACLE 
AVOIDANCE MODEL

In order to facilitate the simulation, four types of 
parameters need to be set. The first is to set the 
starting position of the robot. The second is to set 
the target position of the robot. Once again, set 
up multiple obstacles. Finally, set up obstructions 
distance (when the distance between the obstacle 
and the car is greater than the distance, it is not 
affected by the obstacles). In order to facilitate the 
representation, assuming that the starting position 
and the ending position are parallel to the coordi-
nate axes, the upper and the lower edges of the two 
connecting lines are respectively provided with two 
obstacles, and the middle of the connecting line is 
provided with an obstacle.

According to the above design ideas and algo-
rithms, this experiment uses MATLAB to simulate. 
There from, the robot obstacle avoidance trajec-
tory model can be simulated as shown in Figure 4.

Similarly, in accordance with the above design 
ideas, set four types of parameter information.

Different from the first simulation model, the 
starting position and the target position are set on 
the two axes of the segmentation line, and the two 
coordinate axes are distributed with 45°. Mean-
while, the mobile robot designed in this paper 
adopts two wheel drives, which are divided into lin-
ear motion and circular motion. If  the line speed 
on both sides of the wheel is consistent, the robot 
moves along a straight line. If  the line speed of the 
two wheels is not consistent, the robot will make a 
certain radius of circular motion. According to the 
previous algorithm, the robot obstacle avoidance 
trajectory model is simulated as shown in Figure 5.

Using the simulation model of the robot by 
controlling the speed and direction of movement 
of the line angle, we can achieve the purpose of 
controlling a mobile robot. Because different 
parameter settings will produce different results, 
we cannot achieve the desired goal, which may be 
related to the obstacles in the distance setting, and 
the initial coefficient is not suitable for the relevant.

Figure  4. Trajectory model of robot obstacle 
avoidance.

ICCAE16_Vol 02.indb   1481ICCAE16_Vol 02.indb   1481 3/27/2017   10:58:11 AM3/27/2017   10:58:11 AM



1482

As can be seen from the above model, the robot 
uses the information collected by the vision sensor 
to be sent to the control center for processing and 
meets the requirements of real-time obstacle avoid-
ance. Simulation results prove that the algorithm is 
feasible and obstacle avoidance control process has 
certain stability.

6 CONCLUSIONS

The dynamic environment information sensed 
by the mobile robot is the key to avoid obsta-
cles. Meanwhile, the vision sensor not only needs 
to be large enough to detect the scope, but also 
needs a higher acquisition real-time performance. 
Therefore, it is an urgent problem to be solved in 
the process of robot control to avoid obstacles in 
the dynamic environment with static and moving 
objects.

In this paper, we discussed the algorithm of 
obstacle avoidance of a mobile robot in the pro-

cess of acquiring, using visual environment obsta-
cle information, then according to the direction 
of movement and obstacle area dynamic obstacle 
avoidance processing, effectively avoiding obsta-
cles and moving to goal. However, there are still 
problems such as real-time system problems, diver-
sification of the target characteristics, and uncer-
tainty of the road surface in the process of robot 
control, which need to be studied in the future.
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ABSTRACT: A novel method based on the defocus map estimation and the Non-Subsampled 
Contourlet Transform (NSCT) is proposed in this paper. First, the degree of defocus of source images 
is estimated. Second, source images are divided into the left focused area, right focused area, and uncer-
tain area, according to the defocus map estimation of source images. At the same time, high-frequency 
coefficients and low-frequency coefficients of source images are obtained after the NSCT is employed 
for source images. For uncertain area, Sum of Modified Laplace (SML) and Spatial Frequency (SF) are 
employed to fuse low-frequency coefficients and high-frequency coefficients, respectively. For the left 
focused area and the right focused area, the corresponding focused areas of source image are selected 
directly. Finally, through the combination of the fused uncertain area, the left focused area and the right 
focused area of the fused image are achieved. Compared with the traditional methods, experiment results 
show that the fusion effect is improved obviously in vision and parameters.

In order to solve the above problems, this paper 
proposes a fusion algorithm on the basis of region-
level fusion and pixel-level fusion. The focused 
region is fused based on region level, and the 
uncertain region is fused based on pixel-level. This 
method can make focused area more accurate and 
the utilization of useful information of the source 
image maximum.

2 REGIONAL DIVISION BASED ON 
DEFOCUS MAP ESTIMATION

In recent years, the focused region is detected by 
calculating the Root Mean Square Error (RMSE) 
(Yang, 2015) between initial fused image and 
source images, or Symantec Security Information 
Manager (SSIM) between initial fused images and 
source images (Ning, 2015). Then, a mathematical 
morphological filter is employed to filter the initial 
region detection map. Finally, the final regional 
detection map is achieved. However, the methods 
of region detection based on RMSE and SSIM rely 
on initial fusion rules, different initial fused images 
can be obtained with different fusion rules, and dif-
ferent region detection maps are obtained. There-
fore, these algorithms have higher requirement for 
the quality of the initial fused image; otherwise, we 
cannot obtain the accurate region detection map, 
leading to choosing the wrong region of the source 
image as the region of fused image.

Currently, the detection of fuzzy region has 
made some achievements. Zhuo (2011) used a 

1 INTRODUCTION

Because of the limitation of focused range of 
optical lens, getting an image in which all targets 
are clear in one scene is difficult. Usually there are 
parts of focused and defocused targets in an image. 
Therefore, in order to achieve an image that all 
targets are clear, multifocus images must be fused.

Usually, multifocus image fusion methods are 
based on the pixel-level fusion and region-level 
fusion. Traditional pixel-level fusion (Li, 2004) 
is mainly based on multiscale transform, which 
includes pyramid transform (Liu, 2001), wavelet 
transform (Amolins, 2010), contourlet transform 
(Nencini, 2007), and NSCT transform (Cunha, 
2006). These methods only concerned multiscale 
images, but not analyzed region characteristics of 
the source images. Because of the limitation of 
rules of pixel-level fusion, it cannot select all coef-
ficients from the focused area, which will decline 
the quality of the fused image. Region-level fusion 
methods are mainly based on region segmentation 
and regional block segmentation.

The traditional segmentation methods are 
K-means clustering segmentation (Pena, 1999), 
entropy rate superpixel segmentation (Li, 2013), 
3D doctor (Bindu, 2014), and regional block 
segmentation. However, the traditional segmenta-
tion method makes some blocks containing both 
focused and unfocused regions, thereby declining 
the quality of the fused image. However, region 
block fusion is very likely to cause the blocking 
artifacts in the fused image.
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Gaussian kernel to re-blur input source image 
and calculate the ratio of the gradients of input 
to re-blurred images. By propagating the blur 
amount at edge location to the entire image, a full 
defocus map can be obtained. The robustness of 
the method is higher and not susceptible to noise. 
The higher the luminance value of the region in 
defocus depth estimation map, the more blur the 
corresponding region is. The lower the luminance 
value of the region in defocus depth estimation 
map, the clearer the corresponding region is, as 
shown in Fig. 1.

For multifocus images, by estimating the degree 
of defocusing of source images, the defocus esti-
mated map of source images is obtained, as show 
in Figure 2(c) and (d). By comparing the defocus 
estimated map of image A and image B, a binary 
map C is achieved:

C
T
T

( , )
( , ) ( , )
( , ) ( , )

i j,
A ( j B) i j,

( j B) i j,i
=

≥( )i,
<)(i,

⎧
⎨
⎧⎧

⎩
⎨⎨

1 1A
0 1A

 (1)

where A1 represents the defocus estimated map of 
the right focused image, B1 represents the defocus 
estimated map of the left focused image, C repre-
sents the initial region detection map, and T is a 
threshold; generally T is 0 or (−0.5 to 0.5).

Then, a mathematical morphological filter is 
employed to the initial detection map to remove 
isolated dots and small-area regions. However, 
the dividing line between the focused region and 
defocused region is not very accurate, if  the fuse 

source image is obtained directly from the initial 
detection map. It will result in a wrong choice of 
local border region, which reduces the quality of 
the fused image. Therefore, volatile operation is 
employed for white areas and black areas of C, and 
then the gray region, namely the uncertain region, 
is achieved, as shown in Figure  2(g). The region 
detection map, which is divided into left focused 
area, right focused region, and uncertain region, is 
shown in Fig. 2(h).

3 THE NSCT AND FUSION ALGORITHM

3.1 Introduction of the NSCT

The NSCT is based on Non-Downsampling Pyramid 
(NSP) and no-subsampled directional filter banks 
to implement multiscale and multidirectional 
decomposition, respectively. It is proposed based 
on improved contour transform. The structure of 
NSCT is similar to that of contour transform, but 
comparable to that of contour transform. It not 
only has the advantages of retaining multiresolu-
tion, localization, and multidirection, but also has 
the advantage of translation invariance, which can 
eliminate the Gibbs phenomenon. It overcomes the 
limitation of direction in traditional wavelet trans-
form and variation of translation in contour trans-
form, and can better express the detailed features 
of the image.

3.2 Fusion algorithm based on the NSCT

1. Estimate the degree of defocusing of the source 
image A and B, and then defocus the estimated 
map of A and B to achieve A1 and B1.

2. By comparing A1 and B1, a binary map C is 
achieved. Then, the morphological filter is 
employed to filter map C; finally, we can obtain 
the zoning map C1, which is divided into left 
focused area, right focused area, and uncertain 
area.

3. The NSCT is employed for source images, 
selecting fusion rules of the uncertain area.

4. According to the zoning map C1, select the cor-
responding area of left focus image A as the left 
focused area of fused image and select the cor-
responding area of right focus image B as the 
right focused area of fused image.

5. Combining the fused uncertain area, the left 
focused area, and the right focused area, the 
final fused image F is achieved.

The fusion flowchart is as follows:
The coefficient in the low-frequency sub-band 

represents the approximate information of source 
images and contains the highest energy of the 
source images. However, traditional average fusion 

Figure 1. (a) Source image and (b) defocus map of (a).

Figure  2. (a) Left focus image, (b) right focus image, 
(c) defocus map of (a), (d) the defocus map of (b), (e) the 
consequence of Ref. (Wang, 2012), (f) the consequence 
of ref. (Sun, 2013), and (g) and (h) consequences of our 
method.
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methods not only decrease the overall brightness 
of image, but also make the fused image fuzzy.

Therefore, considering that the visual charac-
teristics of the human eye and SML can evaluate 
degree of focus better, the fusion rule of low-
frequency coefficients presented in this paper 
employs the principle of SML on the basis of local 
visual contrast. Local features of an image are not 
determined by a single pixel, but are characterized 
by a plurality of pixels in a common region. Thus, 
we calculate the region’s LV of  each low-frequency 
coefficient in equation (2). The size of window is 
n × n, where n = 3.

It is defined as follows:

LVx a
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where a = 0.6, LxLL i j( ,i )  is the mean value region of 
the pixel (i, j), and x is the source image A or B. 
The final fused rule is defined as follows:
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where L jALL ( ,i )  and L jBLL ( ,i )  represent the low-
frequency coefficients of image A and B, respec-
tively, and L jFLL ( ,i )  is the fused low-frequency 
coefficient.

After the NSCT transformation of source image, 
the high-frequency coefficient can fully reflect the 
rich details information of source image, such as 
edge profile. Spatial Frequency (SF) reflects funda-
mental features used by the human visual system, 
so for image fusion, salient information and more 
detailed information can be extracted from source 

images effectively via SF. Our fusion method is 
defined as follows:

The Row Frequency (RF) and the Column 
Frequency (CF) of an image are expressed as:
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where f i j,i )  represents the images of size 
M N.  The total spatial frequency is calculated 
by Equation (6):

SF
M N

=
1 2 2( )RF CF+2 2CF+  (6)

Therefore, regional spatial high frequency is 
computed by equation (7), with the size of window 
n = 3:
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S j( ,i )  is regional spatial frequency of pixel 
(i, j) and x represents the left focused image A or 
the right focused image B. The fused rule is defined 
as follows:

H j
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⎩
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where H j H i jA Bj H( ,ii ( ,i ),  and H jF ( ,i )  represent 
the high-frequency coefficients of images A, B, 
and fused image F, respectively.

Finally, according to image C1, the correspond-
ing area of left focus image A is selected as the 
left focused area of the fused image, and the cor-
responding area of right focus image B is selected 
as the right focused area of fused image. Combin-
ing the fused uncertain area, the left focused area, 
and the right focused area, the final fused image F 
is achieved.

4 EXPERIMENTS

Because there are no reference images, the noise or 
false information may be introduced in the process 
of fusion, and the parameters of entropy, spatial 
resolution, and gradient evaluation cannot evaluate 
the quality of fused image correctly. Therefore, the 
Mutual Information (MI) and the edge-dependent 
(Qabf) are used to measure how much information 
of the original images the fused image F contains. 

Figure  3. Schematic diagram of the proposed image 
fusion algorithm.
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The larger the value of MI and Qabf, the better the 
fusion result is. Compared with the fusion meth-
ods proposed recently (Maruturi, 2014; Liu, 2015; 
Luigi, 2009; Lillo, 2008), the superiority of the 
method proposed in this paper is verified.

Figure 4 shows that the DCT algorithm has the 
block effect and cannot describe the information 
correctly. Pixel-level fusion algorithms based on 
NSCT cannot obtain focus area accurately. The 
proposed method can not only extract the focus 

area better, but also fully utilize the useful infor-
mation of source image.

Table 1 shows the objective evaluation index of 
four group images. It can be seen from the table 
that the indexes of the method proposed in this 
paper are higher than those of other methods; 
the fused image in this paper can not only extract 
useful information fully from the source image 
but also make the spectrum information of fused 
image loss minimum.

ACKNOWLEDGMENTS

This work was supported by the National Natural 
Science Foundation of China under grant 
61305040 and the Fundamental Research Funds 
for the Central Universities under Grant JB161305.

REFERENCES

Aili Wang, Changyan Qi, et. al. Multifocus Image Fusion 
Based on Nonsubsample Contourlet Transform [C]. 
Strategic Technology (IFOST), 7th, 1–4, 2012.

Amolins, K., Y. Zhang, P. Dare. Multifocus image fusion 
based on redundant wavelet transform [J]. Image Pro-
cessing, 2010, 4(4): 283–293.

da Cunha, A. L., J. Zhou, and M. N. Do. The nonsub-
sampled contourlet transform: Theory, design, and 
applications [J]. IEEE Trans. Image Process., 2006, 
15(10): 3089–3101.

De Lillo, F., F. Cecconi, G. Lacorata, A. Vulpiani, EPL, 
84 (2008).

Hima Bindu, C., K. Veera Swamy. Medical Image Fusion 
using Content Based Automatic Segmentation  [C]. 
Recent Advance & Innovations in Engineering, 
pp. 1–5. 2014.

Li, Q.P., J.P. Do, C. Wang. et.al. Region-based Multi-
focus Image Fusion Using the Local Spatial Fre-
quency [C]. Control and Decision Conference, 25th, 
3792–3796, 2013.

Figure 4. Fusion results of images. A) Left focus image, 
B) right focus image, C) region detection map, and D) 
fusion results of our method: D1)–D4) fusion results 
of Wang (2012), Sun (2013), Maruturi (2014), and Liu 
(2015), respectively.

Table  1. Objective evaluation of different fusion 
methods for different multifocus images.

Image

Evalu-
ation 
index

Multifocus image fusion methods

Ref 
(Maruturi, 
2014)

Ref 
(Liu, 
2015)

Ref 
(Luigi, 
2009)

Ref 
(Lillo, 
2008) Ours

Images 
1

MI 6.9547 7.0390 7.1023 8.2346 8.8162
Qabf 0.7517 0.7183 0.5854 0.7755 0.7827

Images 
2

MI 7.2076 7.0077 7.4177 8.7226 8.8343
Qabf 0.6984 0.6428 0.5154 0.7430 0.7457

Images 
3

MI 6.2639 5.1960 5.6477 8.2204 8.3232
Qabf 0.7806 0.6355 0.3941 0.8018 0.8023

Images 
4

MI 6.3877 6.0883 6.5551 8.1998 8.2313
Qabf 0.7134 0.6209 0.4952 0.7432 0.7447

ICCAE16_Vol 02.indb   1486ICCAE16_Vol 02.indb   1486 3/27/2017   10:58:16 AM3/27/2017   10:58:16 AM



1487

Li, S., J.T. Kwok, I.W. Tsang, Y. Wang. Fusing images with 
different focuses using support vector machines  [J]. 
Neural Networks, 2004, 15(6): 2004.

Liu, Z., K. Tsukada, K. Hanasaki, Y.K. Ho, and Y.P. Dai. 
Image fusion by using steerable pyramid [J]. Pattern 
Recognition Letters, 2001, 22(2): 929–939.

Liu Cao, Longxu Jin, et.al. Multi-Focus Image Fusion 
Based on Spatial Frequency in Discrete Cosine Trans-
form Domain [J]. IEEE Signal Processing Letters, 
2015, 22(2): 220–224.

Luigi, T. De Luca, Propulsion physics (EDP Sciences, 
Les Ulis, 2009).

Maruturi Haribabu, C.H. Hima Bindu Dr. K. Satya 
Prasad. Image Fusion with Biorthogonal Wavelet 
Transform Based On Maximum Selection and Region 
Energy [C]. International Conference on Computer 
Communication and Informatics, 03–05, 2014.

Nencini, F., A. Garzelli, S. Baronti, and L. Alparone. 
Remote sensing image fusion using the curvelet trans-
form [J]. Information Fusion, 2007, 8(2): 143–156.

Pena, J.M., J.A. Lozano, and P. Larranaga. An empiri-
cal comparison of four initialization methods for the 
K-means algorithm [J]. Parrern Recognition Letters, 
1999, 20: 1027–1040.

Shaojie Zhuo Terence Sim. Defocus Map Estimation 
from a Single Image [J]. Preprint submitted to Pattern 
Recognition, 2011, 44(9): 1852–1858.

Xiangda Sun 1, Junping Du 1, Qingping Li, 1. et  al.
Improved Energy Contrast Image Fusion based on 
Nonsubsampled Contourlet Transform [C]. Industrial 
Electronics and Applications (ICIEA), 8th, 2013.

Yang Ning Ou, Ning Zou, Tong Zhang. et.al. Multi-
focus Image Fusion Based on NSST and Focused 
Area Detection, [J]. Computer Application, 2015, 
35(2): 490–494.

Yong Yang, Song Tong, Shuying Huang. et.al. Multifo-
cus Image Fsuion Based on NSCT and Focused Area 
Detection [J]. IEEE Sensors Fournal, 2015, 15(5): 
2824–2838.

ICCAE16_Vol 02.indb   1487ICCAE16_Vol 02.indb   1487 3/27/2017   10:58:17 AM3/27/2017   10:58:17 AM



http://www.taylorandfrancis.com


1489

Civil, Architecture and Environmental Engineering – Kao & Sung (Eds)
© 2017 Taylor & Francis Group, ISBN 978-1-138-02985-9

A new and effective image retrieval method based on representative 
regions

Dalong Shan, Fanjie Meng, Ruixia Shi, Yanlong Wang & Pingping Zeng
Institute of Intelligent Control and Image Engineering, Xdian University, Xi’an, China

ABSTRACT: In this paper, we propose a new image retrieval system based on representative regions. 
First, image is segmented to several categories using K-means and Affinity Propagation (AP) clustering 
methods, and the largest region of every category is found as the representative region. Then, color and 
texture features of the representative regions are obtained through the HSV color histogram and Local 
Binary Pattern (LBP). Representative Region Matching (RRM) algorithm is used for calculating the dis-
tance between the query image and database images combining color, texture features with location, and 
area weight. Experimental results show that the proposed method is more prominent than retrieval using 
some of the existing methods.

the similarity of regions is ignored and the similar 
regions are matched repeatedly, which result in 
the interference to the weights of other regions. 
In individual region matching system, there are 
mainly two methods to obtain regions: artificial 
selection and salience method. The former causes 
the neglect of background and low-level salient 
regions in the image, whereas the latter can bring 
huge workload for the user.

To solve these problems, this paper proposes 
an image retrieval method based on representa-
tive regions. Image is segmented into independent 
regions by using K-means and Affinity Propaga-
tion (AP) (Frey, 2007) clustering segmentation 
methods. The largest region of every object is 
recorded as the representative region participating 

1 INTRODUCTION

With the development of computer technology 
and network, information disseminating through 
digital images is becoming more and more general. 
To find the target images from the big date, the 
Content-Based Image Retrieval (CBIR) (Flickner, 
1995; Stricker, 1995) technology attracts extensive 
attention. However, it is also faced with some prob-
lems, especially “the semantic gap” (Chen, 2005), 
which refers to the gap between the low-level vis-
ual feature and human semantic interpretation of 
an image. Region-Based Image Retrieval (RBIR) 
technology is the most common method, which 
can solve this problem by segmenting image into 
regions and choosing one or multiple regions to 
participate in the matching; the way of matching 
mainly includes individual region matching and 
integrate region matching. Li et al. (2001) from 
Stanford University proposed the SIMPLIcity 
system, which extracts color, texture, shape, and 
location characteristics of all regions in the image. 
The Integrated Region Matching (IRM) algo-
rithm is used to allow one region matching with 
many regions belonging to another image, so the 
influence on the retrieving result due to image 
segmentation error is reduced; in other words, the 
robustness of the system is improved. Yuber et al. 
(Li, 2001) proposed an RBIR system, in which a 
binary coding method is used to accelerate the run-
ning of system by coding regions of images in the 
database, and to reduce the influence of irrelevant 
regions, the user can select regions from the query 
image that represent their interest. In the inte-
grate region matching system such as SIMPLIcity, 
regions are assigned different weights. However, Figure 1. Algorithm of the proposed method.
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in matching to ensure the integrity and avoid 
repetition of matching. Then, the color and texture 
features of the representative regions are obtained 
through the HSV color histogram and Local 
Binary Pattern (LBP), respectively. Representative 
Region Matching (RRM) algorithm is used for cal-
culating the image distance between query image 
and database images combined with color, texture 
features, location, and area weight. Experimental 
results show that the proposed method provides 
better retrieving result than retrieval using some of 
the existing methods. The outline of the proposed 
framework is illustrated in Fig. 1.

2 PROPOSED METHOD

A formal description of the proposed retrieval 
framework based on representative regions is given 
in this section.

2.1 Extraction of representative regions

In order to find blocks representing different sub-
stance in an image precisely, K-means and AP 
clustering segmentation methods are used. In 
K-means algorithm, n objects are divided into K 
clusters and classified depending on the similar-
ity of data. The number of clusters (K) need to be 
set in advance in K-means; however, the number 
of objects in different image are not equal, so set-
ting a confirmed value K is inaccurate. K-means 
is combined with AP algorithm in our method to 
identify the number of clusters automatically. The 
strategy we adopt is over clustering and clustering 
again; categories of objects are usually less than 10 
in an image, and accordingly, images are operated 
by the K-means clustering, where K is set to 10, 
and then, the results are operated by AP clustering 
in order to merge the similarity regions to the same 
category. The reason for not adapting AP along is 
that the algorithm is complex and time-consuming 
facing a big database.

The largest region of every category is found 
as the representative region used for matching 
with assigned different weights. Our method can 
describe image feature more accurately than the 
methods focusing on salient region detection and 
those based on fixed block.

2.2 Feature extraction

We calculate the color features represented regions 
using HSV histogram statistics, and H, S, and V 
color channels are divided into 18, 3, and 3 sections, 
respectively. The LBP method is used to calculate 
the texture features of regions and then distribute 
the LBP results into 24 sections and normalized:
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where c, t are color and textual features, respec-
tively; N(h, s, v) represents the number of pixels 
whose value is h, s, v in H, S, V channel, respec-
tively; Ntotal means the number of pixels in the area; 
N(lbp) indicates the pixels number when the LBP 
value is lbp in regions; gc is the average pixel value 
of 3 × 3 block, and gr is the value of pixel r.

2.3 Representative region matching

IRM algorithm is used to allow one region matching 
with many regions of another image, so the influence 
to the retrieving results due to image segmentation 
error is reduced. However, the similarities of regions 
are ignored, and similar regions were matched 
repeatedly, which result in the interference of weight 

Figure  2. (a) Original image, (b1–b3) regions par-
ticipated in matching in Krishnamurthy (2015), (c1–c5) 
regions participated in matching in Rashno (2015), 
(d1–d3) regions participated in matching in the proposed 
method.

Figure 3. Five images and their segmentation results of 
K-means combined with AP clustering method.
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of other regions; At the same time, regions weight 
is assigned just by its area in IRM algorithm, which 
cannot represent the interest of regions precisely. 
Therefore, RRM algorithm with combined area and 
location weight is proposed to calculate the distance 
between images precisely.

For computing the color and texture features 
and the distance between representative regions in 
I1 and I2, we choose the region bj in I2 with the mini-
mum distance between ai in I1 as the matched region 
of ai. The distance between ai and bj is defined as:

d tijD i jc i jc jcd(ci(c ) (d+ , )t jt  (5)

where i and j are the ordinals of representative 
regions in I1 and I2 ; ci , cj , ti , and tj are, respectively, 
the color and texture feature vectors of region ai 
and bj. The distance between I1 and I2 is defined as:

D D i
j

n

i

m

ijDD
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=
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j
i ( ) (W∗ )
1
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where W is the weight vector of representative 
regions in query image:

W f n sqrt
i r
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where m and n are the numbers of representative 
regions in images I1 and I2; Ni, Ntotal respectively, 
are the number of pixels in representative region 
i and the total image; nx, ny represent the coordi-
nates of pixel n in i; row and col denote the length 
and breadth of image. The weight of representa-
tive regions vary directly as the area of regions 
and inversely as the average distance between pix-
els in regions and the center of the image, that is, 
the region closer to the center of image and with a 
larger area will have a high weight.

3 EXPERIMENTAL RESULTS

The algorithm has been implemented using 
MATLAB-2014a in Windows 7 and run on CPU 
3.20GHz PC. The database used in our experi-
ments is Wang database, which has 1000 images 
and categorized into 10 categories (African, beach, 
building, buses, dinosaurs, elephants, roses, horses, 
mountains, and food). In order to indicate the 
validity of our method, precision rate is used to 
evaluate the result, and is defined as:

P n Kk /  (9)

where K is the number of retrieved images and nk 
is the number of relevant images in the retrieved 

images. The average precision of the images 
belonging to the category q is given by:

P P
q

q=
∑

1

10

10/  (10)

In the proposed algorithm, multiple regions with 
different weights participating in matching not only 
ensure the integrity of image features, but also avoid 
repeated matching. As shown in Fig. 4, no matter 
images with complex scenes like beach and build-
ing which do not have an obvious salient region or 
the images have clear objects, such as flowers and 
horses, both show excellent retrieval performance. 
Table  1 shows a comparison of our method and 
others, from which we can find that our method 
is better with six types of images: bus, dinosaur, 
elephant, flower horse, and food. However, our 
method does not have prominent performance when 
dealing with images that have complex background 

Figure 4. Some image retrieving results.
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such as Africa, beach, and mountain; this indicates 
that our method is suitable for the images that have 
obvious salient regions. Generally speaking, the 
average retrieval precision of 75.13% is more promi-
nent than the other method mentioned.

The comparison of average precision obtained 
by the proposed system with other retrieval systems 
when K is 20, 40, 60, 80, and 100 is shown in Fig. 5. 
We can observe that the average precision of our 
method is not highest when K = 100. These results 
clearly show that the performance of the proposed 
method is better than that of the other methods.

4 CONCLUSIONS

We propose a new image retrieval system based 
on representative regions. First, the image is seg-
mented into several categories using K-means 
and AP clustering methods. The largest region 
of every category is found as the representative 
region. RRM algorithm is used for calculating 
the distance between query and database images 
combining color, texture features with location, 
and area weight. Experimental results show that 

the proposed method is more prominent than the 
existing methods. The aim of our next work is to 
further improve the accuracy of segmentation and 
make the method to have better applicability in the 
images with complex background.
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Table 1. Precision of the retrieval by different methods 
when K = 20.

Category

CTD
CIRS 
(2011)

Vimina 
(2013)

Rashno 
(2015)

Lin 
(2009)

Proposed 
method

African 56.20 71.52 44.80 68.30 62.00
Beach 53.60 43.60 47.20 54.00 52.50
Building 61.00 53.55 53.40 56.20 60.00
Buses 89.30 85.30 73.40 88.80 90.50
Dinosaurs 98.40 99.55 99.80 99.30 99.80
Elephants 57.80 59.10 56.80 65.80 75.00
Roses 89.90 90.95 87.50 89.10 94.50
Horses 78.00 92.40 70.70 80.30 94.50
Mountains 51.20 38.35 39.30 52.20 47.50
Food 69.40 72.40 61.00 73.30 75.00
Average 

precision
53.24 70.67 63.39 72.70 75.13

Figure 5. Average precision of different methods.
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Semantic similarity research on case retrieval based on ontology

Yiling Liu, Hong Duan & Lei Luo
College of Information System and Management, National University of Defence Technology, Changsha, Hunan, 
China

ABSTRACT: Case retrieval is an important link in Case-Based Reasoning (CBR). In this paper, we 
choose ontology as a tool to describe cases and construct case library. On this basis, we analyze the features 
and retrieval requirements to choose appropriate similarity measurement and design the case retrieval 
algorithm. We proposed a new similarity measurement called Matched Genealogy Measure (MGM), 
considering not only elements separately but also cases as a whole. Then, we took combat simulation as 
an example to illustrate the ontology-based algorithm and designed experiments to evaluate it by compar-
ing with some existing measurements. Furthermore, we performed user studies to obtain the ideal retrieval 
results and compared the retrieval results of different algorithms using Window Distance with the ideal 
results. The results suggest that MGM could perform better in matching human intuition and obtain rea-
sonable retrieval results. Finally, we adjusted the two coefficients in MGM and demonstrated that MGM 
could meet different preferences of users.

collections as a whole. In fact, when we consider 
two similar cases, they are apparently not only 
similar in concepts, but also their construct or scale 
will have something in common. The MGM will 
present these features and try to perform better on 
meeting human intuition.

Taking combat simulation as an example to illus-
trate the ontology-based algorithm, we describe 
some combat simulation cases based on ontology 
and design experiments on the case library. We 
conducted user studies to get an ideal list of cases 
ordered by their similarity compared with a given 
case. Different algorithms will get different orders 
of these cases and compare these lists to know how 
well these algorithms meet human intuition.

The remainder of this paper is organized as 
follows: Section  2  introduces some related work 
on similarity measurements. Section  3 describes 
the case retrieval algorithm based on ontology. 
Sections 4 and 5 present the experiments on com-
bat simulation cases and results. Section  6 pro-
vides some conclusion and proposes some further 
research issues.

2 RELATED WORK

In particular, case retrieval refers to calculating 
similarity between cases on which to base the 
choice of some similar cases to the current one 
from library, according to a certain similarity 
measurement. There are several studies on concept 
or case similarity.

1 INTRODUCTION

Case-Based Reasoning (CBR) is one of the three 
reasoning methods, together with Rule-Based 
Reasoning and Model-Based Reasoning. The 
main idea of CBR is to take advantage of histori-
cal experiences to solve new problems. Thus, we 
could know the importance of case retrieval by 
determining which cases are similar to the new 
one and could help to solve the problem. Most 
of the cases are recorded in natural text, and the 
traditional retrieval algorithms would match them 
by keywords. However, the keyword-based match-
ing could result in more outlying information. 
Thus, more and more studies focus on knowledge 
expressing and semantic retrieval.

Ontology (Gruber, 1993; Asuncion, 1999; Xie, 
2009) is a specification of a conceptualization, and 
it is very important for knowledge expressing and 
organizing, which facilitates essential semantic 
knowledge describing and understanding in com-
puters. The recently studied ontology modeling 
makes use of these features to organize knowledge 
and takes some effects; for example, Gruninger 
(Gruninger, 1995) put forward a method to design 
and describe ontology and constructed a frame to 
evaluating the completeness of ontology.

In this paper, we proposed a new similarity 
measurement called Matched Genealogy Measure 
(MGM), which is based on the chosen Genealogy 
Measure and affected by matching ratio. The GM 
method described semantic similarity between 
concepts, but it is short of presenting cases or 
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Bernstein A proposed “ontology distance” 
(Bernstein, 2005) to describe the shortest path 
with a common ancestor node of two objects or 
the shortest common path linking two objects with 
a common descendant node. It can be predicted 
that the similarity will be higher at a smaller dis-
tance. The ontology distance considered both the 
distance between two concepts in the tree and the 
information described by the depth of concepts in 
the tree. It fits more to measure semantic similarity 
of concepts in the same ontology, but is difficult to 
measure similarity between objects or collections.

Al-Mubaid and Nguyen (Al-Mubaid, 2006) 
combined path length and common trait to get 
concept similarity, where path length is the length 
of the shortest path between two concepts, and 
common trait depends on the depth of the Least 
Common Subsumer of two concepts.

Traditionally, objects are considered as collec-
tions of concepts when calculating similarity, for 
example, Dice’s similarity formula (Ganesan, 2003):

simii YDice ( ,X ) | |X Y
| |X | |Y

= × | X2

Some other methods also abstract concepts or 
elements into dimension in vector space, while 
objects as vectors, which is the most widely used 
model for information retrieval (Salton, 1983). An 
apparent benefit of this model is that the weight 
of different elements could be adjusted. In vec-
tor space model, similarity between two objects is 
normally measured by the cosine value of the two 
corresponding vectors. Another method measures 
the similarity by Pearson’s correlation coefficient, 
which is commonly used in consensus filter, such 
as GroupLens’ research (Resnick, 1994).

Ganesan P (Xie, 2009) improved the vector space 
model by redefining dot product of leaves with the 
depth of the Least Common Ancestor, calling it as 
Generalized Co-sine-Similarity Measure (GCSM). 
However, considering that objects could be quite 
different from each other, the vectors could be so 
sparse that the data redundancy is serious. Another 
algorithm proposed by Ganesan P is Genealogy 
Measure, which introduced hierarchical domain 
structure and measured similarity with the depth 
of the Least Common Ancestor. The authors 
also put forward some improvements for multiple 
occurrences. The four algorithms in Ganesan’s the-
sis fit different situations: GCSM does well in long 
query, especially when containing some similar key 
words; OGM focuses more on similarity of objects 
while ignore differences; choice between BGM 
and RGM depends on whether the user focuses 
on coverage or distribution of elements. Besides, 
RGM could balance the coverage and distribution 
of elements by adjusting parameters.

3 CASE RETRIEVAL ALGORITHM BASED 
ON ONTOLOGY

3.1 Genealogy measure for similarity

Ontology is actually a specification of conceptuali-
zation, which could be shown by many methods. 
Assume that ontology O could be depicted by a 
concept tree U, which has a prior weighting func-
tion W for its leaves. Then, the cases could be 
expressed as a collection of leaves of the concept 
tree. For given leaves l1 and l2, we can define the 
Lowest Common Ancestor (LCA) as the deepest 
ancestor node of l1 and l2, notated as LCA(l1, l2). 
In general, the Genealogy Measure is based on the 
depth of LCA.

Consider two objects C1 and C2, defining intro-
duced trees as T1 and T2. Define LCA lCC T TAA

1 2T TT T 1( )l1ll  for 
every leaf l1 in T1, expressing the deepest ances-
tor of l1 appeared in T2. Then, we determine the 
similarity of the two objects following Balanced 
Genealogy Measure (BGM):

1. Find a matching in T2 for every leaf l1i in T1, 
denoted as l2i; enlarge the match_count value 
for l2i, which records how many times l2i matched 
leaves in T1.

2. Define:

 
optleafsim lii

depth L l
depth lT T i

T i

i
1 2T TT T

1 2T TT
1

1ll

1

( )l i1ll
( (LCAT TAA

2T TT T ))
( )l i1ll

=

 then we have:

leafsiff m lii tl f i liT T i
match c l i

1 2T TT T 1 2T
2ll

Toptleafsimii T1TT TT
1

i T2T 1TT1i Tp f
1TT

_ (count )( )l1ll i1i )il )l= ×optleafsimioptleafsimioptleafsimii )l i1lll −βmm

3. Similarity between C1 and C2 is defined as the 
weighted average for leafsim values of all the 
leaves in T1:

simii C
leafsiff m lii W l

W l
T T i il C

il C

i

i

( ,C )
( )l )l i

( )l i
1 2CC,CC

1 Wi W)ll i lll

1ll
1 2T TT T,

1 1l Cl Ci

1 1l Cl Ci

=
×

×
∑

∑

3.3 Matched genealogy measure

Intuitively, two main factors affect similarity 
among objects:

1. How many elements could be matched in 
another object, called overlap ratio;

2. To what extent are the elements matched to 
each other, called element similarity.

BGM focused more on element similarity, 
but ignored the overlap ratio. Define a match 
collection:

match l LCA lC l L lT Thh
1 2T TT T 1 2

LCACC 1ll2T2ll2T 11 2 2 1 2 TTT( )l1ll1 { |l C2l 2CC2 2 ,l1ll1 (LCALCAT TAA
2T TT TTTT )}= {lll
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which includes all the elements in C2 that could 
be matched with the elements in C1 following the 
rule LCA lCC l L lT( ,l ) (LCAT TAA ).1 2ll,ll 1ll1 2T TTT TT T,  To understand intui-
tively, match lT Thh

1 2T TT T 1( )l1ll  is a collection of all the similar 
elements of l1 in C2. By denoting | ( ) |l(T1 2,T TT , 1ll  as 
the number of elements in match lT Thh

1 2T TT T 1( )l1ll ,  we define 
matching ratio for l1 as:

ξ1ξξ 1

2

1 2=
(

2
| ( ) |

| |2

l1(

2

2T11 2

Then, ξ1 is the element’s percentage in C2 that 
could match l1. As for a whole introduced tree, we 
define collection match TThh

1TT 2( )T2TT  similarly to include 
all the elements in C2 that could match any ele-
ments in C1, and the matching ratio for T1 and T2 
is given by:

ξT Tξξ Th T
1 2T TT T

1TT 2TT

2

| (TmatchTT1TT ) |
| |C2CC

=

In a weighted model, we have:

ξA Bξ
ll match

ll C

Wl

Wl

illi Tl ml atchh

jl
jl

,
( )T

=
∑

∑
1TT 2TT

2CC

where WlWW
il

 is the weight value of the correspond-
ing leaf.

Apparently, matching ratio is a real number less 
than 1, which presents overlap ratio of two collec-
tions or cases.

The matching ratio and similarity calculated 
by BGM present the two aspects of similarity 
between cases. Thus, we define a new similarity 
measurement called Matched Genealogy Measure 
(MGM), which integrates both the factors:

simii B A B bMGM BB GM A B(AA ) (a simi Ba simii GM , )B ,aa ×b ξA

where a and b present the importance of BGM 
similarity and the matching ratio when consid-
ering the similarity between two cases. In other 
words, the coefficients describe which of the two 
factors do the case library or user emphasize, 
element similarity or overlap ratio. They are prior 
knowledge of the retrieved library or field, and 
could be assigned by experts or users.

4 EXPERIMENTS

4.1 Describe combat simulation cases

A combat simulation case mainly contains three 
parts: combat entities, combat scenarios, and 
simulation resources. Thus, the ontology is also 

constituted by three parts: entity ontology, mission 
ontology, and simulation ontology. The logistic 
structure of combat simulation case ontology is 
shown in Figure 1.

These concepts include more specific aspects, 
and are finally developed into a concept tree of 
ontology. Case retrieval based mainly on scenario 
tables (Kolonder, 1993), which describe entities, 
missions, and other elements related to the tasks 
in a combat simulation, regulated mainly by entity 
ontology and mission ontology. Figure  2  gives 
part of scenario table, including some specific 
attributes of a combat simulation case, hinting 
the relationships between the attributes and the 
three ontologies. Contents regulated by simulation 
ontology, however, are usually stored in resource 
tables as solutions and results of cases, such as 
data tables of simulation experiments and experi-
ment scheme tables. For example, we have a case 
described as (A_obj, battle, F117A,…), where all 
the elements are actually leaves of the concept tree, 
referring to a simulation of a battle aimed at A_obj 
with F117A being the main platform.

4.2 Evaluation algorithm

The most direct way to evaluate a retrieval algo-
rithm is testing to what extent the algorithm meets 
user’ requirements. It is not reasonable to expect 
users to come up with absolute similarity scores 
between cases. Instead, we conducted user studies, 
asking them to rank cases according to their simi-
larity to a given case.

Figure 1. Logistic structure of case ontology.

Figure 2. Part of scenario tables.
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We described 16 cases based on some typical 
battles or combat simulations in history as the case 
library. We asked some “users” to sort the cases by 
similarity with a given case (case X), and get an 
“ideal order” (L) of the 16 cases on the basis of 
statistic results.

Assume that we can rank a list of all cases in 
the designed library with a given retrieval algo-
rithm M, denoting the rank as L(M). If  rankM(A) 
is the ranking value of case A in rank L(M), then 
we express the Window Distance (Ganesan, 2003) 
between rankM(A) and the ideal list (L) as:

WindowDist
L

KL M I K
i I

I K

M
, ,M , ( )X

| (rank
M

[ ]i ) |i
=

+ −K∑ 1

where L is the ideal list of the given cases, I is the 
start position, and K is the size of the window.

Intuitively, the Window Distance gives a quanti-
tative description of differences between the list to 
be evaluated and the ideal list. For example, case 
A is listed at the third position in the testing list 
while at the first position in the ideal one; then, it 
will contribute 2 to the Window Distance of the 
testing list.

5 RESULTS

5.1 Results of user study

We choose 100 people to participate in our user 
study and get “ideal list” from the statistic results. 
For example, the statistic results of the first place 
in the list are given in Table 1; we regard Case 2 as 
the most similar one to X.

5.2 Evaluation results

We compared our modified algorithm (MGM) 
with the original algorithms: OGM, BGM, and 
RGM. Considering the volume of library, we set 
the size of window as K = 5

As we claimed before, the two coefficients 
of MGM could be adjusted to meet different 
preferences of users. First, we set a = b = 0.5. 
Figure 3 shows the Window Distance of different 
algorithms as a function of window position. We 
can conclude that the Window Distance of MGM 
is generally smaller than others’, which suggests 
that it matched human intuition better, especially 
in the first few ones. In other words, the retrieval 

results of MGM match users’ intuition better, 
especially for the most similar ones.

It also shows that the first three or five distances 
of all the algorithms are acceptable but will get larger 
as the position moves on. That means, these meas-
urements could describe similarity well when the 
cases actually share something in common under 
the given conditions, but the original algorithms 
have no idea to differ the “not-that-similar” aspects. 
Thus, the performance gets worse as the window 
position moves to the end. Table 4 shows that cases 
in the first seven collections are substantially the 
same in the list of MGM, but the GMs have some 
disagreements about case 13, which also proved that 
results of MGM match human tuition better.

5.3 Adjusting for different users’ preference

When a = b = 0.5 in MGM, we get a relatively good 
result, as we showed before. It is important to note 
that a certain group of coefficients could not fit all case 
libraries or users. The users could also adjust the coef-
ficients to meet different requirements. For instance, 
some users might focus only on the first few cases of 
the list, while others might concern on the whole list.

If  the users focus more on the first few cases 
of the list, we expect that the first three window 
distances could be as smaller as possible. We find 
that when a = 0.61 and b = 0.39, we could meet the 
expectation, and the results are shown in Figure 4 
and Table 3.

If  users want the algorithm to exhibit a better 
performance over the whole library, which means 
that we expect the average distance of the whole 

Table 1. Example of user studies results.

Case number  1  2 5 7 8 10
Proportion (%) 12 76 3 6 2  1

Table 2. First seven cases of result list.

Ideal 
list

OGM 
list

BGM 
list

RGM 
list

MGM 
list

 2  2  1  2  2
 1  1  2  1  1
12 16 16 12 12
15 15 15 16 16
 9 12 12 15 15
16 13 13  3  9
13  5  6 13 13

Figure 3. Window distance of different algorithms.
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list, we have a = 0.65 and b = 0.35 to meet the 
requirement, and the results are given in Figure 5 
and Table 4.

Briefly, different users could determine different 
values and get different results. However, we sug-
gest a = b = 0.5 as a balance if  users have no idea 
about them.

6 CONCLUSIONS AND FUTURE WORKS

Case retrieval is an important link for Case-Based 
Reasoning, and semantic retrieval is popular in 
recent researches for case retrieval.

The main contribution of this paper is proposal 
of a new semantic similarity measurement between 
cases based on ontology, called the Matched Gene-
alogy Measurement (MGM), which is proved to 
perform well in matching human intuition. We 
took combat simulation as an example to illustrate 
ontology-based algorithm and described some typi-
cal combat simulation cases with the method as case 
library. The conclusion is supported by a user study 
and analysis of Window Distance. MGM could 
also meet different users’ requirements by adjusting 
coefficients. It is actually a general measurement 

of semantic similarity, and could be used widely in 
information retrieval and recommendation systems.

Further research will focus on the semantic infor-
mation presented by relations of different level of 
the ontology. A possible direction may be construct-
ing a concept tree with weighted edges. The depth 
of LCA could develop to the distance from the root.

We also need to pay some attention to the influ-
ence of the volume of cases. Considering that the 
Genealogy Measures are essentially average value 
of leaves’ similarity, the similar or different fea-
tures might be submerged by a large number of 
elements. It may be solved by assigning signifi-
cant elements. However, it is difficult to say which 
elements are more important than others, and it 
might change with different user of application.
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Figure 5. Window distances when a = 0.61, b = 0.39.
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Vibration energy acquisition and storage management system 
based on MSMA

Qingxin Zhang, Kai Lin & Jikun Yang
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ABSTRACT: Load identification is a major concept in the field of smart homes and smart grids. 
Nonintrusive Load Monitoring (NILM) method is applied to solve this problem, which is performed by 
analyzing the total current and voltage signal of the main distribution board to estimate the energy con-
sumption of individual appliance and turning on/off  or other operation. In this paper, we used the theory 
of NILM to identify household electric load. By analyzing the total current signal, extracting related 
features, and using Genetic Algorithm (GA) and Support Vector Machine (SVM), we identify different 
electric loads. We also use the BLUED data set (Anderson et al. 2012) as the experimental data set. Finally, 
rationality and effectiveness of the proposed method was verified by MATLAB simulation.

company of Finland (Zhang, 2015; John, 2000). 
The principle of vibration energy acquisition in a 
device is shown in Figure 1.

When MSMA is subjected to external stress, its 
magnetization will change such that the magnetic 
flux of the induction coil changes. According to 
Faraday’s law of electromagnetic induction, the 
magnetic induction intensity will change too. The 
experiment indicates that the instantaneous value 
of induction voltage can reach 46 V (Wen, 2012; 
Zhang, 2016).

As shown in Figure 1, when a mechanical vibra-
tion force is applied to the stretching rod, the mate-
rial would be deformed by the force. According to 
the Villari effect (when MSMA is affected by an 
external force, such as vibration), the coefficient of 
magnetic conductivity will be proportional to the 
deformation of material. Under a bias magnetic 
field, magnetization will also be changed with the 
stretch and compression of the MSMA material, 
and the maximum change range could be up to 0.7T. 
If the magnetic flux through the internal material 

1 INTRODUCTION

MSMA is a new kind of intelligent material. 
Studies have shown that the Martensitic transfor-
mation appears when exogenous magnetic field 
and stress was applied to the MSMA. In theory, 
it can produce 10% linear deformation rate and 
18% bent deformation rate (Aljanaideh, 2013). 
Magnetic control shape memory characteristics 
can be reused. On the one hand, under the action 
of external magnetic field deformation, it can pro-
duce the output force. On the other hand, its vibra-
tion under the excitation of the magnetic properties 
changes and then produces larger electromagnetic 
signal changes. Studies have also shown that the 
excellent performance of MSMA is particularly 
applicable to the collection of micro energy. Thus, 
MASA has a broad prospect for development 
(Zhang, 2013; Zhang, 2015).

The author analyzes the MSMA principle of 
vibration energy harvesting and establishes the 
equivalent circuit model of vibration energy har-
vesting of MSMA. In order to collect and store the 
weak AC voltage, the author designed the MSMA 
vibration energy acquisition power management 
circuit.

2 MSMA ENERGY HARVESTING DEVICE

2.1 Principle of MSMA energy harvesting device

MSMA is a new kind of intelligent material, which 
is used in the field of vibration energy acquisition. 
In this paper, we use the MSMA material of frame 
size 5 × 5 × 20 mm purchased from the AdaptaMat 

Figure  1. MSMA energy harvesting device working 
principle diagram.
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permeability changes, the constant magnetic field 
forces around the MSMA will change. Meanwhile, 
the magnetic flux through the coil will change too. 
The induction voltages could be obtained as follows:

V B
t

NS= − ∂
∂

 (1)

where V is the induction voltage in the coil (V); B 
denotes the magnetic induction intensity caused by 
the change of the magnetic intensity in the mate-
rial (T); B = μ0(H + M), where H is the imposed 
magnetic field (A/m); M is the magnetization of 
the material (A/m); μ0 is the permeability of vac-
uum (H/m); N is coil turns (turns); and S is the 
cross-sectional area of the coil (m2).

2.2 Circuit model of MSMA vibration energy 
collector equivalent

In this section, we establish an equivalent model 
to calculate the corresponding induced voltage. 
The equivalent circuit and magnetic circuit of the 
vibration energy acquisition system are shown in 
Figure 2 while ignoring the eddy effects, saturation 
effect, and hysteresis effect.

Φ Φ
c

mPM PΦ M

mPM mc
mG MSMA mS

mG MSMA mS

Rmm

R RmPm M
Rmm

R RmGm Rmm

=
+mcRmm +MSMARMM

( )mG MSMAR RmGm MM
 (2)

where ΦPM is produced by a constant permanent 
magnet flux; RmpM represents bias air gap reluc-
tance; Rmc is the core reluctance; Rms is the mag-
netic reluctance through the material leakage; RmG 
is the air gap reluctance between the MSMA mate-
rial and iron core; and RMSMA is the reluctance of 
MSMA material. The shape of the MSMA mate-
rial changes with the air gap and material width. 
Therefore, RmG and RMSMA depend on the defor-
mation state of the MSMA material. In addition, 
RMSMA also depends on the internal magnetic field 
(HMSMA, BMSMA) of the MSMA material. By calcu-
lating following equality, we can get the magnetic 
flux of the coil:

When the external vibration causes the defor-
mation of the MSMA, the magnetic flux of the 
coil is changed, and the corresponding induction 
voltage can be obtained as:

u N d
dt

N
l

d
d

Ve
c

MSMAl
c=N cΦ ΦN dc

ε
 (3)

where lMSMA is the length of the material and V 
is the speed of change of the shape of MSMA 
materials. From (3), we know that the induced 
voltage is influenced by the geometry of drives and 
material parameters as well as the speed of MSMA 
material.

3 POWER MANAGEMENT SYSTEM 
BASED ON MSMA

The author proposes a case of MSMA vibration 
energy-based power management system to col-
lect and store the MSMA vibration energy output 
voltage AC. It is composed of six parts: AC/DC 
rectifier circuit, the voltage-control circuit, super-
capacitor circuits, DC/DC converters based on 
LTC3526L boost regulator circuit, a temporary 
storage circuit, and lithium-ion battery charg-
ing circuit based on MAX1811. The schematic is 
shown in Figure 3.

When the force disappears, the charge generated 
by the MSMA vibration energy collector disap-
pears immediately. Therefore, we need an exter-
nal capacitor to storage the charges. As shown in 
Figure 3, the collective electric from MSMA vibra-
tion energy collection device is stored in the super-
capacitor after passing the rectifier circuit. When 
the control module to monitor the voltage of the 
supercapacitor meets the set value, turn on the DC/
DC chip LTC boost voltage regulator circuit. Then, 
the stable supplying DC voltage will be stored in a 
supercapacitor. When the voltage of the capacitor 
reaches the requirement of the input voltage of the 

Figure 2. MSMA collector–magnetic equivalent circuit 
diagram.

Figure  3. MSMA vibration energy harvesting power 
management.
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MAX1811 charging control terminal, the charging 
circuit begins to work for the lithium battery, and 
the power management of the energy is realized.

3.1 Supercapacitor storage

In micro-vibration energy harvesting systems, 
supercapacitor is regarded as energy storage 
components. The output of the system would 
be instantaneous pulse DC. The supercapacitor 
will discharge rapidly when the capacitor voltage 
reaches the discharge level; however, the discharge 
process is difficult to control. Therefore, it is dif-
ficult to adopt supercapacitor direct power to sup-
ply the electrical equipment directly. In this paper, 
the supercapacitor is used as a temporary energy 
storage element. 0.01f supercapacitor is generally 
used as a temporary storage element, and the cir-
cuit is shown in Figure 4.

3.2 LTC3256L chip introduction

LTC3526L is a kind of DC/DC converter with 
synchronous output disconnection function and 
fixed frequency. The chip uses a startup voltage of 
0.68V, and once it starts, it will operate at voltages 
as low as 0.5V. In the intermittent operation mode, 
LTC3526L implements burst mode operation under 
light load conditions so as to exhibit high efficiency 
under a wide load range. Antiringing control circuit 
can reduce EMI (Electro Magnetic Interference) 
by damping the sensor of the intermittent mode of 
operation. Figure 5 is the peripheral circuit.

3.3 Simulation analysis based on MSMA energy 
management circuit

The author used LTspice IV software for simulation 
analysis to verify the stability of the circuit module 
design. The circuit schematic diagram is shown in 
Figure 6.

We could obtain different input voltages in 
different vibration conditions. In order to analyze 
the stability of the simulating circuit, we observe 
the effects of different amplitude and frequency 
on the output response. In this paper, we adopt 
the method of inputting analog value, observing 
the output state of the simulating circuit by input-
ting different sine waves. First, keeping frequency 
of the stress constant f  =  12.5  Hz and changing 
the size of the amplitude, the results change with 
output-induced voltage in Figure  7. The greater 
the external force, the shorter time required for the 
output voltage to reach a stable state. Simulation 
results show that the circuit can output stable out-
put DC voltage in different stress amplitudes.

Second, we tried to control the amplitude of 
stress always being 4.5N. By changing the fre-
quency of stress, we observed the effects of dif-
ferent frequency to output response. With the 
increase of the frequency of the external force, 
the output voltage gradually reaches steady state 
at shorter times. Simulation results show that the 

Figure 4. Supercapacitor storage emulation.

Figure 5. LTC3526L peripheral circuit diagram.

Figure 6. MSMA energy management circuit schematic 
diagram.

Figure  7. Circuit output simulation diagram under 
different input stress amplitudes.
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circuit can output stable output DC voltage in dif-
ferent stress frequencies.

Different vibration conditions produce differ-
ent voltages. Regardless of the amplitude or fre-
quency of change, the results show that the design 
management circuit can output a stable 3.3V DC 
voltage.

3.4 Energy storage management module

MAX1811 is a high-performance charging man-
agement chip produced in the United States. The 
input voltage is 4.35–6.5V; the maximum charg-
ing voltage is 4.1 or 4.2V; the maximum voltage of 
error range is 0.5%; and the charging current can 
be controlled with 100 or 500 mA. It has a built-in 
temperature control circuit and a battery voltage 
detector. There is no necessity to be controlled by 
a microprocessor with low power consumption. 
MAX1811 pin diagram is shown in Figure 9.

The operating voltage of the designed manage-
ment charging chip is 4.35–6.5V. However, when 
the 3.3V circuit acquisition and management is 
lower than 4.35V, the chip cannot work. In order 
to save energy and improve the charging efficiency, 
the acquisition power is stored in supercapacitors 
C1 temporarily. The power management chip can-
not work until the input voltage reaches more than 

4.35V. Meanwhile, the temporary electric energy 
storage in supercapacitors can also supply energy 
to MAX1811. The light-emitted diode VD1 is lit. 
Once the voltage on the super capacitor is less than 
the threshold value of the chip, in order to reduce 
the dissipated energy, MAX1811 will automati-
cally turn off. The output voltage of MAX1811 
will be kept on a constant value as long as the 
voltage exceeds 4.35V, regardless of the fluctuation 
of the voltage of the supercapacitor.

In the test, the storage circuit input voltage is 
a stable DC voltage of 3.3V, and the SELV pin 
of the MAX1811 and SELI pin are set high and 
low, respectively, to make the lithium-ion charging 
current 100 mA and the final charge voltage 4.2V. 
In the charging experiment, a capacity of 250 mAh 
lithium battery-AK052030P is selected. Results 
show that the AK052030P lithium battery is fully 
charged in 2.8 h at a charging current and voltage 
are 100 mA and 4.2V, respectively.

4 CONCLUSION

In this paper, we designed a power management 
system based on MSMA. By utilizing the MSMA 
power management system, the mechanical energy 
in the environment can be transferred into elec-
trical energy. The feasibility and superiority of 
the system are proved by experiment results. The 
advantages of the proposed method are small, 
green, and pollution-free. With the improvement 
of material properties and the progress of micro-
electronics and MEMS techniques, there is every 
reason to believe that integrated energy storage 
device will appear in the future.
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Architecture of the on-chip debug module for a multiprocessor system

Kexin Zhang & Jian Yu
Changzhou College of Information Technology, Changzhou, Jiangsu Province, China

ABSTRACT: This paper proposes an architecture description of the on-chip debug module aiming at 
a multiprocessor system. Some special function registers were used for setting the debugging mode and 
debugging flow control. Through the internal priority register setting, different processors can be set with 
or without different priory level, by which the different debugging structure can be realized. Internal arbi-
tration mechanism handles the competition between different processors and decides the access order for 
different processors. Finally, all these techniques are integrated to make the on-chip debugging operation 
more efficient and flexible.

internal state, and these devices generally use a 
serial debug interface (like JTAG) to communi-
cate between the processor and the host computer 
(Zhang, 2013; Wang, 2011).

By contrast, as Figure 1 shows, this paper first 
presents the basic structure of on-chip debug 
module for single-processor systems, which is com-
posed of three function units. First, the submodule 
of communication is used as an intermediate for 
data transmission between host PC and on-chip 
debug module. Second, the module configuration 
register submodule controls the operation modes 
of the entire on-chip debug module. Third, the 
control unit is responsible for controlling the entire 
debugging flow. The last unit of data register is 
used for temporary data storage.

Through this method, only some SFR (Special 
Function Register) and some control logic realize 
the main debugging functions. The definition of 
such SFRs determines the debugging mode, which 
decides under which conditions the debugging 
function will be triggered.

1 INTRODUCTION

With the development of integration technology, 
more and more electrical systems consist more 
than one highly integrated processor (Benini, 2005; 
Tan, 2012; S, 2014). With such a development, the 
complexity of the whole system and the increasing 
levels of integration result in novel challenges in 
the development of debugging methods.

For system with a single processor, some dedi-
cated circuits would be used to gain access to some 
of the processor internal state, and the information 
will be communicated via serial interface such as 
JTAG (Maier, 2003; Portelagarcía, 2011); then, the 
on-chip debug function is realized.

Currently, on-chip debug method is mainly 
applied for single-processor systems, which cannot 
respond to the development of multiprocessor sys-
tem. This paper proposes a high-performance on-
chip debug architecture, which not only includes 
on-chip debug functions (such as internal or 
external breakpoint and single-stepping) for single 
processor, but also presents some specific features 
for multiprocessor systems. Such architecture has 
been developed to support on-chip debug for mul-
tiprocessor system, and the essential advantage is 
based on such architecture. The multiprocessor 
debug system with a high performance and flex-
ibility would be built and used easily.

2 ON-CHIP DEBUG SUPPORT 
REALIZATION

2.1 Structure of on-chip debug module for single-
processor system

The typical debugging device uses some dedicated 
facilities to gain access to some of the processor’s 

Figure1. On-chip debug module for single-processor 
system.
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2.2 Structure of on-chip debug module for 
multiprocessor system

Moving from single-processor to multiprocessor 
system, one critical problem needed to be solved is 
how to handle the competition of more than one 
processors sending debugging request to the same 
target processor. In this paper, the master-slave 
structure was adopted from the ARM protocol 
(Seys, 2009)

The on-chip arbitration is designed to be used as a 
central multiplexer. On the basis of the internal arbi-
tration mechanism, all the master processors (e.g., 
microprocessors) drive out the debugging, request-
ing singles, and debugging commands, indicating 
that the debugging transfer they wish to perform 
and the on-chip arbiter of slave processor determine 
which request is granted. Figure  2 illustrates the 
structure required to implement the on-chip debug-
ging aiming at multiprocessor system with three 
master processors and one slave processor.

Once the presetting conditions are satisfied, the 
operation of processor is paused and the system 
is moved into debugging mode, and the control of 
the system will be transferred to the on-chip debug 
module. During the debugging mode, the infor-
mation required would be recorded and sent out. 
After the debugging work finished, some external 
stimulus is sent to microprocessors to make it work 
continually from the paused point. The additional 
pins would remain hidden otherwise and be con-
trolled by the software developer.

2.3 Definition of debugging special function 
register

The on-chip debug system constructs the inte-
grated entity that comprises hardware and software 

together. The on-chip debug capability provides 
functions as breakpoint, single stepping, and exter-
nal breaking. Either internal or external breaking is 
treated as a special form of interruption.

When implemented, the on-chip debug logic 
is part of the actual microprocessor silicon, the 
on-chip debug system provides the means to set 
the internal or external breakpoints, checking the 
internal states of the processors, and single step 
through coding the special function registers.

The definition of special function register for on-
chip debug includes the following three main parts:

• Enabling/disabling on-chip debug system;
• On-chip debug mode setting;
• Debugging priority setting.

The format of the command, including all the 
above information that is sent from master proces-
sors, is depicted in Figure 3.

The debugging mode decides which debugging 
function is selected among the internal breakpoint, 
external breakpoint, single stepping, and other 
debugging functions. If  internal breakpoint mode 
is selected, the source between special SFR or par-
ticular address comparing with target value set in 
breakpoint register can be further selected. Finally 
yet importantly, flag of priority level gives a clear 
sign of priority level, and the principle is the prior-
ity level decreases as the number increases, which 
means all zero get the highest priority.

2.4 Archiving of on-chip debug

When coming into debugging mode, the processor 
compares the corresponding signals with certain 
conditions, which were set beforehand. If  the value 
matches one of the targeted values, the processor 
will come into breakpoint debugging mode. This is 
called the function of breakpoint.

The advantage is the breakpoint conditions 
could be set either external or internal. External 
breakpoint is the PC breakpoint, namely it comes 
into debugging mode when PC index reaches 
the given value. In the same way, on-chip debug 
module can also choose internal SFR comparing 
with target value.

Figure 3. Format of debugging command.Figure 2. Structure of on-chip debug for multiprocessor.
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As shown in Figure 4, as the debugging condi-
tion is satisfied, the matched signal will be sent out 
as debug-enabled signals, which indicates the clock 
module to pause the running of the clock, and 
then the entire processor will consequently stay in 
the pause state.

3 PRIORITY SETTING AND 
ARBITRATION

3.1 Arbitration mechanism

The arbitration mechanism is critical for multi-
processor system because the processors may run 
independently. There are inevitably some cases that 
more than one processor send debugging request 
to the same target microprocessor.

In our design, the internal on-chip arbitration 
mechanism is proposed to ensure that only one 
master has access to the target processor at any 
one time.

The main principles of the judgment are as 
follows:

• The internal on-chip arbiter performs the func-
tion of observing the debugging request from 
different master microprocessors and deciding 
which one is the highest priority master.

• Requests with different priorities: the request 
with a higher priority wins the control of the 
target microprocessor, the request with a lower 
priority should wait until the higher priority 
finished.

• On the contrary, if  the request with the same pri-
ority, that is, internal Round-Robin mechanism, 
is applied, then the request would get the equal 
opportunity to get control of the target micro-
processor. If  one request wins, the others should 
wait until the debugging is finished.

The Round-Robin switch selects the request 
from different microprocessors having equal pri-
ority one by one. After the judgment, if  a higher 
priority exists, the other debugging request should 

be forced to keep in the waiting state; if  any request 
having higher priority exists, the cycle repeats.

3.2 Priority setting

Select the system topology as the first step in 
designing a multiprocessor system because the 
performance of multiprocessor system depends 
heavily on the strategy of selecting the structure of 
the multiprocessor system.

Different applications based on the multipro-
cessor system leads to different structure require-
ments; thus, the primary target of our design 
provides a flexible on-chip debug module, which 
would be adjusted according to the multiproces-
sor system architecture. In our design, one agile 
method—different priority setting—was used.

The overview of processing of different priority 
settings is as follows:

• First, all the processors are regarded as equal 
before the priority setting; therefore, from the 
perspective of debugging, now the whole system 
is flat, no master processors or slave processors;

• Then, through the internal priority register 
setting, the processors under debugging can 
be divided into different groups with different 
debugging priorities. Apparently, for proces-
sors with lower priority, the higher one acts as 
master, which control the debugging processing;

• After priority setting, from the perspective of 
debugging, the whole system becomes a hier-
archy now. One issue arises when more than 
one processors with the same priority sending 
debugging requests to the same slave processor. 
In such cases, some arbitration mechanisms are 
needed, as described in the “arbitration” section;

• The number of bits predefined in debugging 
special function register decides how many pos-
sible combinations on priority levels we have in 
our multiprocessor system debugging process. 
For instance, if  three bits were used, then we 
would have eight possible priority levels, that is, 
from 3’b000 to 3’b111.

• With debugging priorities setting, different 
processors can get different or the same prior-
ity level; therefore, the debugging structure can 
be freely adjusted according to the practical 
applications.

4 DEBUGGING OPERATION

4.1 Overview of the debugging operation process

From the perspective of debugging, microproces-
sors in a multiprocessor system can be categorized 
into two types—debugging processor or target 
processor. The debugging processor act as master 

Figure  4. Hardware description of on-chip debug 
module.
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and the target processor acts as slave in the system. 
The protocol is designed to be used with a central 
multiplexor interconnection scheme. Using this 
scheme, all the debugging processors (masters) 
drive out the control information, indicating the 
debugging work they wish to perform to the cen-
tral arbiter; then, through the internal mechanism, 
the arbiter determines which master gets the con-
trol of the debugging of the slaves.

As Figure 5  shows the detailed operation pro-
cess of debugging, the complete debugging process 
has five steps:
• Step1: If  the required debugging conditions are 

triggered, the normal operation of the debug-
ging processor (as master in the whole debug-
ging process ) is paused, and the system gets into 
debugging mode;

• Step 2: Through the setting of debugging mode, 
the debugging control information becomes 
available, which includes the address of target 
processors (slave), and is drove out to the arbiter;

• Step 3: Before the debugging work commence, 
the debugging processor must be granted. This 
process is carried out by the debugging pro-
cessor by asserting a debugging request to the 
central arbiter, whose role is to control which 
master accesses to the target processor (slave). 
For a detailed description of arbitration scheme, 
the reader is referred to section “Arbitration 
mechanism design”.

• Step 4: A granted debugging processor starts 
the debugging work by driving the debugging 
control information to the target processor. The 
control information leads the target processor 
into debugging mode such as single-stepping, 
breakpoint of SFR, and breakpoint of address;

• Step 5: The significant advantage of on-chip 
debug is that it provides an efficient way to know 
the real-time state of processor under debugging. 
After the target processor is forced into debug-
ging mode, the operation of processor is paused, 
and the specific area, such as some SFRs and 
memory, is recorded. These information are sent 
back to the debugging processor, which decides 
the next step.

5 SIMULATION RESULT

The experimental multiprocessor system platform 
was implemented containing four processors.

The simulation result in Fig.  6  shows that if  
debugging request is sent with a different priority 
level to the same slave, then the microprocessor 
with a higher priority level will win the competi-
tion; and if  priority levels are the same, then the 
debugging request followed the round-robin order 
one by one.

We can conclude from Fig. 7 that when the pre-
defined condition is satisfied (in this case, it means 
when the value of ACC matches the value of the 
breakpoint), the on-chip debug function is trig-
gered, and the debugging process begins.

6 CONCLUSIONS

Debugging is a critical issue in the multiprocessor 
system, requiring a high–quality, efficient way to 
investigate the internal running state of the sys-
tem. Current on-chip debug module is focused 
on the single-processor system. How to upgrade 

Figure 5. Debugging operation process.

Figure 6. Arbitration test.

Figure 7. On-chip debug function test.
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such module to adjusting the ever increasing 
multiprocessor system and overcome the limita-
tion of the debugging management and commu-
nication between multiprocessor systems is the 
main problem that needs to be addressed. From 
the available results, it is possible to conclude that 
the proposed on-chip debug module is an efficient 
and flexible solution for verifying and validating a 
multiprocessor system.
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Load balancing algorithm for computing cluster using improved 
cultural particle swarm optimization
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ABSTRACT: Aiming at defect of premature convergence in particle swarm optimization algorithm, an 
improved cultural particle swarm optimization algorithm is put forward for load balancing of computing 
cluster. Firstly, main population space of particle swarm optimization algorithm and knowledge space of 
cultural algorithm are combined to form the mechanism of “double evolution and double promotion”, 
which can improve global searching capacity of algorithm and operational efficiency. Then evolution 
mechanism of genetic algorithm is adopted to enhance evolution operation of knowledge space. Finally, 
the algorithm is applied to load balancing problem of computing cluster to find solution. Experimental 
results show that the proposed algorithm increases resource utilization rate of computing cluster and 
makes load more balanced, proving to be an effective and reliable load balancing algorithm.

swarm intelligence algorithm successfully applied 
to load balancing problem for computing cluster 
(Wu, 2010). However, particle swarm optimization 
algorithm can easily fall into local optimization 
and premature, causing certain inconsistency 
between optimization results and ideal results 
(Huang, 2012).

Cultural Particle Swarm Optimization (CPSO) 
(Deng, 2016; Wu, 2010) algorithm is an intelligent 
algorithm that integrates cultural algorithm into 
particle swarm optimization algorithm. During the 
evolution of CPSO, the particles can be updated 
by tracking two goals, namely global extreme value 
and individual extreme value (Yan, 2012). The 
continuous iteration of present global optimal 
solution up to now form a trajectory, which will be 
stored and considered as global knowledge space 
for global iterative search. Thus, acquired knowl-
edge is transmitted to the next generation, guiding 
the individuals towards perceived global optimal 
solution and providing a systematic method for 
self-evolution. At the same time, greater global 
searching capacity of algorithm is achieved 
through double evolution and mutual effect of 
PSO space and knowledge space (Qin, 2016). 
However, due to the local optimum deficiency of 
knowledge space in cultural algorithm, knowledge 
space cluster cannot achieve desirable effect during 
self-evolution, reducing influence on lower-layer 
main cluster space.

To avoid above phenomenon, an Improved 
Cultural Particle Swarm Optimization algorithm 
(ICPSO) is put forward in this paper. Experimental 
results demonstrate that the proposed algorithm is 

1 INTRODUCTION

Load balancing for computing cluster is to achieve 
equitable distribution of loads under certain con-
straint of real computation environment. Its pur-
pose is to minimize response time of tasks for 
application programs, and it is proved to be a 
typical NP-hard problem (Z, 2016). Scholars have 
done extensive research in this field. Load balanc-
ing algorithm is mainly divided into static and 
dynamic way (Li, 2015). As static load balancing 
algorithm cannot correctly reflect current load on 
any node, its application is restricted (Jiang, 2016). 
Dynamic load balancing algorithm, which takes 
into consideration the current state of node load, 
becomes the main balancing algorithm employed to 
handle load balancing issues for computing cluster. 
Existing balancing algorithms optimize connec-
tion numbers and response time. Though they have 
good performances for small cluster system, they 
cause low efficiency and load imbalance for large 
cluster system (Wang, 2008; Sun, 2011).

Aiming at NP-hard feature of load balancing, 
some scholars put forward many inspirational 
algorithms, such as genetic algorithm (Wang, 
2016), simulated annealing algorithm (Su, 2016), 
ant colony algorithm (Ghumman, 2015) and par-
ticle swarm optimization algorithm (Zhao, 2015). 
Due to the advantages of strong swarm intelli-
gence and search capability, those algorithms can 
effectively optimize load balancing and improve 
resource utilization rate of CPU (Zhao, 2016; 
Jain, 2016; Kanimozhi, 2015). Among these algo-
rithms, particle swarm optimization algorithm is a 
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an effective optimization algorithm for balancing 
computing cluster.

The rest of paper is organized as follows: 
Section  II describes the load balancing problem. 
In  Section III, the improved algorithm is intro-
duced. Section IV explains in detail the work-
ing process of the algorithm. Section V gives the 
experimental settings and the result discussions. 
Finally, conclusions and further research direc-
tions are given in Section VI.

2 LOAD BALANCING PROBLEM

Load balancing for computing cluster performs 
reasonable load distribution so as to improve 
resource utilization rate of cluster system and 
accelerate response time of user requests.

Suppose cluster system consists of n comput-
ing nodes, { , , , },N, NnNN1 2,NN, ⋅ ⋅ ⋅  and within a period of 
time, there are m concurrent requests, then load 
index definition of the i-th node is as follows:

Load L Lmemory Nr
Li Lqtime N

i i i( )NiNN ( )N ( )NiNN
( )N (

+ ∗
+ ∗ + ∗

Lcpu )N +
ω Lio )N∗ +

2ip )i ωLcpuLcpu )NiNN +
3 4i( )iω ωLio( )NiNN∗ + iiNNNN )  (1)

where weighted value is ω iω∑ = 1.
Suppose that Ti is the time needed when com-

puting node Ni processes user requests, then the 
optimum balancing scheme for computing cluster 
is to find out the minimum value of TiTT∑ ,  which 
can be denoted by:

min 	TiTT∑  (2)

3 IMPROVED CULTURAL PARTICLE 
SWARM OPTIMIZATION ALGORITHM

Cultural algorithm obtains useful knowledge and 
information through the evolution space of micro-
level, main population space, and reserves it in 
the evolution space of macro-level, belief  space. 
By incorporating population evolution mecha-
nism of genetic algorithm into self-evolution pro-
cess of  knowledge space, the proposed algorithm 
can evolve and update knowledge space cluster 
through selection, crossover and mutation, so as 
to improve global searching capacity and opera-
tional efficiency of its evolutionary operations. 
The framework of ICPSO algorithm is as shown 
in Fig. 1.

Based on population evolution mechanism of 
genetic algorithm, the evolution and update of 
knowledge space is improved to evolve through 
three operations: selection, crossover and mutation.

3.1 Selection operation

Step 1. Calculate fitness value of each individ-
ual: f(i), i n1 2, , , .n

Step 2. Confirm individual selection prob-
ability P(Ci). Individual sorted from small to 
large according to adaptability is marked as: 
{ , , , },C, CnC1 2,CC, ⋅ ⋅ ⋅  and then individual selection 
probability is:

P
n ni

g
a b

( )CiCC = −g

−
( )i −⎧

⎨
⎧⎧
⎩
⎨⎨

⎫
⎬
⎫⎫
⎭
⎬⎬

1
1

σ ggg σ σa ba b−  (3)

In the above equation, i is ordinal number of 
individual; σ  g is expected value of optimal individ-
ual C1 after selection operation and σ g n P= n ( )C ;1CC  
σ  b is expected value of the worst individual Cn after 
selection operation and σ b

nn P= n ( )nCn .  Generally, 
we require 1 2σ  and σ σb g.σ gσ  When σg = 2 
and σ  b = 0, the expected number for the worst indi-
vidual surviving in next generation is 0 and selec-
tion probability of optimal individual is obviously 
greater than that of other individuals, which will 
lead the algorithm to converge too early. When 
σ σg bσ =σ bσ 1,  selection pattern (Liu, 2016) becomes 
distributed random selection. In real practice, 
σ  g = 1.1.

Then individual probability is calculated accord-
ing to equation (3), namely, recording relatively 
superior individual in accordance with rules of 
roulette wheel selection method.

3.2 Crossover operation

This paper adopts single-point crossover method 
to perform operation. A single crossover point 
is randomly selected for both father genera-
tions. Then all priority value beyond that point is 

Figure 1. Framework of ICPSO algorithm.
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swapped between two parent organisms, as shown 
in Fig. 2, to form two new child generations.

3.3 Mutation operation

Mutation operator performs operations based 
on mutation probability Pm. The priority value 
(Bonyadi, 2016) of some individual is selected 
according to Pm, and then their original values are 
replaced by values generated randomly between 
interval (0,1) according to uniform distribution.

4 PROCEDURE OF LOAD BALANCING 
BASED ON ICPSO

The load balancing algorithm for computing 
cluster using improved cultural particle swarm 
optimization works as follows:

Step 1. Initialize parameters, such as the maxi-
mum iterations of main population space and 
knowledge space respectively, G1 and G2, inertia 
weight ω, population size N and so on;

Step 2. Calculate particle fitness value of each 
cluster, and record the present optimal position 
and present optimal fitness value;

Step 3. Calculate new speed and position for 
particles in knowledge space according to equa-
tion (4) and (5), and meanwhile, limit the range 
for new position and speed of each particle 
respectively,

υ ωυid
t

id
t

id id gd idc r c r+ = +ωυ id
t +1

1 1rr 2 2rr( )t
id
tp xid

t − id
tx ( )t

id
tp xgd

t  (4)

x xid
t

id id
t+ +xid

t1 1t t+t txt υ 	  (5)

In the above equations, ω represents inertia 
weight; c1 and c2 are learning factors; r1 and 
r2 are random numbers distributed uniformly 
within range of (0,1); vector xi

t  and υiυtυυ  respectively 
represent the position coordinate and velocity of 
the i-th particle in t-th generation; pi

t  represents 

present optimal location of individual; pg
t  repre-

sents global optimal location of population;
Step 4. Perform the evolution and update of 

knowledge space using improved cultural par-
ticle swarm optimization. Replace the present 
optimal location of the particle with new fitness 
value if fitness value is greater than the optimal 
location of the particle; Update present global 
optimal location to the new fitness value if fit-
ness value is greater than the global optimal loca-
tion. Thus, the evaluation index of the premature 
convergence for the particle swarm is computed;

Step 5. Compare fitness value of each particle 
with extreme value of cluster, and if  it is more 
superior to extreme value of cluster, then replace 
extreme value of cluster with fitness value of the 
particle, and replace optimal location of cluster 
with location of the particle;

Step 6. Judge whether acceptance function is 
true. If  it is true, it means the output value of 
function is larger than theoretical sum. This out-
put value describes the adaptive degree of glo-
bal optimal particle for both population space 
and knowledge space. Then replace the particle 
with the worst fitness in knowledge space with 
particle that has the best fitness value in the 
population space;

Step 7. When maximum allowable number of 
iteration is exceeded or the searched optimal 
location satisfies the minimum threshold value, 
the search should stop and optimal location and 
optimal fitness value will be output. Otherwise, 
return to step 3 to continue the search;

Step 8. Decode optimal location node for task 
allocation and obtain optimal scheme of load 
balancing for computing cluster.

5 EXPERIMENTS

5.1 Experimental environment

In order to verify the performance of the proposed 
algorithm, experiments are carried out. The frame-
work of computing cluster is as shown in Fig. 3. 

Figure 3. Framework of computing cluster.

Figure 2. Crossover operation.
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The overall cluster environment is configured with 
CentOS 6.6 operating system, one test terminal, 
one management node and 30 computing nodes.

The performance of the algorithm will be 
evaluated by the following three indexes: average 
utilization rate of CPU, average response time to 
user requests, and average throughput capacity of 
cluster. Meanwhile, Generic Algorithm (GA) and 
standard Cultural Particle Swarm Optimization 
algorithm (CPSO) will also be tested for contrast 
analysis. Parameters for GA are specified as: pop-
ulation size is 20; crossover rate is 0.8; mutation 
rate is 0.02. Parameters of ICPSO is specified as: 
population size is 50; inertia factor ω is 1.2; c1 and 
c2 are 2; all algorithms are iterated 200 times.

5.2 Results and analysis

Regarding experiments on GA, CPSO and ICPSO, 
CPU utilization rate is sampled every minute. CPU 
utilization rate of five groups of experiments is 
shown in Fig.  4; average response time for user 
requests is shown in Fig. 5; throughput capacity of 
computing cluster is shown in Fig. 6.

From Fig. 4, CPU utilization rate of GA algo-
rithm is the lowest, and it is mainly because of 
local optimum and premature defect in GA algo-
rithm. CPU utilization rate of CPSO algorithm is 
higher than that of GA algorithm, and it is mainly 
because cultural algorithm and particle swarm 
optimization algorithm complement each other 
to form a more superior computing load dispatch 
scheme. CPU utilization rate of ICPSO is the 
highest. Comparison results show that the “double 
evolution and double promotion” mechanism of 
the main population space and knowledge space 
can improve global searching capacity and opera-
tional efficiency. The evolution mechanism of GA 
is adopted to avoid the problem that knowledge 
space of cultural algorithm is likely to be trapped 
into local optimization. Thus, global optimization 
solution can be obtained and overall utilization 
rate of computing cluster is improved.

Fig. 5 shows that as the number of user requests 
increases, average response time of GA, CPSO 
and ICPSO increases correspondingly. The time 
increasing degree for GA is the greatest, followed 
by CPSO and ICPSO has the smallest increasing 
range. Compared with GA and CPSO algorithm, 
ICPSO algorithm accelerates average response for 
user requests. Computing cluster using ICPSO has 
good performance of load balancing so as to take 
respond to user request more quickly. This feature 
is favorable especially for large scale computing 
cluster with massive user requests.

It can be observed from Fig. 6 that throughput 
capacity of ICPSO algorithm is obviously greater 
than that of GA and CPSO algorithm because of 
the capability of global optimization. This means 
load scheduling for computing cluster through 
ICPSO algorithm is more applicable and effective 
to large scale computing cluster.

From the above analysis, the conclusion can be 
reached that ICPSO outperforms GA and CPSO.

Figure 4. Comparison of CPU utilization rate.

Figure 5. Comparison of average response time.

Figure 6. Comparison of throughput capacity of com-
puting cluster.
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6 CONCLUSION

Aiming at deficiency existing in standard particle 
swarm optimization algorithm, an improved cul-
tural particle swarm optimization algorithm for 
load balancing is put forward. Experimental results 
show that the proposed algorithm is an effective 
and reliable load balancing algorithm that can 
improve resource utilization rate and make load 
more balanced for computing cluster. However, 
further work should be dedicated to establishing 
the theory model of parameter setting and figuring 
out how it influences the final solution.
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ABSTRACT: Open Source Software (OSS) is the software which grants access to its source code. A 
better understanding of how OSS functions may help developers take a more effective means for the 
system development. Studying software systems by the complex network theory can potentially provide 
useful insights into the diversity and success of OSS. However, research efforts on OSS concentrates on 
relationships among software systems. Little attention has been paid to operating systems themselves. In 
this paper, a data collection framework is proposed, and the distribution network of Linux operating sys-
tems is constructed. The network models distributions as nodes and dependencies among them as edges 
according to data crawled from DistroWatch. It is found that the distribution network is a scale-free and 
small world network similar to those identified in other fields. The inconsistency in share of distributions 
and targeted users is revealed and discussed. It is expected the constructed model can be a guide for dis-
tribution development in the future.

open source software systems from a perspective 
of complex networks theory contributes to man-
age its functional complexity and high evolvability 
(Zheng, 2008). While research results of modeling 
software system as complex networks in turn con-
duce to a better understanding of other forms of 
complex networks.

Studies of software systems based on complex 
networks theory nowadays are mainly focusing 
on dependency of  software modules and pack-
ages. Christopher Zachor (2013) examined the 
structure, function, and evolvability of  soft-
ware collaboration networks. All of  them reveal 
scale-free and/or heavy-tailed degree distribu-
tions, which implies software systems represent 
another important field which complex networks 
theory can contribute to the quantifiable meas-
ures. One disadvantage of  Christopher’s work is 
that only a few hundred software packages are 
analyzed. Xiaolong Zheng et al.(2008) modeled 
the whole package network of  a Linux distribu-
tion Gentoo. They developed two new network 
growth models which take into consideration 

1 INTRODUCTION

In recent years, the dramatic growth to identify 
and classify network has been witnessed in a wide 
variety of fields. Rather different from those found 
in regular networks or simple random networks, it 
has been discovered that the underlying structures 
of these networks—including scientific collabo-
ration networks (Wang, 2013), movie actor col-
laboration in sociology, and Power Grids (Pagani, 
2013) and engineering informatics (Zhao, 2008) 
in engineering—share many scale-free and small-
world qualities. The small-world characteristic of 
complex networks reflects “six degrees of separa-
tion” phenomenon in a real social network, while 
its scale-free feature bears the Matthew effect in 
the field of economy.

Software systems have become the core of the 
information-based world and take an important 
part in modern society. The rapid development 
in the Open Source Software (OSS) domain gives 
researchers opportunity to access kinds of soft-
ware systems and collect data easily. Studying 
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aging effect of  old nodes to better explain 
empirical results.

Social network theory provides another power-
ful tool to model individuals as nodes and relation-
ships among them as edges. Orcun Temizkan et al.
(2015) modeled open source projects from Source-
Forge as self-organizing and collaborate social 
networks. They argued open source movement 
is preferentially connected networks. Through 
the social networks analysis of virtual communi-
ties for OSS projects, S.L. Toral et al. (2010) dis-
cern the major contributors in OSS projects. The 
results suggested a small brokers network plays an 
important role in projects. All of works is to ana-
lyze relationships among packages and individu-
als. However, little of them have focused on the 
relationship among operating systems underneath 
OSS.

In this paper, the Linux distributions depend-
ency is analyzed by modeling it as a complex 
network based on the data crawled from the Dis-
troWatch website. It is hypothesized that Linux 
distributions display preferential attachment in 
its structure. The empirical analysis suggests this 
is the case. The rest of  this paper is structured as 
follows. In Section 2, a framework of  data col-
lection is presented. The distribution network is 
constructed by modeling distributions as nodes 
and dependencies among them as edges. In 
Section 3, an empirical analysis of  the Linux dis-
tribution network is taken on. Results show that 
the Linux distribution network complies with 
a small-world and scale-free network similar 
to those identified in other fields. The research 
provides another example of  complex networks 
in the real world. At last, the conclusions are 
summarized and possible future research is 
discussed.

2 METHODOLOGY

The Linux kernel was first proposed by Linus 
Torvalds in 1991. Prior to that, Richard Stallman 
found the Free Software Foundation (FSF) and 
the GNU project to contribute to various GNU 
programs. After continuous outstanding devel-
opers joining the GNU project, they created the 
Linux, also known as GNU/Linux system. Dif-
ferent Linux distributions are used for different 
purposes ranging from embedded devices and per-
sonal computers to powerful supercomputers. The 
distributions come in all shapes and sizes. They 
can be divided into two categories, one is a com-
mercial company maintenance release with Red 
Hat as the representative, and the other is entirely 
community-driven distributions. Debian is repre-
sentative of the latter.

A network which has parts or all of the features 
of self-organization, self-similar, attractor, small-
world and scale-free is called a complex network 
(Ren, 2016). The complex network theory aims to 
reveal the principles of network systems forming, 
and remaining robust and adaptable when evolv-
ing. The rise of the open source software move-
ment gives researchers sufficient data and chances 
to apply complex networks theory to. For this 
study, data was gathered from the DistroWatch, a 
web-based Linux distributions popularity ranking 
project. It provides information for over 200 dis-
tributions. It is noted that not all distributions are 
listed at DistroWatch. However, given the popular-
ity of the site, it is rational to suppose distributions 
at DistroWatch could be representative of Linux 
distributions.

The data collection architecture is shown in 
Figure 1. Scrapy, a python-based crawler module, 
drives the data flow. Scrapy can be adopted to 
extract information from a site like DistroWatch 
which does not provide an API or other program-
mable access mechanism. Spiders schedule the first 
URL to crawl based on CrawlerRules. Scheduler 
sorts URL requests into a queue, and then sends 
them to the Downloader. Once the webpage is 
downloaded completely, Downloader sends the 
response content to Spiders, and then Spiders 
transfers the response to a HTML Filter for fur-
ther process. Spiders returns new requests to the 
Scheduler at the same time. HTML Filter is the 
key of the architecture. It extracts the distribution 
dependency from a webpage. Due to the asyn-
chronous network, the dependency is first saved 
in an intermediate file for each distribution web-
page. After all of dependencies are collected, they 
are converted into a GraphML file which models 
distributions as nodes and dependencies among 
them as edges for the next complex network anal-
ysis. The process repeats until there are no more 
requests from the Scheduler.

Figure 1. Data collection architecture of DistroWatch.
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It can be noted that there are two middlewares 
CrawlerRules and RandomUserAgent in the 
architecture. The RandomUserAgent is custom-
ized to prevent the crawler being identified or 
blocked by servers because of  the generic user 
agent being frequently used. In order to improve 
the efficiency of  the crawler, CrawlerRules defines 
a set of  rules to only crawl pages containing 
distribution-specific information rather than all 
of  them. Considering small size of  the network, 
either igraph or NetworkX (Akhtar, 2014) module 
can be used to analyze characteristics of  distribu-
tion networks.

3 RESULTS AND DISCUSSION

At last, after removing a self-loop edge, a com-
plex network with 286 nodes and 318 edges was 
constructed as of the last 12  months. The aver-
age degree is about 1.12. The number of edges is 
40755 in a complete graph with the same number 
of nodes, which is more than 128 times bigger. 
That is, the distribution network is sparse, which is 
similar to the Gentoo network.

In this section, properties of the distribution 
network are analyzed. The degree distribution and 
clustering coefficient are mainly focused.

Power-law Distribution: The real-world networks 
tend to show deviation from randomly constructed 
graphs with two non-trivial properties: power-law 
distribution and small-world effect. That is, the 
probability of a vertex having m edges decays with 
respect to the constant a. If  the node degree of a 
network follows the power-law distribution, it can 
be said the network is a scale-free network, while 
random networks follow Poisson distribution 
basically.

Let p(x) be the probability distribution func-
tion. If  its histogram is a straight line on log-log, 
that is, p a x c( )x ln= − +  where a and c are con-
stants. With the maximum likelihood method, the 
exponent a of  the degree distribution could be cal-
culated as follows:

a n In x
xi

n
i

minii

+
⎡

⎣
⎢
⎡⎡

⎣⎣

⎤

⎦
⎥
⎤⎤

⎦⎦=
∑1

1
 (1)

where xmin is the minimum value above which 
power-law only follows at real-world networks. So 
the exponent of a network could be got from a set 
of n values xi.

The degree distribution of the network can be 
seen in Figure 2. The plot shows that the degree 
of the distribution network follows power-law dis-
tribution. That is, the network is a scale-free net-
work. It declines rapidly with the dashed line with 

a slope a, sharing same properties with other real 
networks.

Clustering Coefficient: Let λG(Vi) be the number 
of all closed triplets (3 edges and 3 vertices) includ-
ing vi in graph G, Let τG(v) be the number of all 
open triplets (2 edges and 3 vertices) including vi in 
G. The clustering coefficient C  is defined below:

C
n ni

G i

G i G ii

n

= ∑ ∑C
n∑ C =C

=

1 1n

∑ C
1

iiii
( )viv

)i ( )viv
λGG

τ λG +( )viv
 (2)

In a random network, there isC n/ .  How-
ever, it has been shown that nodes have a strong 
tendency to form groups, which means real net-
works has a bigger clustering coefficient compared 
to random networks. Especially, a network with 
highly clustering coefficient like regular networks 
and small average path length like random network 
is called small world networks.

The clustering coefficient for the distribu-
tion network is about 0.34, while the clustering 
coefficient of a corresponding random graph is
C M N −NM / (N/ (NN ) . .1) = 0039  So the clustering 
coefficient of the distribution network is 87 times 
higher than the random network. For the corre-
sponding Barabási–Albert model with same num-
ber of nodes and m = 2, a network with 569 edges 
is obtained, where m is the number of new edges in 
each step. The clustering coefficient of the network 
is 0.12, which is in the same order of magnitude as 
that of the distribution network. Considering its 
average path length is 2.36, it could be said that 
the distribution network is a small world network, 
which provides further evidence that complex net-
works is widespread in the real world.

Different with other social or biological net-
works like the actor-movie network, where over 
90% of actors belong to a giant cluster, the largest 

Figure 2. Probability density function of the distribu-
tion network.
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cluster with Ubuntu and debian as its core com-
prises of 52% of distributions, which indicates 
that the distribution network is not as connected 
as other complex networks. One of the reason 
may be the diversity of distributions. There are 36 
distributions which do not belong to any clusters. 
Two quintessential examples that should be cited 
are Smoothwall which is a family to Internet secu-
rity products and SliTaz which is designed to run 
speedily on limited hardware. These distributions 
are not as universal as other desktop distributions, 
so they have to been developed independent.

The second largest cluster is a Red Hat focused 
network. The two clusters are representative of 
Linux distributions in desktop and server operating 
systems. As Diomidis etc. (2012) proposed that the 
function to fix or modify operating systems based 
on users’ particular needs makes OSS a choice of 
competitive advantage for companies. Although 
there in only about 1.6% desktop computers using 
Linux, distributions oriented toward desktop use 
occupy the majority. It can be explained by the 
diverse needs of users for desktop environment. 
Anyone may create a distribution according to his 
flavor. While Linux is a leading operating system 
on servers, distributions oriented toward server use 
are relatively less. The reason may be that Linux 
servers have to run for years without failure. The 
downtime could have disastrous consequences 
for users. So only well-known server distributions 
survive.

4 CONCLUSION

With the rapid development of big data and cloud 
computing technology, open source operating sys-
tems are playing an increasingly important and 
irreplaceable role. In this paper, a distribution 
network with data crawled from DistroWatch was 
constructed. Different with previous random net-
works, the work has for the first time discovered 
that the distribution network is a scale-free and 
small world network. A giant cluster comprising of 
52% distributions exists in the network. The results 
also reveal marked inconsistencies in share of dis-
tributions and targeted users. Desktop users who 
contribute most of the distributions have a prior-
ity need of customized systems, while server users 
focus on the stability of the system. This may help 
explain the success of OSS movement. That is, do 
one thing well and provide users with alternatives.

The study mainly concentrates to degree dis-
tribution and clustering coefficient of a complex 

network. Further studies could involve other fea-
tures of a complex network, such as closeness cen-
trality, betweenness centrality, degree growth rate, 
etc., which will provide useful insights into open 
source operating systems in the future.
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ABSTRACT: In this paper, we propose a fitness information recoding and network monitoring system 
prototype based on BDS/GPS and Arduino Yun. UM220-III NL as a BDS/GPS of China independent 
intellectual property rights affords accurate coordinate position. Arduino Yun, integrating Atmega 32U4 
and Linino AR9331, is used as the controller and Wi-Fi connecting to Yeelink, which offers powerful 
cloud service. The experimental results show that our proposed system prototype has not only realized 
fitness information recoding and network monitoring, but also provided accurate and reasonable descrip-
tion by utilizing its low-cost, convenient, and controllable characteristics.

In Section II, we review related works about 
BDS/GPS, Arduino Yun, and Yeelink. Section 
III presents our proposed system. Experimen-
tal results of the proposed system are shown in 
Section IV. Finally, conclusions are summarized in 
Section V.

2 RELATED WORKS

2.1 BDS/GPS

Global Navigation Satellite Systems (GNSS) pro-
vides significant benefit to improve satellite geome-
try, accuracy, integrity, continuity, and availability. 
There are four operational GNSS: Global Posi-
tioning System (GPS), GALILEO, GLONASS, 
and BeiDou System (BDS). The BDS navigation 
satellite system is an important part of GNSS, 
which is independently built by China. According 
to its overall planning schedule, the BD system is 
planned to be established completely and provide 
global service by 2020. Then, it will consist of five 
Geostationary Earth Orbit (GEO) satellites and 30 
Non-Geostationary satellites (Ren, 2015). More-
over, the interoperability between BDS and other 
navigation satellite systems is expected to further 
enhance the accuracy of district positioning con-
tribution based on BDS/GPS navigation satellite 
system (Basiri, 2014). Positioning technology for 

1 INTRODUCTION

People vigorously carry out the national fitness 
program and promote the balanced development 
of recreational sports and competitive sports. The 
Rio Olympic Games showed a big grand feast 
to people all over the word. Athletes and fitness 
enthusiasts have been always deeply concerned 
about their fitness training (Noh, 2010). Besides 
professionals, people of different ages have got 
into fitness activities (Wen, 2013). Other than tra-
ditional styles, GPS, ECG, body area sensor net-
work, walking route navigation system, and many 
other methods (Choi, 2013; Varatharajah, 2013) 
have been used to assist fitness activities, such as 
walking, hiking, and outdoor fitness equipment 
and medical monitoring (Pitman, 2012; Komninos, 
2015). Even some merchants develop several fit-
ness applications for smartphones (Buttussi, 2010; 
Altini, 2014). The construction of urban and rural 
public sports and exercise facilities are accelerated, 
and the national fitness program has taken root.

With the motivation of the above literature 
review, a prototype of fitness information record-
ing and network monitoring system based on BDS/
GPS and Arduino Yun is proposed in this paper. 
The main goal of this work is to design and imple-
ment a low-cost, commonly used, convenient, and 
controllable prototype.
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fitness purpose has been widely studied by many 
scholars (Peng, 2016).

Navigation is becoming more and more impor-
tant from national strategy to civilian facilities. 
Smart wearable devices with BDS/GPS chip are 
emerging. At present, there are mainly four BDS/
GPS companies in China: Icofchina in Hangzhou, 
Unicorecomm in Beijing, CEC Huada Electronic 
Desgin Co., Ltd. in Beijing, and MenXin Technol-
ogy in Wuhan.

UM220-III NL of  Unicorecomm is a BDS/
GPS dual-system module designed for auto 
aftermarket, such as vehicle monitoring and 
navigation. It is also a good choice for hand-
held devices. Here, we choose UM220-III NL 
as our BDS/GPS navigation. As shown in 
Figure 1, UM220-III NL is the third generation 
of  UM220 series module based on Unicore Low 
power GNSS SoC (HumbirdTM)1, and is by far 
the smallest domestic BDS/GPS module in the 
market. UM220-III NL is small and lightweight, 
requires ultralow power (120mW), less expen-
sive, has high precision of  0.1m/s (RMS), data 
update rate of  1Hz, and independent intellectual-
property rights.

Table 1 shows the RMC protocol description of 
NMEA message for UM220-III NL, the format of 
which is $--RMC, time, status, Lat, N, Lon, E, spd, 
cog, date, mv, mvE, mode*cs, such as $GPRMC, 
123400.000,A,4002.217821, N, 11618.105743,E,0.
026,181.631,180411,,E,A*2C.

2.2 Arduino

In this paper, the Wi-Fi, which has built-in Arduino 
Yun Board, allows only the authorized user to 
interact with the Internet.

By using wireless communication, the data 
packets and signal are transferred in a dynamic 
environment between the user and system device. 
Arduino is an open-source simple tool that can 
sense, monitor, store, and control more applica-
tions than desktop computers.

Figure 1. Structure diagram of UM220-III NL.

Table 1. RMC protocol description of NMEA message.

Parameter 
name Type Description

– STR GP(GPS); BD(BDS); 
GN(GPS and BDS)

time STR hhmmss.sss
status STR V: invalidity; A: validity
Lat STR ddmm.mmmmmm
N STR N: north latitude; S: south latitude
Lon STR ddmm.mmmmmm
E STR E: east longitude; W: west 

longitude
spd Double Land speed
cog Double Land direction (clockwise 

from north)
date STR Ddmmyy
mv Double magnetic declination 

(always vacant)
mvE STR magnetic declination direction (E)
mode STR Location: N(not); A(single); 

D(double)
cs STR Checksum (from ‘$’ to ‘*’)

Figure 2. Arduino Yun PCB board.

Figure 3. Structure diagram of Arduino Yun.

As shown in Figures 2 and 3, Arduino Yun is a 
microcontroller board based on the ATmega32u4 
and the Atheros AR9331, which supports a Linux 
distribution based on OpenWrt named OpenWrt-
Yun. The board has built-in Ethernet and Wi-Fi 
support, a USB-A port, micro-SD card slot, 20 
digital input/output pins, a 16 MHz crystal oscilla-
tor, a micro-USB connection, and an ICSP header. 
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The Bridge library facilitates communication 
between the two processors, giving Arduino 
sketches the ability to run shell scripts, communi-
cate with network interfaces, and receive informa-
tion from the AR9331 processor. The USB host, 
network interfaces and SD card are not connected 
to the 32U4, but the AR9331 and the Bridge 
library also enable the Arduino to interface with 
those peripherals.

2.3 Yeelink

Yeelink is an open-source hardware and intelli-
gent equipment service company, which provides 
the sensor cloud services. Through real-time data 
processing, Yeelink platform provides users with 
safe and reliable condition monitoring. The devel-
oper can use it by following: Step1, Registering 
users; Step2, Adding device; Step3, Adding sen-
sors; Step4, Uploading data; Step5, Retrieving 
data, and then repeating Step4 and Step5. The 
Yeelink API key is coded by JSON (JavaScript 
Object Notation), of  which  POST(upload), 

 PUT(edit),  GET, and  DELETE are the 
four formats.

: curl --request POST --data-binary @datafile.txt
--header “U-ApiKey: 
YOUR_API_KEY_HERE”
 http://api.yeelink.net/v1.0/device/12/sensor/3/
datapoints
: curl --request PUT --data-binary @datafile.txt
--header “U-ApiKey:
YOUR_API_KEY_HERE”
 http://api.yeelink.net/v1.0/device/12/sensor/3/
datapoint/2016-10-15T17:53:16
:  curl --request GET --header “U-ApiKey:
YOUR_API_KEY_HERE”
 http://api.yeelink.net/v1.0/device/12/sensor/3/
datapoint/2016-10-15T17:53:16
:  curl --request DELETE --header “U-ApiKey:
YOUR_API_KEY_HERE”
 --http://api.yeelink.net/v1.0/device/12/sensor/3/ 
datapoint/2016-10-15T17:53:16

3 SYSTEM DESCRIPTION

3.1 Hardware system

As shown in Figures 4 and 5, the proposed proto-
type of fitness information recording and network 
monitoring system mainly consists of BDS/GPS, 
Arduino Yun, and ASR (Auto Speech Recognize) 
voice module. Fitness information including coor-
dinate position, moving speed, and distance can 
be recorded and monitored by using smartphone 
Yeelink APP or Website in computer network (Hu, 
2015; Yang, 2015).

ASR voice module, which can translate voice 
to data as well as translate information to speak-
ing, is the interaction between person and system 
prototype. BDS/GPS gains coordinate position of 
itself  and offers longitude, latitude, and speed by 
its self-calibrating algorithm. Data information 
from ASR and BDS/GPS input Arduino Yun by 
its SoftwareSerial function. The Bridge library of 
Arduino Yun facilitates communication between 
its own processors Atmega 32U4 and AR9331. By 
using Wi-Fi, the encoded fitness information data 
are transmitted to Yeelink, which could provide 
cloud service. One can analyze the real-time fitness 
information using a smartphone or PC as well as 
acquire them in SD card.

3.2 Software description

Figure 6 shows a brief  flowchart for system soft-
ware. Arduino Yun, including Atmega 32U4 and 
AR9331, ASR voice module, and BDS/GPS reset 
first. ASR interaction module translates voice 
speaking to data. BDS/GPS transmits coordinate 
position of itself, including longitude and lati-
tude, and speed by its self-calibrating algorithm to 
Arduino Yun by system reset configuration. Here, 

Figure  4. Fitness information recording and network 
monitoring system prototype.

Figure 5. Block diagram of system prototype.
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we choose a frequency of 1Hz. Atmega 32U4 
decodes the RMC protocol of NMEA message for 
UM220-III NL according to Table 1. The Bridge 
library of Arduino Yun transmits encoded data 
to AR9331 according to Yeelink API key, whose 
time interval should be greater than 10s. Figure 7 is 
the bridge process function based on Yeelink API 
key. The fitness information can be provided on 
Yeelink terminal, including smartphone APP and 
website online, and can also be gained in SD card 
offline.

4 EXPERIMENTAL RESULTS

UM220-III NL as a BDS/GPS of China inde-
pendent intellectual property rights affords accu-
rate coordinate position. Arduino Yun, integrating 
Atmega 32U4 and Linino AR9331, is used as the 

controller and Wi-Fi connecting to Yeelink, which 
offers powerful cloud service.

Figure 8 shows smartphone APP interface and a 
three-circle normal walking playground test coor-
dinate position. Figures 9 and 10 are the speed and 
distance curves for the test. Figure  11 shows the 
SD card recoding data description including coor-
dinate position and speed.

The experimental results of our proposed sys-
tem prototype show that the BDS/GPS coordi-
nate position accuracy, at a reasonable speed of 
4.7 km/h and the three-circle playground distance 
more or less based on BDS/GPS 1Hz data sample 
frequency and Yeelink 10 s time interval.

Figure 6. Brief  flowchart of system software.

Figure 7. Bridge process function based on API key.

Figure  8. Smartphone APP interface and playground 
test.

Figure 9. Speed curve of playground test.

Figure 10. Distance curve of playground test.
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Figure 11. SD card recoding data description.

5 CONCLUSION

Our proposed fitness information recoding and 
network monitoring system prototype based on 
BDS/GPS, Arduino Yun, and Yeelink has not 
only realized fitness information recoding and net-
work monitoring, but also provided accurate and 
reasonable description, with a utilization of low-
cost, convenient, and controllable character. Fur-
thermore, an in-depth study should be conducted 
based on the proposed system prototype.
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ABSTRACT: In today’s global economic integration, the direction of global innovation is moving 
toward open innovation, and in the open innovation environment, cross-organizational, cross-regional 
open innovation teams have become the main carrier of knowledge innovation. In the open team knowl-
edge innovation process, it is one of the most important factors in improving the knowledge innovation 
capability and innovation efficiency of the team that distributed knowledge is acquired accurately and 
integrated rapidly. In this paper, a knowledge integration method for innovation teams based on social 
tagging in an open environment was proposed. Further, a corresponding model describing this technique 
was constructed. This method is classified into tacit knowledge integration method and explicit knowl-
edge integration method. Based on the knowledge integration method for innovation teams based on 
social tagging in an open environment, the high level of match between the knowledge and the knowledge 
requirement can be selected for the team member.

is both convenient and inexpensive. However, 
this approach does not build a close connection 
between key words. In addition, various people 
may have different cognitions on key words and a 
person may generate distinctive understandings at 
different time. Thus, the key word used by a person 
can’t be necessarily recognized by the others. There-
fore, the method of knowledge search based on key 
words is low accuracy and efficiency (Ning, 2008).

Some scholars have studied methods like knowl-
edge maps (Hao, 2010). However, methods of 
knowledge map need the knowledge demander to 
classify and search knowledge based on the catego-
ries they are not familiar with (Lin, 2009). Some 
knowledge demanders have difficulty in recogniz-
ing classification and some even do not agree with 
such classification standards. In that case, inno-
vation team members are not willing to use such 
methods for knowledge coordination and manage-
ment. What’s more, the standards of knowledge 
classification are so fixed that they are not suitable 
for the characteristics of dynamics and vagueness 
of innovative task’s knowledge requirements. In 
that case, the method of knowledge classification 
could hardly support knowledge acquirement and 
integration for innovation team members in an 
open environment.

Social tagging is one of the most widely used 
method in Web 2.0 (Gabriel, 2014). This paper has 
come to a conclusion that social tagging has the fol-
lowing characteristics (Esteban-Gil, 2012): (1) social 
tagging allows knowledge users to label knowledge 

1 INTRODUCTION

In an era of knowledge-driven economy, innova-
tion is regarded to have replaced efficiency and 
quality as the core competitiveness for companies 
(Schumaker, 2013). In the open innovation envi-
ronment, cross-organizational, cross-regional open 
innovation teams have become the main carrier 
of knowledge innovation (Wei, 2014). Knowledge 
is one of the most important factors for innova-
tion. In an open innovation environment, explicit 
knowledge and experts with tacit knowledge are 
distributed in different geographical locations and 
different organizations. In the open innovation 
environment, it is the key factor to acquire required 
knowledge quickly (including explicit knowledge 
and tacit knowledge possessed by experts) and 
integrate distinctive knowledge effectively in order 
to complete the innovation task collectively.

Since an innovation task is creative, the knowl-
edge required by the task usually cannot be clearly 
addressed and described by some words. In addi-
tion, the knowledge required by the innovation team 
members is changing constantly as the task is pro-
gressing. Because knowledge requirements of inno-
vative tasks have the characteristics of vagueness 
and dynamics, the existing knowledge search and 
knowledge organization methods can hardly sup-
port the acquirement and integration of knowledge 
in an open environment for the innovation team.

Knowledge search based on key words is the 
most common approach (Li, 2009). This approach 
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based on their own cognitions. Since social tagging 
is open for sharing, knowledge sharing and interac-
tion in social tagging system is more convenient. (2) 
One piece of knowledge can be labelled with dif-
ferent tags, which reflect the knowledge’s different 
characteristics. In that case, knowledge users can 
search knowledge according to their own knowl-
edge requirements from different perspectives 
instead of based on defined and fixed classification 
and key words. Therefore, the method of social tag-
ging enhances the efficiency of knowledge search-
ing. (3) There is correlation between tags in social 
tagging system, which is beneficial for integrating 
collective wisdom and creating new knowledge. (4) 
Tags will change dynamically as knowledge and 
persons’ cognitions change, which is suitable for 
the characteristics of dynamics of innovative task’s 
knowledge requirements and knowledge integra-
tion. (5) Tags have the characteristics of vagueness 
in describing knowledge, which meets the demand 
of knowledge innovation.

Based on the above characteristics of social 
tagging, the method of social tagging is suitable 
for knowledge integration for open innovation 
teams. Even though social tagging has the above 
advantages, there is a lack of research on Tag’s 
application in supporting open team knowledge 

innovation. R. Arakji, R. Benbunan-Fich and 
M. Koufaris (2009) studied the motivation for 
users in using tags in social network. E. Tsui, 
W. M. Wang, C. F. Cheung and A. S. M. Lau (2010) 
established a hierarchical structure for a social tag-
ging system. W-T. Hsieh, J. Stu, Y-L. Chen and 
S-C. T. Chou (2009) built a tag system of team 
coordination in order to manage group knowledge.

Based on our review, this paper proposed a 
knowledge integration method for innovation 
teams based on social tagging in an open environ-
ment and constructed the corresponding model. 
This model focuses on the recognition and inte-
gration of experts (tacit knowledge) and explicit 
knowledge in an open environment, which can 
support for open team knowledge innovation.

2 KNOWLEDGE INTEGRATION METHOD 
FOR INNOVATION TEAMS BASED 
ON SOCIAL TAGGING IN AN OPEN 
ENVIRONMENT

In this paper, we proposed a knowledge integra-
tion method for innovation teams based on social 
tagging in an open environment, as shown in 
Figure 1.

Figure 1. A knowledge integration method for innovation teams based on social tagging in an open environment.
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In Figure  1, first, team members label the 
knowledge in an open innovation environment. 
Second, the knowledge integration method for 
innovation teams based on social tagging in an 
open environment can be classified into two parts: 
tacit knowledge integration method and explicit 
knowledge integration method based on social 
tagging in an open innovation environment. In 
the tacit knowledge integration method, first, 
domain experts are identified by directed knowl-
edge transfer relationship between team members. 
After the domain experts are recognized in an 
open environment, the domain experts who meet 
the knowledge requirements of  the team mem-
ber can be selected for the team member. In the 
explicit knowledge integration method, first, rela-
tionship between tags is established based on tags’ 
co-occurrence. Second, the knowledge require-
ment of  the team member is acquired dynamically 
based on tags labeled by him. Third, the similarity 
between the knowledge and the team member’s 
knowledge requirement is measured. Finally, the 
knowledge that meets the knowledge require-
ments of  the team member can be selected for the 
team member.

3 TACIT KNOWLEDGE INTEGRATION 
METHOD BASED ON SOCIAL TAGGING 
IN AN OPEN ENVIRONMENT

Based on team member’s labeling behavior in an 
open environment, according to the direct knowl-
edge transfer relationship between team members, 
the domain experts can be recognized and selected. 
The Tacit knowledge integration method based on 
social tagging in an open environment is based on 
the following assumption:

Assumption 1: In an open environment, a team 
member will label the knowledge if  the member 
considers the knowledge is valuable to complete 
the innovation task. On the contrary, the member 
will not label the knowledge.

Based on the above assumption, we suppose that 
TEAMMATEiE  is the ith member, KNOWLEDGEkE  
is the kth term of knowledge, and TAGtGG  is the tth tag. 
We suppose that the team member TEAMMATE jE  
released the term of knowledge KNOWLEDGEkjE . 
If  the team member TEAMMATEiE  read and 
labeled the term of knowledge KNOWLEDGEkjE , 
then fTEAff MMATE KNOWK LEDW GEi kKNOWKK LEDWW GE jk→ = 1, which represents 
the team member TEAMMATEiE  label the term 
of knowledge KNOWLEDGEkjE  once. On the con-
trary, fTEAff MMATE KNOWK LEDW GEi kKNOWKK LEDWW GE jk→ = 0.

The tacit knowledge integration method based 
on social tagging is based on the following rule of 
team members’ knowledge labeling behavior to 
identify domain experts with tacit knowledge in an 
open environment.

Rule 1: In the process of open team knowledge 
innovation, if  the member TEAMMATEiE  always 
reads and labels the knowledge of other people 
released, furthermore the other members never 
label the knowledge released by TEAMMATEiE , 
TEAMMATEiE  can be considered as a junior 
knowledge learners in the open team. With more 
and more people label the knowledge released 
by TEAMMATEiE , TEAMMATEiE  gradually 
becomes a knowledge transmitter from a knowl-
edge acquirer, even a knowledge creator from a 
junior knowledge learner. When TEAMMATEiE  
becomes a domain expert, he will seldom label the 
knowledge released by the other team members. In 
the meantime, more team members will label the 
knowledge released by him.

Based on Rule 1, the knowledge transfer relation-
ship between TEAMMATEiE  and TEAMMATE jE  is 
established as follows:

R TEAMMATE
f

h CurCC r

i jTEAMMATE
TEAff MMATE KNOWK LEDW GEi kKNOWKK LEDWW GE jk

( ,TEAMMATEiE )

lg ( (Month
=

→

entDatee e LabeledDate
f

Mo

kjk

n

TEAff MMATE KNOWK LEDW GEj pE KNOWKK LEDWW GE i

LabeledDatekj=

→

∑ ) )+

lg (

1

ntnn h C
b

pip

m

( )CurrentDateCC LabeledDatepi )+)LabeledDatepi

+
=

∑ 1 1bb
1

 
 

(1)

Where R TEAMMATEi jTEAMMATE( ,TEAMMATEiE ) rep-
resents the knowledge transfer relationship 
between TEAMMATEiE  and TEAMMATE jE . 
KNOWLEDGEkjE  is the kth term of knowl-
edge released by TEAMMATE jE . TEAMMATE jE  
released n terms of knowledge. KNOWLEDGEpiE  
is the pth term of knowledge released by 
TEAMMATEiE . TEAMMATEiE  released m terms 
of knowledge. LabeledDatekj is the labeled date 
of KNOWLEDGEkjE . CurrentDate is the current 
date. Month() is the number of months converted 
from the difference between the current date and 
the labeled date. b1bb  is a constant used to adjust 
R TEAMMATEi jTEAMMATE( ,TEAMMATEiE ).

The labeled date of knowledge influences on 
current team knowledge innovation in an open 
environment. The influence rule is as follows:

Rule 2: The smaller the difference between 
LabeledDate and CurrentDate of  the term of 
knowledge is, the greater influence the term of 
knowledge has on current team knowledge inno-
vation. On the contrary, if  LabeledDate of  the 
term of knowledge is far away from CurrentDate, 
the term of the knowledge has a minor influence 
on the current team knowledge innovation, which 
should be given a smaller weight to the term of 
knowledge.

Based on Rule 2, the function of 1
lg( )1

 is a 

monotone decreasing function. 1 1
lg( )1

≥ , the 
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first derivative 1 0
lg( )1

′
<  and the second deriv-

ative 1 0
lg( )1

′′
> , which show that 1

lg( )1
 

decreases with the independent variable x increases, 
and the decreasing rate gradually slows down. 

Therefore, the function of 1
lg( )1

 can be used 

to fit the influence of labeled time of knowledge 
on current team knowledge innovation. In (1), we 

use 1
lg( ( ) )1C( urrentDateCC LabeledDate)− LabeledDate

 to 

represent the influence of labeled time of knowl-
edge on current team knowledge innovation.

The knowledge transfer relationship between 
team members is shown in Figure 2. In Figure 2, 
the arrow points to those members who acquire 
knowledge. The more upside located a team 
member, the more senior he is in the domain. 
In Figure  2, TEAMMATE1EE  and TEAMMATE5E  
are both on the top. Moreover, there is no arrow 
between them. This means that TEAMMATE1EE  and 
TEAMMATE5E  are likely to be in different knowl-
edge domains. TEAMMATE2E  acquires knowledge 
from TEAMMATE1EE  and TEAMMATE5E , which 
indicates TEAMMATE2E  is likely to create new 
knowledge by combining the knowledge in two 
domains. TEAMMATE4E  is a junior knowledge 
acquirer. Therefore, based on (1), we can recog-
nize the domain experts according to the knowledge 
transfer relationships between team members in an 
open environment. After the domain experts are rec-
ognized in an open environment, the domain experts 
who meet the knowledge requirements of the team 
member can be selected for the team member.

4 EXPLICIT KNOWLEDGE 
INTEGRATION METHOD BASED ON 
SOCIAL TAGGING

4.1 Establishing the relationship between tags

Knowledge in an open innovation environment is 
distributed in different geographical locations and 

different organizations. It is difficult to quickly 
acquire the demanded knowledge and effectively 
integrate knowledge. In this paper, we integrate 
knowledge by establishing the relationship between 
tags.

We establish the relationship between tags 
through calculating the correlation degree based 
on co-occurrence between tags. The algorithms of 
the correlation degree between tags can be mainly 
divided into the symmetric algorithm and the 
asymmetric algorithm. The symmetric algorithm 
for the correlation degree between TAGaG  and TAGbG  
is as (2):

R TAG
f T TAG

f Ta bTAG a bTAG

bf T
( ,TAGTT aG )

,TAGTT aG )
)TAGT bTAGTT

= ∑
∑ ∑f T a )TAGTT aG +

 (2)

Where TAGaG  and TAGbG  are two different 
tags in an open innovation environment. 

f T TAGa bTAG,TAGTT aG )∑  is the co-occurrence frequency 
of TAGaG  and TAGbG . f T a )TAGTT aG∑  is the occurrence 
frequency of TAGaG . f T b )TAGTT bG∑  is the occur-
rence frequency of TAGbG .

In (2), if  one of the dividers is extremely large or 
small, a big deviation will be produced in the sym-
metric algorithm. Therefore, we use the asymmet-
ric algorithm to calculate the correlation degree 
between TAGaG  and TAGbG . The asymmetric algo-
rithm for the correlation degree between TAGaG  and 
TAGbG  is as (3):

R TAG
f T TAG

f Ta bTAG a bTAG

a

( ,TAGTT aG )
,TAGTT aG )

)TAGTT aG
= ∑

∑
 (3)

In accordance to the correlation degree, the rela-
tionship between tags can be established. Based 
on the relationship between tags, the relationship 
between knowledge is established in an open inno-
vation environment.

4.2 Measuring the similarity between the 
knowledge and the knowledge requirements

Team members’ knowledge requirements are mul-
tidisciplinary and integrated. And team members’ 
knowledge requirements are changing with the 
progress of the innovation task dynamically, which 
brings difficulties to the knowledge integration 
for an open innovation team. The explicit knowl-
edge integration method based on social tagging 
in an open environment is based on the following 
assumption:

Assumption 2: In an open innovation envi-
ronment, team members’ labeling behavior for 
knowledge really reflects the process of members’ 
acquiring, sharing and creating knowledge.

Figure 2. The knowledge transfer relationship between 
team members in an open innovation team.

ICCAE16_Vol 02.indb   1530ICCAE16_Vol 02.indb   1530 3/27/2017   10:58:46 AM3/27/2017   10:58:46 AM



1531

Based on Assumption 2, we use the tags labeled 
by TEAMMATEiE  to represent for the knowledge 
requirements of TEAMMATEiE . Therefore, the sim-
ilarity between the tags labeled by TEAMMATEiE  
and other knowledge’ tags can be used to represent 
for the similarity between the knowledge require-
ments of members and other knowledge. Based 
on the similarity, the knowledge meets the require-
ments of the team member can be identified and 
selected for the team member.

We suppose TEAMMATEiE  is the target team 
member. All tags that TEAMMATEiE  labeled are 
extracted from an open environment. The repeti-
tive tags are removed. TagTEAMMATEi

 is the set of tags 
labeled by TEAMMATEiE . TagTEAMMATEi

 is used to 
express the knowledge requirements of the target 
member TEAMMATEiE .

All tags of the kth term of knowledge 
KNOWLEDGEkE  are extracted. The repetitive 
tags are removed. TagKNOWKK LEDWW GEkE  is the tags set of 
KNOWLEDGEkE . TagKNOWKK LEDWW GEkE  is used to express 
the features set of KNOWLEDGEkE .

Simii TagTEAMMATE KNOWK LEDW GEi k
gKNOWKK LEDWW GE( ,TagTT TEAMMATEi

)  is the simi-
larity between TagTEAMMATEi

 and TagKNOWKK LEDWW GEkE . 
The larger the similarity, the higher level of match 
between KNOWLEDGEkE  and the knowledge 
requirement of TEAMMATEiE .

Tag T TAG TAGTTTEAMMATE i i imG
i

{ ,TAGTT iG , , }2TAGiTAG  is the 
set of knowledge requirements of the team member 
TEAMMATEiE . Tag T TAGKNOWKK LEDWW GE k kTAG

kE { ,TAGTT kG ,...,2kTAG  
TAGknG }  is the features set of KNOWLEDGEkE . 
The similarity between TagTEAMMATEi

 and 
TagKNOWKK LEDWW GEkE  is as (4):

Simii Tag

m n
Simii TAG

TEAMMATE KNOWK LEDW GE

ix kyG
y

n

x

i k
gKNOWKK LEDWW GE( ,TagTT TEAMMATEi

)

( ,TAGTT ixG )=
× =

∑1
1==

∑
1

m

 (4)
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(5)

Where TAGixG  is the xth tag labeled by 
TEAMMATEiE . TAGkyG  is the yth tag of 
KNOWLEDGEkE .

The created date of knowledge influences on 
current team knowledge innovation in an open 
environment. The influence rule is as follows:

Rule 3: The newer the knowledge is, the greater 
the knowledge influences on current team innova-
tion. The influence of knowledge’s created time 
shows that new knowledge is usually more valuable 
than old one. Therefore, new knowledge should be 
given greater weight. On the contrary, the knowl-
edge created earlier has minor influence on team 
knowledge innovation and should be given smaller 

weight. That is to say, the smaller the difference 
between e and CurrentDate of  the term 
of knowledge is, the greater influence the term of 
knowledge has on current team knowledge inno-
vation. On the contrary, if  CreatedDate of  the 
term of knowledge is far away from CurrentDate, 
the term of the knowledge has a minor influence 
on the current team knowledge innovation, which 
should be given a smaller weight to the term of 
knowledge.

Based on Rule 3, the function of 1
lg( )1

 is 

a monotone decreasing function. 1 1
lg( )1

≥ , 

the first derivative 1 0
lg( )1

′
<  and the sec-

ond derivative 1 0
lg( )1

′′
> , which show that 

1
lg( )1

 decreases with the independent variable 

x increases, and the decreasing rate gradually slows 

down. Therefore, the function of 1
lg( )1

 can 

be used to fit the influence of the created time of 
knowledge on current team knowledge innovation.

In this paper, we use 
1

lg( ( ) )1C( urrentDateCC CreatedDate)−CreatedDate
 to 

represent the influence of the created time of 
knowledge on current team knowledge innovation. 

1
lg( ( ) )1C( urrentDateCC CreatedDate)−CreatedDate

 is used 

as the time influence factor to modify the similar-
ity between the tags labeled by TEAMMATEiE  and 
other knowledge’ tags. Therefore, (4) is changed to 
(6) as follows:

score
Simii Tag b

h CurrentDaCC
TEAMMATEi k

gKNOWKK LEDWW GE=
( ,TagTT TEAMMATEi

)*
lg( (Month

2bb
tett CreatedDate−CreatedDate) )+

 
 

(6)

Where CreatedDate is the date that the knowl-
edge is created. b2bb  is a constant used to adjust score.
 Based on (6), the bigger score, the higher level of 
match between KNOWLEDGEkE  and the knowl-
edge requirement of TEAMMATEiE . Therefore, the 
knowledge with the bigger score should be recom-
mended to TEAMMATEiE .

5 CONCLUSIONS

Social tagging is one of the most widely used con-
cepts of the Web2.0 era. In this paper, a knowledge 
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integration method for innovation teams based on 
social tagging in an open environment was pro-
posed. This method is classified into tacit knowl-
edge integration method and explicit knowledge 
integration method. Based on the tacit knowledge 
integration method for innovation teams based on 
social tagging in an open environment, the high 
level of match between the domain experts and 
the knowledge requirement can be selected for the 
team member. Based on the explicit knowledge 
integration method for innovation teams based on 
social tagging in an open environment, the high 
level of match between the knowledge and the 
knowledge requirement can be recommended to 
the team member.
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ABSTRACT: Nowadays, music classification has become an important application field for 
classification algorithms. There is only little research about folk songs classification. This paper used the 
original folk songs in Yunnan Province as research objects, extracting their CELP audio characters on 
a 11-dimensional scale, comparing and analyzing the classified experimental data from different propor-
tions of marked training samples, which are processed by a single classifier and an ensemble classifier 
(such as Bagging, AdaBoost, and MCS). Among them, AdaBoost is the most efficient one with an accu-
racy rate of higher than 85%. The result showed that the ensemble classifiers could mean the effectiveness 
of the study methodology.

training data, ensemble methods try to construct 
a set of learners and combine them. Ensemble 
learning is also called committee-based learning, 
or learning multiple classifier systems (Zhou, 
2012).To build an effective ensemble system, three 
strategies need to be considered, including data 
sampling or selection; training member classifiers; 
and combining classifiers. In ensemble learning, 
the key issue is how to design the base classifiers 
with stronger generalization and diversity (Zhang, 
2012).The success of ensemble learning lies in 
achieving a good trade-off  between the individual 
performance and diversity. Therefore, it is desired 
that the individual learners should be accurate and 
diverse. How to measuring diversity in classifier 
ensembles are diversity for building the ensemble 
are presented in detail in literature (Kuncheva, 
2004).The Bagging and Boosting algorithms are 
popular ensemble strategies in the application.

2.1 Bagging

Bagging (Breiman, 1996) was proposed by 
Breiman. It uses bootstrap sampling to obtain 
the data subsets for training learners and adopts 
the most popular voting strategy for aggregating 
the outputs of  each individual learner. There-
fore, it should be used with unstable learners 
such as neural network and decision trees. That 
is, the more unstable, the larger the performance 
improvement. If  the base classifiers are stable, 
the improved performance of  the bagging is not 

1 INTRODUCTION

As an important auxiliary measure to searching 
music information and audio processing, music 
classification plays a potential critical role in musi-
cal research theory and practicing. At present, 
music classification studies mainly focused on 
fields such as musical emotion, musical genres, 
instruments, and traditional dramas, whereas it 
is seldom applied in ethnical music style research 
(Sun, 2014).

Ethnic music has very high cultural and artis-
tic value (Hong, 2014). The various folk music, 
which spread by oral teaching of different ethnic 
groups in Yunnan Province, show obviously dif-
ferent music styles in performance form, singing 
ways, melody, scale, mode, and rhythm, being orig-
inated from different geographical environment, 
ethnic origin, languages, religious faith, life style, 
and customs (Zhang, 2006). This paper classified 
and summarized the characters of different folk 
songs in Yunnan Province by modern digital audio 
processing techniques and built a database of those 
musical characters. This study provided a new way 
for digital processing of music, which could also be 
a reference and methodology for music producers.

2 ENSEMBLE LEARNING

In contrast to ordinary learning approaches, 
which try to construct on one type of learner from 
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obvious. The bagging algorithm (Zhang, 2006) is 
summarized as follows.

Input: Training data set L, learning method H, 
number of base classifiers N

Output: Hfinal
For i = 1 to N
Li = bootstrap sample from L;
Hi = H(Li); //train a classifier Hi on Li with H;
End For

H IfinalH
i

N

y Y
( )Hi y( )x

=∑arg max
1

2.2 Boosting

Boosting is a general method for improving the 
performance of a weak learner. It works by train-
ing a set of learners sequentially and combining 
them for prediction, where the later learners focus 
more on the mistakes of the earlier learners.

AdaBoost (Adaptive Boosting) is a popu-
lar ensemble algorithm that improves the sim-
ple boosting algorithm via an iterative process. 
The amount of  focus is quantified by a weight 
that is assigned to every pattern in the train-
ing set. Initially, the same weight is assigned to 
all the patterns. In each iteration, the weights of 
all misclassified instances are increased, whereas 
the weights of  correctly classified instances are 
decreased. As a consequence, the weak leaner is 
forced to focus on the difficult instances of  the 
training set by performing additional iterations 
and creating more classifiers. Furthermore, a 
weight is assigned to every individual classifier. 
This weight measures the overall accuracy of  the 
classifier and is a function of  the total weight of 
the correctly classified patterns. Thus, weights 
are used for the classification of  new patterns 
(L. Rokach, 2010).

2.3 Ensemble with different-type base classifiers

Different types of classifiers are trained by the 
same training data and combined with some strat-
egies. The final classifier classifies new data and 
gives their label by predictions. The multi-classifier 
system is built by m classifiers with m learning 
algorithms, and the model is shown in Fig 1.

To measure ensemble diversity, a classical 
approach is to measure the pairwise dissimilar-
ity between two learners and then average all the 
pairwise measurements for the overall diversity 
(Kuncheva, 2003). Given a data set D  =  {(x1, 
y1),…,(xm, ym)}, for two classifiers hi and hj, 
some characters are denoted:

a = ( ) ( )
=

∑
k

m

i ( k j∩ k)I h y)
1

( )( ) ( ) =∩i ( k j∩ k) =hii y) = h (jj y  (1)

b = ( ) ( ) ≠
=

∑ ∩
k

m

i ( k j∩ k) ≠I hii y) = h (jj y
1

(  (2)

c = ( ) ≠ ( ) =
=

∑ ∩
k

m

i ( k j∩ k) =I hii y) ≠ h (jj y
1

(  (3)

d = ( ) ≠ ( ) ≠
=

∑ ∩
k

m

i ( k j∩ k) ≠I hii y) ≠ h (jj y
1

(  (4)

Two approaches need to be adopted: correlation 
coefficient and kappa-statistic.

1. Correlation coefficient:

ρijρρ = −
( )( )+ ( )( )

ad bc
+ + + +

 (5)

This is a classic statistic for measuring the corre-
lation between two binary vectors. The value indi-
cates that the smaller the measurement, the larger 
the diversity.
2. Kappa-statistic

It is defined as:

Kp =
−

θ θ−
θ

1 2θ θθ θ

2θθ1
 (6)

where θ1 and θ2 are the probabilities that the two 
classifiers agree and agree by chance, respectively. 
The probabilities for hiand hjcan be estimated on 
the data set D.

θ1θθ =
a d+

m
 (7)

θ2θθ
2

= ( )( )+ + ( )( )+ + + +
m

 (8)

The value indicates that the smaller the meas-
urement, the larger the diversity.

2.4 Random forest

Random Forest (RF) (Breiman, 2001) is an exten-
sion of bagging, which consists of a combination 
of tree classifiers, where each classifier is generated Figure 1. Model of the multi-classifier ensemble.
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using random vector sampled independently from 
the original training examples. Given a training 
set size N with M attributes, the bagging method 
generates a number of new training sets each of 
size n (n < N) by randomly drawing samples with 
replacement from the original training set. For 
each node of the tree, m (m  < M) attributes are 
randomly chosen to provide the base for calculat-
ing the best split at that node. Once the random 
forest is formed, each sample is classified to the 
class taking the most popular votes from all the 
tree predictors in the forest.

3 EXPERIMENTAL DATA AND METHOD

The experimental data are acquired from live 
recording in villages of Yunnan Minority, with 
44.1 sampling rate, 16 bits, and stereo-track. The 
folk song data include five types of minority, such 
as Daizu, Hanizu, Nuzu, Wazu, and Yizu. The 
song’s audio length amounts to almost 7 min. 
The denoising is executed in the preprocessing 
stage.

3.1 Feature extraction

The feature extraction is executed based on the 
bit-stream through the G.723.1 data encoding on 
the Matlab 7.1 platform. The receiving terminal 
unpacks the bit-stream as frame-steam. LPC fea-
tures are extracted at each bit-frame 10 order coeffi-
cients from 0∼23bit (LPC0∼LPC2), which consists 
of 10 dimensions of LPC features (Zhang, 2014). 
The process of exacting feature is shown in Fig 2.

3.2 The method of experiment

The experiment is carried out on the platform 
of development Weka. At first, the feature data 
are converted to an ARFF format file. Then, 
the ARFF format file can be obtained, and the 

module is classified in Java development based 
on the Weka. The experiments compared the 
performances of the single classifier and ensemble 
classifiers.

The single classifier includes traditional classify-
ing methods such as decision tree J48 and neural 
network, while Bagging, AdaBoost, and random 
forest are involved in the ensemble strategies.

4 ANALYSIS OF THE EXPERIMENTAL 
RESULTS

In the experiment, the data are selected from the 
total according to a third of the total amount of 
data in each category. It is 10 times sampling ran-
domly with 67% as the training examples and 33% 
as test samples. Five classes of music samples are 
shown in Table 1.

4.1 Single-classifier experiment

The single-classifier algorithm adopts the decision 
tree (J48), Neural Network (NN), Naïve Bayes 
(NB), Radial Basic Function (RBF), and Random 
Forest (RF). The results of classification are listed 
in Table 2. According to the table, the random for-
est outperforms others, whereas the Naïve Bayes 
and RBF show worse performance. BP is secondly 
to RF, but better than J48. Accuracy of each class 
and Overall Accuracy (OA) in three better single 
classifiers are shown in Table 3.

4.2 Ensemble with multiple classifiers

4.2.1 Select diverse base classifiers
There are five base classifiers above the experi-
ment. In order to select the larger diversity clas-
sifiers involved in the ensemble, two methods are 

Figure 2. Extracting of CELP features from folk songs 
audio.

Table 1. Data set of training and test.

Class Train data# Test data# Total

daizu 580 290 870
hani 600 300 900
nuzu 600 300 900
wazu 600 300 900
yizu 600 300 900
total 2980 1490 4470

Table 2. Classification accuracy of single classifiers.

Classifier J48 BP NB RBF RF

Accuracy 0.7040 0.7973 0.4718 0.5416 0.8208
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adopted to measure the diversity candidate classi-
fiers. The process is as follows.

Step 1: To calculate the index of difference of each 
pairwise classifier;

Step 2: To construct the difference matrix;
Step 3: To calculate the value of difference of each 

classifier and sort the results in ascend order;
Step 4: To select the top ones for the ensemble 

classifiers.

In the experiment, the difference value of each 
classifier is calculated as illustrated in Table  4. 
According to the smaller difference value and 
larger diversity, three out of five classifiers are 
selected including, decision tree, neural network, 
and random forest (bold font in Table 4), which are 
involved in the ensemble multiple classification.

4.2.2 Ensemble classifiers
In the experiment of Bagging and AdaBoost, deci-
sion tree, neural network, and random forest are 
used as the base classifier, and the performances 
are summarized in Table 5.

It is obvious that the performances of Bagging, 
AdaBoost, and MCS are superior to the base clas-
sifier for the music classification in terms of overall 

accuracy. Especially, that of AdaBoost is better 
than others. In addition, the classifiers have shown 
the different performance on specific classes, 
indicating that the classifier performing well for one 
class may be poor for other classes. Class “hani” 
and “yizu” obtained better performance with most 
classification methods, while classes “nuzu” and 
“wazu” had relatively low accuracy. In this case, 
the MCS is only better than Bagging with J48, but 
inferior to the other base classifiers in Bagging and 
AdaBoost. In the three base classifiers, RF has the 
highest accuracy, whereas BP has a lower accuracy 
and J48 has the lowest accuracy. In both Bagging 
and AdaBoost, the accuracy of the base classifiers 
ranked in the pattern as using the base classifiers. 
Furthermore, J48, BP, and RF showed better accu-
racies in AdaBoost than in Bagging.

5 CONCLUSIONS

Yunnan folk music is a treasure of ethnic culture 
and art and hence its classification is significantly 
valuable. Ensemble learning, constructing a set of 
classifiers, and then classifying new data via tak-
ing a vote of their predictions is a good way to 
achieve high accuracy in classifying. This research 

Table 4. Difference value of each classifier.

Classifier Kp Correlation coefficient

Decision tree 0.1232 0.1313
Neural network 0.1233 0.1385
Radial basic function 0.1766 0.1940
Random forest 0.1611 0.1846
Naïve Bayes 0.1680 0.1921

Table 5. Classification accuracy of ensemble methods.

Class

Bagging AdaBoost MCS 
J48 BP 
RFJ48 BP RF J48 BP RF

daizu 74.14% 86.90% 83.45% 80% 86.55% 90% 83.79%
hani 86.67% 90.33% 89% 91% 92.67% 93% 92.33%
nuzu 78.33% 77.67% 83.33% 84.67% 84.33% 88% 81.33%
wazu 76.67% 84% 82.67% 82.67% 84.33% 83% 82%
yizu 76.67% 89.33% 91.67% 88.33% 88% 91.67% 86%
OA 80.60% 85.64% 86.04% 85.37% 87.18% 89.13% 85.10%

Table 3. Classification accuracy of better single classifiers.

Classifier daizu hani nuzu wazu yizu OA

Decision tree 66.21% 75% 68% 68.67% 74% 70.40%
Neural network 83.45% 87.67% 76% 77.43% 74.33% 79.73%
Random forest 80% 89.33% 78.67% 77.67% 84.67% 82.08%
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is about classifying five types of Yunnan folk 
music through extracting their main features. This 
research contains experiments of using single clas-
sifier, and ensemble methods including Bagging, 
AdaBoost, MCS, and random forest to analyze 
music data and classify them. From the results, 
better performance is found in ensemble methods. 
An effective way of classification can be provided 
by ensemble methods. Among these methods, the 
AdaBoost performs the best. More studies about 
combining ensemble learning with semi-supervised 
learning to build learning model with high accu-
racy are on underway.
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RFID-based elevator positioning algorithm by the virtual 
reference label

Sheng Zhang & Xiu-Shan Zhang
Department of Computer Science, Naval University of Engineering, Wu Han, China

ABSTRACT: In this paper, a localization algorithm based on RFID is proposed to solve the problem 
of elevator positioning in the centralized monitoring system. The algorithm follows Euclidean distance 
by the received signal strength value (RSSI) between the reference tag and unknown node, adopts the 
dichotomy to rapidly approximate to determine the corresponding positioning interval, inserts the vir-
tual label according to the required positioning precision dynamically, and estimates the unknown node 
positioning using the least-squares method. Performance analysis results indicate that the RFID-based 
system has an error of less than 0.1 m and improves the accuracy approximately 50% comparing with the 
common centroid algorithm. The results indicate that the algorithm can effectively locate the elevator and 
have a good positioning accuracy.

of the system is low and the implementation cost is 
rather high (Hui, 2013).

In order to solve the shortcomings of the above 
two schemes, this paper proposes an elevator posi-
tioning algorithm based on RFID technology, 
which combines the characteristics of elevator 
movement on the basis of RFID indoor position-
ing technology. It can realize low-cost position-
ing of the elevator and have a better positioning 
accuracy.

2 BACKGROUND KNOWLEDGE

In this section, we introduce the RFID-based loca-
tion technology using RSSI and the weighted cen-
troid algorithm, which are the foundations of our 
study.

2.1 RFID-based location technology using RSSI

RFID is a technology to achieve information in 
noncontact ways through wireless transmission 
of signals. Thus, according to the theory of wire-
less communication, the signal in the process of 
transmission will attenuate with the increase of 
distance. The path loss has the following empirical 
formula in indoor environment (De Angelis, 2010):

PL d PL d N
d
d

X( )d ( )d )d lg+PL )d +0dddd
0dd

20 σ  (1)

where PL(d) represents the path loss of the 
unknown node, which is at a distance of d from the 
reader, PL(d0) is the path loss at reference distance 

1 INTRODUCTION

The elevator safety problem is widely concerned 
nowadays. Therefore, it is necessary to monitor the 
elevator effectively to guarantee the safe operation 
of the elevator. The single-vendor solution cannot 
meet the actual demand because of the different 
hardware interface of different brand elevators 
(Jiang, 2015). To solve the unified supervision 
of different brand elevators, much research has 
been done by scholars from all fields, and several 
achievements have been made, such as network 
monitoring equipment, video overlay, and com-
plete sets of elevator monitoring sensor system. In 
the above-mentioned solution, real-time acquisi-
tion of the elevator position information is a key 
problem. Therefore, it can be divided into two 
types according to the way of elevator position 
information acquisition. One is through the eleva-
tor own level sensor to achieve location informa-
tion collection. The implementation method is 
mainly to install optical or magnetic induction sen-
sor, which can provide a switching value when the 
elevator moves through a flat baffle. Then, we can 
know the position information about the elevator. 
The biggest shortcoming in this way is that the 
positioning accuracy is in floors, so that the sys-
tem cannot detect the potential problems in the 
elevator motion process. The other is to collect 
the absolute position information of the elevator 
directly by laser, infrared, and other methods. It 
has higher positioning accuracy, which can be in 
the scale of centimeters. However, because of the 
mobility of car and the more dust and shelter in 
the environment of elevator shaft, the robustness 
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d0, N is the pass loss factor of the links, which 
depends on the signal transmission environment, 
and Xσ is an environment variable, which is a nor-
mal distribution random variable with mean 0.

Assuming that the power of the signal after the 
antenna gain of the reader is P0, the signal RSSI 
value can be expressed as:

RSSI d P PL d RSSI d N
d
d

X( )d (d ( )d lg−P RSSI (d −0 0PP PL RSSI( )d (ddPP RSSI (d
0dd σ  

 
(2)

Therefore, we can get the value of the path loss 
factor N by collecting a large number of sample 
points and estimate Xσ according to the Gaussian 
distribution method proposed by Zhi-feng Lin in 
(2011).

2.2 Weighted centroid algorithm

Considering the actual situation of the elevator 
movement, we set the vertical axis of the reference 
tag as the reference axis and the vertical axis of the 
elevator movement as the track axis. Under the 
ideal circumstances, we can determine the location 
of the current node A when distances r1 and r2 are 
the distances between the conference nodes and 
the unknown point A is given (Tao, 2014). How-
ever, in practice, the calculated distance between 
node A and the reference axis may be greater than 
r0, as shown in Figure 1.

To solve the problem of calculation of point A 
in the real environment, the following processing 
is performed. First, the two-dimensional coordi-
nate system is constructed, and the reference axis 
is the y-axis; therefore, the coordinates of the two 
reference nodes are (0, h1) and (0, h2). Then, set 

the two reference nodes for the center points and 
construct two circles R1 and R2 with radii of r1 and 
r2, respectively. A is the intersection point in the 
limited quadrant (here is the first quadrant). By 
substituting r0 into the equation of R1 and R2, we 
can get the intersection part of the line x = r0 and 
two circles. Let the points B and C be the inter-
section points given by the line x = r0 and two cir-
cles which are the two closest pints to A. Now, A 
is on line BC. The traditional centroid algorithm 
takes the BC midpoint as the actual coordinate of 
point A. However, in the weighted centroid algo-
rithm, the RSSI value is used to determine the size 
of the center of mass decision, that is, the larger 
the node RSSI value, the greater the impact on the 
position of the center of mass. Let B(r0,yb) and 
C(r0,yc), respectively, take the value of point A in 
the weighted centroid algorithm as:
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3 ALGORITHM IMPROVEMENT

Because the RSSI value is greatly affected by the 
environment, and when the entity label measure-
ment error is larger, the estimation result will have 
a bigger error, so we need to improve the algorithm.

3.1 Use dichotomy to estimate elevator node 
position

Throughout the elevator positioning algorithm, 
the reader may receive the reflected signals from 
more than two tags. According to formula (2), we 
always select two reference nodes that are the clos-
est to the unknown nodes to reduce the influence 
of environmental factors. That is to say, the greater 
the density of the reference labels, the smaller the 
distance of the positioning interval. Therefore, the 
distances between the given nodes and unknown 
node are lower and the positioning accuracy is 
higher. However, in the actual deployment process, 
we found that the density of the reference label 
can not only increase the hardware cost of the 
system but more importantly lower the position-
ing accuracy because of the signal interferences 
between the tags while the density is too large. In 
this regard, we take the method of inserting virtual 
tags to improvement.

There is always a point Dmax on the reference axis, 
which is r0 away from the elevator in the case of the Figure 1. Principle of weighted centroid algorithm.
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special trajectory of the elevator. The RSSI value 
of Dmax should be maximum, and we think Dmax is 
the projection of the elevator node on the reference 
axis whose y-coordinate is the same as the elevator 
node. If  we ignore the influence of environmental 
factors, the RSSI values at two points are the same 
when the distances of two points to Dmax on the ref-
erence axis are equal. On the basis of this feature, 
the dichotomy process of calculating the elevator 
position is as follows:

1. Assuming the reader selects the physical refer-
ence labels B and C as the two ends of the posi-
tioning interval, we read the RSSI values of two 
points.

2. We take the midpoint D of  the line BC as the Dmax 
and ΔRSSI as the difference between the RSSI 
values of the two points B and C. If  ΔRSSI ∈ 
[−δ, +δ], we think that the signal strength values 
of B and C are equal. The midpoint of the line 
BC is the actual position of Dmax, where δ is the 
error tolerance setting in consideration of the 
influence of environmental factors.

3. When ΔRSSI ∉ [−δ, +δ], according to formula 
(2) we can select one with a larger RSSI value 
(we take B here). Then, make D replace C as 
new C.

4. Repeat Step 2, let d1 be the current distance 
of CD. Here, d the distance between C and the 
imaginary elevator node is d rld 2

0rr2 ,  and then 
through formula (2) to calculate the current 
C-point RSSI value.

In this way, we can acquire the estimating coor-
dinates (r0, y), where y is the height information of 
lift by a certain number of recursive processes.

3.2 Estimate the elevator node using the least-
squares method

In Section  3.1, the idea of recursion of limit by 
dichotomy was used to estimate the position of ele-
vator nodes. However, the uncertainty of recursion 
may lead to a longer computational time, which 
leads to the real-time degradation of the position-
ing system. In order to solve the above problems, 
the dichotomy method is adopted to obtain the 
appropriate positioning interval quickly, and then 
the least-square method is used to determine the 
elevator node position.

When we acquire the positioning interval, the 
RSSI value of the end point may be in two cases. 
If  the end point is an entity tag, then the value is 
read by the reader actually. Otherwise, when the 
reference node is a virtual node and the location 
interval is [a, b], the elevator node currently pro-
jecting on the y-axis. Take a random point Di (0, 
di) (di ∈ [a, b]) as the Dmax and calculate the virtual 
node signal power RSSIi. Then, use the weighted 

centroid algorithm to obtain the lift nodes (r0, yi). 
According to the principle of least squares, assume 
Y = a+bx, Δ = Yi – Yi:

ϕ( ,ϕϕ ) ,b,
i

n

, ( )≥
=
∑ 2

1

 (4)

When ϕ(a,b) is minimum, we can get the lin-
ear fitting relationship between the horizontal and 
vertical coordinates of the elevator node in the 
interval. Because the horizontal coordinate of the 
elevator node is r0 in this case, the fitting relation-
ship is a straight line parallel to the X-axis, that is, 
the equation of the line must be Y = C. Equation 
(4) can be simplified as:

ϕ ( ) ( )C y) ( i
i

n

(
=

∑∑ 2

1
 (5)

When the above formula is used to obtain the 
minimum, that is, C = Cmin, the location of the ele-
vator is (r0, Cmin).

3.3 Estimate the error tolerance δ and the 
location interval L

In the previous two sections, we establish an algo-
rithm model to calculate the position of the eleva-
tor node by inserting virtual labels between the two 
entity tags. In this section, we estimate the error 
tolerance (δ) and the interval distance (L) involved 
in the preceding model.

According to equation (2), when the distances 
from two reference nodes to lift are equal, the main 
cause of ΔRSSI ≠ 0 is Xσ. In accordance with 3σ 
distribution law of normal distribution, the prob-
ability that Xσ∈[−σ, σ] is about 68%, and the value 
of σ can be calculated in the method provided by 
Cui-Cui Yu (Yu, 2015). Then, according to the size 
of the value of σ set δ, usually take σ/3.

Positioning distance (L) depends on the posi-
tioning accuracy requirements. As Figure 1 shows 
that the calculation error ε < L, the value of L 
must be taken less than positioning accuracy 
requirements.

4 EXPERIMENT AND SIMULATION

4.1 Establish experimental system

Establish a simulation system to simulate the 
movement of the elevator process in the laboratory 
environment. The RFID system hardware devices 
are shown in Table 1, and the entire system hard-
ware deployment is shown in Figure 2.

RFID readers and laptops are placed on the top 
of the stroller bracket, the reader mode of work is 
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set to active mode, the query interval is 100 ms, the 
transmission power is set to 30dBm, and the baud 
rate is 57600dps. The computer and the reader 
communicate through the RS232 serial port. The 
reader is connected to an external antenna through 
a TNC antenna interface. The antenna is sus-
pended under the crosspiece of the trolley. The ver-
tical distance to the ground is 0.5 m. The antenna 
plane is parallel to the ground. Passive tags are 
evenly spaced on the ground with a distance of 
0.5 m between adjacent tags.

4.2 Results and analysis

4.2.1 Static measurement experiment
In the experiment, the displacement of equipment 
is fixed, and the center of the antenna is located as 
the lift node. Distances between lift node and two 
entity tags are 0.53 and 0.58 m. Then, 20 groups 
of RSSI data are collected and the position of lift 
is determined (setting δ = 4dBm, L = 0.1 m). The 
error result is shown in Figure 3.

As shown in Figure 3, the improved positioning 
algorithm has obvious advantages compared with 
the weighted centroid algorithm, the error is reduced 
by nearly 50%, and the error is less than 0.1 m.

4.2.2 Dynamic measurement experiment
As the elevator is often in dynamic motion, it 
is necessary to verify the algorithm through 
dynamic experiments. The whole movement 
process of  elevator is divided into three stages: 
constant speed, acceleration, and deceleration. 
Therefore, in the experiment process, we imitate 
the states of  the movement, record the actual 
lift position, and the entity tags RSSI value, 
which constitutes the positioning interval. After 
the above processing, we process the data using 
MATLAB2010b, and the results are shown in 
Figure 4.

Figure 4 shows that when a car is in dynamic 
motion, its positioning error is higher than 
that in the static state, but the average error is 
about 0.1  m, which still has a high positioning 
accuracy.

Table 1. RFID system equipment.

Reader Brand model number ZK_RFID406
Frequency band 902–925 MHz
Transmission power 30dBm

Tags Brand model number ZK-RFID606
Mode standard EPC C1G2

Antenna Polarization mode Linear polarization

Figure 2. Simulation experiment system.

Figure 3. Errors of two algorithms.

Figure 4. Errors of dynamic measurement experiment.
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5 CONCLUSION

In this paper, an improved algorithm is proposed 
on the basis of the weighted centroid algorithm. 
This is the first algorithm to use dichotomy reduced 
positioning interval and obtain position informa-
tion of the lift range nodes, and finally through a 
linear least squares regression to estimate the node 
position of elevator. The feasibility of the experi-
ment is verified. The experimental results show 
that the algorithm has a better positioning accu-
racy, meets the basic needs of elevator positioning 
system, and has a certain practical value.
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Design of the omnidirectional mobile robot control system based on 
dSPACE
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ABSTRACT: In recent years, the use of omnidirectional mobile robot has become a bright spot in the 
logistics scheme of equipment manufacturing industry. It has played a certain role in improving produc-
tion efficiency, reducing costs, and improving product quality and management level. However, its applica-
tion is limited due to its low flexibility, low efficiency, and difficulty of operation in complex environment. 
In order to realize the flexibility and maneuverability of this type of movement, the mobile structure 
and motion control system are designed. The structure design used mecanum wheel as its moving wheel. 
Its control system design used dSPACE real-time simulation and control platform, dSPACE simulation, 
and MATLAB/Simulink perfect combination. Through the establishment of the simulation model, the 
motor speed characteristics of the motor were tested. Therefore, it can realize the design and debugging 
of control system. The experiment shows that the control effect of dSPACE real-time simulation platform 
is good. The control system model can be built conveniently and quickly, and the development period of 
the control system can be shortened simultaneously.

MATLAB/Simulink real-time simulation system 
software and hardware platform, which achieved 
a seamless combination with MATLAB/Simulink 
(Lang, 2013). ControlDesk interface can be used 
to provide various parameters of the window to 
adjust the parameters of the controller or real-time 
editing program so as to achieve rapid control pro-
totype verification.

2 BASED ON THE PRINCIPLE OF DSPACE 
MOBILE ROBOT MOTION CONTROL 
SYSTEM DESIGN

The schematic diagram of control system of 
omnidirectional mobile robot based on dSPACE 
is shown in Figure 1. The figure shows the speed 
control system based on dSPACE, including the 
PC, dSPACE hardware, servo motor, servo motor 
driver, serial ISP download bus, and omnidirec-
tional wheel. The PC computer is the bottom tool, 
which has the software of dSPACE of MATLAB/
Simulink, RTW, RTI and ControlDesk installed 
in it. The PC has a serial port ISP download bus 
and dSPACE controller MicroAutoBox for signal 
transmission. When the block diagram is set up, 
the digital output channel and the port of the con-
troller are set up. The MicroAutoBox slot of the 
controller is connected with the output port line 
corresponding to the controller, and is connected 
with the corresponding port of the servo driver to 

1 INTRODUCTION

The omnidirectional mobile robot has the advan-
tages of high self-planning, fast self-organization, 
self-adjustment, and so on (Wang, 2015). It is 
suitable for complex working environment, such 
as for indoor warehouse handling, space explora-
tion, and security checking for automobile chassis, 
pipelines, and containers. Thus, the omnidirec-
tional mobile robot will be widely used in factory 
automation, construction, mining, military, agri-
cultural services, and so on. Therefore, more and 
more high requirements for its mobility and flex-
ibility are required, especially for the performance 
requirements of the control system. There are 
many ways to design a control system for an omni-
directional mobile robot. For example, few schol-
ars from the Islamic Azad University used PI-fuzzy 
control strategy to design the control system of 
four-wheeled omnidirectional mobile robot (Feng, 
2010). Several researchers from Taiwan used the 
fuzzy logic controller and visualization to design 
the control system of the omnidirectional mobile 
robot (Ehsan, 2011). Although these methods can 
realize the control system design of the mobile 
platform, the design and development of the test 
cycle is long. Not only the development time is 
long, but also the cost is very high. To this end, the 
dSPACE real-time simulation software and hard-
ware platform was used for the design of its control 
system. DSPACE is based on the development of 
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ensure the normal transmission of the signal. For 
the needs of different users, dSPACE provides a 
variety of alternative hardware systems, such as the 
single-board system and the standard-component 
system.

3 ANALYSIS OF THE FORCE APPLIED 
TO MECANUM WHEEL OF THE 
OMNIDIRECTIONAL MOBILE ROBOT

The Structure Design of Omnidirectional Moving 
Mechanism used Mecanum wheel (Gfrerrer, 2008). 
The shape of Mecanum wheel is like a helical gear. 
The tooth is a rotatable drum-shaped roller, and the 
roller axis and the wheel axis formed α angle. The 
roller has 3 degrees of freedom. It can rotate about 
itself  and around the axle simultaneously and can 
rotate around a roller in contact with the ground 
point. The wheel itself  also has 3 degrees of free-
dom: rotation around the axle and translation 
along the perpendicular direction of the roller axis 
and rotation around the contact point of the roller 
and ground. In this way, the driving wheel has the 
active driving capability in one direction, and the 
other direction has the movement characteristics 
of free movement. The wheel circumference is not 
composed of ordinary tires, but the distribution 
of many small rollers. The theory circle of these 
rolls contour line is coincident with the wheels, and 
the roller can rotate freely. During the motor rota-
tion of the drive wheel, the wheel rotates normally 
forward along the direction perpendicular to the 
drive shaft, and the roller wheel rotates around the 
axis of rotation along their respective freedom. 
Accordingly, the deviation of the small roller is 
divided into left and right Mecanum wheels. Com-
pared with the universal wheel, Mecanum wheel 
has the characteristics of flexibility, accuracy, 

and efficiency, which is a kind of universal wheel 
control. Its mobile states are: forward, backward, 
left and right lateral and transverse shift left ante-
rior oblique, right anterior oblique shift, left pos-
terior oblique shift, right posterior oblique shift, 
rotation center with 0–360°, and the right after the 
origin of rotating omnidirectional mobile mode.

Among them, the omnidirectional mobile plat-
form going forward, right lateral, right oblique 
shift, right rear wheel rotation, as the origin of 
omnidirectional mobile platform to center for the 
analysis of motion diagram of Figure 2 in the ori-
gin of 360° rotation and after rotation of the wheel 
center (a), (b), (c), (d), (e), and (f) shown. In Figure 2 
(a), the torques of the four-wheeled mobile robot 
are T1, T2, T3, and T4. The X-direction decompo-
sitions of their moment are offset each other, and 
the Y-direction decompositions of the moment are 
pointing to the front; the synthesis of the moment 
is also pointing to the front so the omnidirectional 
mobile robot is moving forward. In Figure 2 (b), 
analysis of the omnidirectional mobile robot trans-
verse direction, Y-decomposition torque offset 
each other, only the direction decomposition of 
X torque. Because the X-direction decomposition 
of the moment, the moments after the synthesis 
are pointing to the right and the omnidirectional 
mobile robot to traverse. In Figure 2 (c), the right 
front wheel and left rear wheel of the omnidirec-
tional mobile robot have no input torque, and the 
left front wheel and the right rear wheel have tor-
ques T1 and T2, respectively. When T1 and T2 face 
the right front, the Y-direction decompositions of 
the moment are forward, X-direction decomposi-
tion of the moment fall to the right, when the omni-
directional mobile robot moves to the right front. 
In Figure 2 (d), the right front wheel and the right 
rear wheel of the omnidirectional mobile robot 
have no input torque, whereas the left front and left 

Figure  1. Schematic diagram of control system of 
omnidirectional mobile robot.

Figure 2. Graph of the analysis of the force applied to 
Mecanum wheel of the omnidirectional mobile robot.
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rear wheel have torques T1 and T2, respectively. 
The left front wheel is subjected to the right front 
direction of the torque, the left rear wheel is left 
forward to the torque, when the omnidirectional 
mobile robot to the right rear wheel as the origin 
of rotation. In Figure 2 (e), the four wheels of an 
omnidirectional mobile robot are subject to torque. 
When the left front wheel torque is toward the right 
direction, the right front wheel toward right to the 
left rear wheel torque, torque is to the left front, 
right rear wheel is left to the torque, the clockwise 
rotation of an omnidirectional mobile robot. In 
Figure 2 (f), the left rear wheel and right rear wheel 
of the omnidirectional mobile robot have no input 
torque, and the left front wheel and the right front 
wheel have torques T1 and T2, respectively. When 
the left front wheel is subjected to the right front 
direction, the right front wheel is subjected to the 
right rear torque.

4 DESIGN OF FOUR-WHEEL DRIVE

Four-wheel drive (Xin, 2015), also called all wheel 
drive, refers to the front wheel and the rear wheel 
have driving force, and the engine output torque 
is distributed in all the wheels according to the 
different road conditions. Its main function is to 
effectively control the vehicle’s lateral movement 
characteristics and improve the ability of the 
vehicle. Four-wheel drive relies on the four-wheel 
independent steering. All wheels can be turned 
around the same instantaneous center of rotation 
to achieve different steering radius and even zero 
turning radius so that it has a high degree of flex-
ibility in the steering wheel. The narrow working 
space brings great challenge to the mobile robot. 
Therefore, the control system of the omnidirec-
tional mobile robot adopted the four-wheel drive. 
The four-wheel drive system is mainly composed 
of a motor and its driver, driving power supply, 
and deceleration device. Among them, the servo 
motor is controlled by pulse and direction.

5 STRUCTURE OF DSPACE SYSTEM

DSPACE real-time simulation system was devel-
oped by German dSPACE company. It is a soft-
ware and hardware platform for control system 
development, testing and hardware in-the-loop 
simulation based on MATLAB/Simulink. Its 
greatest feature achieved completely seamless con-
nection with MATLAB/Simulink (Zhang, 2012). 
DSPACE real-time system mainly consists of two 
parts: software system and hardware system.

V-Cycle development process is a parallel devel-
opment model, whose process is shown in Figure 3. 

It is the software and hardware development for 
joint debugging. Automatically generated from the 
C Simulink code and downloaded to the controller 
(such as MicroAutoBox). The virtual instrument 
NG ControlDesk debugging is used to accelerate 
the design of the iteration loop process and greatly 
decelerate the control design process (Liu, 2014). 
In addition, the simulation can be carried out 
online or offline.

5.1 dSPACE software structures

The software system of dSPACE mainly consists 
of three parts. First, according to the needs, we 
can use MATLAB/Simulink to quickly and easily 
establish the simulation model. For the preparation 
of C and other procedures, the building block dia-
gram is simple and easy to understand and accel-
erate the process of system development. Second, 
RTI (Real-Time Interface) is a bridge connecting 
the dSPACE real-time system and MATLAB/
Simulink simulation (SHAO, 2012). According to 
the requirement of user selection model and the 
MATLAB/Simulink library RTI library to build 
the control model, we compile and generate C 
code and download the program to the controller. 
Finally, the ControlDesk interface provides users 
with a variety of parameters of the window, which 
can change the parameters of the controller in real 
time.

5.2 dSPACE hardware structure

DSPACE hardware provides a variety of compo-
nents and a single-board system. DS1401/1512/1513 
single-board system has two modules: 1512 mod-
ules and 1513 modules with 156 pins. Therefore, 
the function is very powerful. However, the 1512 
module is much more complex than the 1513 
module. Because it has two IP modules more than 

Figure 3. Flowchart of dSPACE V-cycle.
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1513 modules, it is more complex to use. Accord-
ing to the motion control system design of mobile 
robot, the relative difficulty is not high, and consid-
ering the cost and other factors, the choice of 1513 
can meet the design requirements. 1513 module I/O 
port resources are rich, including digital output, 
digital input, analog input, and analog output.

5.3 Establishment of the simulation platform of 
control system based on dSPACE

The motion control system of omnidirectional 
mobile robot adopted PWM pulse modulation 
(XU, 2012). Combined the MATLAB and the RTI 
module libraries provided by PC, we selected the 4 
TP4 PWM DIO module. In the dSPACE real-time 
interface, we established the simulation model as 
shown in Figure 4. The model can output 4 PWM 
pulse signal. The signal output port are CH1, CH2, 
CH3, and CH4. The four-pulse signals can carry 
on the duty cycle and the start and stop of control 
system in real time. The PWM debugging of the 
servo motor is to change the pulse frequency and 
direction of the servo motor. The PWM module of 
the four corresponding output ports of CH1, CH2, 
CH3, and CH4 connected with the input port 
PUL1, PUL2, PUL3, and PUL4 of the four servo 
motor drives. The specific operation is to set the 
duty cycle T1, T2, T3, and T4 and the period cycle 
a, b, c, and d of the four PWM modules. Changing 
the cycle is to change the pulse frequency. Then, 
the corresponding four motors m1, m2, m3, and 
m4 will get the corresponding speeds n1, n2, n3, 
and n4. The omnidirectional mobile robot can 
achieve forward, right traverse, standing 360° rota-
tion so as to realize the mobile control ability of 
the omnidirectional mobile robot.

After the model is built in MATLAB/Sim-
ulink, a key to compile and generate C code and 
save in the Sdf  file is proposed. The project is 
set up and saved in ControlDesk. The hardware 
circuit and communication equipment are con-
nected through the registration of  the hardware 
platform to download the program to the Micro-
AutoBoxII controller. In the ControlDesk inter-
face, we establish a virtual instrument and the 
relevant parameters of  the changes. As long as 
the program is downloaded to the controller, it 
also carried out off-line operation. In the Contr-
olDesk interface, according to the variables in the 
column of  relevant variables, such as Gain, Wave 
Sine, Sum, and constant, to establish the required 
virtual instruments, such as Plotter, Knob, and 
Bar, for the entire control system debugging. One 
of  the great advantages of  dSPACE is that the 
real time is very strong. We can change the pro-
gram at the same time observe the running state 
of  the actuator.

In the motor PWM debugging, we establish 
an array of variables table. By changing the value 
of the array variable duty cycle and the cycle of 
two and so on simultaneously, the correspond-
ing motor speed, the oscilloscope to detect the 
pulse signal waveform cycle, and pulse width are 
changed. Figure 5 shows the PWM port CH1 to 
the array of variable cycle and duty cycle to change 
and the corresponding pulse waveform changes. In 
Figure (a), the set period is 0.001 and duty cycle 
is 0.5. Figure (b) shows an oscilloscope to detect 
the corresponding output waveform. In Figure (c), 
the set period is 0.00005 and the duty cycle is 0.2. 
Figure (d) is an oscilloscope to detect the corre-
sponding output waveform.

6 CONCLUSIONS

The motion control system of mobile robot is 
designed on the basis of dSPACE real-time simula-
tion platform. The motion control model was built 
by using the RTI and MATLAB module library. A 
key to generate C code through the host computer 
will be downloaded to the controller. We use the 
ControlDesk user interface of the host computer 
to set the parameters. By rapid construction of 
motion control system simulation platform, mobile 
robot can realize the omnidirectional mobile and 
shorten the development period of the control 

Figure 4. Model of PWM debugging and simulation.

Figure 5. PWM CH1 output pulse waveform.
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system. DSPACE simulation platform is effective 
for the development of control system and the pre-
experiment verification.
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ABSTRACT: The optimization design of oil circuits in a Hydraulic Manifold Block (HMB) is a typi-
cal Multiobjective Optimization Problem (MOP), and typical optimization objectives include the num-
ber of cross-drills, the depth of working holes and cross-drills, and the length of oil circuits. MOP for 
HMB design is usually converted to a Single-objective Optimization Problem (SOP) by weighting method; 
however, the validity is not guaranteed. In this paper, maze algorithm—NSGA-II optimization method 
(MA-NSGA-II) is presented as improve NSGA-II. In this approach, a coordinate bunch format is pro-
posed to encode the oil circuit parameters and the oil circuit connection; then, the maze algorithm is used 
to generate the initial population; further new operators of crossover and mutation are introduced and 
applied to adapt classical NSGA-II to suit the proposed encoding format. On the basis of this approach, 
an optimization design system for HMB is developed by using SolidWorks Application Programming 
Interface (API), VB.NET, and Microsoft Access. The system effectively realizes the automatic generation 
and optimization of oil circuits. A case study is conducted to verify the validity of the approach and the 
system.

approach to represent the behavior and the design 
knowledge of hydraulic circuit and component 
and presented a 3D circuit connection algorithm 
of HMB. A method was proposed by Feldmann 
(2006) for the generation and manipulation of bore 
chains of HMB, in which BOHRZUG objects are 
created between ports to be connected. When a new 
point is included in the chain, an existing bore is 
replaced by two new ones. Using the pattern match 
method, Park (2002) presented an automatic pipe-
routing algorithm. For the problem of optimal 
design, Ito (1999) presented a genetic algorithm 
approach to support interactive planning of a pip-
ing route circuit. Fan (2007) presented a variable-
length encoding format and corresponding genetic 
operators to ensure the association of genes chro-
mosome. Guirardello (2005) presented an optimi-
zation approach for the design of a chemical plant 
geometric layout, and the task is decomposed 
into a sequence of subproblems, which are then 
solved by using Mixed Integer Linear Program-
ming models (MILP). Ferreira (2010) presented a 
framework using a multidisciplinary design opti-
mization methodology, which tackles the design of 

1 INTRODUCTION

HMB is one of the key components in integrated 
hydraulic systems. However, the manual design of 
HMB is a complex and time-consuming process; 
and hence, it is highly desirable to generate oil cir-
cuits automatically. There are two types of holes 
in an HMB: working holes and cross-drills. Work-
ing holes are holes connected with hydraulic com-
ponent ports while cross-drills are auxiliary holes. 
While designing an HMB, we have to consider the 
layout of hydraulic components, the connectivity 
of ports, and many other design constraints. For 
ports that cannot be connected directly, cross-drills 
are necessary.

In recent years, much research has been carried 
out to solve spatial pipe routing design and oil cir-
cuit design for HMB, for example, the design of 
pipeline layouts of aeroengines or ships. For the 
problem of pipe routing and oil circuit, a system 
utilizing AI and CAD techniques was described 
by Chambon (1991) to solve combined 3D com-
ponent-placing and routing-design problems of 
HMB. Wong (1997) proposed an object-oriented 
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an injection mold. Liu (2008) studied the optimal 
method of oil circuit using genetic algorithm and 
simulated annealing algorithm. Although an MOP 
is converted to an SOP by using objective weight 
method above, the diversity of solutions cannot 
be reflected by the obtained results. Appropriate 
weights factors, which the objective weight method 
heavily relies on, are difficult to choose; meanwhile 
it is also time-consuming and inefficient to obtain 
an optimal solution. Hence, it is essential to inves-
tigate the application of multiobjective optimiza-
tion methods, for example, NSGA-II proposed by 
Deb (2002), for HMB oil circuit.

On the contrary, the maze algorithm has been 
successfully applied to HMB design, but only lit-
tle attention has been paid to enhance it with opti-
mization methods. Lee (1961) proposed the maze 
algorithm to search the circuit of two points in a 
plane. Maze algorithm in HMB design is used by 
P.K. Wong (1997) to realize the oil circuit connec-
tion, but the strong connectivity of the algorithm 
leads to too many cross-drills.

In this paper, a novel approach termed as MA-
NSGA-II is proposed by combining the maze algo-
rithm and NSGA-II. The remainder of this paper 
is organized as follows. Section 2 introduces a mul-
tiobjective optimization model of HMB, explain-
ing the design variables, objective functions, and 
design constraints. Section 3 presents the approach 
of MA-NSGA-II, and some new operators for 
genetic algorithm. Section  4 presents the imple-
mentation and case study of the approach. Finally, 
in Section 5, conclusion is drawn and future work 
is defined.

2 MULTIOBJECTIVE OPTIMIZED MODEL 
OF HMB

The oil circuit is utilized to realize the connective 
relation between ports of hydraulic components in 
HMB, and the relation is specified in the hydraulic 
scheme diagram. An oil circuit is composed of var-
ious oil holes. Because of the diversity of hydraulic 
components and oil circuit structure, the oil hole 
types and features are complex, and the related 
concepts are shown in Table 1.

Figure 1 shows an exemplary oil circuit connect-
ing two hydraulic components, c1 and c2, and there 
are two working holes, h1 and h3, and one cross-
drill, h2, in which h1 is a bottom hole and h3 is a bot-
tom center hole. The coordinate system of HMB is 
also shown in Figure 1.

An HMB is designed on the basis of its hydraulic 
scheme diagram. The design of HMB is to layout 
hydraulic components and to connect oil circuits, 
subject to some design objectives and design con-
straints. Parameters of hydraulic components, 

ports, and oil holes are involved in the design 
progress.

2.1 Design variables

To simplify the expression, the following matrices 
are used to represent related design variables.

2.1.1 Hydraulic components parameters matrix C
The basic information of hydraulic components is 
included in matrix C, and the ith row represents 
the parameters of the ith component, which is 
noted as [ ],i vx vz y oi ivyv i ix i iz i

 where ci is the ID 
of the hydraulic component HCi, c cvx vy vzi ivy i

/ /cvy  is its 
installation surface vector, and the vectors of the 
surfaces of up, down, front, back, left, and right 
are listed in Figure 1, where c cx y zi iy i

/ /cyc  is the bench-
mark point coordinate and coi

 is the installation 
angle. If  there are m hydraulic components, then 
the dimension of C is m × 8.

2.1.2 Port parameters
The interface information of hydraulic compo-
nents and oil circuits is described in matrix P, and 
the ith row [ ]c fi x z s j kff

i iy i id i  represents the 
parameters of the ith port, where pi is the ID of 
port porti, p px yp zi iyp

i
/ /pyp  is its associate point coordi-

nate, pdidd  is its diameter, psi
 is its structure type, and 

Table 1. Oil hole types and features.

Oil hole type Oil hole feature

Bottom hole Connected with port of the plate valve
Bottom 

center hole
Connected with bottom center port of 

cartridge valve
Side hole Connected with side port of cartridge 

valve
Cross-drill Not connected with hydraulic compo-

nents, but connected with holes that 
cannot be connected directly

Figure  1. Coordinate system of HMB and flowpath 
model.
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fk is the ID of the owned oil circuit. If  there are s 
ports, then the dimension of P is s × 8.

2.1.3 Oil hole parameters matrix H
The information of all the holes is described in matrix 
H, where the ith row [ ]h h h h h h h h h h fi x z vy d s jff

i iy i ivx i ivz i id l i
 

represents the parameters of the ith working 
hole or cross-drill, where hi is the ID of oil hole 
OHi, h h hx yh zh

i iy i
/hyh  is its starting point coordinate, 

h h hvxhh vy vzhh
i ivy i

/
i

/ hvyhh  is its starting point vector, hdh
idd  is the 

hole diameter, hlh
il
 is the hole depth, hsh

i
 is the hole 

structure type (0/1/2/3: cross-drill/bottom hole/
bottom center hole/side hole), and fj is the ID of 
the oil circuit, to which the hole belongs. If  there 
are p working holes and q cross-drills, then the 
dimension of H is n × 11, where n = p + q.

2.2 Objective function

2.2.1 Shortest oil circuit length
There are three objective functions as shown in 
Equations (1)–(3) with respect to single oil circuit 
length, the length sum of all oil circuits, and the 
length of the longest hole, respectively:

min , , ,L h i Sp h
j

M

i jl

iM

( )C P H, ,P H,, , = =h ih
=

∑
1

1 2, �  (1)

minL Lp pL
i

S

i
( ),C P H,, ,P H, =

=
∑

1

 (2)

min min(max)Lm( )max ( ), , ,h h h h h hl l,h h, l l,...,h h,..., l, ,h h, ,
M Ml l, , l, ,

SM1 2l ll ,
1M 1

,l ,ll l� h h h =  
 (3)

where LpL
i
 is the length of oil circuit pi, hlh

jl  is the 
depth of oil hole lj of  the oil circuit, Mi is the num-
ber of oil holes of pi, Lp is the length sum of all oil 
circuits, and S is the number of oil circuits.

2.2.2 Minimize the number of cross-drills
There are three objective functions as shown in 
Equations (4)–(6) with respect to cross-drills num-
ber of single oil circuit, the sum of all cross-drills, 
and the most cross-drills number of one oil circuit, 
respectively.

min , , ,N i S, , ,pi
( ), ,C P H, 1 2,  (4)

minN Np pN
i

S

i
( ),C P H,, ,P H, =

=
∑

1

 (5)

min min(max)Nm( )max ( ), ,N N, Np ,N , pN
S1 2p, �  (6)

where NpN
i
 is the number of cross-drills in the oil 

circuit pi and Np is the number of cross-drills in all 
oil circuits.

2.3 Constraints

The oil holes and cross-drills must meet the 
following constraints:

1. The flow cross-sectional area (Ai) of holes inter-
section parts must be larger than the minimum 
flow cross-sectional area (Amin), that is, Ai ≥ Amin.

2. The wall thickness of nonconnected flowpaths 
must be higher than the security wall thickness 
(Wmin), that is, Wij ≥ Wmin and WiF ≥ Wmin, where 
Wij is the wall thickness between holes and WiF 
is the wall thickness between hole and surface 
of HMB.

3. A single oil hole can be processed within the 
depth scope, that is, Di iD k/ ,L CiL kC  where Di is 
the hole diameter, Li is the hole depth, and Ck is 
the hole machining depth index.

3 DESCRIPTION OF THE PROPOSED 
APPROACH (MA-NSGA-II)

NSGA-II is a fast algorithm to obtain a Pareto opti-
mal solution set consisted of non-nominated solu-
tions. NSGA-II uses a non-nominated sort algorithm 
to obtain Pareto front solutions. Moreover, a crowd-
ing distance is defined to preserve the diversity of 
solutions. The individuals are sorted according to the 
priority order defined by Equation (7):

i j i j i jn rj f ii ank rankjj rankii rankjj
disii ce

, (ifif ) ( )
( )i jdj id ce(iii tan tce djj isdddjj isdd an

jrankj )
∧(ii  (7)

where ≺n is the crowding comparison operator, 
rank is the rank of non-nominated sort, and dis-
tance is crowding distance.

NSGA-II has been widely applied in various 
fields because of  its high efficiency and robust-
ness. However, it has not been applied for the 
design of  HMB because the encoding formats 
and operators in NSGA-II are not suitable 
for the complex oil circuit structure of  HMB. 
Here, a coordinate bunch encoding format is 
proposed on the basis of  grid concepts, and 
the maze algorithm is used to realize the oil cir-
cuit connection and to generate initial popula-
tion. Furthermore, new crossover and mutation 
operators, which are suitable for the encoding 
format, are introduced. The flowchart of  the 
approach is shown in Figure 2. Major concepts 
and steps of  the flowchart are explained in the 
followed subsections.

3.1 Encoding method and initial population

When the maze algorithm is used to generate cir-
cuit and initial population, the quality of starting 
solutions can be improved.
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3.1.1 Grids division and obstacles set
The layout space of HMB is divided into three-
dimensional grids with a dimension of M × N × L, 
and each grid has a coordinate (x, y, z) based on 
the row, column, and floor in the space. The outer 
surface of the HMB, except places where ports lies, 
are denoted as obstacles, and the grids on existing 
oil circuit are denoted as obstacles, and their values 
are set to “#”. All other grid’s values are set to 0.

3.1.2 Circuit encoding
The encoding of circuit is described by using a 
chain table composed of linked nodes, such as [5 1 
3;5 2 3;5 3 3;6 3 3;7 3 3;8 3 3;9 3 3;9 4 3;9 5 3;9 6 
3;9 6 4;9 6 5;9 6 6;9 6 7;9 6 8;10 6 8], and a circuit 
also represents an individual of NSGA-II. In the 
chain table, the first and last coordinates represent 

ports. A circuit is a 3D polyline composed of a 
number of line segments from the start position to 
end position. In any two adjacent grids, the latter 
one must be an adjacent grid of the former one in 
six directions to ensure that the path is straight or 
orthogonal but not diagonal.

3.1.3 Circuit connection and population 
initialization

In the expansion process from one grid to the 
adjacent grid, a limit direction search strategy and 
the following rules are used: the node is specified 
by its tag value and direction, the value of the six 
neighbors of one grid is its value plus 1, and if  one 
of the adjacent grid is the target port, then the 
extension stops.

By retracing from the target port to the source 
port, some circuits can be generated randomly, 
and these circuits are the initial population of 
NSGA-II.

3.2 Adapted NSGA-II

The existing encoding methods and genetic opera-
tors of NSGA-II are not suitable for the circuit 
encoding the format described above. Therefore, 
the crossover operator and mutation operator are 
redesigned as explained here.

3.2.1 Crossover operator
Crossover is the main way to generate new indi-
viduals in NSGA-II. The chromosomes generated 
after crossover or mutation must ensure the con-
nective relationship of nodes to prevent produc-
ing illegal individuals. Here, a random point-cross 
strategy is described.

In a random point crossover, two different 
nodes are selected from two individuals of the par-
ent generation, and then a sub-circuit is generated 
to connect the two nodes. The subcircuit will be 
inserted into the two individuals of the parent gen-
eration with correctitude or reverse, and the latter 
parts of crossover node are exchanged to generate 
two new individuals in the children’s generation. 
Figure 3 shows an example of random point cross-
over. The path starts from point (5,1,3) and ends Figure 2. Flowchart of MA-NSGA-II.

Figure 3. Random point crossover.
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at point (10,6,8), and the random crossover points 
are (6,1,5) and (9,5,5).

3.2.2 Mutation operator
Mutation can maintain the diversity of population 
to prevent premature convergence. The mutation 
method is to delete one part of the chromosomes 
randomly and then add another part, which is 
a subcircuit. This heuristic mutation operation 
increases the chances to reduce turnings or bend 
around obstacles.

4 IMPLEMENTATION AND CASE STUDY

An optimal design system for HMB has been 
developed, and Figure 4 shows the flowchart. The 
basic design information is obtained from the 
hydraulic scheme diagram and knowledge library 
of hydraulic components. After the initial layout 
of hydraulic components by human–computer 
cooperation, the design parameters of hydraulic 
components and ports can be obtained. Then, the 
MA-NSGA-II approach will be operated to gener-
ate and optimize circuits by using MATLAB. The 
calculation result is a Pareto front set composed of 
population size solutions. The detailed results are 
the objective function valves, rank of non-nomi-
nated sort, and crowding distance of every solu-
tion. The optimal parameters of design variables 
will drive the system to generate 3D solid model 
of HMB with validity check in SolidWorks cir-
cumstance. The design results can be interactively 
modified until it is satisfying.

In the feature-modeling progress, the oil cir-
cuit feature is described by using temporary body 
model and B-Rep model. The temporary body 
model is created by solid modeling technology and 
used for representing feature semantics and show-
ing the flowpath. The B-Rep model is used for sav-
ing the final results.

Figure 5 illustrates a hydraulic scheme diagram 
including nine hydraulic components and seven 

oil circuits. The hydraulic components, oil cir-
cuits, and connective relations of ports are listed in 
Table 2. These hydraulic components are the prod-
ucts of Bosch Rexroth company. The dimensions 
of HMB are determined according to the maxi-
mum edge length of hydraulic components, and 
the hydraulic components must have enough room 
for adjustment. In this case, the length, width, and 
height are 230, 212, and 250 mm, respectively, and 
the grids are divided into 23 × 21 × 25.

In practical applications, the performances of 
MA-NSGA-II are dependent on some param-
eters of algorithms, but how to select these opti-
mal parameters is not completely solved yet. In 
this paper, practical design experience of HMB 
and the orthogonal experiment method are com-
bined to explore the optimal parameters. The run-
ning parameters are as follows: population size is 
20, generation is 200, crossover probability is 0.8, 
mutation probability is 0.05, crossover distribu-
tion index is 20, and mutation distribution index is 
20. In the optimization and validity check process, 
the constraints are as follows: the least-flow cross-
sectional area (Amin) is 28  mm2, the least security 

Figure 4. Flowchart of optimal design system for HMB.

Figure 5. Schematic diagram of one hydraulic system.
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wall thickness (Wmin) is 5  mm, and the oil hole 
machining depth index (Ck) is 0.045.

The Pareto set is constructed where each design 
has the best combination of objective values, so 
that improving one objective is impossible with-
out sacrificing one or more of the other objec-
tives. After the calculation, the system obtains 
20 non-nominated sorted optimal solutions. An 
optimal design solution whose rank is 1 can be 
seen in Tables 3 and 4, where the values in Table 3 
are the optimized design variables valves, and 
Table 4 shows the objective function values.

Table 2. Components, paths, and connective relation.

Components Path ID Connective relation

1:SNO-A8-SR3–8 P1 3:IO/4:P/8:P
2:VF3005 P2 4:A/5:A
3:VF3005 P3 5:B/7:P/6:IO
4:4 WEH32_6X P4 2:IO/9:B/7:T
5:SL30P-4X_P1 P5 1:IO/5:Y/8:T/4:Y
6:VF3002 P6 5:X/8:A
7:DBDS10 K 1X P7 9:A/4:T
8:_WE6_6XE_K4
9:NDVP-30

Table 3. Results of optimal design.

Hole
ID

Starting point
coordinate

Vector Dia.
(mm)

Depth
(mm)

Path
ID

4:P 159/212/134 0/−1/0 34 100 P1
3:IO 159/0/134.5 0/1/0 34 112 P1
8:P 0/16/134.5 1/0/0 7.6 159 P1
4:A 70/212/102.5 0/−1/0 38 100 P2
5:A 0/112/102.5 1/0/0 32 70 P2
5:B 0/112/153.3 1/0/0 20 100 P3
7:P 31/112/182.5 0/0/−1 10 29.2 P3
6:IO 100/112/250 0/0/−1 20 96.7 P3
2:IO 100/0/210 0/1/0 30 62 P4
9:B 230/62/156.5 −1/0/0 35 35 P4
7:T 31/0/209 0/1/0 10 112 P4
P4:T1 0/62/209 1/0/0 30 195 P4
P4:T2 195/62/250 0/0/−1 30 93.5 P4
1:IO 120/156/238 0/0/−1 14 103.5 P5
5:Y 0/156/145.3 1/0/0 6 120 P5
8:T 0/36.5/134.5 1/0/0 7.6 120 P5
P5:T1 230/155/188 −1/0/0 10 110 P5
P5:T2 120/212/134 0/−1/0 10 175.5 P5
4:Y 149.5/212/188 0/−1/0 10 57 P5
5:X 0/67.6/110.4 1/0/0 6 25 P6
8:A 0/26.2/125.7 1/0/0 7.6 25 P6
P6:T1 25/26/0 0/0/1 6 125.7 P6
P6:T2 25/0/110.4 0/1/0 6 67.6 P6
9:A 230/62/61.5 −1/0/0 35 71 P7
4:T 159/212/61.5 0/−1/0 38 150 P7

Table 4. Objective function values via MA-NSGA-II.

Length of circuit
(P1–P7)

Total 
length

The deepest 
hole

Number of 
cross-drills

371/170/
216.7/
497.5/686/
351.2/211

2513.4 P5:T2
175.5 mm

0/0/0/2/2/2/0

Figure 6. Optimal design plan model.

The choice of final HMB design should be made 
from the set of Pareto optimal designs, which may 
not be explicitly represented in the model by using 
additional customer preferences and criteria.

Figure 6 shows the optimal design plan model, 
and Table  3 lists its structure parameters. The 
layout of hydraulic components is compact and 
reasonable, the oil circuits can be connected with 
less cross-drills, and the flow cross-sectional area, 
wall thickness, and oil hole depth are all in the 
range of constrains. The results show the feasibil-
ity and validity of the approach and system.

5 CONCLUSIONS

In this paper, we presented a novel hybrid algo-
rithm, MA-NSGA-II, aiming at the multi objective 
design optimization of the oil circuits in HMB. 
This approach proposes a coordinate bunch 
encoding format for the oil circuit design of HMB. 
On the basis of the encoding format, the maze 
algorithm is proposed to set up the oil circuit con-
nection and generate initial population, and new 
crossover and mutation operators are proposed to 
adapt NSGA-II to the encoding format. An HMB 
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optimization design system is developed by using 
SolidWorks API and VB.NET, which can effec-
tively realize the automatic generation and optimi-
zation of oil circuits of HMB.

To develop a more realistic model for HMB in 
future, it will be necessary to refine the optimiza-
tion model by including all important variables. 
It is also important to integrate MATLAB with 
SolidWorks to generate some high-quality models, 
as well as CAD tools to visualize that the design 
solutions are also fundamental in a fully integrated 
HMB optimization system.

ACKNOWLEDGMENT

This work was financially supported by the 
National Natural Science Foundation of China 
(Grant Number: 51275340).

REFERENCES

Chambon, R. and M. Tollenaere, Computer-Aided 
Design. 23, 213 (1991).

Deb, K., A. Pratap, S. Agarwal and T. Meyarivan, IEEE 
Trans. Evol. Comput. 6, 182 (2002).

Fan, X., Y. Lin and Z. JI, Shipbuilding of china, 48, 82 
(2007) (In Chinese).

Feldmann, D.G., Mechanika, 62, 54 (2006).
Ferreira, I., O.D. Weck and P. Saraiva, J. Cabral, Struct. 

Mutltidiscip. Opt. 41, 62 (2010).
Guirardello, R. and R.E. Swaney, Comput. Chem. Eng. 

30, 99 (2005).
Ito, T., J. Intell. Manuf. 10, 103 (1999).
Lee, C.Y., IRE transactions on electronic computers. 9, 

346 (1961).
Liu, W., S. Tian, C. Jia and Y. Cao, J. Shanghai Univ. 

(Engl. Ed.), 12, 261 (2008).
Park, J. and R.L. Storch, Expert Sys. Appl. 23, 299 

(2002).
Wong, P.K., C.W. Chuen and T.P. Leung, Am. Soc. 

Mech. Eng. Fluid Syst. Technol. Div. Publ. FPST. 
4,183 (1997).

ICCAE16_Vol 02.indb   1557ICCAE16_Vol 02.indb   1557 3/27/2017   10:59:11 AM3/27/2017   10:59:11 AM



http://www.taylorandfrancis.com


1559

Civil, Architecture and Environmental Engineering – Kao & Sung (Eds)
© 2017 Taylor & Francis Group, ISBN 978-1-138-02985-9

Quantification of single-event transients due to charge collection using 
dual-well CMOS technology

Zhun Zhang
Shenzhen Key Laboratory of Micro-nano Photonic Information Technology, Shenzhen University, Shenzhen, 
China

Wei He
College of Electronic Science and Technology, Shenzhen University, Shenzhen, China

Sheng Luo & Lingxiang He
Shenzhen Key Laboratory of Micro-nano Photonic Information Technology, Shenzhen University, Shenzhen, 
China

Qingyang Wu & Jianmin Cao
College of Electronic Science and Technology, Shenzhen University, Shenzhen, China

ABSTRACT: In this paper, we present the computation of single-event transients for calculating the 
charge collection in dual-well structure. A well gradient collapse drain injection for SRAM cell is dem-
onstrated through TCAD modeling. Simulation presents that the deposited charge will induce parasitic 
bipolar amplification to broaden the transient widths for PMOS device under the effects of N-well region. 
The efficiency of charge collection is correlated to the distribution of SET pulse widths. Aiming at improv-
ing the reliability of devices, well potential contacts are expected to be established.

charge collection, charge sharing, and parasitic 
bipolar transistor characteristics (N.J. Gaspard, 
2011 & O.A. Amusan, 2006). A comparative 
analysis of heavy ion-induced upsets in dual-well 
bulk SRAMs shows that dual-well process is vul-
nerable to low-LET particles, whereas triple-well 
technology is more vulnerable to high-LET par-
ticles (I. Chatterjee, 2011). Despite these previous 
studies, response reported for dual-well and triple-
well processes have been proposed to mitigate 
SEEs, single-event transients caused by heavy ions 
with high Linear Energy Transfer (LET) values are 
still inevitable to affect the stability and perfor-
mance of the devices, resulting from the fact that 
much remains to be understood about the complex 
physics of carrier transport and enhancement in 
devices fabricated with well structures. Therefore, 
full three-dimensional physical models are condu-
cive to the incorporation of device analyses into 
the behavioral abstractions of carrier motions and 
potential field perturbations in the wells.

This paper describes primarily the physical 
insights for accurately modeling single-event tran-
sient currents and charge collection using full 
three-dimensional Technology Computer-Aided 
Design (TCAD) simulations and explores the spa-
tial extent and temporal characteristics of SEEs, 

1 INTRODUCTION

Critical charge to represent a logic state in Inte-
grated Circuits (ICs) is steadily decreasing with 
the shrinking device technology feature sizes. 
Single-Event Effects (SEEs) induced by heavy-
ion irradiation has become a primary reliability 
issue for deep submicron processes because of the 
reduced nodal charge and space between devices 
(P.E. Dodd, 2010 & D. Munteanu, 2008). Tradi-
tionally, the close proximity of transistors means 
that the deposited charge cloud from an ion strike 
is expected to encompass multiple transistors on 
ICs, resulting in multiple-node charge collection 
(termed charge sharing) in devices (O.A. Amusan, 
2006). Thus, it is imperative to characterize the 
single-event transient response to different design 
and layout practices. Dual-well bulk CMOS tech-
nology has been the subject of extensive stud-
ies on improving the reliability of manufacturing 
space and military electronic devices. The effects 
of dual-well structure were mainly analyzed 
and results showed that Single-Event Transients 
(SETs) using the dual-well technology were shorter 
than those in the triple-well technology (T. Roy, 
2008). Perturbations in n-well and p-well poten-
tials also have been shown to affect strongly the 
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which are affected by dual-well structure. First, the 
schematic cross view of dual-well CMOS technol-
ogy is illustrated in Figure 1. A particle strikes a 
sensitive region of a circuit module and deposits 
a dense track of electron–hole pairs, where the 
deposited charges will cause a potential gradient in 
the bulk from the strike location to the substrate, 
which could possibly activate the parasitic bipolar 
transistor of MOSFETs in the P-well and N-well, 
as well as affects the potential modulation process 
of multiple junctions.

2 TEST STRUCTURE AND 
EXPERIMENTAL SETUP

The modeling and simulation of the charge gen-
eration, transport, and collection processes are 
crucial issues in the computation subjected to ion-
izing radiation. In this work, Sentaurus H-2013 
TCAD from Synopsys Corporation was adopted 
to perform structures and device simulations. For 
the dual-well structure, the typical 6-T SRAM cell 
as the storage unit was carried out by using 65 nm 
bulk CMOS technology. Figure 2 describes the con-
ceptual schematic of a typical 6-Transistors SRAM 
cell. Two cross-coupled inverter modules, inverter 
#1 and inverter #2, are connect with each other and 
additional two access pass-gate transistors, and the 
output nodes VT1 and VT2 store opposite values. 
In the circuit, supply voltage is set to be 1.2 V.

For three-dimensional SRAM model calibration, 
the dual-well model was preliminarily referenced to 
the layout of target SRAM device cell with detailed 
designs, as illustrated in Figure 3. The ratio of width 
to length (W/L) in the NMOS is Wn/Ln  =  0.30 
/0.06  μm, whereas the W/L of the PMOS is Wp/
Lp = 0.45 /0.06 μm, and they were generated with 
a 65  nm standard cell library in accordance with 
the Semiconductor Manufacturing International 

Corporation (SMIC) layout design rules. The I–V 
electrical characteristics (Id–Vd and Id–Vg curves) 
of NMOS and PMOS transistors, which are built 
into the dual-well CMOS structure, have obtained 
good agreements with the HSPICE models. Thus, 
the junction capacitance between drain/source and 
bulk agrees with reality.

As shown in Figure  4, a full 3-D SRAM cell 
structure is implemented on dual-well CMOS 
technology, N-channel transistors are placed in 
the P-type substrate, and all the P-channel transis-
tors (TP1 and TP2) are generated in the implanted 
N-well inside the P-type substrate. An N-well con-
tact band is placed near the two transistors with 
a distance of 0.3μm, the source and drain junc-
tions of NMOS is 25 nm, and Light Doped Drain-
source (LDD) are inserted between the channel 
and the source/drain, respectively. The thickness of 
the gate oxides are generated according to the spice 
model so that the gate capacitance agrees with 
actual process. Furthermore, the Shallow Trench 
Isolations (STI) are used to separate transistors for 
maintaining good electrical characteristics.

In the following 3-D TCAD simulations, the 
special-purpose supercomputer facilities are used 

Figure 1. Schematic cross section view of NMOS and 
PMOS implemented with dual-well technology, showing 
parasitic elements.

Figure 2. Conceptual schematic of a typical 6-T SRAM 
cell formed by two cross-coupled CMOS inverters. The 
blue dashed outline shows inverter #1, and the light red 
region represents inverter #2.

Figure  3. Layout of the target SRAM cell calibrated 
with 65 nm process design kit.
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to shorten the work of extended numerical calcula-
tions at the MPIT laboratory in Shenzhen. Taking 
design parameters into account, Finite-Element 
Method (FEM) numerical simulations are per-
formed to solve the Poisson and drift–diffusion 
current continuity equations, and the following 
physical models are incorporated during the whole 
simulations: 1) Firmi-dirac statistics; 2) bandgap 
narrowing effects; 3) doping-dependent Shockley–
Read–Hall (SRH) recombination and Auger 
recombination; 4) mobility models, electric field, 
interface scattering effects, and carrier–carrier 
scattering impact on mobility; 5) density gradient 
quantization model; 6) a hydrodynamic model is 
used for carrier transport; and 7) heavy ions are 
modeled using a Gaussian distribution profile with 
a characteristic 1/e radius of 50 nm, and a Gaussian 
temporal profile with a 2 ps characteristic time.

To investigate the process of charge collection, 
heavy ions were used to strike the TCAD mod-
els, considering that the particle struck the drain 
region of TN2 transistor in inverter #2. Broad-
beam heavy-ion experiments were performed with 
Linear Energy Transfers (LETs) ranging from 
10 to 50  MeV-cm2/mg, and the LET suppression 
method was set as a stable step-up 10  MeV-cm2/
mg iteration. Normally, the LET values were kept 
constant along the heavy-ion track, and every ion 
irradiation was performed at an angle of 90°; thus, 
the angular effects were ignored.

3 MATHEMATICAL FORMULATION

The physical mechanisms related to the production 
SETs in microelectronic devices consist in three 

main successive steps: (1) the charge deposition 
by the energetic particle striking the sensitive 
region, (2) the transport of the released charge 
into the device, and (3) the charge collection in 
the sensitive region of the device. The mathemati-
cal formulations that affect the charge collection 
of SET in dual-well structure are explained in this 
section. When a heavy ion penetrated the SRAM 
cell, it loses energy and creates a trail of electron–
hole pairs; the ion-striking deposited charge was 
collected by the drain and the transient currents 
are generated to turn on the output logic state of 
inverter #2. The device is assumed to consist of a 
collection of reverse-biased depletion regions and 
electrodes, and the device simulation considers the 
popular drift-diffusion transport equation by con-
sidering the methods of moments, and the electron 
(Jn) and hole (Jp) current densities are expressed 
as follows:

JnJJ qn E qD grad nnE qD= qn EnEμμn ( )n

JpJ qn E qD grad ppE qDD= qn pEμμ ppp ( )p  (2)

where (1) and (2), n and p are the electron and hole 
densities, μn and μp are the electron and hole mobil-
ity, respectively, and E is the built-in electric field. 
The first term corresponds to the drift component, 
which is driven by the electric field and the second 
term to the diffusion component caused by the 
gradient of carrier concentrations. Dn and Dp are 
the diffusion coefficients corresponding to the car-
rier mobility via the Einstein equation (A. Grove, 
1967):

D
k
qn pD Bk T

n pqp n= μ  (3)

where kB is the Boltzman constant and T is the car-
rier temperature equal to the lattice temperature as 
the carrier gas in the drift-diffusion approximation 
is assumed to be in thermal equilibrium. In the for-
mulations, finite-element numerical simulations are 
performed to solve the Poisson and drift-diffusion 
current continuity equations. The transients due to 
particles striking the dual-well are computed by a 
double current pulse as follows:

Id
Q

= ( )te ett

τ τ−α βτ τ
te  (4)

where Id is the drain total current, whose unit is 
A, Q is the collected charge due to the LET val-
ues, τα and τβ are the falling time and rising time 
constants of the current pulses to determine the 
amplitudes and widths respectively, and τα and τβ 
can be defined as:

Figure  4. Full 3-D SRAM model implemented on 
65 nm CMOS process.
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τ τα βτ τ
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2

ππ
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Dn p n pDp n
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4 RESULTS AND DISCUSSIONS

When a charge column has been created in the 
dual-well SRAM structure by an ionizing particle, 
the physical phenomena in drift-diffusion, hydro-
dynamic, and thermodynamic transport mod-
els are considered for characterizing the charges 
transported. Figure 5 shows the current pulses of 
the drain electrode of TN2 transistor, the ampli-
tudes of parasitic transient currents have been 
decreased by varying time and sensitive duration 
to charge collection for maintaining the electro-
static potential gradients. The transients indicated 
that the drain total currents consist of a fast drift 
and a slower contribution from charge diffusion 
in the shallow P-well and N-well. This causes the 
electrons to drift into the n-well, leaving the holes 
behind in the p-well. When the P-well and its con-
tact are held constant, NMOS TN2 transistor 
single-event transient currents are governed by 
the depressed drain contact voltage. After a short 
duration, current peaks corresponding to the chan-
nel conduction supported of drain voltage as well 
as most of deposited charges flow out of the struck 
transistor absorbed in P-substrate. Thus, the drain 
voltage recovers to its original value, and these cur-
rent pulses decrease toward zero.

For quantifying the charge collection effects on 
dual-well SET performances, the cross-sectional 
view and simplified equivalent circuit models 
for TN2 and TP2 devices fabricated in the 6-T 
SRAM cell have been characterized as presented 
in Figure  6. These small signal models account 
for the series impedance (Zin) between the source 

(Sn, Sp) and drain (Dn, Dp) nodes of TN2 and TP2. 
The dual-well impedances (ZDW) for TN2 and TP2 
consist of back to back diodes for each transis-
tor, which take into account the series impedance 
R3 in TN2 of the transition region between P-well 
and P-substrate. The channel impedance (Rch) var-
ies according to gate voltage biases (Gn and Gp). 
When a negative VPwell and a positive VNwell are 
applied to the shallow-well regions, and a nega-
tive voltage (Vsub) is applied to the P-substrate 
contact, the diode D2, D2’, D4, and D4’ junctions 
are reverse-biased, and only the electric yields of 
P-well to light P-doping region follow asymmetry 
conduction. SRAM soft-error rates depend on the 
critical charge of the circuit and the amount of 
charge collected by sensitive circuit nodes.

Because of the complex interaction between the 
heavy-ion charge track and the collection areas as 
well regions and resulting funnels, nearly simulta-
neous multiple nodes at the output voltage VT2 
charge collection influenced by the SEE charge 
sharing effect were observed, as illustrated in 
Figure 7. Results present that the transient voltages 
are substantial steady with time, and after approxi-
mately 0.6 ns, both amplitude and width start to 
change the logic state. At the moment, PMOS 
devices are affected by the parasitic bipolar ampli-
fication effects, where the deposited charges are 
relative to the sensitive node and the resultant final 
collected charge. With the LETs increasing, a large 
amount of electronic charge within the well lead to 
the P-well and shallow N-well potential collapse, 
which results in parasitic bipolar conduction and 
the wider transients. Simulations verification of 
the effect of P-well contact together with the shal-
low N-well in reducing the charge collection lead 

Figure 5. Current pulses of the drain electrode of TN2 
transistor in dual-well structure.

Figure 6. (a) Cross-sectional view of dual-well process; 
(b) Simplified equivalent circuit model fabricated in dual-
well process.
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to the lower transient amplitudes than those of the 
TN2 transistor. Figure 8 shows the charge collec-
tion of NMOS and PMOS devices with varying 
LETs in the bulk CMOS technology, and PMOS 
transistors have significant increase of the charge 
collected with increasing LETs than NMOS tran-
sistors due to the parasitic bipolar amplification 
effects in the N-well region.

5 CONCLUSIONS

In this paper, the characterization of SET pulses 
among SRAM logic nodes was performed in 
65 nm dual-well CMOS technology. Furthermore, 
we expatiated the pulse widths and amplitudes of 
NMOS and PMOS devices, simulation dates indi-
cate that charge collection in N-well will activate 
the parasitic bipolar amplification for PMOS, and 
well contacts help maintain the well potential col-
lapse, thereby reducing the charge collection and 
SET pulse width. This paper further provides ref-
erential analytical mechanisms for SETs fabricated 
in dual-well CMOS devices for ensuring good elec-
trical reliability.
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ABSTRACT: In complex network graph, connectivity of graph depends on the second smallest 
eigenvalue of the Laplacian matrix. Correlation coefficients are introduced to this cut model to resolve 
overlapping community detection by minimizing the algebraic connectivity of complex networks. In this 
paper, we define edge centrality for each edge by spectral analysis and propose an advanced algorithm of 
community detection on the basis of centrality measure and correlation coefficients. By the analysis of 
the algorithm and missing value processing, three methods of missing value processing are put forward. 
The study subject is classified into several groups by the algorithm of community detection on the basis 
of centrality measure. Then, it calculates the centrality of the study subject with missing value in the 
group and deletes the record with a low centrality; on the contrary, the traditional methods of missing 
value processing are adapted to process missing data in same group. This method is applied to evaluate a 
fast-food company with missing data. The results show that the missing value processing method based on 
community detected outperforms the traditional mean imputation method, multiple imputation method, 
and K-means algorithm. It offers a practical approach for missing value processing.

inevitably cause missing data. The main reasons 
for this are:

1. The subjects are unwilling to provide the 
required survey information;

2. The uncontrollable factors cause the missing 
data;

3. The researcher or survey system does not collect 
complete information;

4. The error of information reporting summary 
cause the missing data.

The traditional methods of missing value process-
ing mainly include deletion, imputation, and likeli-
hood maximum (Ye, 2014). Imputation of missing 
values include imputation mean, random impu-
tation method, and Multiple Imputation (MI) 
(Zhao, 2013; Yozgatligil, 2013). Multiple imputa-
tion method is widely applied in psychology, medi-
cine, finance, climatology, pharmaceutics (Ji, 2013; 
Twisk, 2013; Donneau, 2015). Loss mechanism 
of missing data includes Missing Completely At 
Random (MCAR), Missing At Random (MAR), 
and Missing Not At Random (NMAR). Ye (2014) 
provides an inspection and identification method. 
Yang (2012) analyzed the effect of the full Bayesian 
and partial Bayesian methods on parameter esti-
mation with different missing ratios. However, 
these studies do not deal with missing data based 
on the classification of data.

1 INTRODUCTION

With the rapid development of many social net-
works (Twitter, Google+, Facebook) in the last 
decade, the social network has a huge amount of 
data. The number of network nodes can reach 
millions or billions (Charu, 2011). The processing 
of huge data also promotes the development of 
complex network models and methods. Although 
some community detection algorithms can effec-
tively identify communities in complex networks, 
the algorithm complexity is still high. The time 
complexity of Zhou & Lipowsky (2004) and 
Donetti & Muñoz (2005) is O( )n3 , and Clauset 
et  al. (2004) time complexity is O( )nlog n2 . The 
time complexity of GN (Girvan, 2002) algorithm 
is O( )m n2 . The time complexity of sparse networks 
is O( )n3 . Duch & Arenas (2005) time complexity is 
O( )n logn2 . Fortunato et  al. (2004) time complex-
ity of is O( )nm3 . Eckmann & Moses (2002) time 
complexity is O( )m kk2 . Capocci et  al. (2005) 
time complexity is O( )n2 . A cutting edge model 
based on the edge centrality measure is proposed 
in the Edge Centrality Cut Model (ECCM, Zhang, 
2012). Although the model reduces the time com-
plexity, it did not consider the overlapping commu-
nity nodes. Its time complexity is O( )n m .

There is a large amount of data in social net-
work, but the experimental study or survey will 

ICCAE16_Vol 02.indb   1565ICCAE16_Vol 02.indb   1565 3/27/2017   10:59:15 AM3/27/2017   10:59:15 AM



1566

In summary, this paper presents an advanced 
community detecting algorithm, which effectively 
reduces time complexity. The missing data are pro-
cessed in the same community. The centrality of 
survey subject decides whether missing data are 
deleted or not.

2 EDGE CENTRALITY MEASURE OF THE 
COMMUNITY DIVISION ALGORITHM 
WITH THE CORRELATION 
COEFFICIENT 

Community detection algorithm can be divided 
into the following classic algorithms: Graph Par-
titioning (Kernighan, 1970), Agglomerative Clus-
tering (Girvan, 2002), Divisive Algorithm (2004), 
Modularity Methods (J. Mei, 2009), Spectral 
Algorithm (Luxburg, 2007), and Markov Cluster-
ing (Dongen, 2000). The algorithms of commu-
nity detection detect communities by optimizing 
an objective function. Among them, Graph Par-
titioning, Modularity Methods, and Spectral 
Algorithm optimize a specific objective function. 
The Advanced Edge Centrality Cut Algorithm 
(AECCA) with the correlation coefficient is intro-
duced. The algorithm cuts graph edges and divides 
community into two graphs. The missing data are 
processed in the same community.

The Laplacian matrix, L(G) = AAT, is inde-
pendent of the orientation. In fact, L(G) = 
D(G)−A(G), where D(G) is the diagonal matrix 
of vertex degrees and A(G) is the (0, l) adjacency 
matrix. The diagonal entry Lii is the degree of 
node i, if  (i,j)∈E then Lij = −1, otherwise Lij = 0. 
L(G) is a symmetric, positive semidefinite matrix 
(Merris, 1994).

The second smallest eigenvalue λ2λλ ( ) is called 
the algebraic connectivity of the graph G, and the 
corresponding normalized eigenvector is called the 
Fiedler vector. The algebraic connectivity is con-
sidered a measure how well-connected a graph is. 
That is, the more connected graph has the greater 
algebraic connectivity on the same vertex set. The 
magnitude of this value reflects how well con-
nected the overall graph is. λ2λλ ( ) > 0  if  and only 
if  G is connected. λ2λλ ( )  is monotone increasing in 
the edge set. The algebraic connectivity function of 
complex networks is a monotone convex function. 
If  G1 = (V, E1) and G2 = (V, E2), E E1 2E EE E , then 
λ λ2λλ 2 2λλ2λλ( )1 ( )2L22 . The Courant–Fischer Minimax 
Principle implies (Mohar, 1991):

λ2λλ
1

v Lv
v vv
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That is, we want to solve the problem that the 
following convex function is minimal:

minimize   
subject to  

2λ22 L x a a
k

l l la aT
l

m

T

( )=∑ 1

1 ,x kT

x ∈ [ , ] ,m0 1,
 (2)

Where xl = 1 if  edge l belongs to the edge subset, 
otherwise, xl = 0. lij is an edge connecting nodes i 
and j, l i j( ,i ). Assign weight wl  to the every edges 
according to its importance, 0 1l . The weight 
is inversely proportional to the corresponding val-
ues in the Fiedler vector. The convex relaxation 
can be formulated as follows:

minimize   
subject to  
     

2λ22 L x w a a
k

l l l la aT
l

m

T

( )=∑ 1

1 ,x kT

          x ∈ [ , ] ,m0 1,
 (3)

We choose k edges from candidate edges that 
lead to the greatest decrease in algebraic connectiv-
ity when these edges are cut from G. The gradient 
of the objective function is wl i j( )v viv j

2. The proof 
procedure is shown below. The objective function 
λ2λλ

1
L x w a al l l la aT

l

m( )=∑  is a monotone function. 

Let matrix Y =
=∑ x w a al l l la aa T

l

m

1
 is the Laplacian 

matrix, which can be written as L L Y
∼

−L , such 
that

λ λ2 2λ λλ λ( ) ( ) ( )v ( v
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T

T
T Tv

∼ ∼ ∼ ∼
 (4)

According to (4), we obtain:

λ λ2 2λ λλ ( ) ,( )λ ( v v L L-T∼ ∼
+( )λ2λλ (  (5)

where λ2(L) is an analytic function of L, and there-
fore of x. In this case, the supergradient is the gra-
dient, that is,

∂ −
∂

=2 ( )−−
x

w v a a vl l l l
T

l
l

T
l laT  (6)

Definition 1. The edge that leads to the greatest 
decrease in the algebraic connectivity is defined as 
the center edge. The nature of this edge is called 
Edge Centrality.

Definition 2. The center node is the node in 
the core position of each community in the social 
network.

The cutting edge model based on edge central-
ity measures is different from the traditional com-
munity detection algorithm in social network. It is 
proposed to deal with the large-scale community 
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structure based on the edge centrality measure. 
Nodes i and j correlation coefficients are calculated 
as:

r
x x x x

ijrr i jx i jx
=

−

( )x xi ix ( )x xj jx⎡
⎣⎢
⎡⎡
⎣⎣

⎤
⎦⎥
⎤⎤
⎦⎦

1
2  (7)

where the average i  is over the first few nontrivial 
eigenvectors. The quantity rijrr  measures the commu-
nity closeness between nodes i and j.

ECCM with correlation coefficient is as follows:

1. Calculate the spectral centrality for each edge of 
graph G on the basis of the edge centrality func-
tion and sort them.

2. Find one edges with the highest spectral central-
ity, and then, delete them; renew the complex 
network to Gnew . The choice of k is based on 
the edge sparse degree of complex networks. 
When G is a sparse graph, k is equal to one. 
Otherwise, k is more than one.

3. Calculate algebraic connectivity of a graph. If  
λ2λλ 0= , the algorithm goes to step (4), otherwise 
it goes to step (1).

4. When the corresponding component value of 
the Fiedler vector of a node is less than the 
threshold α, we should analyze the necessity of 
computing the correlation coefficient. Moreo-
ver, we should calculate the correlation coeffi-
cient of the node if  the difference in the number 
of edges that it connects to the two communi-
ties is less than 2.

5. Use formula (3) to calculate the correlation. By 
comparing the two correlation coefficients of 
the nodes in the two communities, we can deter-
mine to which community the node belongs to.

6. Update the complex network new graph G new
1GG  

and G new
2GG . The graph G is divided into two 

communities.

The above six steps that described G are divided 
into two communities, G new

1GG  and G new
2GG . If  G new

1GG  and 
G new

2GG  need further partition, we need to repeat step 
(1) to step (6). Node 3 should have the same com-
munity with node 1 and 2. The result of commu-
nity detection by AECCA is shown in Fig. 1.

3 MISSING VALUE PROCESSING 
METHOD BASED ON ADVANCED 
COMMUNITY DETECTION

Imputation mean is that missing data are replaced 
by the mean value of all the variables without miss-
ing values. Multiple imputation is to construct m 
estimates for each missing value (m > 1) and pro-
duce m a complete data set. K-means is the missing 
value that is replaced by clustering center value.

The missing value processing method with 
improved community partition algorithm is based 
on using the above cut edges algorithm. The steps 
are described in detail as follows:

1. Processing the survey data and constructing 
social network graph G based on the relation-
ship between the subjects of social networks.

2. Cutting the graph G edges, calculating the spec-
tral centrality for each edge of graph G based 
on the edge centrality function, and sorting 
them. Moreover, we should calculate the corre-
lation coefficient of the node if  the difference 
in the number of edges that it connects to the 
two communities is less than 2. The graph G is 
divided into two communities G new

1GG  and G new
2GG .

3. Judging the centrality of the node in its com-
munity by wl(vi − vj)2.

4. If  the centrality of node with missing data is less 
than a, its recording is deleted. Otherwise, the 
missing data are replaced by imputation mean 
(or K-means) in the same community.

5. Repeat step (3), traversing a community of all 
nodes and other communities.

The processing methods of missing value based 
on social network community detection include 
imputation mean, random imputation method, 
and multiple imputation with the community 
partition algorithm. Nodes (subjects) in the same 
community have the same preference and behav-
ior; therefore, the missing value processing method 
is more accurate and effective.

4 EMPIRICAL ANALYSIS

Taking a fast-food company as the research object, 
the experiment collects the data of customer 
expectations, overall customer satisfaction, and 
corporate image by online surveys. The subject 

Figure  1. Karate network correct bisect result 
diagram.
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is RenRen user. A questionnaire link is sent to 
subjects. The subjects fill in and submit the ques-
tionnaire. The feedback results are stored in the 
database and complete the data collection. Every 
ID corresponds to specific questionnaire data. 
With the basic theory research of complex net-
works, R environment, Curl packages, and other 
related technologies, we crawel all the data on the 
RenRen and construct the actual network. Accord-
ing to the relationship between the subjects, using 
the community partition algorithm, the respond-
ents can be divided into two groups.

Compared with K-means, the imputation mean 
with community detection is an improved one. Its 
deviation is smaller and closer to the original value. 
The number of iterations of multiple imputation 
with community detection is nine. Every commu-
nity applies this method. The result is better than 
the traditional multiple imputation.

The overall expectation value density distribu-
tion is shown in Fig.2 with the missing value ratio 
of 30%. Fig.3 shows the overall expected missing 
rate and value distribution. The highest value of 
customer satisfaction is 10. Sample size is 112, 
blue indicates the observed value, red indicates the 
imputation value, and the number of iterations is 
nine. The imputation result is satisfactory.

Figure  4  indicates a comparison of miss-
ing data ratio and RMSE with different missing 
ratios (Zhao, 2013). Fig.4(a) shows respectively 
Mean Imputation, Classification Mean Impu-
tation (C Mean Imputation), and Community 
Detection Mean Imputation (CD Mean Imputa-
tion). Fig.4(b) shows respectively K-means, Clas-
sification K-means, and Community Detection 
K-means (k = 5 or 10). Fig.4(c) shows respectively 
Multiple Imputation, Classification Multiple 
Imputation, and Multiple Imputation with Com-
munity Detection.

The results show that three kinds of miss-
ing data processing method exceed traditional 

method. K-means method based on the commu-
nity detection has the minimum RMSE. Multiple 
Imputation with Community Detection is the most 
important RMSE. Because there is a link between 
the subjects and larger correlation between datum 
in the social network, Imputation missing data in 
sub-community is closer to the original value than 
that in the whole community. The missing value 
processing method based on community detection 
is effective.

Although several EB (exabytes) of data are gen-
erated daily, missing data are relatively common in 
practical applications because of the problems of 
the existing software and hardware resources, data 
collection, processing, and storage. Accordingly, 
with the improvement of missing value processing 
precision and high speed, the missing value pro-
cessing method has a partial use of space under 
certain conditions.

Figure  2. Overall expectation value density 
distribution.

Figure  3. Overall expected missing rate and value 
distribution.

Figure 4. Missing data ratio and RMSE.
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5 CONCLUSION

Through analysis of community detection and 
missing value processing method, in this paper, 
we proposed the edge centrality measure of the 
community division algorithm with the correla-
tion coefficient and three kinds of missing value 
processing method on the basis of advanced com-
munity detection (imputation mean, multiple 
imputation, and K-means with community parti-
tion algorithm). It takes a fast-food company as 
the research object and tests the three methods. 
The results show that our missing data process-
ing method is superior to the traditional imputa-
tion methods. With the development of network, 
there are more and more nodes in a community. 
Therefore, future research should aim at decreas-
ing the computational complexity of community 
detecting algorithms and applying faster cut edges 
method to process missing data.
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ABSTRACT: Intelligent manufacturing has increasingly become the major trend of the future develop-
ment of manufacturing and core content. It is an important performance measure of the comprehensive 
national strength. It is an important force to promote scientific and technological innovation, economic 
growth, and social stability, and become the opportunities of the various countries’ development and 
transformation as well as form a new competitive battlefield. It is also an inevitable choice to build a new 
international competitive advantage under the new normal. However, in the development stage of the 
new things rapidly, accurately, and effectively in the first place to obtain new knowledge in the field of 
intelligent manufacturing new dynamic is the best way to lead enterprises an inevitable step in the market. 
Therefore, it is very important for the research of knowledge discovery system in the intelligent manufac-
turing under the Big Data. On the basis of the background of Big Data, this paper combines the knowl-
edge discovery system and intelligent manufacturing field and designs the knowledge discovery system.

priority of information services how to effectively 
use a large number of structured, semi-structured, 
and unstructured complex data gradually.

2 INTELLIGENT MANUFACTURING 
AND BIG DATA

2.1 Key status of big data

The data have a huge value of innovation. We 
should not only pay attention to the actual amount 
of data, but also to the large data processing meth-
ods. With the increasing complexity of the data, 
the ability of transforming data into intelligence 
will be increasingly demanded.

How to achieve intelligent manufacturing from 
big data? A large number of entrepreneurs that 
come from excellent manufacturing have a general 
consensus. They realize intelligent manufacturing 
from digital transformation. Digital transforma-
tion not only means simply digital companies, but 
also the core driving force of intelligent manufac-
turing which needed to be used to integrate the 
industrial chain and value chain (Wang, 2008).

In the field of manufacturing, one type of data 
is derived from the human trajectory generated 
data, and the other is the machine automatically 
generated data. These two types of data consti-
tute today’s large multistructured data sources. In 

1 BIG DATA

In recent years, Big Data has attracted consider-
able attention. As early as the 1980s, an American 
social thinker Alvin Toffler praised the “Big Data” 
as “the third wave of the color movement” in the 
book The Third Wave.

Big Data is a combination of several old and 
new technologies. It can help companies to obtain 
meaningful data content, make in-depth analy-
sis of users’ needs, and even determine potential 
knowledge needs of users, revealing the relation-
ship between information resources, to provide 
more accurate knowledge discovery services. 
Therefore, Big Data can be thought as the ability 
of management of vast amount irrelevant data at 
the right time and applying it to real-time analysis 
and response. Big Data has three typical features: 
volume (large amount of data), variety (variety), 
and velocity (fast and efficient) (Zhang, 2016).

In the era of Big Data, we can analyze more 
data, even sometimes deal with all the data asso-
ciated with a particular phenomenon, rather than 
relying on random sampling. A well-known scholar 
at Harvard University suggested that the massive 
data sources had begun to quantify processes in 
all areas, whether academics, business, or govern-
ment (Liu, 2014). With the rapid expansion of 
the amount of information, it has become the top 
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the field of industrial data, we have to pay more 
attention to the integration of machine data and 
industrial data with human behavior data in addi-
tion to continuing to care about human data or 
people-related data (Wang, 2010).

2.2 Relationship between big data and intelligent 
manufacturing

Enterprises can keep abreast of the processes, 
problems, and solutions in the production proc-
ess and find new ways to create additional value 
on the basis of large data tools, data analysis, and 
mining.

Manufacturing industry can achieve business 
model changes, transform and enhance customer 
experience, improve the internal operational proc-
esses, and keep abreast of industry trends in order 
to market decision-making step ahead by using big 
data tools and thinking.

3 KNOWLEDGE DISCOVERY SYSTEM 
ARCHITECTURE

The data itself  are worthless. The data will not let 
our manufacturing industry more advanced. It 
must be converted into information. The informa-
tion will be valuable for industry (Wu, 2010). With 
the advent of the era of Big Data, users urgently 
need a simple and fast ideal platform that gains 
access to all the knowledge. Big Data is the basis 
of intelligent manufacturing; its core is the cus-
tom platform. If  we do not invest in Big Data and 
data analysis, intelligent manufacturing pursuit 
of excellence operation will fall short. It is the Big 
Data analysis technology instead of Big Data itself  
that promotes intelligent manufacturing, namely 
the knowledge discovery system.

Knowledge discovery is a nontrivial process of 
identifying valid, novel, potentially useful, and 
eventually understandable patterns from the data 
set. The process of knowledge discovery translates 
information into knowledge, finds the data gold 
from the data mine, and contributes to knowledge 
innovation and economic development.

In the field of intelligent manufacturing, 
through cooperation with enterprises, we build 
knowledge discovery service platform. In the 
industrial technology information, talent dis-
covery, knowledge recommendation, and other 
aspects of service enterprises in the benefit anal-
ysis, customer relations, and so on enhance the 
competitiveness of enterprises in all directions. 
The purpose of knowledge discovery is to break 
the limitations of the previous books directory, 
make full use of citation index and part of the 
literature, and provide users with comprehensive 

and efficient knowledge mining and data analysis 
capabilities of the knowledge discovery system, in 
order to achieve the discovery from the resource to 
knowledge change.

Information organization supported by the 
technology of data mining carries out the knowl-
edge association and the data analysis processing 
of books, further discovers large amount of hid-
den data, and then establishes a powerful new gen-
eration of academic resource discovery platform to 
help the information users to obtain the required 
knowledge or node more quickly.

3.1 Data mining

Data mining is a process that extracts implicit, 
unknown, and potential useful information from 
large amount of data that are incomplete, noisy, 
fuzzy, and random (Ouyang, 2001).

Data mining is also known as knowledge dis-
covery in database. It creates model and finds out 
relationships, and then makes a decision and pre-
diction among data from huge amounts of data by 
various methods and analysis tools.

As shown in Figure 1, the data mining process 
includes the following steps:

Understanding and defining the problem.
Data mining professionals work with domain 

experts to make an in-depth analysis of the prob-
lem in order to determine possible solutions and to 
evaluate the results of the study.
Related data collection and extraction.

Collect relevant data according to the definition 
of the problem. In the process of data extraction, 
database query function can be used to accelerate 
the data extraction.
Data exploration and cleaning.

Understand the meaning of the field in the data-
base and its relationship with other fields. Check 
and clean out the data that are contained in the 
data extracted from the data.
Data engineering: reprocesses the data.

It mainly includes selecting related subsets of 
attributes to eliminate redundant attributes, and 
according to the knowledge discovery task to 

Figure 1. Data mining step in the process of knowledge 
discovery.
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reduce the amount of learning, and transforming 
the way of expressing data to adapt the learning 
algorithm, in order to make the data and tasks 
achieve the best match. This step may be repeated 
several times.
Algorithm selection.

According to the data and the problem to be 
solved, select the appropriate data mining algo-
rithm and decide how to use the algorithm on these 
data.
Run the data mining algorithm.

Using the selected data mining algorithm to 
extract the processed data pattern.
Evaluation of results.

The evaluation of learning results depends on 
the issues that need to be resolved. The novelty 
and effectiveness of the patterns will be evaluated 
by domain experts. Data mining is a basic step in 
the knowledge discovery process. It includes a spe-
cific mining algorithm that discovers patterns from 
the database. The knowledge discovery process 
uses data mining algorithms to extract or identify 
knowledge from a database on the basis of specific 
metrics and thresholds. This process includes pre-
processing of the database, sample partitioning, 
and data transformation.

The task of data mining is finding models from 
data. It extracts useful and interesting knowledge 
and models from a large number of data by means 
of theory, methods, and tools related to the devel-
opment. The enormous data in a database often 
contain high-level information or knowledge such 
as rules, laws, and assertion. We cannot acquire this 
information only through the query process. On the 
basis of the data provided by the database, data min-
ing looks for some inner relationship between data 
to find potential and important roles for forecast-
ing and decision-making behavior patterns through 
data analysis and reasoning and finally establishes a 
new business model to achieve the goal of helping 
decision makers to make the right decisions.

3.2 Data analysis

On the basis of the knowledge organization and 
presentation of existing structured and unstruc-
tured data by utilizing data mining and learning 
technology, reasoning knowledge discovery system 
could obtain a change direction and trend of lit-
erature resources. Automatic and intelligent analy-
sis can help users to get dynamic, informative, and 
advanced knowledge of the literature. The primary 
role of data analysis is to help people to sample, 
extract, analyze operation process, and check the 
analysis results by setting the human–computer 
interaction interface and utilizing software envi-
ronment. The potential regularity in huge amounts 
of information resources and its development 

trend will be shown dynamically and intuitively by 
means of visualization technology. The data analy-
sis flowchart is shown in Figure 2.

In the knowledge discovery system, data mining 
and data analysis make deeper development and 
application with information under cloud comput-
ing and Big Data environment. Data mining is the 
basis of data analysis; data analysis is the deepening 
of data mining. The content of data mining is the 
premise and guarantee for data analysis, data anal-
ysis systems reasoning, and the development trend 
and direction of knowledge based on the results of 
data mining. It thus puts forward ground-breaking 
and prospective prediction, verifies the depth and 
breadth of knowledge mining, and feeds back to 
the knowledge mining system for improvement. 
Therefore, data mining and data analysis, as two 
modules of knowledge discovery system, supple-
ment and interact with each other.

3.3 System design principles

The design of knowledge discovery system should 
follow the basic principles of system development:

• Structural integrity
The knowledge discovery system gathers a 

large number of structured, semi-structured, and 

Figure 2. Data analysis flowchart.
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unstructured complex data. It matches, analyzes, 
and mines the information agency and user 
needs and search behavior. Thus, it establishes a 
complete system architecture. And it widely and 
accurately reveals the multiple, three-dimensional 
relationship of the various types of data and the 
knowledge network link (Wang, 2010).
• Advanced technology

The knowledge discovery system innovates in 
the technical route. This system can not only dock 
with information service institution's original full-
text information system, but also provide users 
with optimal results sorting and knowledge push 
through the advanced warehouse management 
technology, indexing technology, data mining tech-
nology, and so on.
• Platform security

Knowledge discovery system establishes a com-
plete and effective system security, platform backup, 
and fault-handling mechanisms to ensure the stable 
operation of the platform. Job and synchronization 
system ensure safe and stable data operations. The 
design of hardware redundancy fully protects the 
daily data's security backup. Real-time monitor-
ing module realizes the use of the database storage 
space and data access observation and monitoring, 
and it will alarm in case of emergency.
• System development

The knowledge discovery system adopts extensi-
ble development language and database type, such 
as distributed storage and distributed indexes. The 
performance of the system and its scalability have 
been greatly improved. The knowledge discovery 
system also provides OAI-DP services and standard 
interfaces. It allows seamless interfacing with other 
full-text access systems of information organiza-
tions. It can facilitate the docking of other platform 
on the system and the secondary use so that the uti-
lization of information is improved and the system's 
life cycle is extended. The old and new systems of 
succession and development have been achieved.
• Interface friendliness

The knowledge discovery system obeys the basic 
principles of interaction design. It is user-centric 
interface designed. Its purpose is to plan and 
describe the mode that the users access knowledge, 
and then describe and communicate the knowledge 
information to the users efficiently. It provides 
users a friendly operating platform, and visualiza-
tion results display and export services and gives a 
good user experience.

For the user, knowledge discovery system is a 
simple, easy-to-operate, and user-friendly platform.

3.4 Knowledge discovery system model

The knowledge discovery system extracts implicit, 
unknown, and potentially useful information from 

a large amount of data that are incomplete, noisy, 
fuzzy, and random (Studer, 1998). Its purpose is to 
shield details for users, extract significant and suc-
cinct knowledge from original data, and directly 
report to users so that it can provide knowledge 
discovery service for business manager and infor-
mation organization. In general, resource inte-
gration, knowledge discovery, and achievement 
exhibition are functional goals of knowledge dis-
covery system.

The frame diagram of knowledge discovery 
system in the field of intelligent manufacturing is 
shown in Figure 3. It consists of four parts: data 
collection, data mining and analysis, data visualiza-
tion, and knowledge service. Data collection mod-
ule collects and receives original data, transports 
them to data mining and analysis module, in which 
important and interesting data are extracted, and 
the data are reduced for conversion to appropriate 
format. Finally, the generated knowledge model is 
evaluated, and valuable knowledge is integrated 
into corporate intelligent system.

This system combines data and knowledge 
discovery system and discovers the unknown 
correlation between them. It also makes it more 
possible to break information island Big Data used 
in operation and new data sources, such as social 
media, Internet of things, and so on, to analyze the 
solution capacity of Big Data. All these data are 
integrated, and knowledge discovery system can 
provide decision and prediction for management.

The firm boundary is becoming more and more 
vague in manufacturing industry. Subversive inno-
vation is the most unpredictable external factor. 

Figure 3. Knowledge discovery system framework dia-
gram of intelligent manufacturing domain.
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Interconnection entirely changed rules of the 
business and business managers need to realize 
cutting-edge technology and its correlations, 
make use of modern enterprise architecture to 
refine enterprise, and obtain more efficient, intel-
ligent, and high-interest serving product through 
digital supply chain.

4 SUMMARY

The matching of knowledge discovery system and 
enterprise management is the key to the enterprise 
performance. In the era of knowledge economy, 
the competition between enterprises is the compe-
tition of knowledge, information acquisition, and 
their application ability. Knowledge discovery can 
discover useful knowledge from the mass data of 
the enterprise. On the basis of the mature informa-
tion technology, this paper establishes an efficient 
search, discovery, accumulation, communication, 
sharing, and reuse of knowledge platform. It also 
makes the enterprise to realize the true meaning of 
the knowledge sharing and reuse in a wider range, 
promotes enterprises to achieve effective knowl-
edge management so as to enhance the core com-
petitiveness of enterprises.

The system architecture proposed in this paper 
provides a useful way for the development of 

knowledge discovery system. However, in the next 
step, we need to pay attention to the specific tech-
nical implementation details of the system archi-
tecture and its application effect.
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ABSTRACT: The Advanced Broadcasting System-Satellite (ABS-S) technical specification is an inde-
pendent research and development satellite radio and television signal transmission technology in China. 
In this paper, we first introduce the development situation of satellite broadcasting technologies and then 
analyze the physical layer interface specifications of ABS-S. A positioning system in ABS-S is mainly 
studied because the system needs to know the user’s position to insure they are in the rural area. Using the 
position management system, the security and stability of the total system have been improved to satisfy 
the demands in China.

the management system to lock the receiver (Cui, 
2015; Liu, 2015).

The rest of this paper is organized as follows. 
In Section 2, we investigate the development situ-
ation of satellite live broadcasting technologies 
worldwide. In Section  3, we present the physical 
layer technologies and transmission parameters 
of ABS-S. In Section 4, we study the requirements 
of positioning system in ABS-S and design a posi-
tioning system, which can provide location serv-
ice for ABS-S. Finally, the paper is concluded in 
Section 5.

2 DEVELOPMENT SITUATION OF 
SATELLITE LIVE BROADCASTING

The main feature of  satellite live broadcasting 
system is that the TV program can directly trans-
mit to the user with satellite, so the users can 
receive TV or radio programs by simply using a 
small satellite receiving antenna. Since the early 
1990s, satellite live broadcasting television ser-
vice, satellite mobile communication, and satel-
lite digital audio broadcasting business had been 
undergoing a technical breakthrough firstly in the 
United States and stepping into industrialization 
and commercialization, and forming a new indus-
try to promote the growth of  the economy. At 
present, these three satellite communication and 
broadcasting businesses are rapidly expanding 
globally. Especially, the satellite live broadcasting 
radio and television industry is developed rapidly 

1 INTRODUCTION

In the early 21st century, the State Administration 
of Radio Film and Television (SARFT) of China 
has begun to carry out the research on satellite 
system for radio and television (TV) broadcast-
ing of Ku and Ka frequency band (Wang, 2015; 
Shi, 2008; Lin, 2007). For building a safer and 
more reliable satellite live broadcasting operating 
system, further standardizing the market of live 
satellite radio in China, and improving the safety 
of the satellite live broadcasting system, in July 
2009, the SARFT approved the technical specifica-
tion of radio, film, and television industry for the 
satellite live broadcasting: Advanced Broadcast-
ing System-Satellite transmission system’s frame 
structure, channel coding, and modulation: secu-
rity mode (GD/JN 01-2009). On the basis of this 
specification, for building satellite live broadcast-
ing system, in October 2009, the SARFT officially 
approved the technical specification for satellite 
live broadcasting security mode modulator: the 
technical requirements and measuring method for 
live broadcasting satellite safe mode modulator 
(GD/JN 02-2009).

As a supplementary technology of cable TV, the 
satellite live broadcasting system is forbidden to be 
used in the area with coverage of cable TV, such 
as metropolis, in China. Therefore, the positioning 
system is a key technology in ABS-S, which is used 
to locate the terminal receiver and judge the legal-
ity of the user. If  the positioning system finds the 
terminal receiver located in illegal area, it will tell 
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and achieved great success in operating (Wang, 
2015; Shi, 2008; Zhao, 2015).

In 1993, US Hughes Corporation first devel-
oped and built a commercial television satellite 
system with digital video compression technolo-
gies and founded the DirecTV Company by a 
variety of  financing channels in charge of  the 
operation of  the satellite system. After few years, 
the company dominated the market of  satel-
lite TV live broadcast in the United States and 
Canada and entered into the markets in Mexico, 
Latin America, and Japan. After the Hughes 
Corporation achieved success in developing 
satellite television broadcast, many large com-
panies in the United States, Japan, and Europe 
also successively entered into the satellite digital 
TV market. Some traditional for-profit and non-
profit satellite communications companies also 
began to enter into this market, trying to find 
their places in the world live satellite radio and 
television market.

The Europe SES Corporation owns about 10 
communication broadcasting satellites, and the 
radio and TV programs has more than 1000 sets, 
which are transmitted by these satellites, with tens 
of millions of users. In the United States, there 
are many direct broadcast satellites in three satel-
lite orbits, transmitting more than 600 programs. 
The Echostar Corporation owns nine direct broad-
cast satellites, with more than 1000 programs and 
10  million users, and earned more than 8  billion 
dollars in 2004.

In China, the ABS-S technical specification is 
an independent research and development sat-
ellite radio and television signal transmission 
technology. The ABS-S has independent core 
technology and international advanced level in 
satellite broadcasting transmission technologies. 
It provides the interface specification of  signal 
transmission in the physical layer, which is chan-
nel coding and modulation specification (Liu, 
2008).

Compared with the Digital Video Broad-
casting-Satellite (DVB-S2) technology, which is 
widely adopted worldwide currently, the ABS-S 
has obvious advantages. In the same transmission 
conditions, the ABS-S can provide greater sig-
nal transmission capacity; in other words, it can 
compete more poor transport conditions at the 
same transmitting efficiency. At the same time, 
the ABS-S also provides more transmission con-
figuration choices. In addition, the ABS-S adopts 
different implementation methods in logical 
frame structure, physical frame structure, channel 
coding scheme, modulation system, pilots inser-
tion, interleaving, scrambling, and signaling in 
band compared with DVB-S2 (Lan, 2015; Zhang, 
2014).

3 PHYSICAL LAYER TRANSMISSION 
SYSTEM IN ABS-S

In the technology design, the various losses of 
satellite channel and their effects on signal receiv-
ing performance are considered adequately in the 
ABS-S system, such as the nonlinearity of satel-
lite power amplifier, group delay characteristics, 
phase noise and frequency drift in the front-end 
of receiver, and thermal noise in uplink and down-
link. At the same time, the ABS-S system takes 
advantage of the latest research findings of the sat-
ellite signal transmission technologies in the world 
and is improved and developed on the basis of the 
requirements of direct broadcast satellite in China. 
The ABS-S system adopts Low Density Parity 
Check (LDPC) code in channel coding, which 
leads to a completely different implementation 
model compared with the DVB-S2, in accordance 
with the current latest technology standards world-
wide. The encoded frame length of the ABS-S is 
less than a quarter of the DVB-S2, and the ABS-S 
does not use the combination mode with LDPC 
and BCH. Therefore, the complexity degree of 
implementation of the ABS-S reduces significantly 
but has the same performance with the DVB-S2 
(Zhou, 2006; Cheng, 2008).

3.1 Frame structure of physical layer

A more concise and more reasonable physi-
cal frame structure compared to the DVB-S2 is 
designed in the ABS-S system, and the ABS-S 
adopts a special inserting scheme of pilot training 
symbols, so it has better synchronization perfor-
mance and shorter synchronization time than that 
of the DVB-S2. Meanwhile, it can merge Constant 
Coding and Modulation (CCB) and Adaptive 
Coding Modulation (ACM) together. Fig.1 shows 
the main functional block of the transmission sys-
tem in ABS-S. The input data steam is formatted in 
baseband and then processed with Forward Error 
Correction (FEC). After bit mapping, the steam 
generates frame data in physical layer and then 
scrambles these symbols. The data go through a 
filter and are transformed from baseband to Radio 
Frequency (RF) data, which are Ku data transmit-
ted to the receivers (Jiang, 2013; Yi, 2005).

The ABS-S is designed especially for broad-
casting business application, considering the 
technological change and influence of the power 
capacity and repeater configuration in China’s 
direct broadcast satellite adequately. In ABS-S sys-
tem, two carrier modulation schemes, QPSK and 
8 PSK, are adopted in satellite broadcast services. 
Combining with different channel coding rates, it 
can provide more transmission scheme solutions 
for the platform operation and take full advantage 
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of the transmitting ability of the satellite platform. 
Meanwhile, it can resist the nonlinear impact of 
Travelling Wave Tube Amplifier (TWTA) power 
amplifier. In addition, the ABS-S can be extended 
to use higher-order modulation schemes, such as 
16 APSK and 32 APSK, to satisfy the requirements 
of transmitting capacity enhancement and interac-
tive business application in the satellite platform.

3.2 Video coding and parameters of transmission 
coverage 

At present, the vast majority of digital television 
broadcast systems adopt Motion Picture Experts 
Group 2 (MPEG-2) as their video coding. In the 
application process of MPEG-2  standard, the 
technologies also develop continually, especially 
the application of noise-reducing filter, dynamic 
statistical multiplexing of multiple programs, so 
the compression efficiency increases greatly. Both 
the central and provincial satellite TV systems in 
China mainly adopt the compression bit rate from 
4.2 to 6.9 Mbps. The China Central Television has 
tested the coding bit rate with the fixed rate of the 
encoding systems and found that the encoding rate 
with 3.2 Mbps can guarantee the video quality, 
which can completely meet the needs of radio and 
television broadcast system.

The key parameters applied in the ABS-S direct 
broadcast satellite platform are listed below:

a. Input signal: MPEG-TS bit stream with 188 
bytes.

b. Coding scheme of FEC: LDPC coding, frame 
size is 15360 bits.

c. FEC code rate: 1/4–9/10, 14 combination modes 
with QPSK and 8 PSK.

d. Carrier modulation scheme: QPSK and 8 PSK.
e. Roll down factor of pulse shaping filter: 0.35, 

0.25, 0.2.

f. Pilot frequency: optional, QPSK symbol.
g. Supporting variable code modulation and adap-

tive coded modulation.

Table 1 gives the parameters of transmission cov-
erage for ABS-S.

4 POSITIONING SYSTEM IN ABS-S

4.1 Requirements of positioning system in ABS-S

In terms of positioning mechanism, although the 
mobile base stations can effectively control the 
moving range of the comprehensive decoding ter-
minal, the base station cannot estimate whether 
the terminal locates in the legal installation area for 
the first installation, which results in illegal instal-
lation of decoding terminal. On the contrary, the 
built-in position lock module in the comprehen-
sive decoding terminal of direct broadcast satellite 
is independent of the main module, so the posi-
tional information of the terminal can be modified 
through the replacement method of the built-in 
information in module, which also results in illegal 
moving of the terminal.

Aiming at the above technical questions, we 
improve and optimize the position management 
prototype system on the basis of the preliminary 
development, adding the function of collecting the 
geographical position information, and avoiding 
the illegal installation of direct broadcast satel-
lite terminals in the area with cable TV coverage 
by using this geographical position information to 
confirm the installation location. A digital signa-
ture mechanism is used in the process of position-
ing information transmission between the position 
management module and the main module in the 
direct broadcast satellite terminals to prevent illegal 
module forging positioning information. Through 
the above improvement, the security and stability 
of the total system have been improved to satisfy 
the demands of the large-scale application

Figure 1. Functional block of the transmission system 
in ABS-S.

Table  1. Parameters of transmission coverage for 
ABS-S.

Parameters Values

Repeater bandwidth 36 MHz
Repeater code rate 43.2 Mbps
MPEG-2 standard

definition video bit rate 
(statistical multiplexing)

2.677 Mbps 
* 12 = 32.124 Mbps

TV audio bit rate 128 Kbps * 12 = 1.536 Mbps
SI bit rate 2 Mbps
Entitlement management 

message data rate
2 Mbps

System overhead data rate 2 Mbps
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4.2 Design of position management system

The position management system takes advan-
tage of the character that the geographic position 
of mobile communication base station is relative 
fixed, and the base station can provide effective 
return channel to lock the comprehensive decod-
ing terminal with the base stations nearby the 
installing position when installing the terminal. 
The system uses the General Packet Radio Service 
(GPRS) uplink channel to return the base station 
information back to the position server, judging 
whether the current position is legal installation 
location by comparing with the information in 
the position server. When the decoder is working, 
the system can determine whether the position is 
moving by scanning the change of the surrounding 
base station (Kim, 2016).

The position management system is composed 
of  position lock server, Short Messaging Ser-
vice (SMS), Entitlement Management Message 
Generator (EMMG), signature validation server, 
decoding terminal with locating function, and geo-
graphical position information, which are shown 
in Fig. 2.

The position lock server is located in the direct 
broadcast satellite user management center. Its 
major functions are listed below:

a. Integrate the uploading data of the receiver and 
create the database of service stations.

b. Receive the base station information uploaded 
by the receiver and the user registration infor-
mation from boss system simultaneously. 
Combining with the base stations list from 
the geographical position information block, 
complete the comparison of base station and 
return the comparing results to the boss system 
to determine whether to authorize the user’s 
account.

c. Store all the location management information 
and status information of the receiver.

d. Output the combination statements.

The signature validation server verifies the signa-
ture validity of the location management infor-
mation uploaded by the receiver and returns the 
verification result to the position management 
server.

The decoding terminal with locating function 
and geographical position information contains 
location management module, which can commu-
nicate with the server, supporting the two working 
modes of locking and unlocking. The key func-
tions are listed below:

a. Collect the information of all retrievable base 
stations.

b. Transmit the base station information together 
with the encryption key of the receiver, smart 

card serial number, and Interning Mobile 
Equipment Identity (IMEI) number to the direct 
broadcast satellite user management center.

c. Store the location management information in 
the smart card.

d. Obtain the new location management informa-
tion when the terminal starts up every time and 
compare with the location management infor-
mation stored in the smart card.

e. Realize location management function on the 
basis of the comparing result.

5 CONCLUSIONS

The ABS-S system is designed especially for 
broadcasting business application, considering the 
technological change and influence of the power 
capacity and repeater configuration in China’s 
direct broadcast satellite adequately. In this paper, 
we studied a position management system, which 
takes advantage of the character that the geo-
graphic position of mobile communication base 
station is relatively fixed and the base station can 
provide effective return channel. This mechanism 
can lock the comprehensive decoding terminal 
with the base stations nearby the installing posi-
tion when installing the terminal. Therefore, this 
system can judge whether the current position is 
legal installation location by comparing with the 
information in the position server.
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ABSTRACT: A numerical study was undertaken to investigate the mechanical properties of metal-
ceramic nanolayered composites. We utilized Aluminum (Al)/Silicon Carbide (SiC) alternating layers with 
same thickness as a model system. Finite element modeling was employed to analyze the microcompres-
sion behavior on pillars which consist 41 Al/SiC multilayers. It deformed in a non-uniform way under 
compression, especially when a tapered side wall included in the numerical model. Then elastic modulus 
was obtained from stress-strain curve and compared with previously calculated modulus value of the 
composite. It was found that the base material connected to the pillar plays a significant role in the meas-
ured mechanical response. The simulation result were also used to rationalize some of the experimental 
observations.

free standing pillar-shaped materials was devel-
oped to investigate the mechanical behavior at the 
micro- and nano-scale (K.S. Ng, 2008; S.X. Song, 
2009 & D. Kiener, 2008). The pillar samples with 
the size of a few hundred nanometers to several 
micrometers are prepared by Focused Ion Beam 
(FIB) milling. The compression tests are conducted 
using a modified nanoindentation device with a 
flat-punch indenter tip. The flat-punch indenter 
is usually produced by truncating the tip of a 
Berkovich indenter. The pillar is always attached 
to a base material (the original substrate). In order 
to avoid the buckling which usually happens when 
compressing on a thin and long pillar, a technique 
of tensile tests rather than compression on the pil-
lar sample has also been developed. In most of the 
cases, the samples are cylindrical, although other 
type of pillar like a square cross section, does exist.

In this paper, a numerical model was con-
structed to simulate compression tests on the 
multilayered composite pillars. The experimental 
part of work has been performed by scientists at 
Arizona State University and the detail has been 
published in Acta Materialia (D.R.P. Singh, 2010). 
Nano-indentation simulations on the same struc-
ture (Al50/ SiC50 nanolaminates) have been inves-
tigated in the past by our authors (G. Tang, 2009; 
2008 & 2010). The effective elastic modulus along 
perpendicular direction to the multilayer is found 

1 INTRODUCTION

Nanomaterials are called “the future of materials”. 
Nanotechnology is an emerging and rapidly grow-
ing field. Many of the devices and systems used 
in modern industry are already in the nano-scale 
domain. Nanomaterials may possess advantages of 
extremely high strength, fatigue resistance, thermal 
resistance, wear resistance and bio-compatibility, 
compared with traditional material. Nanomateri-
als are finding applications in area spanning from 
structural coatings to microelectronics. Synthetic 
and natural composite laminates have been shown 
to exhibit a combination of excellent strength 
and toughness (D.R. Lesuer, 1996). Composite 
laminates on the nano-scale with unique proper-
ties have been developed. These composites have 
been investigated in many different layered com-
binations: Metal-metal composites, metal-ceramic 
composites, and ceramic-ceramic composites. 
Metal-ceramic nanolaminate systems can exhibit 
a combination of high strength, high toughness, 
damage tolerance, as well as their potential appli-
cations in functional devices (T.C. Chou, 1992 & 
C.H. Liu, 1996).

Indentation technique has become the most 
popular approach to characterize the mechani-
cal properties of nanomaterial. While in the past 
years, a new technique of microcompression on 
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to be 117 GPa, which will be used as a guidance in 
this article.

2 MODEL

Microcompression can be treated as a special form 
of “indentation” test, where a flat-bottom indenter 
is used to press onto a rod-like specimen prepared 
by FIB-milling, shown schematically in Figure  1 
(a). Two dimensional axisymmetric models were 
constructed for the analysis of the compression 
tests. Figure 1 (b) shows the schematics of a pil-
lar consists 41-layer Al/SiC (same thickness) on 

Si base; the compression axis is perpendicular to 
the layer directions. The geometry of the model is 
defined by the pillar height h, pillar cross section 
radius r (or cross section diameter d), base height 
H and base width W. The aspect ratio of the pillar 
is defined as the ratio of pillar height over pillar 
cross section diameter (h/d).

3 RESULTS AND DISCUSSION

3.1 Elastic modulus of the multilayer composite 
pillar

The stress-strain curve and apparent Young’s mod-
ulus can be directly obtained from the finite ele-
ment analysis. Table 1 lists the simulated Young’s 
modulus for the model. The apparent modulus 
is 77  GPa, much below the true modulus value 
for the Al/SiC multilayers of 117 (GPa G. Tang, 
2009). This is attributed to the compliance of the 
Si base and diamond indenter. The corrected pillar 
modulus can be obtained by subtracting the axial 
strains of the indenter and/or base from the total 
axial strain. Simulation shows that the contribu-
tion of the Si base is very significant and that of 
the indenter is moderate. When the compliances of 
both are accounted for, the true Al/SiC composite 
modulus of 117 GPa can be recovered. This finding 
suggests the importance of correcting the raw data 
by accounting for the base and “machine” defor-
mation when conducting experimental studies.

We now focus on the stress-strain curves when 
the deformation is sufficiently large to cause sig-
nificant plastic yielding. During deformation, 
the cross section area changes in a non-uniform 
manner. Here we use the cross section area in the 
middle of the pillar for calculating the stress. The 
stress-strain curve of the pillar structure, together 
with the stress-strain curve of the true composite, 
are plotted in Figure 2. The stress-strain curve of 
the true composite is plotted using the data from 
previous work (G. Tang, 2009; 2008 & 2010). The 
stress-strain curve of multilayer pillar is signifi-
cantly below the curve of the true composite. One 
reason could be the compliance of the indenter and 
the base. At the nominal strain, the actual strain of 

Figure  1. (a) Schematic showing microcompression 
on a pillar with base (b) Numerical model of the Al/SiC 
multilayer pillar on a Si base.

Table 1. Young’s modulus of multilayered pillar.

Setting Modulus (GPa)

FEM-with no correction 77.2
FEM-diamond compliance correction 80.7
FEM-Si compliance correction 110.0
FEM-diamond & Si compliance 

correction
117.3

True E22 of Al50SiC50 composite 117
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the pillar itself  is smaller than the nominal strain, 
so the stress is much lower than the stress of the 
true composite. Another reason could be the extru-
sion of the Al layer under compression which will 
be discussed in section 3.3.

3.2 Elastic modulus of the multilayer composite 
pillar with taper

In experiments, the pillar is produced by FIB mill-
ing. It is difficult to achieve a true vertical side wall 
from the process, so there is always an angle. To 
examine how this imperfect geometry may influ-
ence the test result, we constructed one set of mod-
els of the 41-layer pillar on a Si base with different 
taper angles of 1º, 2º and 4º. For comparison pur-
poses, we also constructed another set of models 
of pure Al pillar on an Al base, with the same taper 
angles of 1º, 2º and 4º. For each model, we have 
conducted the compression simulation with a dis-
placement up to 0.3 μm. The stress-strain curves 
of each model, together with the one with no taper, 
are plotted in Figure 3. When the strain is relatively 

small, all the curves are very close to one another. 
When the strain is large enough, the curves with 
taper are all below the curve of the non-tapered 
model. The difference increases with an increasing 
taper angle. For practical purpose, the effect may 
be ignored if  taper angle is within 1–2º.

The Young’s modulus of all the multilayer pillar 
models with different taper angels are calculated 
and listed in Table 2. The values in the left column 
are those obtained directly from finite element 
analysis, while the ones in the right column are the 
ones with the compliance correction of diamond 
and Si following the same approach as in the previ-
ous section. One can see that the taper does not 
have any significant effect on the modulus values.

3.3 Stress and deformation evolutions

Before examining the stress evolution of the mul-
tilayer pillar model, we first present the simula-
tion results on the pure Al pillar with an Al base. 
Figure 4 (a) and (b) shows the equivalent plastic 
strain contours of the pure Al pillar with no taper, 
at the compression displacement of 100  nm and 
325 nm respectively. Figure 4 (c) and (d) shows the 
equivalent plastic strain contours of the pure Al 
pillar with a 2º taper angle at 100 nm and 325 nm 
compression depths, respectively. The deforma-
tions for the tapered and non-tapered model are 
quite similar, with the deformation of the tapered 
model being a little stronger.

Figure  5 (a) and (b) show the Von Mises 
stress contours of  the multilayer pillar, with no 
taper, at compression depths of 100  nm and 
325 nm, respectively. It is evident that the Al lay-
ers deformed much more than the SiC layers. At 
greater depths, a significant portion of the soft 
Al layers was extruded out from the side. This 
extrusion of Al layer could be the reason that the 
stress-strain curve of the multilayer pillar is below 
the curve of true composite. When Al extruded 
out the overall stress will become smaller than the 
theoretical stress. Figure  5 (c) and (d) show the 
Von Mises stress contours of  the multilayer pillar 
model with 2º taper angle at compression depths 
of 100 nm and 325 nm, respectively. The Al layer 
deformed much more than SiC layers. It is interest-
ing to observe that, with only a small taper angle, 

Figure 2. Stress strain curves of multilayer pillar model 
and true composite.

Figure 3. Stress strain curves of multilayer pillar with 
taper angle of 1º, 2º and 4º.

Table  2. Young’s modulus of multilayered pillar with 
taper.

Setting FEM (GPa)
FEM-diamond & Si 
compliance correction (GPa)

No taper 77.2 117.0
1º 77.0 115.6
2º 76.8 115.4
4º 76.1 114.7
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the several Al layers near the top have undergone 
severe squeezing and were extruded much further 
out compared to the lower Al layers. It is worth 
pointing out that, in the case of  a pure Al pillar, 
such type of deformation was not observed even 
with taper. The uneven extrusion of Al is caused 
by the multilayer arrangement.

3.4 Comparison with experiments

We now focus on the deformed configuration of 
the Al/SiC multilayer pillar. Figure  6 (a) and (b) 
show the experimental SEM pictures of the pil-
lar before and after, respectively, the compression 
tests. The 2º taper can be seen in the as-processed 
specimen. Figure  6 (b) shows a dramatic view 
that the upper half  of the pillar has been crushed, 
while the lower half  remains relatively intact. 
Although the experimental picture at smaller dis-
placement is not available, the severe localization 
of deformation in the upper portion can still be 
correlated with the simulated result in Figure 5 (d). 
This comparison, along with the other geometric 
features studied in the previous sections, serves to 
illustrate the versatility of applying finite element 

Figure 4. Equivalent plastic strain of the pure Al pillar 
(a) no taper at compression depth of 100 nm (b) no taper 
at 325 nm (c) taper angle of 2º at compression depth of 
100 nm (d) taper angle of 2º at 325 nm.

Figure 5. Von Mises stress contours of the Al/SiC mul-
tilayer pillar on a Si base (a) no taper at compression 
depth of 100 nm (b) no taper at 325 nm (c) taper angle 
of 2º at compression depth of 100 nm (d) taper angle of 
2º at 325 nm.

Figure 6. SEM images of multilayer pillar structure (a) 
before compression, and (b) after compression, Courtesy 
of N. Chawla and D.R.P. Singh.

modeling in studying the mechanical behavior of 
nano- and micro-scale materials.

4 CONCLUSIONS

A numerical study has been carried out on micro-
compression of metal/ceramic multilayered pillars. 
The modulus obtained from simulation is com-
pared with the true value of elastic modulus of the 
layered structure. Results from the compression 
tests on the micro-pillar structure showed a strong 
dependence on the specimen geometry. It is essen-
tial to correct the raw data by taking into account 
the compliance of the pillar base and the machine. 
In the case of Al/SiC multilayered pillar, a small 
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degree of taper gives rise to severe extrusion of the 
Al layers out of the side boundary in the top por-
tion of the pillar, leading to a highly non-uniform 
deformation configuration not seen in pillars made 
out of a homogeneous material. The simulated 
deformed contour plots serve well to rationalized 
deformation observed during experiments. Also 
the modulus value obtained from current work is 
found to be consistent with that of previous nano-
indentation simulation. Thus microcompression, 
as another approach to characterize mechanical 
properties of nanomaterial, can be as important as 
nano-indentation.
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ABSTRACT: In this paper, the unrelated parallel machine scheduling problem with machine eligibility 
restrictions is studied with the objective of minimizing the maximum makespan. A new neighborhood 
search algorithm is proposed to find a near optimal solution, which is based on insertion and swap moves. 
An efficient method is developed to find a feasible swap move. We present computational results for a 
set of randomly generated instances. The results show that the proposed algorithm outperforms simple 
heuristics with respect to solution quality.

the reader is referred to the survey papers Leung 
and Li (2008) and Liao and Sheen (2008).

The purpose of this paper is to develop a new 
neighborhood search algorithm for the studied 
problem. The remainder of this paper is organized 
as follows. In Section 2, we give the formal intro-
duction of the studied problem. The proposed 
neighborhood search algorithm is presented in 
Section 3. In Sections 4 and 5, we present the com-
putational results and conclusion, respectively.

2 PROBLEM DEFINITION

The problem considered in this paper can be for-
mally described as follows: a set J = {J1, J2, …, Jn} 
of n independent jobs are scheduled on m identical 
parallel machines M = {M1, M2, …, Mm}. Each job 
has to be processed by exactly one machine. The 
processing time of job Ji is denoted by Ti. In iden-
tical parallel machine scheduling problem, each 
job has the same processing time regardless of the 
machine to which it is assigned. Machine eligibil-
ity restrictions are considered in this paper. That is, 
not all of the m parallel machines are capable of 
processing each job. For each job, it is eligible to be 
processed on certain machines only.

We select the minimization of the maximum 
completion time or makespan (Cmax) as the opti-
mization criterion. The makespan is determined by 
the maximum workload among parallel machines, 
where the workload of a machine is the sum of 
processing times of all jobs assigned to it. The goal 
of schedule is to distribute workload among paral-
lel machines as equally as possible so as to mini-
mize the makespan. According to the three-field 
classification scheme, the scheduling problem 
studied in this paper can be denoted by Pm/Mj/Cmax.

1 INTRODUCTION

Neighborhood Search is an important local search 
method that defines and explores neighborhoods 
to find a near-optimal solution. It can find high-
quality solutions in the practical computation time 
in the cases where exact algorithms fail to return a 
solution. Therefore, it has been applied to a wide 
variety of NP-hard problems.

Parallel machines scheduling problem with 
machine eligibility restrictions is a well-known 
NP-hard optimization problem. Therefore, most 
algorithms are developed only for restricted ver-
sions of this problem. Ebenlendr et  al. (2008) 
develop a 1.75-approximation algorithm for the 
problem where each job can be assigned to at most 
two machines. Lin and Liao (2008) proposed an 
exact algorithm for the situation, where machines 
and jobs can be classified into two levels: high and 
low levels. Some useful properties inherent in the 
problem are used in their algorithm, such as the 
impact of the number of high-level machines on 
solutions.

For general problems with machine eligibility 
restrictions, some two-phase algorithms are devel-
oped. Salem and Armacost (2002) presented a two-
phase algorithm for the unrelated parallel machines 
scheduling problem. In phase 1, constructive heu-
ristics are used to build an initial solution, followed 
by an improvement heuristic to improve the initial 
solution in phase 2. Eliiyi et  al. (2009) dealt with 
the problem with time windows and eligibility con-
straints. They developed a constraint-graph-based 
construction algorithm for generating near-optimal 
solutions and then used a genetic algorithm to 
enhance the near-optimal solutions. For more 
detailed information about parallel machines sched-
uling problem with machine eligibility restrictions, 
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There are many real problems that can be 
modeled as the Pm/Mj/Cmax problems, especially 
the production systems where one or more stages 
have several machines in parallel. Our research is 
motivated by some real-world scheduling problems 
arising in the shipbuilding company, where a fixed-
position layout is used. The product is too large to 
move and requires machines and staff  to bring it.

The following notations and definitions are used 
to define the studied problem.

Adjacency matrix An × m: the machine eligibility 
restrictions can be represented by an adjacency 
matrix An × m, where entry Aij in row i and column 
j is:

J M
ijA i jJ MJ

=
⎧
⎨
⎧⎧

⎩
⎨⎨

1
0

if job b d b hi
otherwise

Cj: the makespan of machine Mj.
Cmax: the makespan of a feasible schedule.
xij: a binary variable which takes value 1 if  Ji is 

assigned to Mj and 0 otherwise.
A straightforward Mixed Integer Linear Pro-

gramming (MILP) formulation for the studied 
problem is as follows:

min Cmax (1)

such that

C C j jCmaCC x ≥ ∀C jC  (2)

C j iC x j ii ij
i

n

j∀x T Aix j iTTi ijA
=
∑∑

1

 (3)

x Aij ijA
j

m

i= ∀
=

∑
1

 (4)

xij i j∈{ } ∀  (5)

In the formulation described above, Equation (1) 
is the objective function. It concerns the minimiza-
tion of the maximum completion time on the par-
allel machines. Equation (2) defines the maximum 
completion time, which is obviously as large as all 
completion times on each machine. Equation (3) 
is used to compute the completion time on each 
machine for a given schedule. Equation (4) indi-
cates that each job is scheduled only once on an eli-
gible machine. Finally, equation (5) indicates that 
xij is a binary variable.

3 NEIGHBORHOOD SEARCH 
ALGORITHM FOR PM/MJ/CMAX PROBLEM

In this section, we will describe four neighborhood 
structures: (Insert(i, j), Swap(i, j), Insert(num), and 

Swap(num)). And we proposed the neighborhood 
search algorithm for the Pm/Mj/Cmax problem.

3.1 Solution representation and initial solution

The studied problem includes one decision of 
assignment of jobs to machines. To represent a 
solution, we use the job-based encoding scheme. 
In the case of n different jobs, the schedule S is 
encoded into a string of digits. The length of the 
string is equal to the total number of jobs. The 
index of each digit represents the index of each 
job. The value of each digit represents the index 
of a machine used to process the job. Consider a 
problem with four jobs and three machines. Let 
S = {1, 3, 2, 2} be a feasible solution. The decoding 
of S results in the following assignment: J1 will be 
processed on M1, J2 on M3, and the remaining two 
jobs on M2.

The initial solution construction problem 
includes two decisions of job sequencing and 
machine selection. Job sequencing determines the 
arrangement of the jobs that is to be assigned. 
Machine selection finds which machine is used to 
process a given job.

In the process of building an initial solution, the 
order of jobs for assignment is determined by job 
sequencing at first; then, jobs are assigned in this 
order to machines determined by machine selec-
tion. Job sequencing is the major module of the 
initial solution construction algorithm. The heu-
ristic is used in job sequencing, which is described 
below.

Shortest processing time first: select the cur-
rently available job with the shortest processing 
time to be processed first.

For machine selection, a greedy heuristic is used 
in this paper. For a given job, the eligible machine 
with the minimum workload is selected.

The initial solution construction algorithm is 
described as follows:

Input: J,M, T, A.
Output: initial solution Si
Step 1: unfinished job set Jw←J, (Si) n×m←0.
Step 2: if Jw = Φ, output Fi; otherwise, select a job 

Jx from Jw based on Shortest Processing First rule.
Step 3: select a machine My in Ux with the mini-

mum workload.
Step 4: (Si) x,y←1.
Step 5: delete Jx from Jw, go to Step 2.

3.2 Neighborhood structure

The initial solution may be highly unbalanced. The 
following four neighborhood structures are used 
for searching a more balanced solution.

1. Insert(i, j): Select a job Ji randomly and then 
select a machine Mj on which Ji is not scheduled.
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From the definition of  Insert(i, j), we know 
that given a schedule S, its insertion neigh-
borhood consists of  all schedules that can be 
obtained by removing a job from the current 
machine in S and re-assigning it to another eli-
gible machine.
2. Swap(i, j): Select two jobs, Ji and Jj, and then 

interchange the machine assignments of Ji 
and Jj.
From the definition of Swap(i, j), we know that 

given a schedule S, its swap neighborhood consists 
of all schedules that can be obtained by interchang-
ing the assigned machines of Ji and Jj in S.

To avoid generating duplicates, Ji and Jj should 
be scheduled on different machines. Whether or 
not two jobs belong to two different machines, this 
can be represented by a undirected graph G(V, E), 
where:

V = {V1, V2, …, Vn} is a set of vertices, which 
corresponds to the set of jobs. For example, Vi cor-
responds to job Ji.

E is the set of edges, which indicates that two 
jobs connected by an edge belong to two different 
machines.

On the basis of G(V, E), we just need to select an 
edge in G randomly to generate a swap neighbor.
3. Insert(num): Perform independent Insert (i, j) 

num times simultaneously.
4. Swap(num): Perform independent Swap(i, j) 

num times simultaneously.

We now present a neighborhood search algorithm 
for the studied problem.

Input: initial solution Si
Output: near optimal solution So
Step 1. So←Si, counter←0, input the value of 

maxIter and the value of maxCounter.
Step 2. While(counter < maxCounter) do
Nei: Select a neighborhood structure randomly 

and generate a neighbor Sn of Si.
If  Sn is better than So, then So←Sn, counter←0. 

Otherwise, counter←counter+1.
Step 3. Iter←Iter+1. If(Iter > maxIter), output 

So. Otherwise, counter←0, Si←So, goto Step 2.

4 COMPUTATIONAL RESULTS

The neighborhood search algorithm presented in 
this paper is coded in Visual Studio 2010 C# and 
implemented on an i7@2.60GHz personal com-
puter with 4G memory. The Central Processing 
Unit (CPU) time limit is set to 10 min.

The factors considered in this experiment are 
the number of jobs, the number of machines, the 
eligible machine set for each job, the processing 
time of each job, and the initial solution construc-
tion heuristics used in phase 1. The details of the 
above factors are as follows:

1. Number of jobs (n): 10, 20.
2. Number of machines (m): 2, 4, 6, 8.
3. The machine eligibility restrictions are impor-

tant factors in the studied problem, which have 
a strong impact on CPU time required to search 
the optimal solution. Obviously, CPU time will 
increase as the size of the eligible machine set 
increases, as the size of alternating search tree is 
much larger in this case. In order to evaluate the 
efficiency of the improvement algorithm in the 
worst cases, we consider the most difficult situa-
tion that every machine is eligible for every job.

4. The processing time of each job is uniformly 
distributed in the interval [50, 100].

Table 1 reports the average results of the compu-
tational experiments on 10 runs for each instance. 
Ts is the CPU time used by the proposed neighbor-
hood search algorithm, which is in seconds.

As can be seen from Table 1, in each instance, 
the quality of So is better than that of Si. Mean-
while, the solution times increase considerably with 
an increase in the number of jobs and the number 
of machines. In the worst case, the proposed algo-
rithm can handle 8 × 20 size problem in reasonable 
time, which is less than 10 min.

5 CONCLUSIONS

In this study, the scheduling problem of minimizing 
the makespan on parallel machines with eligibil-
ity restrictions is studied. We developed a neigh-
borhood search algorithm to find a near-optimal 
solution. A computational experiment is designed 
for evaluating the performance of the proposed 
algorithm. The results reveal that it can handle 
8  ×  20  size problem in reasonable time, which is 
less than 10 min.
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A novel medical image enhancement algorithm based on ridgelet 
transform
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ABSTRACT: A new medical image enhancement method based on ridgelet transform was proposed 
in this paper. Medical images enhancement is important in the clinical medicine. And the key work of 
enhancement methods based on ridgelet transform is how to enhance coefficients of ridgelet transform. 
The multiwavelet transform is used after the Radon transform in the process of ridgelet transform, and 
these multiwavelet coefficients are enhanced with weight factors. In order to reduce the effects of noise, 
the soft threshold method was selected to de-noise the coefficients of ridgelet transform. The piece wise 
histogram transform was used to stretch the range of gray level of the enhanced image for getting abun-
dant gray levels. Experiments have shown that the method can not only enhance an image’s details, but 
also hold the image’s edge features effectively.

obtained if  the information of high frequency is 
used effectively. On the basis of this thought, an 
improved enhancement method of a medical image 
based on ridgelet transform was proposed in this 
paper, in which multiwavelet transform is selected to 
replace wavelet transform after Radon transform.

2 MEDICAL IMAGE ENHANCEMENT 
BASED ON NEW RIDGELET 
TRANSFORM (NRT)

Ridgelet transform is a new representation method 
of an image, which mainly includes two proce-
dures: Radon transform and Wavelet Transform 
(WT), as shown in Formulas (1) and (2). In this 
paper, the improvement of ridgelet transform is 
proposed for image enhancement:

R f x t dfR
R

( , ) f
R

) ( ( ) si ( ) ) ,dxddθ δt f x,, ) f ) (( θ) s) x in( ))x( cos(xf ) ( θ)) −∫RR∫ 1 2cos( )θ) x
2

 (1)

where θ ππ[ , ],ππ0 2 t R∈  and δ  is the Dirac 
function.

CRT b t R tf aTT b bR fR(aa ( )t ( , ) ,dt,a ,,∫R∫  (2)

where ψ ( )ψψ  is the wavelet function.
The proposed enhancement method based on 

ridgelet transform is described in Fig. 1. It mainly 
includes Radon transform, multiwavelet trans-
form, enhancement of coefficients of ridgelet 
transform, inverse multiwavelet transform, inverse 
Radon transform, and histogram transform.

1 INTRODUCTION

With the development of information technology, 
medical images have been applied in the clinical 
medicine successfully. Medical images can provide 
more visual information about the disease in the 
clinical medicine. However, the quality of medi-
cal images are not high enough to use directly due 
to many reasons, such as low contrast and noise. 
Therefore, medical image enhancement technology 
is very important for clinical medicine. In addition, 
enhanced images can also be effective for the reg-
istration and segmentation of medical images and 
so on.

Wavelet transform has been widely used in image 
processing fields for that it is an effective time–
frequency analysis tool developed in the 1980s. 
There are many medical image enhancement meth-
ods based on wavelet transform (Y. Yang et al. 
2010, Bhutada 2011). After the wavelet transform, 
the ridglet transform is another important tool for 
multiscale analysis (Candes et al. 1998, Candes 
et al. 1999). It mainly includes two procedures: 
Radon transform and Wavelet Transform (WT). 
The ridgelet transform has been widely used in the 
field of image processing (Jiang Yuan et al. 2016, 
Deng Chengzhi et al. 2009). It is also widely used 
to enhance image quality (Li Hongbing et al. 2011, 
Qiu Ju et al. 2009).

Ridgelet transform is an effective process-
ing method for an image. However there is also 
some high-frequency information hidden in high-
frequency sub-images after wavelet transform 
of the image. Better enhancement results can be 
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2.1 Improved ridgelet transform

The ridgelet transform proposed by Donoho 
is shown in Formulas (1) and (2). In this part, 
according to formula (2), the multiwavelet trans-
form is provided to replace the wavelet after 
Radon transform. More high-frequency infor-
mation can be obtained through multiwavelet 
transform. These more detail information can 
be used to enhance the features of  an image. In 
order to watch clearly, the procedure of  multi-
wavelet transform of  an image is shown in 
Figures 2 and 3.

2.2 Copying old text onto a new file and 
enhancement of ridgelet coefficients

In this part, the coefficients of ridgelet trans-
form are de-noised by soft threshold method ini-
tially. After this, the coefficients are enhanced by 
enhancement factor shown in Formula (3):

CRT b CRT a bf iTT b fTT(aa ) ( ,a , ),ω i)) ))  (3)

where ω iω i =, ( , )1,  denotes enhancement factor 
action on the coefficients of multiwavelet transform.
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 (4)

where f x y,x )  denotes the pixel of reconstructed 
image at position ( , ), maxx y, fm   is the max value of 
the pixels, M ∈ [ , ],0 255  and N f ].maff x

2.3 Histogram transform

The inverse multiwavelet transform and inverse 
Radon transform are executed on the basis of the 

Figure 1. Enhancement procedure based on ridgelet transform.

Figure 2. Multiwavelet transform of 2-D signal.
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Figure 3. Multiwavelet transform of an image.

Figure 4. Image enhancement I.

Figure 5. Image enhancement II.

enhanced coefficients of ridgelet transform. So far, 
the reconstruction of the image is accomplished. 
However, gray level of the reconstructed image 
may be lower, which could result in a darker image. 
In order to change the problem, the piecewise his-
togram transform shown in Formula (4) is taken 
to obtain the more abundant information of an 
image’s gray level.

3 EXPERIMENTS

In the experiments, we selected M = 255
3

, 

N f= =fmaffff x , . ,
4

1 5.1ω1  and ω2ω 1 8= .1 .  The results of 

experi ments based on the proposed enhance-
ment method are shown in Figures 4 and 5, where 
panels (a) show the initial image, (b) show the 
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enhancement result by wavelet transform, and (c) 
show the enhancement result by ridgelet trans-
form proposed in the paper. The PSNR is shown 
in Table 1.

4 CONCLUSIONS

An important problem of medical image enhance-
ment is how to use the coefficient of ridgelet trans-
form effectively. In this paper, the two key steps 
are selected in the procedure of medical image 
enhancement. First, the multiwavelet transform is 
selected to replace wavelet transform after Radon 
transform. Second, different weights act on the 
ridgelet coefficients, that is, the weight factor ω1 of 
enhancement is used to enhance the coefficients of 
multiwavelet transform, and the weight factor ω2 
is used to enhance the coefficients of obtained by 
inverse multiwavelet transform. Those techniques 
help acquire better enhancement results. Experi-
ment results showed that better enhanced images 
could be obtained using the proposed method.
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Table 1. Results of the experiments.

Image Method PSNR

Fig. 4(b) Enhancement by WT 28.53
Fig. 4(c) Enhancement by NRT 62.36
Fig. 5(b) Enhancement by WT 27.19
Fig. 5(c) Enhancement by NRT 52.31
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Significance of deep learning on big data analytics

Jilei Mao
Wuhan University of Technology, Hubei Province, China 

Zijun Mao
Capital University of Economics and Business, China

ABSTRACT: Deep learning and big data analytics are two high foci of data science. With the huge 
volumes of data available today, big data brings us more opportunities and transformative potential; 
it also brings unprecedented challenges to address data and information. The data are too large to be 
analyzed using the traditional technology. Therefore, deep learning algorithm is becoming an important 
department in providing big data analytics a new way to get predictive analytics solutions. Deep learning 
gives us an important opportunity for completing neural network algorithms and models to deal with 
analytics problems related to big data compared with the traditional technology used to deal with data 
analytics problems.

tool for the big data analytics of the data that are 
considered generally unsupervised and uncatego-
rized. The multi-tier learning model and extraction 
of different complex levels and data abstractions in 
deep learning provide a certain degree of simpli-
fication for big data analytics tasks, especially for 
analyzing large volumes of data, semantic index-
ing, data tagging, and discriminative tasks such 
classification and prediction.

2 DEEP LEARNING ALGORITHM

The field of machine learning has made great 
progress especially in the algorithm. And we call it 
deep learning algorithm. In this part, a brief  intro-
duction about deep learning algorithm is given.

The deep learning algorithms are mostly influ-
enced by the study about artificial intelligence, 
with the aim of emulating the human brain’s 
ability to learn, analyze, observe, and make deci-
sions, especially for complex problems related to 
large volumes of data. Work related to these com-
plex challenges has been a key motivation behind 
deep learning algorithms, which strive to emulate 
the hierarchical learning approach of the human 
brain.

Deep learning algorithm is a learning model 
composed of multilayer neural networks, as shown 
in Figure  1. Neural network is a learning model 
consists of many logical units, which is organized 
in different levels. And the output of the first layer 
is the input variable of the next layer. The first 
layer is called the input layer, the last layer is called 

1 INTRODUCTION

In the rapidly growing digital word, there are 
two hottest study trends: deep learning and big 
data. The concept, application, and relationship 
between big data and deep learning will be mainly 
introduced in this paper.

Big data refers to the digital data with the sheer 
growth and wide availability and is difficult or 
even impossible to be addressed and analyzed by 
traditional data analytics tools and technologies. 
The shapes and the size of data are growing at an 
astonishing rate.

While big data offers a great potential for revo-
lutionizing all aspects of our society, getting use-
ful information from big data is challenging. It 
requires the development of advanced technolo-
gies, and the work form virtuous tends experts 
working in close cooperation to get the large and 
rapidly growing size of information hidden in the 
astonishing volume of digital data.

As the size of data is becoming larger, deep 
learning is becoming an important department in 
providing big data predictive analytics solutions, 
particularly with the increased processing power 
and advances in graphics processors. Deep learning 
algorithm makes a better job of potentially provid-
ing a solution to solve the data analytics and learn-
ing problem found in massive volume of input data 
compared with another machine learning and fea-
ture engineering algorithms. More specifically, it 
aids in automatically extracting complex data rep-
resentations from large volumes of unsupervised 
data. These features make deep learning a useful 
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the output layer, and the middle layer is the hidden 
layer.

We can make a simple summary: Deep architec-
ture of consecutive layers is the main idea of deep 
learning algorithm. A nonlinear transformation is 
set in the input of each layer, which provides proc-
essed data in its output.

The target of the algorithm is to learn a complex 
and abstract representation of the data in a hierar-
chical manner by passing the data through multi-
ple transformation layers. The sensory data (such 
as an image) is fed to the first layer. The input layer 
transforms the features into another field, and the 
output features are the input of the next layer. The 
features of the data are transformed and passed 
by layers to learn and set the model of the data. 
Therefore, the concept of deep learning can be 
defined combined with data processing.

Deep learning is an algorithm that can learn 
a model from data and use the model to predict 
the new data. According to this feature, we can-
not separate deep learning from data. The essence 
of learning is to build a machine learning model 
with several hidden layers and use large volumes 
of training data to learn more meaningful features 
so as to enhance the accuracy of classification or 
prediction. Therefore, “deep model” is a path and 
“feature learning” is the purpose of the algorithm.

Deep learning algorithm has two features: 1) it 
emphasizes the depth of the model structure, usu-
ally with one or two, or more hidden layers (as 
shown in Figure 2); 2) it highlights the importance 
of feature learning and transforms the features 
layer by layer. It transforms the samples features 
from the original space to a new feature space, 
thus making it easier to classify or predict.

Compared with the traditional way, deep 
learning algorithm is more accurate to portray the 
information inside the data.

3 TYPICAL APPLICATIONS OF DEEP 
LEARNING

Some basic concepts and principles of deep learn-
ing algorithm have been introduced. Examples of 
application are given in this part.

3.1 Neural network machine translation system

Google has released the Neural Machine Transla-
tion System (GNMT) recently. The improvement 
in speed and accuracy brings a better service to 
the users. The translation quality of English, 
France, and Spanish has reached about 90%. 
And the translation quality between Chinese and 
English can also reach 80%.

Figure  3  shows the scores of human transla-
tion, Neural Machine Translation System, and 
Phrase-based Machine Translation System, where 
0 represents “totally meaningless translation” and 
6 represents “perfect translation”. Neural network 
Machine Translation System has a higher score 
than Phrase-based Machine Translation clearly.

3.2  Mechanical arm

Deep learning can teach robots how to use the 
robot arm to complete a task. Traditional mechan-
ical arm, which is programmed by a programmer, 
cannot be seriously disturbed; otherwise, it cannot 
grasp the target accurately. Deep learning algo-
rithm can perform much better than the traditional 
algorithm. Deep learning algorithm can train the 
mechanical arm to pick the object up. If  failed in 
the first time, then re-learn and try again until the 
task is finished. Deep learning increases the ability 
of the robots to learn how to finish the task.

Figure 1. Three layers of neural network.

Figure 2. Neural network with two hidden layers.
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3.3 AlphaGo

In March 2016, AlphaGo won the world champi-
onship. Deep learning algorithm played a key role 
in this game.

In go game, each move has more than 300 types, 
and every chess has 200  steps on average. This 
question cannot be resolved in the traditional way. 
Deep learning algorithm can make machines have 
human intuition and predict the next step that the 
opponent will analyze, making the best decision. 
The deep learning algorithm is the reason for the 
success of Alphago.

3.4 Face recognition

By using deep learning algorithm in face recog-
nition, more information can be obtained, such 
as the location of the face in the picture, name, 
gender, age, and facial expression of the person. 
The algorithm can even analyze the movement of 
the lips to know what people say. The speed and 
accuracy have been greatly improved compared 
with the technology before, such as support vector 
machines.

4 BIG DATA

Big data refers to the data with size beyond the 
traditional database system processing power. It 
requires high transfer speed. Its structure is not 
suitable for the original database system. This defi-
nition is intentionally subjective and incorporates 
a moving definition of how big a data set needs to 
be in order to be considered big data—the big data 
cannot be defined in terms of being larger than a 
certain number of terabytes (thousands of giga-
bytes). As technology advances over time, the data 

sets that qualify as big data will also increase (as 
shown in Figure 4). The size of data in our world 
has been exploding. As an all-encompassing term, 
big data has a very vague definition. The input list 
of the big data is long, including the social net-
work, satellite images, broadcast audio streams, 
bank transactions, rock music MP3, Web page 
content, government file scanning, GPS route, and 
financial market data. These data are not the same 
thing, and data sources are abundant.

5 CONCLUSIONS

Deep learning algorithm is mostly influenced by 
the study of artificial intelligence, which is aimed 
to emulate the human brain’s ability by science 
analytics. It is a learning model composed of mul-
tilayer neural networks. Big data refers to the data 
whose size is beyond the traditional database sys-
tem processing power.

As the data keep getting bigger, deep learning 
is coming to play a key role in providing big data 
predictive analytics solutions, particularly with 
the increased processing power and the advances 
in graphics processors. Compared with the tradi-
tional way, the deep learning algorithm is more 
accurate to portray the information inside the 
data and provide a solution to solve the data 
analysis and learning problems found in mas-
sive volumes of  input data. The study about 
deep learning and big data is very important and 
significant and requires more attention from all 
fields. More efforts are necessarily taken to fur-
ther apply deep learning to the problems associ-
ated with big data.

Figure 3. Translation model.

Figure 4. Global information created and storage.
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ABSTRACT: Pipe routing plays an important role in many industries, especially for the ship building 
design. In this paper, a rectilinear branch pipe routing method for automatic generation of the optimal 
branch pipe routes based on a 3D network and improved Genetic Algorithm (GA) for ships is proposed. 
By extending the 2D escape graph, a 3D network graph is constructed first. It can model the 3D con-
strained layout space and reduce the storage space effectively. Then, an improved genetic algorithm is 
employed to solve the rectilinear branch pipe routing optimization problem on the basis of the network 
graph. Fixed-length coding method, one-point crossover, and location mutation are adopted to improve 
the computational efficiency. Finally, a case study of pipe routing for a ship engine room is conducted to 
validate the performance of the proposed method.

proposed for the rectilinear branch pipe routing 
problem. First, a 3D network graph is constructed 
by extending the 2D escape graph. Then, an 
improved genetic algorithm is employed to solve 
the rectilinear branch pipe routing optimization 
problem in the 3D network graph. Finally, a case 
study of pipe routing for ship engine room is con-
ducted to validate the proposed method.

2 PROBLEM DESCRIPTION

Branch pipe routing problem can be formulated as 
finding the Rectilinear Steiner Minimal Trees with 
Obstacles (RSMTO) (Liu & Wang 2012). For the 
RSMTO problem, one of the important tasks is to 
construct a reasonable layout space model.

By extending the horizontal and vertical lines 
from the terminals and the obstacle vertices to any 
boundary of the design space and obstacles, 2D 
escape graph can be constructed. For the escape 
graph, if  an instance of the RSMTO problem is 
solvable, there is an optimal solution composed only 
of escape segment in the escape graph (Ganley & 
Cohoon, 1994). The escape graph method is 
applied to construct the network graph model in 
the 3D layout space. By extending the 2D escape 
graph, 3D layout space can be constructed. The 
detailed steps are as follows:

Step 1. Extend lines from obstacle vertex in X, Y, 
and Z directions to any boundaries of the design 
space and obstacles and record the intersection 
points as vertexes.

1 INTRODUCTION

Pipe routing plays an important role in many 
industries, especially for the ship building design. 
Because of the large space of ship layout and vari-
ous design constraints, it takes more than 50% of 
the man-hours in the detailed design phase by using 
the traditional pipeline design method. Therefore, 
an automatic pipeline layout approach might offer 
an attractive way to improve the design efficiency, 
leading to saving of time and money.

In the past decades, the two-terminal pipe rout-
ing problem has been widely studied. However, in 
practice, more than 70% of pipelines contain at 
least one branch pipe (Asmara & Nienhuis 2006). 
To solve the branch pipe routing problem, a series 
of research (Wu et al. 2008, Jiang et al. 2015, Sui & 
Niu 2016) has been conducted using a cell-
generation method. According to computational 
geometry, the Steiner Minimal Tree with Obstacles 
(SMTO) problem can be formulated by construct-
ing a shortest collision-free network intercon-
necting some given terminals while allowing for 
addition of auxiliary points called Steiner points 
(Liu & Wang 2012). By combining the Steiner tree 
theory with Particle Swarm Optimization (PSO) 
algorithm, rectilinear branch pipe routing method 
(Liu & Wang 2011) and nonrectilinear branch pipe 
routing approach (Liu & Wang 2012) were pro-
posed to automatically generate the branch pipe 
routes of aero-engines.

In this paper, branch pipe routing method based 
on 3D network and improved genetic algorithm is 
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Step 2. Extend lines from terminal in X, Y, and Z 
directions to any boundaries of the design space 
and obstacles and record the intersection points 
as vertexes.

Step 3. Combine all the lines and vertexes into 
the 3D network graph.

Figure 1 shows an example of 3D network graph 
with four obstacles and three terminals, in which 
black points denote the obstacle vertexes, white 
points denote the intersection points, and gray 
points denote the pipe terminals.

3 IMPROVED GENETIC ALGORITHM

Genetic algorithm is adopted to deal with the 
optimization problem for its global characteris-
tic, robustness, and easy implementation. In this 
paper, the improved genetic algorithm is adopted 
to determine the number and position of the 
Steiner points on the 3D network graph. The flow-
chart of the improved genetic algorithm is shown 
in Figure 2.

3.1 Fixed-length encoding

The key problem of solving the Steiner minimal 
tree for a given graph G = (V, E) with N connection 
points is to determine the number and positions 
of the Steiner points. The chromosome coding 
method of the improved genetic algorithm is pre-
sented referring to the PSO coding in the literature 
(Liu & Wang 2012). Assuming that V is a collec-
tion of all the points in the graph G, so r  = (V−N) 
is the collection of all the middle points. A chro-
mosome is randomly generated by the fixed-length 
encoding method:

), ),( ( ), ), ( ( ), )
( ( ), )

i
r

1 0), 2 1), 1
0

�
�  (1)

where (Node(2), 1) denotes that node 2 is the 
Steiner point and (Node(1), 0) denotes that node 1 
is the potential Steiner point, which may become 
Steiner point as the system iterates. For N-point 
connection problem, the number of Steiner points 
should be less than (N − 2). Hence, the chromo-
somes that do not meet this requirement should to 
be deleted during the iteration. Figure 3 shows an 
example of a chromosome code and a Steiner tree 
on a network graph. As depicted in Figure 3, black 
points denote the pipe connection points, bold 
solid lines represent the Steiner tree, and points 4 
and 10 denote the Steiner points.

3.2 Genetic operator

3.2.1 One-point crossover
The one-point crossover method is used in the 
improved genetic algorithm to generate the child 
chromosome. Take the network graph in Figure 3 
as an example. First, randomly select two parent 
chromosomes P1 and P2 from the population. 
Then, a random number k (0 < k <1) is generated. 

Figure 1. Example of 3D network graph.

Figure 2. Improved genetic algorithm.

Figure 3. Example of chromosome code and a Steiner 
tree on a network graph.
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Here, if  k ≤ pc (pc denotes the crossover probability), 
the two parent chromosomes are recombined to 
produce two new children, as shown in Figure 4. 
There are four pipe connection points on the net-
work graph, so the number of Steiner points must 
be less than two. The children with more than two 
Steiner points would be deleted.

3.2.2 Location mutation
Mutation operation can increase the population 
diversity and the search space. Location mutation 
is utilized in the genetic operation. The location 
mutation method is shown in Figure  5. In loca-
tion mutation, a chromosome is randomly selected 
from the population first. Then, a random num-
ber k (0 < k <1) is generated. If  k ≤ pm (pm denotes 
the mutation probability), a random quantity of 
potential Steiner points are selected and trans-
formed into Steiner points; accordingly, the cor-
responding quantity of Steiner points are turned 

into potential Steiner points. Figure  5  shows the 
change of Steiner tree after the Steiner point 4 is 
substituted by point 5. Because the location muta-
tion operation does not change the number of 
Steiner points, the filtering operation is not needed 
in the mutation operation.

3.3 Evaluating an individual

Considering practical engineering rules, the 
pipeline should be away from dangerous equip-
ment, such as the electrical regions or the high 
temperature-areas, and close to some equipment 
that are easy to install the supports. To cope with 
the problems, the concept of potential energy is 
proposed by Ito (1999). By allocating diffident 
potential energy values to the cells around the 
equipment, different engineering constraints can 
be satisfied. On the basis of the concept of poten-
tial energy, a different value of potential energy 

Figure 5. Location mutation method.

Figure 4. One-point crossover method.
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(Ep) is assigned to each vertex in the 3D network 
graph for satisfying three engineering constraints.

A lower potential energy value means that the 
pipe route is close to equipment that are easy to 
install the supports, while a higher energy value 
means that the pipe route is close to the electric 
regions or high-temperature areas.

For example, as shown in Figure 3, assume that 
obstacle O1 is the equipment that may generate 
heat. Then, a potential energy value Ep is appended 
on the vertexes, which are on the boundary of the 
obstacle O1, such as vertexes 3, 4, 6, 7, and 8. The 
generalized length of pipeline segment between 
two vertexes can be calculated as follows:

L L E Eseg seg p pE′ +LsL eg 2EpE  (2)

where Lseg represents the length of the pipeline seg-
ment and Ep1 and Ep2 denote the potential energies 
of the two vertexes, respectively.

Another problem that needs to be considered is 
the number of pipe bends. The pipe routing cost 
increases with the increase of the number of bends. 
Considering the potential energy and the number 
of bends, the fitness function of a chromosome 
can be formulated as:

F c L c N Bg BN bendB×c ×c1 LgL c× cc  (3)

where Lg represents the generalized length of the 
chromosome, Bbend denotes the equivalent length 
of a bend, NB denotes the total number of bends 

of the chromosome, and c1 and c2 denote the 
weighting factors associated with the objectives, 
respectively.

According to the aforementioned chromo-
some coding method and genetic operation, the 
fast algorithm for Steiner trees (Kou et al. 1989) is 
used to construct a minimal Steiner tree. The fit-
ness value of a chromosome can be calculated as 
follows:

Step 1. Construct the point set of the chromo-
some, including the Steiner points and the connec-
tion points. There should be totally (N + q) points 
in the set, where N is the number of connection 
points and q is the number of the Steiner points.

Step 2. The fast algorithm for Steiner trees is 
employed to solve the minimum Steiner tree 
problem on the network graph for connection 
of the (N + q) points.

Step 3. According to Eqs. 2 and 3, calculate the 
Minimum Steiner Tree (MST) length, which is 
viewed as the fitness of the chromosome.

4 CASE STUDY

An equipment layout of a ship cabin is shown in 
Figure 6. The main equipment includes two fuel oil 
storage tanks, two marine main engines, two diesel 
generators, one steam boiler, one water boiler, and 
two oil pumps. Two fuel pipes are chosen as exam-
ples to validate the proposed method. The design 
information of these pipes is presented in Table 1.

Figure 6. Equipment and branch pipe layout in a ship cabin.

ICCAE16_Vol 02.indb   1604ICCAE16_Vol 02.indb   1604 3/27/2017   10:59:38 AM3/27/2017   10:59:38 AM



1605

For pipe 1, the 3D network graph contains 220 
points and 800 edges. For pipe 2, the 3D network 
graph contains 260 points and 1060 edges, in which 
the routed pipe 1 is regarded as an obstacle. The 
parameters of the genetic algorithm run were the 
population size, 60; the number of generation, 100; 
the crossover ratio, 0.8, and the mutation ratio, 0.1; 
and the weighting factors c1 = 0.5, c2 = 0.5. As for 
electrical regions, potential energy value Ep = 100 is 
assigned to diesel generators 1 and 2.

The optimal results of the two pipes are shown 
in Figure 6. The total length of pipe 1 is 9526 cm, 
and it contains six bends and three T-joints. The 
total length of pipe 2 is 8722 cm, and it contains 
eight bends and three T-joints. In the optimization 
process of pipe 2, the parallel part of the pipe 1 
is set as a shorter generalized pipe length, for the 
parallel part can share the supports. The conver-
gence curves of two optimal branch pipelines are 
shown in Figure 7. The convergence generations of 
two optimal branch pipelines are about 22 and 44, 
respectively.

CONCLUSIONS

In this paper, we presented an improved GA and 
3D network-graph-based branch pipe routing 
approach, which mainly includes layout space 
construction, coding, fitness function, and specific 
genetic operation strategy.

A 3D network graph is first constructed by 
extending the 2D escape graph. Branch pipe rout-
ing problem can be formulated as finding the 
Rectilinear Steiner Minimal Trees with Obstacles. 
Branch pipes in the layout space are represented 
by the Steiner points and the connection points 
included in the chromosome. The fast algorithm 
for Steiner trees is employed to solve the mini-
mum Steiner tree problem on the network graph 
for the connection of these points. On the basis of 
the 3D network graph and potential energy value, 
design goal and some engineering constraints are 
modeled. The genetic operator is then devised, in 
which one-point crossover and location mutation 
strategy are presented to improve the quality of 
chromosomes. A case study of a fuel piping system 
in a ship engine room demonstrates the feasibility 
and effectiveness of the proposed method.

Future research should focus on more engi-
neering constraints, such as pipe grading, to avoid 
vibration and ensure the usage security of the 
pipeline.
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